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Introduction

La technologie de séparation par adsorption est utilisée dans l’industrie pour la séparation et la
purification des gaz et des liquides dans des domaines très variés allant des industries pétrolières,
pétrochimiques et chimiques aux applications environnementales. Typiquement, en milieu in-
dustriel, les applications sont la production des gaz industriels (oxygène, azote, hydrogène), le
captage de CO2, la séparation des hydrocarbures (par exemple les alcanes linéaires et ramifiées),
les traitements de l’air, des eaux et des effluents pour éliminer les polluants (composés soufrés
et organiques volatiles, odeurs, radionucleides etc.). Cette voie de séparation repose sur le phé-
nomène d’adsorption sélective des différents constituants par un matériau adsorbant grâce aux
interactions spécifiques qui s’exercent entre sa surface interne et les molécules adsorbées. Cette
séparation peut s’effectuer sous contrôle thermodynamique ou cinétique, et concerner aussi bien
des mélanges gazeux que liquides.

Le groupe Air Liquide développe et améliore en continu la technologie de séparation par ad-
sorption selon deux axes de recherche : d’un côté la découverte et la mise au point de nouveaux
adsorbants plus performants et de l’autre la conception et l’optimisation des procédés d’adsorp-
tion en termes d’équipements, de contrôle et de dimensionnement. En ce qui concerne le premier
axe, les qualités recherchées dans un matériau nanoporeux pour la séparation d’un mélange
donné sont une forte affinité préférentielle pour l’un ou plusieurs des composés du mélange, une
surface spécifique la plus importante possible, un diamètre moyen des pores suffisamment large
et une connectivité importante pour permettre une diffusion rapide des molécules à l’intérieur
de l’adsorbant et enfin une désorption facile des composés adsorbés. Sur le deuxième axe, l’éva-
luation précise des performances d’un nouvel adsorbant dans un procédé de type PSA (Pressure
Swing Adsorption) passe nécessairement par une phase d’étude à l’échelle d’un système pilote
représentatif du procédé. Ces tests doivent être effectués pour chacun des adsorbants envisagés.
Cette approche nécessite donc un investissement élevé et une durée de validation d’autant plus
longue que le nombre de configurations à étudier est grand : nature et répartition des adsor-
bants utilisés dans la colonne, nombre et durée des cycles, conditions et durée de régénération
de l’adsorbant, composition et débit du mélange gazeux.

Afin d’accélérer l’étape de sélection de l’adsorbant et d’optimisation du procédé de séparation,
la simulation numérique s’impose en amont des tests expérimentaux. De manière générale, elle
se présente comme une alternative (ou un préliminaire, ou un complément) à l’expérience dans
les cas où cette dernière s’avère coûteuse, longue ou trop dangereuse à réaliser. Dans le cadre qui
nous intéresse, elle intervient à toutes les échelles de l’étude : de la simulation moléculaire, qui
traite de la nature des interactions entre l’adsorbat et le matériau poreux, à la simulation numé-
rique du procédé lui–même. À cette échelle on résout les équations différentielles qui décrivent
à la fois le transfert de masse et de chaleur dans la colonne d’adsorption remplie d’adsorbant et
traversée par le fluide. Au cours de ma thèse j’ai utilisé la simulation moléculaire pour étudier
les processus de physisorption et de chimisorption des molécules polaires (notamment CO2 et
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Introduction

H2O) dans une famille récente de matériaux nanoporeux : les Metal–Organic Frameworks, ou
MOFs. Il s’agit d’une nouvelle génération de matériaux hybrides organiques–inorganiques, cris-
tallins et nanoporeux, qui font depuis les années 2000 l’objet d’une grande attention de la part
de la communauté scientifique mondiale. Ces matériaux semblent particulièrement prometteurs
dans de nombreux domaines industriels comme l’adsorption sélective et la catalyse hétérogène,
où les matériaux poreux les plus utilisés aujourd’hui sont les charbons actifs et les zéolithes.
Cependant, bien que leurs propriétés d’adsorption de petites molécules gazeuses telles que H2,
CH4, CO2, CO, N2 et O2 aient été largement étudiées, de nombreuses zones d’ombres restent
encore à explorer pour aboutir à une compréhension générale de l’adsorption dans ces systèmes.
En particulier les liens entre les propriétés d’adsorption et la géométrie, la topologie et la na-
ture de la surface interne des matériaux ainsi que leur stabilité restent encore à explorer. Cela
est vrai notamment pour l’adsorption des molécules polaires, comme le dioxyde de carbone
et surtout l’eau, pour lesquelles les méthodes de simulation moléculaires “standard” (typique-
ment, simulations de Monte–Carlo dans l’ensemble grand canonique, sur la base de potentiels
d’interactions classiques) laissent à désirer.

J’ai donc cherché au cours de ma thèse à éclaircir certains points encore mal compris de l’ad-
sorption du dioxyde de carbone et de l’eau dans ces matériaux. Ce travail de questionnement
est issu d’un dialogue constant avec des équipes expérimentales, et notamment dans le cadre du
projet ANR IMCAT (Innovative Materials for CO2 Capture by Adsorption Technology) avec
l’équipe de Roger Guilard à l’Université de Bourgogne et les équipes d’Air Liquide. J’ai donc
cherché à répondre par ces travaux à des questions telles que : Comment les caractéristiques
géométriques, topologiques et chimiques d’un matériau nanoporeux influencent l’adsorption
d’un gaz dans une famille de matériaux de structure proche ? Comment peut–on caractériser
la phase adsorbée d’un point de vue thermodynamique, et peut–on calculer explicitement son
diagramme de phase ? Quelles sont les forces et les limites de la simulation moléculaire “classi-
que” (c’est–à–dire reposant sur une approximation non quantique des interactions du système)
pour la description de l’adsorption dans un nouveau matériau ? Peut–on expliquer les proprié-
tés d’adsorption et de sélectivité d’un tel matériau, voire les prédire ? Comment la présence
d’eau influence–t–elle à la fois la stabilité du matériau et ses propriétés d’adsorption vis–à–vis
d’autres composés ?

Ce manuscrit est organisé en cinq chapitres. Le premier présente les matériaux poreux en gé-
néral et les MOFs en particulier. Il vise à donner un aperçu, à l’aide de quelques exemples,
de la variété exceptionnelle qui caractérise ces matériaux et qui explique l’engouement pour
leur étude et leurs applications potentielles. Le deuxième est dédié aux méthodes de simulation
moléculaire. Après une introduction générale, j’y présente les méthodes que j’ai utilisées au
cours de ma thèse : la méthode de Monte–Carlo, son application aux simulations d’adsorption
de fluides dans des matériaux poreux, et la dynamique moléculaire ab initio dans l’approche
Car–Parrinello. Dans le troisième chapitre, j’ai caractérisé l’effet du confinement sur l’adsorp-
tion du CO2 dans une famille de MOFs isoréticulaires appelées IRMOFs, et pour rationaliser
les résultats obtenus j’ai construit un diagramme de phase. Ensuite, dans le quatrième cha-
pitre, j’ai étudié une MOF dénommée Zn2(CBTACN) synthétisée en 2009 à l’Université de
Bourgogne dans le cadre d’un projet ANR « Innovative Materials for CO2 Capture by Adsorp-
tion Technology » dont notre équipe était partenaire. J’ai déterminé la localisation des anions
extra–charpente, inaccessible expérimentalement, ce qui est une contribution importante à la
caractérisation de ce matériau. Ensuite j’ai étudié l’adsorption de corps purs (et notamment
du CO2) dans ce système et avancé des prévisions sur les sélectivités dans des mélanges. Cette
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étude a nécessité un travail d’ajustement des potentiels d’interaction entre le matériau et l’ad-
sorbat. Enfin, dans le cinquième chapitre, je me suis intéressée à une thématique aux enjeux
applicatifs importants : l’effet de la présence d’eau dans les MOFs. Cette étude par dynamique
moléculaire ab initio a permis de déterminer le mécanisme d’hydratation d’un système modèle,
l’IRMOF-0h. Ce chapitre comporte également un aperçu des travaux, expérimentaux comme
théoriques, disponibles dans la littérature sur l’influence de l’eau sur les propriétés des maté-
riaux nanoporeux. Dans le chapitre final de cette thèse, je présente les conclusions générales de
mon travail et brosse un tableau des perspectives qu’il a ouvertes.
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Chapitre 1

Les MOFs : une classe de
matériaux nanoporeux

1.1 Les matériaux poreux

Les matériaux poreux sont ainsi dénommés car ils présentent de nombreuses cavités dans leur
structure tridimensionnelle. Ces pores peuvent être de forme régulière comme irrégulière, et être
répartis de manière homogène comme inhomogène. En raison de leur porosité, ces matériaux pré-
sentent une très grande surface spécifique, qui est la surface interne accessible par unité de masse
(ou, plus rarement, de volume) du matériau. Cette surface spécifique leur permet, lorsqu’ils sont
mis en contact avec une phase fluide, de présenter des interfaces solide–gaz ou solide–liquide
extrêmement étendues. Ces interfaces confèrent aux matériaux poreux, et notamment à ceux
dont les pores ont une taille de quelques diamètres moléculaires, des propriétés d’adsorption
et de catalyse qui font leur intérêt, sur le plan industriel comme académique. Leurs applica-
tions industrielles sont en effet très nombreuses, et couvrent plusieurs domaines différents. Les
matériaux poreux sont utilisés notamment dans les procédés de séparation, de purification et
de stockage de gaz, en catalyse hétérogène, comme supports pour l’échange ionique, comme
agents déshydratants ou en tant que revêtements diélectriques. Pour citer quelques exemples
spécifiques d’utilisations très répandues, les charbons actifs interviennent dans les procédés de
séparation de l’azote et l’oxygène de l’air, ainsi que dans la séparation de l’hydrogène lors du
recyclage du gaz produit dans les fours à coke. Les zéolithes sont employées en tant que capteurs
de gaz polluants de l’atmosphère comme le SO2, pour sécher des gaz réfrigérants, et dans des
membranes échangeuses d’ions. Elles ont un rôle aussi dans la récupération des ions radioactifs
lourds des eaux polluées.

À l’intérieur de la gamme extrêmement large des matériaux poreux, on peut rassembler les
matériaux en familles selon trois grands types de classifications. On peut tout d’abord distin-
guer les types de matériaux poreux en fonction de la taille de leurs pores, suivant en cela la
terminologie recommandée par l’IUPAC[1] :
– les solides microporeux, dont la taille des pores est inférieure à 2 nm ;
– les solides mésoporeux, dont la taille des pores est comprise entre 2 et 50 nm ;
– les solides macroporeux, dont la taille des pores est comprise entre 50 et 1000 nm.
Le terme de “matériaux nanoporeux” regroupe les deux premières catégories figure 1.1.
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1.2 — Les zéolithes

Figure 1.1 : Vues par microscopie électronique de la surface poreuse de trois systèmes avec
des tailles de pores différentes : un matériau microporeux (a), un matériau mésoporeux
(b) et un matériau macroporeux (c).

Les matériaux nanoporeux peuvent être également classés sur la base de leur géométrie, ou plus
exactement de la régularité de leur structure. On peut ainsi distinguer :
– les matériaux cristallins, comme les zéolithes et les MOFs, présentant un arrangement régulier

d’atomes, et dont le système poreux est donc ordonné et périodique ;
– les matériaux réguliers, comme les argiles ou les nanotubes de carbone, dont les pores pré-

sentent des caractéristiques bien définies bien que n’ayant pas de caractère cristallin ;
– les matériaux amorphes, comme les charbons actifs, les verres de silice, le Vycor, les aérogels

et les xerogels. Ils sont les plus nombreux et ils présentent une grande polydispersité dans la
taille des pores dont la forme est irrégulière figure 1.2.

Enfin, on peut également classer les matériaux nanoporeux d’après leur composition chimique.
On distingue alors les systèmes organiques et inorganiques, ces derniers étant les plus nombreux.
Dans la première catégorie, on trouvera les structures à base de carbone, notamment des poly-
mères tels que les COFs, ou Covalent Organic Frameworks. Parmi les nanoporeux inorganiques,
on classera les matériaux de type oxyde (à base de silice, titane ou zircone), des composés
binaires comme les sulfures et les phosphate (e.g. AlPO4) et les matériaux constitués par un
seul élément tels que les métaux ou semi–conducteurs (notamment le silicium). Enfin, depuis
une dizaine d’années se développent des familles de matériaux mixtes organiques–inorganiques
comme par exemples les MOFs (Metal–Organic Frameworks) et les organo–siliciques [2].

Pendant ces trois années de doctorat je me suis intéressée aux matériaux de la famille des MOFs.
Toutefois, tout au long de ce manuscrit, je ferai plusieurs comparaisons avec les zéolithes et je
me référerai souvent à ces matériaux ; pour cette raison, je présente maintenant une courte
introduction à la famille des zéolithes.

1.2 Les zéolithes

Les zéolithes (du grec 𝜁𝜀𝜔, bouillir, et 𝜆𝜄𝜗𝑜𝜍, pierre) sont des aluminosilicates poreux cristallins
appartenant à la classe des solides nanoporeux (dimension des pores inférieure à 5 nm). Parce
que ce sont des matériaux cristallins, la forme et la taille de leurs cavités sont régulières. Elles
sont constituées d’un arrangement régulier dans les trois dimensions de l’espace de tétraèdres
TO4 (où T est un atome de silicium ou d’aluminium) connectés entre eux par leurs sommets
figure 1.3. Une infinité de pavages périodiques de l’espace peuvent mathématiquement être
obtenus selon ce principe, et un grand nombre de structures zéolithiques sont effectivement
connues. On recense aujourd’hui 194 types de structures zéolithiques, dont 62 sont naturelles et
132 sont uniquement synthétiques. La figure 1.4 présente l’exemple de deux types de structures
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(a) Un matériau cristallin : une
zéolithe

(b) Un matériau régulier : une ar-
gile, la montmorillonite

(c) Un matériau amorphe : un
modèle de verre Vycor (développé
par Roland Pellenq)

Figure 1.2 : Trois exemples de matériaux ayant des formes de pores très différentes.
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Figure 1.3 : Représentation schématique de la structure des zéolithes, qui sont consti-
tuées d’un arrangement régulier dans les trois dimensions de l’espace de tétraèdres SiO4,
accompagnée de trois photographies de systèmes réels.

13 Å

6,5 Å

10 Å

6,5 Å

11 Å4 Å

LTA FAU

Figure 1.4 : Deux zéolithes de structure différente : la zéolithe A (LTA) et la fauja-
site (FAU). Dans cette représentation classique des structures zéolithiques, les atomes
de silicium sont les sommets, les atomes d’oxygène ne sont pas représentés et les arêtes
correspondent aux enchaînements Si–O–Si.

parmi les plus répandues : la zéolithe A et la faujasite, identifiées dans la communauté par leurs
codes à trois lettres LTA et FAU.

Les zéolithes sont donc des aluminosilicates dont la composition chimique peut varier, et leur
formule générale est de type M𝑥/𝑚Al𝑥Si1−𝑥O2. Le rapport entre le nombre des atomes de Si et
de Al peut varier de 1 (autant de silicium que l’aluminium) à l’infini. Dans ce dernier cas, la
zéolithe a pour formule chimique SiO2 et est dite purement silicique. Tous les autres rapports
Si/Al correspondent donc à la substitution, par rapport à un matériau purement silicique, de
certains atomes de silicium de degré d’oxydation +iv par des atomes d’aluminium de degré
d’oxydation +iii, ce qui conduit à l’introduction de défauts de charge négatifs. Afin d’assurer
l’électroneutralité du matériau, ces défauts sont compensés par l’introduction de cations qui ne
font pas partie du réseau cristallin, et sont donc dénommés cations extra–charpente. La nature
de ces cations peut être diverse : le plus courant est le Na+ mais on trouve aussi Li+, K+, Ba2+,
Ca2+ et d’autres. Ces cations, qui sont souvent facilement accessibles aux molécules adsorbées
car ils sont localisés dans les pores de la zéolithes, sont responsables pour une large part des
propriétés remarquables d’adsorption et de catalyse des zéolithes.
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Figure 1.5 : Deux structures de MOFs : à gauche, la MOF-5, et à droite, la MIL-53(Cr).

1.3 Les MOFs : Metal–Organic Frameworks

Le terme MOFs (acronyme de Metal–Organic Frameworks) désigne une classe de matériaux
poreux cristallins, qui sont des solides hybrides organiques–inorganiques. La première MOF a
été synthétisé en 1999 par Omar M. Yaghi et ses collaborateurs à l’University of California Los
Angeles (UCLA), et nommée la MOF-5 [3]. La figure 1.5 montre deux structures de MOFs très
étudiées, à titre d’exemple : cette MOF-5, à gauche, et la MIL-53(Cr), à droite. La publication
de la première structure de MOF a marqué le début d’un nouveau domaine de recherche qui
s’est développé à grande vitesse à partir des années 2000, l’article d’origine [3] ayant été cité
1400 fois dans les dix ans qui ont suivi son apparition [4]. Dans cette période, l’augmentation du
nombre d’articles publiés sur la chimie des MOFs a été exponentielle, atteignant jusqu’à 1000
publications par an [5]. Cette croissance témoigne de l’engouement suscité par ces matériaux
et de leur intérêt, sur un plan académique comme d’un point de vue industriel. Par bien des
côtés, les MOFs constituent une “génération” de matériaux qui succède à celle des zéolithes,
également poreuses et cristallines mais purement inorganiques. Tout au long de ce manuscrit
plusieurs comparaisons entre les tendances relevées dans ces deux classes de matériaux seront
faites, les zéolithes étant souvent considérées comme systèmes de référence pour les MOFs. En
effet, les zéolithes ont été largement étudiées durant les dernières décennies, et le sont toujours.
Du point de vue de l’adsorption, elles sont la référence industrielle à battre pour les nouveaux
matériaux comme les MOFs.

Il faut noter qu’autour de la dénomination “MOF”, il y a un peu de confusion car le même
terme est souvent utilisé pour indiquer des matériaux avec des caractéristiques différentes,
comme par exemple les polymères de coordination. Dans ce manuscrit, le terme MOF est utilisé
uniquement pour parler de matériaux poreux constitués par des unités de base métalliques
(cation métallique ou briques polyatomiques basées sur un métal) reliées entre elles par ligands
organiques via des liaisons de coordination fortes. L’assemblage ainsi constitué (voir figure 1.6)
présente une certaine robustesse : les MOFs sont caractérisées par des stabilités thermiques et
mécaniques importantes, bien qu’inférieures à celles des zéolithes en raison de la présence des
ligands organiques qui se dégradent à trop haute température. Un bon nombre de MOFs sont
donc stables jusqu’à des température de 300°C à 400°C, quand les zéolithes peuvent supporter
des températures qui dépassent les 1000°C.

1.3.1 L’atout des MOFs : leur variété

Le mot qui, à mon avis, résume le mieux les points forts des MOFs est leur variété, qui provient
de leur nature même et de leur mode de synthèse. Les MOFs sont en effet synthétisées par
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Zn2+ Zn2+ Cu2+

Figure 1.6 : Représentation schématique de la construction de trois MOFs différentes. Elles
sont constituées de cations reliés entre eux par un ou plusieurs types de ligands organiques,
formant ainsi une structure tridimensionnelle poreuse.

réaction d’auto–assemblage de briques moléculaires, typiquement des ligands carboxylates ou
azotés, avec des centres métalliques qui constituent les noeuds du réseau cristallin, typiquement
des cations des métaux de transition (Zn2+, Cu2+, Ni2+, Cr3+, ...), des alcalins ou alcalino–
terreux (Li+, Mg2+, ...) ou des lanthanides. La richesse et versatilité de la chimie de coordination
et de la chimie organique, permettent de générer en théorie un nombre illimité de structures, les
limites étant déterminées seulement par la stabilité thermodynamique des phases obtenues et
la possibilité d’orienter la synthèse vers la structure poreuse désirée plutôt qu’un polymorphe
dense thermodynamiquement plus stable. On parle alors de design to application [6] car, la
chimie des composantes étant désormais très développée et complètement maîtrisable, il est
possible de déterminer d’abord la structure la plus adaptée pour l’application souhaitée, ensuite
la synthétiser et enfin l’améliorer dans une approche itérative de modifications successives [7].
Ainsi ont été synthétisées, par exemple, la MOF avec la surface spécifique la plus importante
ou celle avec la capacité de stockage d’hydrogène plus grande [8, 9]. En outre, pour exploiter
au mieux le potentiel de versatilité de cette classe de matériaux, de nouvelles techniques ont
été mises aussi au point pour obtenir des structures sous forme de couches minces [10] ou de
nanoparticules [11].

Cette variété exceptionnelle est une caractéristique propre aux MOFs, les zéolithes étant beau-
coup plus homogènes en termes de structure, de taille et forme des pores comme de nature
chimique. J’ai donc choisi dans cette introduction aux MOFs de mettre en exergue cinq fac-
teurs déterminant leur variété que je vais détailler par la suite : les modes de coordination, la
fonctionnalisation des ligands, le contrôle de la taille des pores, la flexibilité des structures, et
la chiralité des matériaux.
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Figure 1.7 : Les trois modes de coordination des ligands à terminaisons carboxylate :
monodentate, pontant et bidentate.

Modes de coordination et ligands

La plupart des ligands organiques utilisés pour la synthèse des MOFs peuvent être regroupés
en deux catégories : les polycarboxylates et les polyazotés. Le groupe carboxylate pouvant
se coordonner à un cation de trois manières différentes, comme il est montré en figure 1.7, de
nombreuses structures peuvent être obtenues pour un même couple cation/ligand. Par exemple,
le noeud métallique du matériau HKUST-1 (aussi appelé CuBTC) est constitué de deux cations
de cuivre (ii) pentacoordonnés dans une géométrie de type “pyramide à base carrée”, et les
atomes d’oxygène des terminaisons carboxylates coordonnent chaque cation de façon pontante
[12, 13]. La MOF-2, qui présente le même mode de coordination [14, 15, 16], est représentée sur
la figure 1.8. Dans la famille des IRMOFs, développée à partir de la MOF-5, les ligands ont un
mode de coordination bidentate [17, 3, 18, 19]. Si l’on essaye de rationaliser un peu ces modes
de coordination, on peut prendre comme unité de base (ou Secondary Building Units, SBU) les
clusters inorganiques contenant les cations métalliques d’une part, et les squelettes des ligands
organiques d’autre part. Chacune de ces unités secondaires est assimilée, selon le nombre de
points d’accroche qu’elle possède, à une forme géométrique simple. À l’heure actuelle, 131 de
ces unités ont été répertoriées, et elles peuvent aller d’un simple triangle à un prisme trigonal,
au cuboctaèdre ou même à des géométries extrêmement compliquées avec 22 points d’accroche
[20]. La figure 1.8 illustre trois exemples de ces unités.

Comme mentionné précédemment, les MOFs peuvent inclure également des ligands polyazotés.
Dans ces structures, le doublet libre porté par les atomes d’azote établit une liaison dative avec
le cation. Dans la majorité des cas, les azotes occupant des positions diamétralement opposées
dans la sphère de coordination du métal, et le ligand établit un pont simple entre deux clusters
métalliques. C’est notamment le cas des ligands bipyridines que l’on retrouve dans plusieurs
matériaux synthétisés et étudiés par l’équipe du professeur Kitagawa à l’université de Kyoto
[5]. Un autre exemple de ligand azoté est la famille des ligands imidazolates, qui sont utilisés
comme base de la famille des ZIFs, ou Zeolitic Imidazolate Frameworks. Les ZIFs sont nommées
ainsi en raison de leur proximité structurale avec les zéolithes. Ces deux classes de systèmes
présentent en effet des réseaux de même topologie car l’angle métal–imidazolate–métal des ZIFs
mesure 145°, tout comme l’angle Si–O–Si dans les zéolithes [23, 24, 25]. Des exemples de ces
structures, contenant dans la majorité des cas des cations Zn(ii) et Co(ii), sont illustrés en
figure 1.9.

Fonctionnalisations

Le nombre de structures possibles pour les MOFs est sensiblement augmenté par le fait que l’on
peut, sur un matériau donné, imaginer et synthétiser des variantes par greffage de différents
groupes fonctionnels sur les ligands organiques. Cette fonctionnalisation peut d’ailleurs inter-
venir soit avant la synthèse, auquel cas le ligand fonctionnalisé va être mis en contact avec la
source inorganique, soit après la synthèse, par une réaction chimique effectuée directement sur

— 11 —



1.3 — Les MOFs : Metal–Organic Frameworks

Figure 1.8 : Trois matériaux construits à partir d’unités secondaires (SBU) différentes et
avec des modes de coordination différents : (a) la MOF-2 à base de Zn(II) avec des unités
pyramidales à base carrée ; (b) la MOF-235 à base de Fe(III) avec des unités prismatiques
trigonales ; (c) la MIL-47 à base de Cr(III) avec des unités en forme de parallélogramme.
Figure construite à partir d’éléments de [20, 21, 22].
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Figure 1.9 : Exemples de matériaux de la famille des ZIFs (Zeolite Imidazolate Frame-
works). Figure tirée de [26].

— 13 —



1.3 — Les MOFs : Metal–Organic Frameworks

le ligand déjà incorporé dans le matériau. L’objectif est le même dans les deux cas : modifier
les propriétés d’un matériau en vue de l’application souhaitée [27]. C’est par exemple le cas du
matériau Banasorb-22™, commercialisé par Cbana Labs, qui présente la même structure que la
MOF-5 mais qui est synthétisé avec un groupe hydrophobe trifluoromethoxy greffé sur le cycle
benzénique du ligand. Ce groupe trifluoromethoxy permet d’empêcher que les molécules d’eau
n’attaquent les fragments métalliques Zn4O, de manière à obtenir un matériau plus stable à
l’eau que la MOF-5 d’origine [28]. Il existe également deux versions methylées de la MOF-5 (la
CH3MOF-5 et la diCH3MOF-5), produites dans le but de stocker du dihydrogène [29]. Enfin,
pour donner un exemple de fonctionnalisation post-synthèse, des chaînes alkyles peuvent être
insérées sur les ligands aminés de l’IRMOF-3-NH2 et de la MIL-53(Al)-NH2 [30], là encore
dans le but d’améliorer la stabilité du matériau en présence d’eau. Un exemple de fonction-
nalisation pour une application différente est l’introduction de groupes amines sur la surface
interne des MOFs, de manière à augmenter la capacité d’adsorption de CO2 grâce à la forte
affinité des alkylamines pour cette molécule. Cela a par exemple été réalisé sur une structure
Cu-BTTri, dont l’un des cations de cuivre sous-cordonné a été fonctionnalisé après synthèse
avec une ethylènediamine [31].

Taille des pores

Un large effort de recherche dans le domaine des MOFs a porté sur la modulation de la taille
de leurs pores. En faisant varier la longueur des ligands organiques, on peut imaginer obtenir
un continuum de matériaux allant de systèmes proches des zéolithes avec les plus petites tailles
de pores (quelques ångströms) jusqu’aux matériaux mésoporeux à petits pores [32]. Du côté
des tailles de pore les plus larges, on trouve des MOFs avec un diamètre poreux allant jusqu’à
une vingtaine d’ångströms (voir le prochain paragraphe). À l’inverse, on trouve également des
MOFs avec de très petites tailles de pore, notamment parmi les systèmes dont la structure
est formée de deux ou trois réseaux interpénétrés [33]. Enfin, plusieurs équipes ont travaillé à
synthétiser des familles de MOFs dont les différents membres aient des tailles de pore variable
mais reposant sur les mêmes centres métalliques et la même chimie de coordination, de manière
à obtenir des matériaux les plus proches possibles les uns des autres chimiquement mais de
surface spécifique variable. La famille de MOFs isoréticulaires la plus connue est la première
publiée, la série des IRMOFs, synthétisée par Eddaoudi et al. en 2002 [18].

Si la majorité des MOFs appartiennent à la classe des systèmes microporeux, il existe aussi
quelques MOFs mésoporeuses, dont l’intérêt est une capacité d’adsorption accrue [34, 35] par
rapport aux MOFs microporeuses, ainsi que la possibilité de les utiliser pour encapsuler des
systèmes moléculaires de grande taille (par exemple des protéines), des nano–objets (tels que des
nanoparticules métalliques) ou des assemblages macromoléculaires. Parmi les MOFs présentant
une mésoporosité, la plupart sont synthétisées avec des ligands organiques de grande longueur
et leur structure ne présente pas d’autres types de pores [36]. C’est le cas de la mesoMOF-1
[37] et de la mesoMOF-2 [38]. Il existe néanmoins des systèmes, comme la MIL-100 (avec le
fer comme métal) et la MIL-101 (à base de chrome) qui présentent une porosité bimodale [39],
résumée sur la figure 1.10 : certaines “poches” du matériau ont une taille inférieure à 10 Å, ce
qui les classe parmi les microporeux, tandis que l’assemblage de ces unités crée des pores plus
grands (de 25 à 35 Å), classé dans la catégorie des mésoporeux. La porosité de ces matériaux
est alors qualifiée de hiérarchique.
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Figure 1.10 : La MIL-100 et la MIL-101 présentent une porosité hiérarchique, comportant
à la fois des micropores et des mésopores. Figure tirée de [39].

Flexibilité

Les matériaux poreux, comme tout système moléculaire complexe, présentent un certain degré
de flexibilité qui dépend de leurs nature chimique, structure et topologie. Contrairement aux
zéolithes, dont le réseau est bâti sur des liaisons métal–oxygène très fortes (la liaison Si–O
est l’une des liaisons covalentes les plus fortes) et qui sont donc malgré leur porosité d’une
très grande rigidité, la charpente des MOFs est tenue par des interactions plus faibles (liaisons
de coordination, liaisons hydrogène, 𝜋–stacking, interactions dispersives, etc.). Par conséquent,
ces matériaux hybrides organiques–inorganiques présentent une grande flexibilité structurale
intrinsèque, et c’est principalement au niveau des jonctions entre la partie organique (ligand)
et inorganique (fragment métallique) que se font les modifications structurales induites par les
contraintes mécaniques [40, 41]. Cette flexibilité intrinsèque peut se manifester de différentes
manières selon les matériaux, et les exemples répertoriés de transformations structurales sont
schématisés sur la figure 1.11.

Dans certains matériaux, cette flexibilité locale du réseau n’engendre pas de transformations
globales. C’est le cas de la famille des ZIFs [23, 24, 25] pour lesquelles l’angle métal–imidazolate–
métal est fixé mais les ligands sont partiellement libres d’accomplir des mouvements de rotation
autour de leur axe [42], sans toutefois modifier la géométrie globale du matériau. Dans d’autres
cas, comme pour la famille des IRMOFs, une hausse de température entraînera une contraction
du volume de la maille [43], un phénomène contre–intuitif connu sous le nom de dilatation
thermique négative, et qui est lié à la dynamique des ligands et à la possibilité de déformations
du lien ligand–métal. D’autres systèmes se déforment suite à la présence d’un adsorbat dans
leurs pores [44, 45, 46]. Ces matériaux sont regroupés sous le nom de Soft Porous Crystals (SPC)
[47]. Leurs transformations structurales induites par l’adsorption sont réversibles et n’altèrent
généralement pas la cristallinité de la structure. Dans certains matériaux, ces déformations
se font de manière continue lorsque l’on augmente la quantité de molécules adsorbées, en un
mouvement dit de gonflement (swelling) de la maille cristallographique. Ce terme indique une
expansion homogène de la maille qui conserve donc ses proportions. Il est observé, par exemple,
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intraframework 
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Figure 1.11 : Différentes manifestations de la flexibilité des MOFs : rotation interne des
ligands, dilatation thermique négative, gonflement de la maille, ouverture des pores et
respiration.

dans la famille des MIL-88 dans lesquelles on peut observer une augmentation de volume allant
jusqu’à 270% lors de l’insertion de pyridine. Une telle modification est possible car les groupes
carboxyliques des ligands possèdent un degré de liberté rotationnelle par rapport au cycle
benzénique [48, 49].

Il existe enfin des MOFs qui possèdent plusieurs structures métastables, de volume poreux et de
géométrie différents, et qui peuvent présenter des transitions structurales entre ces différentes
structures en présence de stimuli physico–chimiques tels que des variations de température, la
présence d’une contrainte mécanique externe ou l’adsorption de molécules. Un exemple parti-
culièrement marquant de ces matériaux est la famille des MIL-53 [50, 51, 52], qui présente des
transitions dites de respiration (breathing) entre deux phases métastables induites par l’adsorp-
tion [53, 54, 55].

Chiralité

En réponse au besoin croissant de l’industrie chimique qui requiert de plus en plus des composés
énantiomériques purs, plusieurs équipes ont démontré la possibilité de synthétiser des MOFs
chirales [5]. La stratégie la plus directe pour ce faire consiste à utiliser comme produit de départ
de la synthèse des ligands organiques chiraux [56]. Plusieurs synthèses ont notamment été
proposées qui utilisent comme ligands des molécules chirales déjà utilisées dans les procédés de
catalyse [57, 58, 59] et les adaptent à la synthèse des MOFs. Un exemple est le 1,1’-Bi-2-naphtol
(BINOL) qui sert de base à une famille de MOFs isoréticulaires et chirales [60]. Par ailleurs, des
matériaux chiraux peuvent également être synthétisés à partir d’unités constitutives achirales
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[61]. La chiralité dérive dans ce cas de l’agencement dans les trois dimensions de l’espace de ces
briques achirales, cela n’étant possible pour des raisons de symétrie que si elles ont des éléments
de symétrie rotationnelle et translationnelle et non de roto–inversions [62]. Enfin, mentionnant
que même si la majorité des MOFs chirales sont étudiées en vue d’application dans le domaine de
la catalyse asymétrique, un système chiral à base de magnésium a montré des bonnes sélectivités
pour l’hydrogène et le dioxyde de carbone [63].

1.3.2 La synthèse

Les MOFs sont un des produits de la chimie supramoléculaire et la plupart d’entre elles sont
synthétisées en solution par voie solvothermale [20, 64]. Cette synthèse demande des conditions
douces et se fait généralement directement en utilisant un sel comme source de la composante
métallique (par exemple des nitrates, sulfates ou acétates métalliques) dissoute dans une solution
organique polaire. Cette solution est constituée typiquement par un acide carboxylique, qui est la
composante organique de la MOF en gestation, et un solvant amine, amide ou formamide. Sous
agitation la structure désirée se forme par auto–assemblage et la température est augmentée
progressivement de 20°C à 200°C environ en l’espace de quelques heures. Après précipitation et
cristallisation, les étapes de filtration et de séchage doivent être réalisées avec soin car les MOFs,
en raison de leur porosité et de leur surface spécifique très élevées, peuvent retenir une quantité
importante de solvant et d’autres impuretés (jusqu’à 150% de leur poids). Cette opération
de purification doit être effectuée dans des conditions douces de pression et température en
plusieurs cycles avant d’activer le matériau à une température supérieure.

La cristallisation se basant sur un simple équilibre stœchiométrique acide–base, les propriétés
de la MOF peuvent être améliorées en jouant sur les concentrations pour déplacer cet équilibre
opportunément (dans le cas de la MOF-5 pour augmenter l’aire surfacique de 2600 𝑚2/𝑔 à 3400
𝑚2/𝑔 [65]). Les conditions de stabilité de la MOF, qui dépend du pH et de la concentration de
la solution mère, doivent être déterminées cas par cas. Enfin, lorsqu’on passe à des échelles de
production plus grandes, la concentration en nitrates devient importante et des problématiques
concernant la sécurité des implantations doivent être abordées. Pour contourner cela, une voie
de synthèse alternative n’utilisant pas des sels mais se basant sur l’électrochimie a été mise a
point, qui est schématisée sur la figure 1.12. Du point de vue industriel, le facteur qui traduit
la rentabilité des procédés de production à grande échelle est le rendement espace–temps (ou
space–time yield), c’est–à–dire le nombre de kilogrammes de MOF produits par mètre cube de
solution mère par jour, que l’on cherche à rendre le plus grand possible.

1.3.3 La caractérisation

En raison de la nature cristalline des MOFs, la technique de routine la plus utilisée pour ca-
ractériser la structure et le degré de cristallinité des MOFs est la diffraction de rayons X, que
ce soit sur monocristal si la synthèse permet d’obtenir des cristallites de taille suffisante, ou
sur poudre sinon. La microscopie électronique à balayage permet d’étudier la distribution des
pores et leur uniformité en taille. Des mesures d’adsorption d’azote à 77 K, selon la méthode
BET [67, 68], sont également effectuées systématiquement après synthèse pour déterminer le
volume poreux et la surface spécifique de l’échantillon. Des études d’adsorption de gaz d’intérêt
stratégique (notamment CO2 et CH4) à basse pression (inférieure à 1 bar) font également partie
des techniques classiques de caractérisation. Des isothermes d’adsorption à plus haute pression,
ou des caractérisations de sites d’adsorption par diffusion de neutrons [69], sont souvent plus
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Figure 1.12 : Schéma résumant les deux voies de synthèse possibles pour les MOFs :
solvothermale et électrochimique. Cette figure est tirée de [66].

rares car elles nécessitent des équipements moins courants. Enfin, si les techniques de spectro-
scopie plus avancées (EXAFS, XANES et XPS) sont fort utiles pour déterminer l’arrangement
et l’environnement des centres métalliques, des spectroscopies plus classiques (UV–visible, IR
et Raman) sont employées pour étudier les propriétés des molécules adsorbées dans les pores
du matériau [70].

1.3.4 Les applications industrielles

Les MOFs constituent une classe émergente des matériaux avec un grand potentiel pour l’in-
dustrie chimique. Leurs caractéristiques exceptionnelles en termes de volume poreux, surface
spécifique, taille de pores et variété de chimie de surface interne en font des candidats potentiels
pour des applications de stockage, purification, séparation de gaz et de catalyse hétérogène. À
titre d’exemple, la MOF-177 a une aire surfacique de 5640 m2g−1 et la MIL-101 de 5900 m2g−1

[71]. Au–delà même des valeurs de surface spécifique et de volume poreux, qui sont nettement
plus importants que ceux des matériaux aujourd’hui communément utilisés (zéolithes, oxydes,
tamis moléculaires, charbon, sels anioniques[72]), les MOFs possèdent des propriétés très sélec-
tives selon les molécules, en fonction de critères de forme, de taille et de nature chimique. Cette
sélectivité importante est particulièrement intéressante pour des applications de catalyse et de
séparation liquide et gazeuse. Par ailleurs, une autre caractéristique qui distingue les MOFs
est l’accessibilité complète au volume poreux de leurs structures ; dans la plupart de ces maté-
riaux, il n’y a aucune partie du volume poreux (poches ou canaux) qui ne soit pas accessible.
Ce sont des structures souvent très ouvertes, dans lesquelles la diffusion des molécules adsor-
bées, bien qu’elle dépende de la régularité et de l’agencement des cavités, n’est généralement
que légèrement inférieure à celle du même composé à l’état bulk [73]. Cette propriété étant
particulièrement importante pour des applications en catalyse.

Loin de vouloir présenter un état de l’art complet sur les applications industrielles des MOFs
(pour lequel on pourra se référer à [74] et [66]), je donnerai dans la suite quelques exemples
des performances de ces systèmes pour leurs principaux domaines d’application. Mon but est
de montrer l’intérêt que ces matériaux ont suscité ces dernières années dans la communauté
internationale et d’esquisser leur grand potentiel pour certaines applications ciblées.
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Purification de gaz

Les MOFs peuvent être utilisées pour enlever dans des flux gazeux des traces de polluants,
comme par exemple les amines, les phosphines, les alcools, les sulfures ou l’eau. On parle ici de
traces pour des quantités qui sont de l’ordre de quelques ppm, soit 10−6 à 10−5. À cette fin,
les structures présentant des sites métalliques facilement accessibles, par exemple des cations
sous–coordonnés, sont particulièrement adaptées car elles peuvent piéger ces molécules soit
par chimisorption, c’est–à–dire avec une liaison chimique d’énergie supérieure à 20 kJ/mol. En
particulier, le matériau Cu-BTC-EMOF est utilisé pour éliminer à température ambiante les
traces de tétrahydrothiophène (THT) dans le gaz naturel. Sa capacité d’adsorption étant de
70 g de THT par litre d’adsorbat, elle dépasse d’un ordre de grandeur celle des charbons actifs
actuellement utilisés dans l’industrie, comme le Norit RB4 et le CarboTech C38/4 [75].

Séparation gazeuse

Contrairement à la purification, où le mélange gazeux présente un composé largement majori-
taire et les autres constituants sous forme de traces, les procédés de séparation concernent des
mélanges dans lesquels les concentrations sont toutes du même ordre de grandeur. Alors que de
nombreuses études ont été menées sur l’utilisation des MOFs pour la séparation gazeuse (ainsi
qu’en phase liquide, d’ailleurs), peu d’études sont allées jusqu’à l’échelle du procédé ou du pilote
industriel. Récemment, des MOFs ont été utilisées pour la séparation par adsorption dans des
procédés de type PSA (Pressure Swing Adsorption) pour deux types de mélanges gazeux : les
gaz rares (notamment le mélange Kr/Xe) et le méthane dans le gaz naturel [76, 77]. Des tenta-
tives ont également été faites pour utiliser les MOFs dans des procédés de séparation du CO2,
notamment dans les gaz de combustion produits par les implantations industrielles [78, 79].
Actuellement l’élimination du CO2 à basse pression (entre 60 et 130 mbar) se fait de manière
efficace par gas scrubbing, ou épuration de gaz. Cette technologie se base sur la réversibilité de la
réaction stœchiométrique du CO2 avec une amine en solution aqueuse à température ambiante.
Cependant, ce gaz étant physisorbé avec des énergies d’interactions plus faibles dans les MOFs,
et en particulier dans la MIL-53(Cr) [80], sa pression partielle doit être plus importante pour
atteindre le même niveau d’efficacité de séparation. Par conséquent, l’utilisation des MOFs la
séparation du CO2 reste pour l’instant cantonnée aux procédés à haute pression comme on peut
voir en figure 1.13, à l’heure actuelle la technologie par gas scrubbing reste préférable.

De manière différente des exemples ci–dessus, qui reposent sur une affinité particulière du
matériau poreux pour une molécule plutôt qu’une autre, la séparation gazeuse peut aussi reposer
sur la taille des adsorbats comparée à la taille des pores. Ainsi, dans des MOFs dont la taille
de pore est faible, on pourra séparer des molécules de diamètres proches, laissant adsorber
par exemple l’eau dans un mélange H2O/N2/O2/CO2 comme l’air [81, 82]. En figure 1.14, on
peut voir les isothermes d’adsorption du dihydrogène et du diazote dans la Mg-MOF (Basolite
M050), ce dernier reste bloqué dans la structure en raison de ses dimensions [83].

Stockage de gaz

Les MOFs, en raison de leurs structures et de l’accessibilité à tout leur volume, ont permis
d’atteindre des volumes spécifiques de gaz stockés jamais atteints jusque–là. Ces capacités
dépendent du gaz (nature, température et pression) comme du matériau (structure, porosité).
La figure 1.15 compare les capacités d’adsorption du méthane des deux différentes MOFs, la
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Figure 1.13 : Isothermes d’adsorption du CO2 dans la MIL-53(Cr) comparées à la techno-
logie actuelle d’épuration de gaz (gas scrubbing). Figure tirée de [66].

Figure 1.14 : Isothermes d’adsorption de N2 et H2 dans la Mg-MOF (Basolite M050).
Figure tirée de [66].
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Figure 1.15 : Comparaison des capacités de stockage du méthane de différents systèmes
poreux : la MOF Cu-BTC (en bleu), la MOF-177 (en rouge) et le charbon actif (en vert).
Cette figure est tirée de [66].

CuBTC et la MOF-177, à celles d’un charbon actif et d’une simple bouteille à température
ambiante et jusqu’à 200 bar. Les matériaux poreux présentent un comportement non linéaire
et à 𝑃 = 150 bar la capacité de la Cu-BTC dépasse celle du charbon actif de 35% environ.

Actuellement, les organismes finançant la recherche publique, et notamment le Department of
Energy américain, soutiennent de nombreux projets visant à mettre au point le stockage d’hy-
drogène dans les MOFs, dans le cadre du développement des piles à combustible transportables,
notamment pour les applications automobiles. Les avantages principaux de l’utilisation de ces
matériaux sont la réversibilité et la rapidité de recharge (de l’ordre des secondes ou minutes).
Le système plus prometteur à l’heure actuelle est la MOF-177, avec une capacité d’adsorption
de H2 de 7.5% en poids à 77 K et 9 MPa [77, 84, 85], suivi par la MIL-53(Al) avec une capacité
de 3.8% en poids [86] et la MOF-505 de 2.0% [87] dans les mêmes conditions. Dans tous les
cas, la figure 1.16 montre clairement que les performances des MOFs (et en particulier celles
de la MOF-177) en ce qui concerne le stockage d’hydrogène sont compétitives, voire parfois
nettement meilleures, que celles des adsorbants inorganiques usuels.

Catalyse hétérogène

L’utilisation des MOFs en catalyse hétérogène est également envisagée par plusieurs groupes de
recherche académiques comme industriels, même si à l’heure actuelle ce domaine d’application
est peut–être moins mûr que ceux que j’ai illustrés ci–dessus. La catalyse hétérogène joue un
rôle fondamental dans l’industrie de nos jours : il est estimé qu’elle intervient dans environ
9 procédés chimiques sur 10 [88]. Les catalyseurs à base de MOFs, en raison de leur surface
spécifique élevée, présentent une densité importante de sites actifs par volume de matériau
[89] qui devrait se traduire par une meilleure efficacité catalytique par rapport aux catalyseurs
traditionnels.

Les MOFs peuvent être utilisées en catalyse hétérogène de trois manières différents. Tout
d’abord, certaines structures sont simplement utilisées comme des matrices dans lesquelles on
insère un site actif qui n’appartient pas à la MOF. Par exemple, de l’argent inséré dans les
pores de la MOF-5 est utilisé comme catalyseur de la réaction d’époxydation du propylène (à
partir de propylène et dioxygène), et le platine dans le même matériau permet la synthèse du
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Figure 1.16 : Comparaison des capacités de stockage de l’hydrogène de différents systèmes
poreux : la MOF-177 (en gris), la Cu-EMOF (en bleu), l’IRMOF-3 (en rouge), la Zn-EZIF
(en jaune), la MOF-5 (en vert) et la zéolithe 13X (en pointillé rouge). Cette figure est
tirée de [66].

peroxyde d’hydrogène (à partir de dioxygène et dihydrogène) selon deux brevets déposés par
BASF [90, 91]. Toujours dans la MOF-5, le groupe de Roland Fisher à Bochum utilise le cuivre
et le palladium respectivement dans les réactions de synthèse de méthanol en utilisant le gaz
de synthèse et de réduction du cyclooctène en présence d’hydrogène [92].

Une autre approche consiste à utiliser un centre métallique de la MOF comment site cataly-
tique, auquel cas la MOF directement issue de la synthèse est le catalyseur, sans modification de
structure. Cette approche est plus compliquée, car elle nécessite en amont une bonne connais-
sance de l’activité catalytique du métal utilisé et peut se heurter aux difficultés de synthèse
qui feront que le site catalytique souhaité peut être dur à intégrer dans une MOF. À titre
d’exemple, le système Rh2(M2+TCPP)2 avec M2+ = Cu2+, Ni2+ et Pd2+ est utilisé dans la
réaction d’hydrogénation à partir de propène et hydrogène [93] ou de but-1-ène et hydrogène
[94].

Enfin, le site catalytique peut être crée à l’intérieur d’une MOF ex novo. Dans le cas de la
MOF CuBTC, par exemple, les unités Cu3(BTC)2 peuvent être activées en éliminant une
molécule d’eau apicale par chauffage du matériau issue de la synthèse. Le cation Cu2+ devenu
sous–coordonné forme un pont avec un oxygène donneur d’une sous–unité voisine. Sur ce site
fortement réactif se font les réactions d’isomérisation de l’oxyde de pinène et de la cyclisation
du limonène [95].
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Chapitre 2

Les méthodes de simulation

2.1 Généralités sur la simulation numérique

Depuis une cinquantaine d’année, la simulation numérique joue un rôle fondamental dans la
recherche en physique et chimie, et en particulier dans la compréhension des systèmes étudiés.
Elle se situe en effet idéalement entre les techniques expérimentales et les approches théoriques
(analytiques ou semi–analytiques), assurant le lien entre les deux. En effet, si d’une part ex-
périmentalement il n’est pas toujours possible de déterminer toutes les variables en jeu qui
déterminent les phénomènes étudiés, d’autre part les méthodes théoriques se basent sur des
approximations importantes qui rendent les systèmes étudiés parfois peu représentatifs et trop
éloignés des systèmes réels. La force (et l’intérêt) des différentes méthodes de simulation nu-
mérique repose donc sur un degré d’abstraction et une simplification qui permettent d’accéder
simultanément aux grandeurs microscopiques qui gouvernent les phénomènes étudiés dans des
temps raisonnables. Il est intéressant, de mon point de vue, d’attirer l’attention sur le terme de
« raisonnable » qui est relatif car il dépend d’une part du progrès et de l’avancement du déve-
loppement technologique (notamment de la puissance des calculateurs à ce jour) et de l’autre
des algorithmes (i.e. efficacité). À travers les lois de la physique statistique, les observables
microscopiques calculées peuvent être ensuite aisément reliées aux observables macroscopiques
et mesurables ; elles peuvent également servir à obtenir des paramètres pour des modèles ana-
lytiques ou semi–analytiques.

De manière générale, les simulations numériques peuvent être utilisées pour :
– valider une théorie et/ou un modèle analytique en raison de leur capacité d’utiliser des niveaux

de description différents ;
– discerner entre deux effets différents qui interviennent simultanément dans le système réel,

et rationaliser ainsi des tendances observées expérimentalement ;
– faire des prévisions sur des phénomènes qui ne sont pas accessibles aux expériences (par

exemple à cause des conditions extrêmes de température ou pression, des temps trop longs
ou trop courts) ou aux modèles théoriques analytiques à cause de la complexité des systèmes
étudiés.

Parmi les nombreuses méthodes numériques qui peuvent être utilisées en chimie physique pour
étudier des problèmes de nature très différente, dans mon travail de thèse j’ai utilisé deux
méthodes de simulation moléculaire : la méthode Monte–Carlo et la dynamique moléculaire
ab initio de type Car–Parrinello (CPMD). Les sections suivantes sont donc dédiées à donner
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un aperçu des caractéristiques principales de ces deux approches et à traiter plus en détail les
méthodes Monte–Carlo et Car–Parrinello.

Avant de continuer, j’estime important de bien définir les termes classique et ab initio que
j’utiliserai souvent en opposition. Si avec le premier terme je veux en effet indiquer des méthodes
qui se basent sur une description classique des forces intermoléculaires, basée sur des potentiels
d’interactions analytiques (champs de force), je me sers du deuxième à propos des méthodes
qui décrivent les nuages électroniques par les équations de la mécanique quantique.

2.2 La simulation moléculaire

La simulation moléculaire réunit une série de méthodes très différentes entre elles (comme les
simulations de type Monte–Carlo et la dynamique moléculaire) mais qui présentent des caracté-
ristiques communes. Tout d’abord, elles se basent sur une description discrète du système étudié
qui est modélisé comme un ensemble d’atomes, groupes d’atomes, molécules ou macromolécules
selon le niveau de description requis par le problème et elles reposent sur les concepts et les
lois de la physique statistique qui permet de relier les grandeurs microscopiques (énergie du
système, position des particules) aux observables macroscopiques. Les conditions numériques à
imposer au système étudié pour reproduire les conditions expérimentales sont également fixées
par la physique statistique. La simulation moléculaire consiste à explorer l’espace des phases
du système auquel on s’intéresse à l’aide de l’algorithme propre à la méthode utilisée. Les diffé-
rentes méthodes se distinguent les unes des autres aussi par le niveau de description du système,
qui est choisi selon le type d’informations recherchées et la puissance de calcul disponible.

Aperçu des méthodes quantiques Un même système contenant 𝐾 noyaux et 𝑁 électrons, et
en particulier les interactions qui s’exercent entre ses constituants, peut être décrit de manière
différente selon sa taille, les phénomènes qui ont lieu, la précision requise, la puissance de calcul
disponible... L’équation de Schrödinger, par exemple, intervient lorsqu’un traitement quantique
complet des électrons du système étudié est nécessaire. Comme on verra par la suite dans la
section sur la dynamique moléculaire ab initio (section 2.5), pour une configuration (R𝑖) donnée
des noyaux et si le hamiltonien du système ne dépend pas explicitement du temps, l’équation
de Schrödinger se simplifie et prend la forme suivante :⎛⎝−1

2
∑︁

𝑖

∇2
𝑖 + ̂︀𝑉ext(r1, ...r𝑁 ) +

∑︁
𝑗>𝑖

1
|r𝑖 − r𝑗 |

⎞⎠𝜓(r1, ...r𝑁 ) = 𝐸él𝜓(r1, ...r𝑁 ) (2.1)

où l’opérateur potentiel ̂︀𝑉ext contient le potentiel d’interaction électrons–noyaux et les potentiels
externes (e.g. un champ électrique ou magnétique appliqué de l’extérieur sur le système). Pour
résoudre cette équation à plusieurs électrons, la fonction d’onde poly–électronique 𝜓(r1, ...r𝑁 )
doit être décomposée dans une base de fonctions mono–électroniques 𝜙𝑖, cette opération faisant
apparaître plusieurs intégrales du type ⟨𝜙𝑗 | ̂︀𝐴|𝜙𝑖⟩ où ̂︀𝐴 est un opérateur quelconque. Si la réso-
lution analytique et numérique d’un tel système d’équations est impossible, il existe toutefois
trois approches viables. Il s’agit des méthodes de Monte–Carlo quantique (QMC), des méthodes
Hartree–Fock (et post Hartree–Fock) et de la théorie de la fonctionnelle de la densité (DFT).

Si les premières utilisent des algorithmes stochastiques pour résoudre l’équation de Schrödinger
[96, 97, 98], les deuxièmes se basent sur le formalisme des déterminants de Slater [99, 100, 101].
La théorie de la fonctionnelle de la densité est décrite dans la section 2.5.3.
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La description des interactions dans le système Certaines méthodes décrivent les inter-
actions entre molécules sans faire intervenir le calcul de la structure électronique et en utilisant
des potentiels d’interaction analytiques qui permettent de calculer l’énergie du système. Les
avantages qui en dérivent sont multiples : le coût de calcul raisonnable (et nettement moindre
par rapport à celui des méthodes qui prennent en compte tous les électrons, ou seulement une
partie, du système) et la taille du système qui peut en conséquence être choisie plus importante
(de l’ordre de plusieurs milliers d’atomes). La contrepartie en est une représentation moins dé-
taillée du système qui peut parfois se révéler insuffisante si sa structure électronique est sujette
à variation, comme lors des réactions chimiques (formation ou rupture de liaisons chimiques,
changement de degré d’oxydation, etc...). Même si les potentiels d’interaction utilisés dépendent
fortement de la nature du système étudié et des grandeurs que l’on veut mesurer, ils sont gé-
néralement choisis additifs. Cela veut dire que leur forme analytique est la somme de différents
termes chacun décrivant un type d’interaction. Le potentiel sera donc la somme d’un terme
variant en 𝑟−1 qui prend en compte les forces électrostatiques, un en 𝑟−6 pour les effets de dis-
persion et un autre terme pour les interactions dues à la présence de moments dipôlaires (qui
peuvent prendre des formes très différentes selon le systèmes). Les paramètres qui interviennent
dans ces potentiels peuvent être ajustés de manière empirique sur un ensemble de propriétés
mesurées expérimentalement, ou alors être issus de calculs quantiques de structure électronique.
La description se fait à des niveaux différents selon qu’un centre de force est attribué à chaque
atome du système (tous les atomes sont considérés singulièrement et chacun entre eux interagit
avec tous les autres) ou alors à un groupe fonctionnel (–CH3 ou un acide aminé entier). Ces
deux approches sont respectivement appelées all atoms et united atoms. De même que la forme
analytique du potentiel, les modèles (notamment rigides, flexibles ou semi–flexibles) décrivant
les molécules du système dépendent de leur nature et du phénomène auquel on s’intéresse.

L’échantillonnage de l’espace des phases En simulation moléculaire, une fois décrites les
interactions du système, le calcul de ses propriétés se fait par échantillonnage de l’espace des
phases. Un tel échantillonnage, qui dans chaque méthode se fait différemment, trouve sa raison
dans la thermodynamique statistique : la mesure d’une observable physique (e.g. la température
𝑇 ) correspond à la moyenne des valeurs prises par cette observable, ou plus exactement par
son équivalent microscopique (e.g. l’énergie cinétique 𝐾) dans un grand nombre d’états du
système. Ces états représentent les conditions expérimentales déterminées par les paramètres de
contrôle macroscopiques usuels (nombre de molécules, pression, volume, température, potentiel
chimique...) et correspondent à un ensemble discret de points de l’espace des phases du système
étudié. À chacun de ces points est attribuée une probabilité que le système s’y trouve, qui est
appelée probabilité de Boltzmann.

Les conditions périodiques aux limites Une particularité propre des méthodes de simula-
tion moléculaire de la phase condensée (liquide et solide) est l’application de conditions pério-
diques aux limites. En effet, chaque système réel est simulé comme un système de 𝑁 particules
contenues dans un volume 𝑉 (dénommé boîte de simulation). Ce nombre 𝑁 caractérisant le
système simulé est nécessairement faible devant le nombre de particules qui appartiennent au
système réel et varie généralement entre quelques dizaines et quelques milliers. Ceci est dû à des
considérations d’ordre pratique : en simulation numérique les interactions de 𝑁 particules entre
elles nécessitent un temps de calcul variant comme 𝑁𝛼 où 𝛼 dépend de la méthode employée et
est généralement supérieur ou égal à 2. Un grand nombre de particules se trouvant forcément
en surface de l’échantillon numérique (i.e. très proches des parois de la boîte de simulation) les
effets de bords deviennent importants et ne peuvent pas être négligés.

Pour réduire l’influence des effets de bords, des conditions périodiques aux limites sont donc
généralement utilisées. Comme montré sur la figure 2.1, la boîte de simulation est répliquée à
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Figure 2.1 : Schéma en deux dimensions représentant les conditions périodiques aux li-
mites : la boîte de simulation (encadrée en bleu) est répliquée à l’infini dans toutes les
directions de l’espace.

l’infini dans les trois directions de l’espace de manière à générer, dans chacune de ces directions,
un nombre infini d’images de la boîte de simulation primitive. Même si le système infini et
périodique ainsi obtenu ne correspond pas exactement au système réel qui est infini mais pas
périodique (e.g. le fluide lorsque on s’intéresse à l’adsorption), lorsque 𝑁 augmente les propriétés
calculées dans un système ainsi répliqué convergent plus rapidement que celles calculées dans
le système sans réplication.

2.3 La méthode Monte–Carlo

L’une des méthodes de simulation moléculaire utilisées dans mon travail de thèse est celle de
Monte–Carlo. Elle consiste à générer une série de configurations représentatives du système, re-
liées entre elles par des mouvements arbitrairement choisis et exécutés de manière stochastique.
Ces mouvements permettent d’échantillonner de manière efficace l’espace des phases accessible
au système dans l’ensemble statistique choisi. Ensuite les propriétés statistiques du système à
l’équilibre sont calculées en faisant une moyenne de chacune de ces propriétés sur les configu-
rations ainsi obtenues. Dans cette approche il n’existe aucune notion de temps physique (i.e.
les configurations sont générées selon un ordre qui est déterminé exclusivement par le hasard
des mouvements acceptés et qui n’est donc absolument pas une succession temporelle). Par
conséquent, seules les propriétés statiques du système nous sont accessibles. Il existe toutefois
des méthodes, dites de Monte–Carlo cinétiques, permettant d’accéder à des informations dyna-
miques sur le système [102], que je n’ai pas utilisées pendant ma thèse qui se focalise sur les
propriétés thermodynamiques et structurales. La dynamique et la réactivité ont été étudiées
par dynamique moléculaire ab initio.
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2.3.1 Du microscopique au macroscopique grâce à la physique statis-
tique

Du point de vue microscopique et à une température éloignée du zéro absolu, un fluide ou un
solide, atomique ou moléculaire, peut être considéré en bonne approximation comme un système
de 𝑁 particules caractérisé par un ensemble de microétats. L’ensemble des microétats d’un tel
système constitue son espace des phases à 6𝑁 dimensions, qui a pour coordonnées les positions
q𝑖 et les quantités de mouvement p𝑖 des 𝑁 particules (𝑖 allant de 1 à 𝑁).

En mécanique statistique, le hamiltonien 𝐻 d’un tel système s’écrit comme la somme des
énergies cinétiques 𝐾𝑖 et potentielle 𝑈 (d’interaction inter– et intra–moléculaire) de ses 𝑁
constituants de masse 𝑚 :

𝐻(p,q) =
𝑁∑︁

𝑖=1
𝐾𝑖 + 𝑈 =

𝑁∑︁
𝑖=1

𝑝2
𝑖

2𝑚𝑖
+ 𝑈(𝑞1, ..., 𝑞𝑁 ) (2.2)

Toutes les grandeurs thermodynamiques d’un système peuvent être exprimées par l’intermé-
diaire de sa fonction de partition 𝑄 :

𝑄 = 1
𝑁 !

∫︁∫︁
exp(−𝛽𝐻(p,q)) dp dq = 𝑉 𝑁

𝑁 ! Λ3𝑁

𝑍⏞  ⏟  ∫︁
exp(−𝛽𝑈(q)) dq = 𝑍 𝑉 𝑁

𝑁 ! Λ3𝑁
(2.3)

Cependant, les calculer analytiquement est impossible dans la pratique à cause de la com-
plexité des intégrales en 3𝑁 dimensions qui y apparaissent. Dans l’équation 2.3, 𝛽 = 1

𝑘𝑇 et
Λ𝑖 = ℎ√

2𝜋𝑚𝑖𝑘𝑇
est la longueur d’onde, dite de De Broglie, qui rend compte des contributions

translationnelles pour une particule de masse 𝑚𝑖 à une température 𝑇 (ℎ et 𝑘 sont respec-
tivement les constantes de Planck et Boltzmann). L’intégrale sur les positions 𝑍 est appelée
intégrale de configuration, elle dépend du détail des interactions du système et est évaluée
numériquement à partir des configurations obtenues par Monte–Carlo.

Pour contourner ce problème, toute observable macroscopique 𝐴 qui ne dépend que des positions
des atomes peut être calculée à l’aide de l’équation suivante :

⟨𝐴⟩ =
∫︀
𝐴(q) exp(−𝛽𝑈(q)) dq∫︀

exp(−𝛽𝑈(q)) dq
=
∫︀
𝐴(q) exp(−𝛽𝑈(q)) dq

𝑍
(2.4)

où exp(−𝛽𝑈(q))
𝑍 est la densité de probabilité 𝜌(q) de trouver le système dans une configuration

q.

De cette manière, à partir d’un ensemble de configurations 𝐶𝑖 du système, la valeur moyenne
⟨𝐴⟩ de la grandeur macroscopique 𝐴 peut être obtenue en s’affranchissant du calcul direct de
la fonction de partition 𝑄. Elle est approchée en effet par la moyenne des valeurs 𝐴(𝐶𝑖) qu’elle
prend dans les différentes configurations du système :

⟨𝐴⟩ = 1
𝑀

𝑀∑︁
𝑖=1

𝐴(𝐶𝑖) (2.5)

à condition que l’ensemble des 𝑀 configurations 𝐶𝑖 soit bien choisi.

L’évaluation de la valeur de 𝐴 dans toutes les configurations possibles du système (ainsi que
leur probabilité de Boltzmann) est impossible du point de vue pratique à cause de la taille des
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systèmes auxquels nous nous sommes intéressés (à un système de 1000 atomes correspond un
espace des phases à 6000 dimensions), il est alors nécessaire de réduire le nombre des configu-
rations à prendre en compte. C’est pour cela que, au lieu de générer toutes les configurations et
ensuite de les pondérer dans la moyenne selon leur probabilité de Boltzmann, on les génère di-
rectement selon leur probabilité et puis on fait une simple moyenne. Ce sont donc uniquement
les configurations représentatives qui apparaissent dans l’équation 2.5 et elles sont générées
par simulation. La difficulté des méthodes de simulation réside alors dans la génération de cet
ensemble restreint de configurations qui doit être suffisamment représentatif du système de
manière à ce que la description de l’espaces de phases soit complète sans pour autant que sa
génération ne soit trop coûteuse en termes de temps de calcul.

2.3.2 L’algorithme de Metropolis

Une des manières possibles de générer des configurations {𝐶𝑖} représentatives du système à
l’équilibre thermodynamique est l’algorithme de Metropolis [103] qui permet d’échantillonner
l’espace des phases efficacement, c’est–à–dire conformément à la distribution d’équilibre de l’en-
semble considéré. Il consiste à construire la suite des configurations 𝐶𝑖 comme une chaîne de
Markov : la configuration 𝐶𝑖+1 dépend seulement de la configuration précédente 𝐶𝑖. Ainsi la
chaine est entièrement déterminée par la loi de probabilité 𝜋(𝐶𝑖 → 𝐶𝑖+1) qui détermine la
probabilité avec laquelle 𝐶𝑖+1 succède à 𝐶𝑖. Cette probabilité doit satisfaire deux conditions :
l’ergodicité, pour qu’elle puisse converger vers la densité de probabilité, et la réversibilité mi-
croscopique pour laquelle Π(𝐶𝑖 → 𝐶𝑖+1) = Π(𝐶𝑖+1 → 𝐶𝑖) où Π représente le taux de passage
d’une configuration à l’autre [104], i.e. le flux entre les deux configurations dans l’espace des
configurations.

Plus en détail, une configuration 𝐶𝑖+1 est générée à partir d’une configuration 𝐶𝑖 à travers les
trois étapes suivantes :
– La création d’une configuration d’essai 𝐶* par une transformation aléatoire de 𝐶𝑖. Une telle

opération présente une probabilité 𝑃gén.(𝐶𝑖 → 𝐶*) qui dépend du type de transformation
effectuée (i.e. du type de mouvement : translation, rotation...).

– Le calcul de la probabilité 𝑃acc.(𝐶𝑖 → 𝐶*) que 𝐶* soit acceptée comme 𝐶𝑖+1. Cette probabilité
est déterminée par la condition suffisante de micro–réversibilité pour laquelle :

𝑃ens.(𝐶𝑖)𝑃gén.(𝐶𝑖 → 𝐶*)𝑃acc.(𝐶𝑖 → 𝐶*) = 𝑃ens.(𝐶*)𝑃gén.(𝐶* → 𝐶𝑖)𝑃acc.(𝐶* → 𝐶𝑖) (2.6)

où 𝑃ens.(𝐶𝑖) et 𝑃ens.(𝐶*) sont respectivement la probabilité de trouver le système dans la
configuration 𝐶𝑖 et 𝐶* dans l’ensemble statistique considéré (dans l’ensemble canonique il
s’agit de la probabilité de Boltzmann).

– L’acceptation, ou le rejet, de la configuration 𝐶* sur la base de la probabilité 𝑃acc.(𝐶𝑖 → 𝐶*)
calculée dans l’étape précédente. Si elle est acceptée, 𝐶* devient 𝐶𝑖+1, dernière configuration
de la série qui succède à 𝐶𝑖 ; si au contraire elle est refusée, 𝐶𝑖+1 reste égale à 𝐶𝑖.

De manière générale la probabilité 𝑃acc.(𝐶𝑖 → 𝐶*) qui apparait dans la condition de micro–
réversibilité peut prendre plusieurs formes différentes. Dans l’algorithme de Metropolis, elle est
asymétrique :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
(︂

1, 𝑃ens.(𝐶*)
𝑃ens.(𝐶𝑖)

× 𝑃gén.(𝐶* → 𝐶𝑖)
𝑃gén.(𝐶𝑖 → 𝐶*)

)︂
(2.7)
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Application aux différents ensembles

Un ensemble statistique est une construction théorique qui contient un nombre infini de co-
pies d’un même système, chacune étant dans un de ses microétats possibles compatibles avec
les conditions thermodynamiques imposées. Ce concept mathématique n’a pas de significa-
tion physique directe mais sert à établir le lien entre les microétats du système (i.e. les états
discrets microscopiques décrits par exemple par la mécanique quantique) et les grandeurs ma-
croscopiques qui le décrivent. L’ensemble de ces copies pouvant être placé dans des conditions
thermodynamiques différentes, il existe plusieurs ensembles statistiques et le même système
peut appartenir à des ensembles statistiques différents selon les conditions dans lesquelles il
évolue.

Dans l’ensemble microcanonique (𝑁,𝑉,𝐸) [105] le système est isolé, fermé et avec un volume
qui reste constant tout au long de la simulation. Si un système dans ces conditions est mis
en équilibre avec un thermostat, il appartient à un autre ensemble appelé canonique (𝑁,𝑉, 𝑇 )
fermé et à volume et température constants. Un système se trouvant dans l’ensemble dit iso-
bare (𝑁,𝑃, 𝑇 ) est fermé et en équilibre avec un thermostat et un barostat. L’ensemble grand–
canonique (𝜇, 𝑉, 𝑇 ) est l’ensemble dans lequel le système est en équilibre avec un réservoir de
molécules de potentiel chimique 𝜇 donné, à volume et température constants. Les systèmes pla-
cés dans l’ensemble dit osmotique (𝜇, 𝜎, 𝑇 ) [106] sont en équilibre avec un réservoir de molécules
de potentiel chimique 𝜇 donné et un thermostat mais ils sont soumis à une contrainte méca-
nique externe 𝜎. Ces ensembles sont représentés sur la figure 2.2. Enfin l’ensemble de Gibbs
[107], représenté sur la figure 2.3, est constitué de deux boîtes de simulation. Le nombre total
de molécules (i.e. la somme du nombre de molécules dans la première et la deuxième boîte), le
volume total et la température restent constants pour la somme des deux boîtes. On se place
dans cet ensemble pour étudier les propriétés de l’équilibre des phases d’un fluide, chaque boîte
correspondant à une phase, et en tracer le diagramme de phase. Dans cet ensemble peuvent
avoir lieu des déplacements internes à chaque boîte, des contractions d’une boîte compensées
par des expansions de l’autre et des transferts de particules. Cet ensemble et ses mouvements
sont représentés sur la figure 2.3.

Les simulations Monte–Carlo pouvant être réalisées dans chacun des différents ensembles sta-
tistiques, la probabilité de trouver le système étudié dans la configuration 𝐶* (i.e. probabilité
de Boltzmann) prend des formes différentes selon l’ensemble choisi. Je présenterai dans le détail
seulement les ensembles que j’ai utilisés au cours de ma thèse : l’ensemble canonique, l’ensemble
grand–canonique et l’ensemble de Gibbs.

L’ensemble canonique

L’ensemble canonique (𝑁,𝑉, 𝑇 ) est l’ensemble le plus simple de la méthode Monte–Carlo, qui
décrit un système fermé dont le volume ne varie pas et qui est en équilibre avec un thermostat.
Dans cet ensemble le nombre de particules 𝑁 , le volume 𝑉 et la température 𝑇 sont donc
constants.

Dans l’ensemble canonique la probabilité de Boltzmann s’exprime comme :

d𝑃𝑁𝑉 𝑇 (𝐶*) = 1
𝑄𝑁𝑉 𝑇

1
𝑁 !

(︂
2𝜋𝑚𝑘𝑇
ℎ2

)︂ 3𝑁
2

exp (−𝛽𝑈(𝐶*)) d𝑁q ∝ exp (−𝛽𝑈(𝐶*)) (2.8)

où 𝑄𝑁𝑉 𝑇 est la fonction de partition et 𝑈(𝐶*) l’énergie potentielle de la configuration 𝐶*.

— 29 —



2.3 — La méthode Monte–Carlo

(a) (N,V,T ) (b) (N,P,T )

(c) (µ,V, T )

(d) (µ,σ, T )
Figure II.2 : Représentation schématique des différents ensembles statistiques présentés
dans la section II.1.3.

Figure 2.2 : Représentation schématique de différents ensembles statistiques et de leurs
mouvements Monte–Carlo : (a) canonique, (b) isobare, (c) grand–canonique, (d) osmo-
tique.
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 !

" #

Figure 2.3 : L’ensemble statistique de Gibbs et ses mouvements. Figure tirée de [107].

Si l’on suppose, pour simplifier l’écriture, que toutes les particules du système ont la même masse
𝑀 , la probabilité d’acceptation d’une nouvelle configuration 𝐶* est donnée par l’équation 2.7
qui dans l’ensemble canonique s’écrit :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
[︂
1, 𝑒(−𝛽(𝑈(𝐶*)−𝑈(𝐶𝑖))) × 𝑃gén.(𝐶* → 𝐶𝑖)

𝑃gén.(𝐶𝑖 → 𝐶*)

]︂
(2.9)

L’ensemble grand–canonique

L’ensemble grand–canonique (𝜇, 𝑉, 𝑇 ) décrit un système en équilibre avec un réservoir de molé-
cules de potentiel chimique donné. Dans ce cas le système évolue alors que le potentiel chimique
𝜇 de ses constituants, le volume 𝑉 et la température 𝑇 restent constants. Le nombre de parti-
cules 𝑁 , au contraire, varie. Cet ensemble est très utilisé dans les études d’adsorption de fluides
dans des solides poreux rigides (notamment pour tracer les isothermes d’adsorption) car, lors
de ce phénomène, les espèces sont en équilibre entre ces deux phases.

Dans cet ensemble, la probabilité de trouver le système étudié dans la configuration 𝐶* vaut :

d𝑃𝜇𝑉 𝑇 (𝐶*) = 1
𝑄𝜇𝑉 𝑇

1
𝑁 !

(︂
2𝜋𝑀𝑘𝑡

ℎ2

)︂ 3𝑁
2

exp(−𝛽𝑈(𝐶*) + 𝛽𝜇𝑁) d𝑁q

∝ exp(−𝛽𝑈(𝐶*) + 𝛽𝜇𝑁)
(2.10)

Si le nombre de particules 𝑁 reste invarié dans la transformation 𝐶𝑖 → 𝐶*, la probabilité est
la même que dans l’ensemble canonique et donc exprimée par l’équation 2.9. Si au contraire il
varie, cela veut dire que la transformation comporte l’insertion ou la suppression d’une particule
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choisie aléatoirement. La probabilité d’acceptation lors de la création d’une particule est :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
[︂
1, 𝑉 exp(𝛽𝜇)

(𝑁 + 1)Λ3 × 𝑒
(−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)]) × 𝑃gén.(𝐶* → 𝐶𝑖)

𝑃gén.(𝐶𝑖 → 𝐶*)

]︂
(2.11)

et lors de la suppression elle vaut

𝑃acc.(𝐶𝑖 → 𝐶*) = min
[︂
1, 𝑁Λ3

𝑉 exp(𝛽𝜇) × 𝑒
(−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)]) × 𝑃gén.(𝐶* → 𝐶𝑖)

𝑃gén.(𝐶𝑖 → 𝐶*)

]︂
(2.12)

L’ensemble de Gibbs

L’ensemble de Gibbs a été conçu pour calculer les diagrammes de phase des fluides, corps purs
comme mélanges, par simulation de l’équilibre entre deux phases sans prise en compte explicite
de leur interface. Les simulations dans l’ensemble de Gibbs sont effectuées dans deux régions
microscopiques de la phase bulk du fluide situées loin des interfaces. Chaque région est modéli-
sée par une boîte de simulation séparée, à laquelle s’appliquent des conditions périodiques aux
limites. Afin que les deux phases soient en équilibre thermodynamique, chacune doit être en
équilibre interne et la température, la pression et le potentiel chimique de tous les components
doivent être les mêmes dans les deux boîtes de simulation. La température étant fixée dès le
départ, les trois autres conditions sont satisfaites par trois types de mouvements : les déplace-
ments des particules à l’intérieur de chaque région, les fluctuations concertées des deux boîtes
de simulation et les transferts des particules entre les deux boîtes.

Considerons un système à température 𝑇 , volume total 𝑉 et nombre total de particules 𝑁
constants constitué de deux boîtes de simulation A et B, de volume 𝑉A et 𝑉B tels que 𝑉A +𝑉B =
𝑉 . Ces deux boîtes contiennent respectivement 𝑁A et 𝑁B particules telles que 𝑁A +𝑁B = 𝑁 .
Dans l’ensemble de Gibbs, la probabilité de trouver le système étudié dans la configuration 𝐶*
vaut :

d𝑃Gibbs(𝐶*) ∝ (𝑉A)𝑁A(𝑉B)𝑁B

𝑁A!𝑁B! 𝑒[−𝛽(𝑈𝐴(qA)+𝑈𝐵(qB))] (2.13)

où 𝐶* est une configuration du système telle que la boîte 𝐴 de volume 𝑉A contient 𝑁A particules
en position qA et la boîte 𝐵 de volume 𝑉B contient 𝑁B particules en position qB.

Pour les déplacements des particules à l’intérieur de chaque boîte de simulation, la probabilité
d’acceptation de l’ensemble canonique équation 2.9 reste valable. La probabilité d’acceptation
lors des changements des volumes 𝑉A et 𝑉B de chaque région (le volume total du système 𝑉
restant constant) est donnée par :

𝑃acc.(𝐶𝑖 → 𝐶*)

= min
[︃

1,
(︂
𝑉A(𝐶*)
𝑉A(𝐶𝑖)

)︂𝑁A+1(︂
𝑉B(𝐶*)
𝑉B(𝐶𝑖)

)︂𝑁B+1
𝑒−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)]

]︃
(2.14)

La probabilité d’acceptation lors du transfert d’une particule choisie aléatoirement d’une boîte
à l’autre (ici de la boîte 𝐴 à la boîte 𝐵) est donnée par :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
[︃

1,
(︂

𝑁A𝑉B
(𝑁B + 1)𝑉A

)︂𝑁A+1
𝑒−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)]

]︃
(2.15)
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Figure 2.4 : Schéma montrant une surface d’énergie potentielle à deux dimensions. Un
trajet de dynamique moléculaire est présenté en rouge et les configurations générées par
la méthode de Monte–Carlo sont en bleue.

2.3.3 Les mouvements

Les transformations aléatoires qui relient les différentes configurations générées par l’algorithme
de Metropolis sont appelées mouvements de Monte–Carlo. Ceux–ci permettent d’explorer l’es-
pace des phases du système étudié, et c’est d’ailleurs de leur choix et de leur efficacité que
dépend l’ergodicité au cours de la simulation. En effet, comme montré sur la figure 2.4, à tra-
vers ces mouvements les particules du système peuvent se déplacer d’un point à l’autre de la
surface d’énergie potentielle. Les mouvements Monte–Carlo se divisent en deux classes : les
mouvements simples et les mouvements biaisés.

Les mouvements simples

Au cours d’une simulation Monte–Carlo différents types de mouvements sont possibles : la trans-
lation d’une particule suivant un vecteur aléatoirement choisi, la rotation d’un angle aléatoire,
le flip (s’il s’agit de molécules flexibles), la reptation (pour les molécules à chaînes longues),
le pivot (lorsque des unités rigides sont connectées par une chaîne flexible), la recroissance, la
suppression et l’insertion (figure 2.5). Ces mouvements, qui sont choisis aléatoirement selon des
probabilités fixées avant de lancer la simulation, doivent modifier suffisamment la configuration
du système pour arriver à échantillonner l’espace des phases de manière efficace et dans un
temps acceptable. Si, à l’inverse, ces mouvements sont de trop grande amplitude, ils ne sont
presque jamais acceptés.

Les mouvements les plus courants sont la translation et la rotation, qui sont valables dans tous
les ensembles statistiques. Lorsqu’une translation est acceptée, une particule (ou le centre de
masse d’une molécule) de la boîte de simulation choisie au hasard et en position initiale (𝑥, 𝑦, 𝑧)
est déplacée d’un vecteur choisi aléatoirement dans un cube centré en l’origine des axes et de
coté Δt. Sa nouvelle position est (𝑥′, 𝑦′, 𝑧′) avec

𝑥′ = 𝑥+ Δt

(︂
𝜒1 −

1
2

)︂
𝑦′ = 𝑦 + Δt

(︂
𝜒2 −

1
2

)︂
𝑧′ = 𝑧 + Δt

(︂
𝜒3 −

1
2

)︂
(2.16)
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(a) Translation (b) Rotation (c) Délétion (d) Mouvement de
saut

(e) Échange (f) Insertion

Figure 2.5 : Représentation schématique des mouvements simples d’une molécule d’eau
qui ont lieu dans une simulation Monte–Carlo : translation (a), rotation (b), délétion (c),
mouvement de saut (d), échange (e) et insertion (f).

où les 𝜒𝑖 sont des nombres réels aléatoires distribués uniformément dans l’intervalle [0,1] et
Δt/2 l’amplitude maximale permise de translation.

De manière analogue, lorsqu’une rotation est acceptée, au centre de masse d’une molécule de la
boîte de simulation déterminée au hasard est appliqué une rotation des angles d’Euler (𝜙,𝜓, 𝜃).
Les angles 𝜙 et 𝜓 doivent être choisis aléatoirement dans une distribution uniforme dans l’in-
tervalle [−𝜋, 𝜋] et l’angle 𝜃 dans l’intervalle [0, 𝜋]. En pratique, pour avoir une probabilité
d’acceptation de ces mouvements de l’ordre du 50%, les angles sont choisis tels que

−Δr ≤ 𝜙,𝜓 ≤ Δr 0 ≤ 𝜃 ≤ Δr (2.17)

où Δr est l’amplitude maximale de rotation.

Pour les mouvements de rotation et translation, on a alors 𝑃gén.(𝐶* → 𝐶𝑖) = 𝑃gén.(𝐶𝑖 → 𝐶*).
L’équation 2.9 devient alors simplement :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
(︁

1, 𝑒(−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)])
)︁

(2.18)

Les mouvements biaisés

L’utilisation de biais dans une simulation Monte–Carlo correspond à introduire un système de
contrôle sur les mouvements, qui ne sont alors plus choisis de manière totalement aléatoire,
de manière à ce que les configurations plus probables (i.e. énergétiquement favorables) soient
favorisées afin d’améliorer l’efficacité de la simulation. Cette pratique a comme conséquence de
rompre la symétrie de la chaine de Markov et la condition 𝑃gén.(𝐶* → 𝐶𝑖) = 𝑃gén.(𝐶𝑖 → 𝐶*)
n’est donc plus vérifiée. Un terme supplémentaire doit alors être ajouté à l’équation 2.6 pour
continuer à garantir la micro–réversibilité.
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Les biais les plus courants sont ceux dits de pré–insertion [108, 109] et d’orientation [110, 111]. Ils
sont utilisés par exemple dans l’ensemble grand–canonique lorsqu’on s’intéresse à l’adsorption
en phase fluide et des molécules doivent être insérées (et éliminées) de la boîte de simulation.
Le mouvement d’insertion d’une molécule consiste en deux étapes : le choix aléatoire de la
position d’abord et de l’orientation ensuite. Généralement il présente une très basse probabilité
d’acceptation (surtout en phase condensée) car très peu de régions de la boîte ont une densité
d’occupation faible qui permet l’introduction d’une molécule supplémentaire. De plus, il faut
qu’une de ces zones soit sélectionnée aléatoirement pour l’insertion (e.g. dans le cas de l’eau aux
conditions ambiantes 𝑃acc. ≃ 10−5). Pour remédier à ce problème les biais mentionnés ci–dessus
sont communément utilisés.

Le biais de pré–insertion permet de tester plusieurs positions où insérer la molécule et d’accroître
la probabilité de celles qui sont déjà plus favorables (i.e. dont l’énergie d’interaction avec les
autres molécules du système est faible). Il consiste en quatre étapes :
– le choix aléatoire de 𝑘 positions dans la boîte de simulation et la création d’une série de 𝑘

configurations {𝐶𝑗}𝑗≤𝑘 correspondant à l’insertion de la molécules dans chacune de ces 𝑘
positions ;

– la détermination de l’énergie 𝜀𝑗 d’interaction entre la molécule insérée en position 𝑗 et le reste
du système, et le calcul du facteur 𝑊p-ins. de Rosenbluth [112] et défini ainsi :

𝑊p-ins. =
𝑘∑︁

𝑗=1
exp(−𝛽𝜀𝑗) (2.19)

– le choix aléatoire d’une des positions. Les configurations correspondantes à toutes les positions
possibles présentent une probabilité 𝑃𝑗 proportionnelle via l’inverse du facteur de Rosenbluth
𝑊p-ins. à la probabilité de Boltzmann :

𝑃𝑗 = exp(−𝛽𝜀𝑗)
𝑊p-ins.

(2.20)

– la position choisie est notée 𝑗0, la configuration correspondante devient donc la configuration
d’essai pour ce pas Monte–Carlo de rotation : 𝐶𝑗0 = 𝐶*. L’équation 2.11 devient :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
(︂

1, 𝑉 𝑒𝛽𝜇

(𝑁 + 1)Λ3 × 𝑒
−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)] × 𝑊p-ins.

exp(−𝛽𝜀𝑗0)

)︂
(2.21)

L’équation 2.21 montre comme la probabilité d’acceptation de 𝐶*, une des configurations consi-
dérées comme les plus favorables sur la base de leur énergie d’interaction 𝜀 avec le reste du sys-
tème, ne dépend pas que de cette énergie d’interaction 𝜀 mais aussi de la différence des énergies
totales 𝑈(𝐶*) − 𝑈(𝐶𝑖). Cela a une conséquence importante : le modèle permettant d’évaluer
𝜀 peut différer de celui utilisé pour calculer l’énergie du système 𝑈 sans affecter l’échantillon-
nage. Typiquement, pour de raisons d’ordre pratique (i.e. temps et coût des calculs), dans le
premier cas nous faisons le choix d’utiliser un potentiel simpliste (Lennard–Jones) avec le but
de faire une première sélection rapide et peu coûteuse des configurations. De cette manière les
configurations irréalistes sont éliminées tout de suite et ensuite un potentiel plus fin (prenant en
compte les interactions électrostatiques) est utilisé pour déterminer l’énergie du système, dont
le calcul nécessite une précision supérieure.

Le biais d’orientation, de manière analogue, consiste à insérer les molécules avec des orientations
différentes dans la position choisie 𝑗0 par le biais de pré–insertion. Il consiste également en quatre
étapes :
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– le choix aléatoire de 𝑠 orientations d’essai différentes de la même molécule dans la même
position 𝑗0 et la création d’une série de 𝑠 configurations {𝐶𝑙}𝑙≤𝑠 correspondant à l’insertion
de la molécules dans toutes les orientations possibles ;

– la détermination de l’énergie 𝜀𝑙 d’interaction entre la molécule insérée avec l’orientation 𝑙 et
le reste du système, et le calcul du facteur de Rosenbluth 𝑊or. ;

– le choix aléatoire d’une des orientations. Les configurations correspondantes aux 𝑠 orientations
possibles présentent une probabilité 𝑃𝑙 proportionnelle à l’inverse du facteur de Rosenbluth
𝑊or. à la probabilité de Boltzmann :

𝑃𝑙 = exp(−𝛽𝜀𝑙)
𝑊or.

(2.22)

– l’orientation choisie est notée 𝑙0, la configuration correspondante devient donc la configuration
d’essai pour ce pas Monte–Carlo de rotation : 𝐶𝑙0 = 𝐶*. L’équation 2.11 devient :

𝑃acc.(𝐶𝑖 → 𝐶*) = min
(︂

1, 𝑉 𝑒𝛽𝜇

(𝑁 + 1)Λ3 × 𝑒
−𝛽[𝑈(𝐶*)−𝑈(𝐶𝑖)] × 𝑊or.

exp(−𝛽𝜀𝑙0)

)︂
(2.23)

Pour déplacer une molécule d’une grande distance, un mouvement dit de saut est utilisé, com-
binant une suppression et une insertion. Il équivaut à une translation sur une grande distance
(équation 2.16) et présente l’avantage de faciliter le passage de barrières énergétiques élevées
(par exemple quand une molécule de gaz est adsorbée dans la cavité d’une matrice solide po-
reuse) en accélérant par conséquent la convergence des simulations. Il consiste à supprimer une
molécule au hasard de la boîte de simulation occupant une position q1 et à la ré–insérer dans
une nouvelle position q2 aléatoire et potentiellement éloignée de q1. Pour faire cela, les biais
de pré–insertion et d’orientation sont utilisés.

2.3.4 Les potentiels d’interaction

Lorsque il n’y a pas de création ni de rupture de liaisons chimiques, les interactions entre les
constituants du système peuvent être décrites de manière satisfaisante à l’aide de potentiels
classiques (sans prendre directement en considération la nature quantique des électrons). Dans
les deux paragraphes qui suivent, les termes qui apparaissent dans tous les potentiels classiques
sont décrits ; les détails des potentiels spécifiques aux différentes paires adsorbat–adsorbant
étudiées seront traités dans les chapitres correspondants.

Les interactions intermoléculaires

Toutes les interactions qui s’exercent entre deux molécules quelconques dans leur état énergé-
tique fondamental et séparées d’une distance 𝐷 telle que 𝐷 ≫ 𝑑, où 𝑑 est leur dimension, sont
généralement séparées en deux termes décrivant leur comportement respectivement à longue et
à courte distance. Plus en détails, dans le premier terme apparaissent l’énergie électrostatique
(du premier ordre et additive à deux corps), l’énergie d’induction et l’énergie de dispersion (les
deux du deuxième ordre et toujours négatives) et dans le deuxième l’énergie de répulsion due
au principe de Pauli.

Le potentiel électrostatique créé par une molécule est modélisé par un ensemble de charges
ponctuelles 𝑞𝑖 qui se trouvent soit sur les atomes de la molécule soit en certains points de
l’espace proche de celle–ci (e.g. le long de la bissectrice de l’angle ĤOH de l’eau). Ces charges
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peuvent être déterminées par des calculs ab initio ou, plus souvent, choisies de manière à
reproduire un jeu de propriétés mesurées expérimentalement. Ce terme peut être décomposé en
différents types d’interactions : charge ponctuelle–charge ponctuelle, charge ponctuelle–dipôle,
dipôle–dipôle, charge ponctuelle–quadripôle, dipôle–quadripôle, quadripôle–quadripôle, ... Le
potentiel électrostatique s’écrit :

𝑉él(𝑟) =
∑︁

𝑖

∑︁
𝑗>𝑖

𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗
(2.24)

où 𝜀0 est la permittivité électrique du vide et 𝑟𝑖𝑗 la distance entre les charges 𝑞𝑖 et 𝑞𝑗 .

Le potentiel inductif décrit la variation par polarisation de l’énergie d’une molécule causée par
le champ électrostatique de l’autre (et vice–versa) et s’écrit :

𝑉disp.(𝑟) = −𝐶6
𝑟6 + 𝐶8

𝑟8 + 𝐶10
𝑟10 + ... (2.25)

où 𝐶𝑖 sont des coefficients ; souvent ils sont choisis de manière à prendre en compte implicitement
l’effet moyen des termes à trois corps qui, eux aussi, contribuent à l’énergie d’interaction totale.
Dans la pratique, un potentiel du type 𝑉disp.(𝑟) ∝ 𝑟6 est communément utilisé.

Le potentiel dispersif décrit les fluctuations simultanées des distributions de charge des deux
molécules. Il est généralement combiné avec les termes de répulsion à courte distance et induc-
tion dans une forme analytique unique, la raison de cela étant l’impossibilité d’exprimer par
développement limité la partie répulsive. En effet l’énergie répulsive présentant une variation
soudaine et remarquable à courte distance, il n’est pas nécessaire que sa forme soit exacte mais
seulement qu’elle reproduise ce changement net et important. Généralement pour décrire les
termes de dispersion et répulsion on utilise le potentiel de Lennard–Jones qui s’écrit :

𝑉 (𝑟) = 4𝜀
[︂(︁𝜎

𝑟

)︁12
−
(︁𝜎
𝑟

)︁6
]︂

(2.26)

ou le potentiel de Buckingham qui a la forme :

𝑉 (𝑟) = 𝛼 exp(−𝛽𝑟)− 𝛾𝑟−6 (2.27)

Le choix des paramètres 𝜎 et 𝜀 (ou 𝛼, 𝛽 et 𝛾) qui apparaissent dans ces formes analytiques n’est
pas facile. Ils pourraient être déterminés par des calculs ab initio [113] comme les charges ponc-
tuelles mais le plus souvent, dans le but d’utiliser des potentiels généraux et transférables (i.e.
pas ad hoc), ces paramètres sont issus d’une procédure d’ajustement progressif sur des proprié-
tés expérimentales mesurées dans une gamme la plus large possible de systèmes et conditions
thermodynamiques.

Pour limiter le nombre de paramètres ajustables des potentiels intermoléculaires, ces paramètres
sont généralement calculés pour un atome (ou un groupe d’atomes ou une molécule) 𝑖 qui
interagit avec un autre atome (ou un groupe d’atomes ou une molécule) 𝑖 du même type.
Pour pouvoir décrire les interactions entre deux types d’atomes différents 𝑖 et 𝑗 de simples
règles de combinaison peuvent être utilisées. Elles dépendent du potentiel choisi et pour le
potentiel de Lennard–Jones (équation 2.26) les plus courantes sont celles de Lorentz–Berthelot
qui s’écrivent :

𝜎𝑖𝑗 = 𝜎𝑖𝑖 + 𝜎𝑗𝑗

2 et 𝜀𝑖𝑗 = √𝜀𝑖𝑖𝜀𝑗𝑗 (2.28)
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Les interactions intramoléculaires

Lorsque le système étudié est constitué par des molécules flexibles (ou semi–flexibles), des
potentiels dits intramoléculaires décrivent leurs degrés de liberté internes. Selon la complexité
du modèle, ils font intervenir les distances de liaison, les angles et les angles dièdres. Dans mon
travail de thèse ces potentiels n’ont pas été utilisés car j’ai considéré toutes les molécules comme
rigides. En effet je ne me suis pas intéressée à la dynamique vibrationnelle et aucune d’entre
elles ne possède des modes de vibration mous, qui obligeraient à prendre en compte leurs degrés
de liberté.

2.3.5 Les méthodes de sommation

En simulation numérique étudier un système veut dire calculer son énergie potentielle (et les
forces en jeu dans le cas de la dynamique moléculaire). Pour décrire les interactions intermolécu-
laires (auxquelles je me restreins pour les raisons expliquées ci–dessus) des potentiels classiques,
additifs et de paire sont utilisés. Par conséquent l’énergie potentielle du système étudié peut
s’écrire simplement comme une double somme sur ses constituants :

𝐸 =
∑︁

𝑎

∑︁
𝑏>𝑎

𝑉𝑎𝑏(R𝑎 −R𝑏) = 1
2
∑︁

𝑎

∑︁
𝑏 ̸=𝑎

𝑉𝑎𝑏(R𝑎 −R𝑏) (2.29)

En introduisant les conditions périodiques aux limites, une troisième somme apparaît car toutes
les images périodiques de chaque constituant doivent être prises en compte. L’équation 2.29
devient donc :

𝐸 = 1
2
∑︁

n

∑︁
𝑎

∑︁
𝑏

𝑏̸=𝑎 si n=0

𝑉𝑎𝑏(R𝑎 −R𝑏 + n) (2.30)

où n est un vecteur de translation entre la boîte de simulation et l’une de ses images. Si
par exemple la boîte de simulation est cubique de coté 𝐿, on a n = (𝑛𝑥𝐿, 𝑛𝑦𝐿, 𝑛𝑧𝐿) avec
(𝑛𝑥, 𝑛𝑦, 𝑛𝑧) ∈ Z3. La somme sur n converge avec une vitesse qui dépend de la forme du po-
tentiel choisi 𝑉𝑎𝑏. Les potentiels classiques standard isotropes communément utilisés ont une
dépendance à longue distance de la forme 𝑉𝑎𝑏 ∼ 𝑟−𝑚. Si 𝑚 > 3 ils sont classés comme à courte
portée, si 𝑚 ≤ 3 à longue portée.

Les potentiels à courte portée

L’équation 2.30 convergeant rapidement pour les potentiels à courte portée comme le potentiel
de Lennard–Jones (équation 2.26), un rayon de coupure 𝑟c peut être défini de manière à ce que
cette somme soit limitée aux termes pour lesquels ‖R𝑎 −R𝑏 + n‖ ≤ 𝑟c. Les termes successifs,
correspondant à des valeurs de n grandes, sont donc négligés. La valeur moyenne de l’erreur
introduite par cette approximation peut être exprimée à l’aide de la fonction de distribution
radiale 𝑔𝑎𝑏(𝑟) sous la forme :

⟨Δ𝐸⟩ = 2𝜋𝑁𝑎𝑁𝑏

𝑉

∫︁ ∞

𝑟c

d𝑟 𝑟2𝑔𝑎𝑏(𝑟)𝑉𝑎𝑏(𝑟) (2.31)
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En supposant qu’à très longue distance 𝑔𝑎𝑏(𝑟) tend vers 1, un terme de correction pour l’énergie
ainsi tronquée peut être introduit. Il s’écrit :

𝐸corr.
𝑎𝑏 = 2𝜋𝑁𝑎𝑁𝑏

𝑉

∫︁ ∞

𝑟c

d𝑟 𝑟2𝑉𝑎𝑏(𝑟) (2.32)

Par conséquent, l’expression du terme de correction à longue distance du le potentiel Lennard–
Jones est :

𝐸corr.
𝑎𝑏 = 8𝜋𝑁𝑎𝑁𝑏

𝑉
𝜀𝑎𝑏𝜎

3
𝑎𝑏

(︃
1
9

(︂
𝜎𝑎𝑏

𝑟c

)︂9
− 1

3

(︂
𝜎𝑎𝑏

𝑟c

)︂3
)︃

(2.33)

Les potentiels à longue portée et la sommation d’Ewald

Des potentiels à longue portée avec une forme du type 𝑉 (𝑟) ∼ 𝑟−1 sont communément utilisés
pour décrire les interactions électrostatiques entre charges ponctuelles. L’équation 2.30 devient
dans ce cas :

𝐸él = 1
8𝜋𝜀0

∑︁
n

∑︁
𝑎

∑︁
𝑏

𝑏̸=𝑎 si n=0

𝑞𝑎𝑞𝑏

‖R𝑎 −R𝑏 + n‖ (2.34)

Si le système simulé est neutre (i.e.
∑︀
𝑞𝑎 = 0), cette équation est semi–convergente : l’énergie

électrostatique converge lentement par compensation des termes positifs et négatifs vers une
valeur finie qui dépend de l’ordre dans lequel les sommations sont effectuées. Parmi les nom-
breuses méthodes existantes qui permettent de contourner ce problème, celle dite de Ewald
[114, 115], utilisée dans les travaux présentés dans ce manuscrit, est décrite par la suite.

Le principe de la technique de Ewald consiste à remplacer l’équation 2.34 avec la somme de
deux termes simples à calculer qui convergent rapidement et régulièrement vers une valeur bien
définie. Ces deux termes décrivent la densité de charge du système constitué par des charges
ponctuelles en découpant le problème en deux. Le premier est une densité dite directe (𝜌dir.(r))
prenant en compte les charges ponctuelles du système écrantées par des courbes gaussiennes
sphériques et le deuxième (𝜌réc.(r)) exprime, avec un signe opposé, les équations des gaussiennes
d’écrantage mêmes. La figure 2.6 schématise de manière claire et efficace cette transformation
laborieuse.

Une fois exprimées ainsi les deux densités 𝜌dir.(r) et 𝜌réc.(r), les deux potentiels électrostatiques
𝜙dir.(r) et 𝜙réc.(r) crées par ces distributions sont calculés à l’aide de l’équation de Poisson.
Le potentiel électrostatique total du système étant donc 𝜙(r) = 𝜙dir.(r) + 𝜙réc.(r), l’énergie
électrostatique totale vaut :

𝐸él = 1
2
∑︁

𝑎

𝑞𝑎 (𝜙dir.(R𝑎) + 𝜙réc.(R𝑎))− 𝐸self (2.35)

où 𝐸self, appelé self–term, est un terme correctif qui élimine l’interaction de chaque charge 𝑞𝑎

avec sa propre gaussienne d’écrantage.
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+

=

ρdirect(r) ρréciproque(r)

ρ(r)

Figure 2.6 : Schéma à une dimension expliquant la transformation apportée par la tech-
nique d’Ewald à la distribution spatiale de charge 𝜌(r) du système réel. Elle est exprimée
par deux termes : 𝜌dir.(r) correspondant aux charges partielles écrantées par des gaus-
siennes et 𝜌réc.(r) aux gaussiennes d’écrantage.

En exprimant les potentiels de manière explicite l’équation 2.35 s’écrit :

𝐸él =
∑︁

n

∑︁
𝑎

*∑︁
𝑏

𝑞𝑎𝑞𝑏

8𝜋𝜀0

erfc(𝛼𝑒‖R𝑎 −R𝑏 + n‖)
‖Ra −Rb + n‖

+ 2𝜋
𝑉

∑︁
k ̸=0

∑︁
𝑎

∑︁
𝑏

𝑞𝑎𝑞𝑏

4𝜋𝜀0

exp(− 𝑘2

4𝛼2
𝑒
)

𝑘2 𝑒𝑖k(R𝑎−R𝑏)

−
∑︁

𝑎

𝛼𝑒𝑞
2
𝑎

4𝜋3/2𝜀0
− 1

2
∑︁

𝑎

′∑︁
𝑏

𝑞𝑎𝑞𝑏

8𝜋𝜀0

erf(𝛼𝑒‖R𝑎 −R𝑏‖)
‖R𝑎 −R𝑏‖

(2.36)

où k est un vecteur du réseau réciproque, la somme
∑︀* se fait sur tous les atomes 𝑏 qui

n’appartiennent pas à la même molécule que l’atome 𝑎 et la somme
∑︀′, au contraire, sur tous

les atomes 𝑏 qui appartiennent à la même molécule que l’atome 𝑎. Le paramètre 𝛼𝑒 correspond
à la longeur des gaussiennes d’écrantage.

Généralement dans la pratique deux rayons de coupure, 𝑟n
c dans l’espace directe et 𝑟k

c dans le
réciproque, sont introduits pour limiter respectivement les sommes

∑︀
n et

∑︀
k ̸=0 qui convergent

rapidement. Si 𝑟n
c est choisi légèrement inférieure à la moitié du coté de la boîte de simulation

(supposée pour simplicité cubique), la première somme de l’équation 2.35 se simplifie en une
double somme sur les plus proches voisins. La valeur de 𝛼𝑒 est imposée de manière à ce que la
somme dans l’espace direct soit convergée.

2.4 Simulations Monte–Carlo et adsorption

La capacité d’adsorbant à adsorber un gaz pur (et les constituants d’un mélange gazeux) consti-
tuant le facteur le plus important pour les performances de la majorité des procédés d’adsorp-
tion, il devient essentiel de connaitre les propriétés d’équilibre adsorbat–adsorbant pour pouvoir
les concevoir et les dimensionner correctement. Ces propriétés peuvent être déterminées par si-
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Figure 2.7 : Les cinq types d’isotherme de la classification IUPAC.

mulation (comme montré dans ce paragraphe), expérimentalement ou en combinant ces deux
approches.

Les isothermes d’adsorption

Si on se restreint pour simplicité au cas de l’adsorption de gaz purs, les isothermes d’adsorption
pour une paire adsorbant solide–adsorbat gazeux donnée montrent, à une température fixée 𝑇 ,
l’évolution de la quantité adsorbée 𝑁ads en fonction de la pression de gaz 𝑃 : 𝑁ads = 𝑓(𝑃, 𝑇 ).
Du point de vue expérimental, elles peuvent être obtenues avec des techniques gravimétriques,
volumétriques ou chromatographiques [116, 117].

Il existe cinq types d’isothermes d’adsorption, montrées sur la figure 2.7 en accord avec la
classification de l’Union internationale de chimie pure et appliquée IUPAC [118]. Seulement
trois types (I, IV et V) concernent toutefois le phénomène d’adsorption dans des systèmes avec
une porosité à l’échelle nanométriques comme les MOFs auxquelles nous nous intéresserons
par la suite. L’isotherme de type I est donnée comme caractéristique des solides microporeux.
Elle est réversible, concave par rapport à l’axe de la pression et caractérisée par une quantité
adsorbée 𝑁ads qui tend vers une valeur finie limite 𝑁max

ads lorsque la valeur de la pression tend
vers celle de la pression de vapeur saturante. L’isotherme de type I est la plus commune,
traduisant la prédominance des interactions adsorbant–adsorbat sur celles adsorbat–adsorbat
pour un système qui présente un seul type de sites d’adsorption équivalents. Une autre forme
d’isotherme (dite de type IV), typique des matériaux mésoporeux, a également la caractéristique
d’une quantité adsorbée limitée à saturation : elle présente une ou deux marches et quelquefois
un phénomène d’hystérèse au niveau de l’une des marches. Ces marches (observées pour des
zéolithes [119, 120] comme des MOFs mésoporeuses [37, 121]) peuvent être la conséquence
d’une transition de phase ou d’un changement de structure de l’adsorbat. L’isotherme de type
V présente un point d’inflexion. Cette forme commence par une convexité par rapport à l’axe
de la pression qui traduit une phase de très faible adsorption où les interactions adsorbat–
adsorbant sont presque inexistantes. Ensuite, à plus haute pression, l’adsorption devient forte
à cause des interactions qui s’exercent entre les molécules de gaz. Ce type d’isotherme a été
rencontré, par exemple, lors de l’adsorption de gaz rares dans des zéolithes cationiques [122] et
du CO2 dans plusieurs MOFs [123]. Enfin, les isothermes de type II et III sont observées avec
des adsorbants ayant une des distributions larges de taille de pores avec une transition continue
de l’adsorption en monocouche à l’adsorption en multicouche jusqu’à la condensation capillaire.

De nombreuses équations permettent de reproduire les différentes formes existantes d’isothermes
d’adsorption. On peut citer par exemples les modèles de Langmuir [124] et de Volmer [125] qui
rendent compte du type I et ceux de Fowler [126, 127] et de Hill [128] pour les isothermes de
type V. Je présenterai ici l’équation de Langmuir, qui est la plus couramment utilisé. Il décrit
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des isothermes de type I. Elle repose sur un modèle d’adsorption considérant un gaz idéal sur
une surface composée de sites d’adsorption distincts. L’adsorption du gaz A est traitée comme
un équilibre chimique Agaz +S = Aads, où S est un site d’adsorption. L’isotherme 𝑁ads(𝑃 ) ainsi
obtenue est alors de la forme :

𝑁ads = 𝐾𝑃

1 + 𝐾𝑃
𝑁max

= 𝑁max𝐾𝑃

𝑁max +𝐾𝑃
(2.37)

où 𝐾 est la constant de l’équilibre chimique décrit ci–dessus, et 𝑁max la quantité maximale de
molécules adsorbées, qui correspond au nombre de sites du modèle.

Bien que reposant initialement sur un modèle extrêmement simple qui décrit l’adsorption d’une
monocouche de gaz, l’équation de Langmuir présente des caractéristiques qui sont plus géné-
ralement vraies de toutes les isothermes de type I. À faible pression, l’isotherme présente une
pente 𝐾, qui est égale à la constante de Henry pour l’adsorption, généralement notée 𝐾H. À
plus forte pression, la quantité adsorbée croît jusqu’à atteindre une limite, la saturation du
matériau (on parle parfois pour l’isotherme d’un plateau de saturation) : 𝑁 ≃ 𝑁max. Dans le
régime intermédiaire, l’isotherme d’adsorption est régulière et ne présente pas de point d’in-
flexion. Ces caractéristiques, qui sont généralement celles des isothermes de type I, font que
l’équation de Langmuir est utilisée comme équation modèle pour les isothermes d’adsorption
dans un champ beaucoup plus vaste que le domaine d’application des hypothèses du modèle
qui lui ont donné naissance (adsorption d’une monocouche et gaz idéal sans interaction entre
molécules adsorbées)

La simulation des isothermes d’adsorption

Les simulations Monte–Carlo dans l’ensemble grand canonique (𝜇, 𝑉, 𝑇 ) constituent la méthode
de choix pour décrire l’adsorption d’un fluide dans une matrice poreuse telle qu’une MOF. À
une température 𝑇 choisie, elles permettent de calculer, pour une valeur de potentiel chimique
𝜇 fixée avant de lancer la simulation, la quantité de molécules adsorbées ⟨𝑁⟩. En simulation,
tracer une isotherme à température 𝑇 fixée consiste donc à reporter la quantité de molécules
de gaz adsorbées pour différentes valeurs de potentiel chimique. Chaque point de l’isotherme
correspond donc à une simulation dans l’ensemble grand canonique. Les isothermes d’adsorption
représentant expérimentalement la quantité adsorbée en fonction de la pression externe du
fluide, il est nécessaire de connaitre la relation qui lie le potentiel chimique du gaz qui s’adsorbe
et sa pression pour pouvoir faire des comparaisons.

En phase gazeuse, que ce soit pour un corps pur ou dans un mélange de gaz, le potentiel
chimique 𝜇 est lié à l’activité du gaz 𝑎 : 𝜇 = 𝜇0 + 𝑅𝑇 ln 𝑎. Pour un gaz parfait, ou pour un
gaz réel dans le domaine de validité de l’approximation du gaz parfait, l’activité est liée à la
pression 𝑃 :

𝜇 = 𝜇0 +𝑅𝑇 ln
(︂
𝑃

𝑃0

)︂
(2.38)

où 𝑃0 est la pression de référence, prise égale à la pression standard (1 bar = 105 Pa). Pour un
gaz parfait dans un mélange idéal, cette expression reste valable en remplaçant la pression du
gaz par sa pression partielle dans le mélange. Cependant, l’approximation du gaz parfait n’est
valable que dans la limite des faibles pressions, et il n’existe pas d’expression simple reliant
le potentiel chimique à la pression du gaz au–delà de son domaine de validité. On introduit
alors la fugacité 𝑓 du fluide, telle que 𝑎 = 𝑓/𝑃0. À basse pression, 𝑓 ≃ 𝑃 , tandis qu’elle s’en
écarte à plus haute pression. Dans la plupart des cas présentés dans ma thèse, on travaille
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dans des gammes de pression et température où l’adsorbat étudié se comportement comme
un gaz parfait. Je montrerai à la section 4.5.1 comment le lien fugacité–pression (ou potentiel
chimique–pression) peut être établi lorsque ce n’est pas le cas.

Propriétés absolues et d’excès

Si dans les études théoriques on calcule des propriétés absolues, expérimentalement on mesure
des propriétés d’excès. En ce qui concerne l’adsorption de gaz dans des solides, pour une pression
inferieure à 1 bar la différence entre les variables absolues et celles d’excès est négligeable mais
à des pressions plus élevées cette différence doit être prise en compte. Il est donc nécessaire de
convertir les variables absolues (quantité adsorbée, énergie, entropie) dans les variables d’excès
correspondantes. Cette conversion peut se faire avec le formalisme de la thermodynamique
des solutions [129]. Si en effet on considère la thermodynamique de l’adsorption comme un cas
particulier de la thermodynamique des solutions, l’adsorbant correspond au solvant et l’adsorbat
au soluté.

Dans le cas de l’adsorption de corps purs, on aura

𝑁 exc = 𝑁abs − 𝑃𝑉

𝑧𝑅𝑇
= 𝑁abs − 𝑃𝑉

𝜌
(2.39)

où 𝑁 exc et 𝑁abs sont respectivement les quantités adsorbées d’excès et absolues, 𝑉 le volume
poreux du solide (l’adsorption sur la surface externe de l’adsorbant étant nulle en raison des
conditions périodiques aux limites) et 𝑧 le facteur de compressibilité (𝑧 = 𝜌

𝑅𝑇 ) dans la phase
gaz à la pression et température d’équilibre.

Enthalpie et chaleur isostérique d’adsorption

L’enthalpie d’adsorption d’un composé Δ𝐻0 est la différence entre son enthalpie molaire en
phase gaz et son enthalpie molaire partielle adsorbé dans la phase solide : −Δ𝐻0 = 𝐻g −𝐻s.
L’enthalpie étant, à température 𝑇 fixée, la somme de l’énergie interne 𝑈 et du produit 𝑃𝑉 , qui
pour une mole de gaz parfait équivaut à 𝑅𝑇 si on néglige le volume moléculaire de l’adsorbat,
nous obtenons l’équation suivante pour l’enthalpie d’adsorption :

−Δ𝐻0 = 𝑅𝑇 + 𝑈 𝑡𝑜𝑡
g − 𝑈 𝑡𝑜𝑡

s (2.40)

où 𝑈 𝑡𝑜𝑡
g et 𝑈 𝑡𝑜𝑡

s sont respectivement l’énergie interne totale molaire de l’adsorbat dans la phase
gaz et solide. Dans les simulations grand canonique, cette enthalpie Δ𝐻0 est calculée à l’aide
des dérivées partielles de l’énergie totale vs le nombre moyen de molécules adsorbées ⟨𝑁⟩ :

−Δ𝐻0 = 𝑅𝑇 +
𝜕⟨𝑈 tot

g ⟩
𝜕⟨𝑁⟩

− 𝜕⟨𝑈 tot
s ⟩

𝜕⟨𝑁⟩
(2.41)

La chaleur isostérique 𝑄st peut être déterminée par l’équation de Nicholson et Parsonage [130] :

𝑄st = 𝑅𝑇 − ⟨𝑈
ext
s 𝑁⟩ − ⟨𝑈 ext

s ⟩⟨𝑁⟩
⟨𝑁2⟩ − ⟨𝑁⟩2

(2.42)

où 𝑈 ext
s représente l’énergie intermoléculaire dans la phase adsorbée. Même si cette relation

repose sur quelques approximations (par exemple l’énergie intramoléculaire est considérée la
même dans les deux phases), elle peut être utilisée pour des taux de recouvrement faibles (i.e.
quand les interactions entre molécules d’adsorbat sont négligeables).

— 43 —



2.5 — La dynamique moléculaire ab initio

2.5 La dynamique moléculaire ab initio

2.5.1 Les dynamiques de Born–Oppenheimer et de Ehrenfest

En mécanique quantique non relativiste un système qui comporte 𝐾 noyaux de masse 𝑀𝑗 , de
numéro atomique 𝑍𝑗 et en position R𝑗 où 1 ≤ 𝑗 ≤ 𝐾 et 𝑁 électrons de masse 𝑚e en position
r𝑖 où 1 ≤ 𝑖 ≤ 𝑁 est entièrement décrit par sa fonction d’onde Φ(R, r, 𝑡) régie par l’équation de
Schrödinger dépendante du temps :

𝑖
𝜕Φ(R, r, 𝑡)

𝜕𝑡
= ̂︀𝐻Φ(R, r, 𝑡) (2.43)

où ̂︀𝐻 est l’opérateur hamiltonien qui en unités s s’écrit :

̂︀𝐻 = −
∑︁

𝑗

1
2𝑀𝑗

∇2
R𝑗
−
∑︁

𝑖

1
2∇

2
r𝑖

+
∑︁
𝑗<𝑘

𝑍𝑗𝑍𝑘

|R𝑗 −R𝑘|
−
∑︁
𝑗,𝑖

𝑍𝑗

|R𝑗 − r𝑖|
+
∑︁
𝑖<𝑙

1
|r𝑖 − r𝑙|

(2.44)

Ce hamiltonien ne dépendant pas explicitement du temps, l’équation 2.43 peut s’écrire dans la
forme suivante qui ne dépend pas du temps :̂︀𝐻Φ(R, r) = 𝐸Φ(R, r) (2.45)

avec
Φ(R, r, 𝑡) = exp(−𝑖𝐸𝑡)Φ(R, r) (2.46)

Une des manières possibles de résoudre l’équation 2.45, valable si le système se trouve dans son
état fondamental, se base sur l’approximation dite de Born–Oppenheimer [131]. En raison de la
différence importante de masse entre les électrons et les noyaux, qui implique que les premiers
ont un mouvement beaucoup plus rapide que les deuxièmes, cette approximation consiste à
considérer que les électrons s’adaptent instantanément au mouvement des noyaux qui occupent
les positions R. Dans cette approche les électrons sont donc décrits par la fonction d’onde
Φél(r; R) et l’équation 2.45 se décompose en deux équations. La première décrit les mouvements
des électrons dans le champ crée par des noyaux figés :̂︀𝐻élΦél(r; R) = 𝐸él(R)Φél(r; R) (2.47)

où ̂︀𝐻él = −
∑︁

𝑖

1
2∇

2
r𝑖
−
∑︁
𝑗,𝑖

𝑍𝑗

|R𝑗 − r𝑖|
+
∑︁
𝑖<𝑙

1
|r𝑖 − r𝑙|

(2.48)

et la deuxième les mouvements des noyaux dans le champ crée par les électrons :̂︀𝐻nuclΦnucl(R) = 𝐸Φnucl(R) (2.49)

où ̂︀𝐻nucl = −
∑︁

𝑗

1
2𝑀𝑗

∇2
R𝑗

+
∑︁
𝑗<𝑘

𝑍𝑗𝑍𝑘

|R𝑗 −R𝑘|
+ 𝐸él(R) (2.50)

En raison de leur masse, le mouvement des noyaux peut être traité classiquement. Dans ce
cas, l’équation 2.49 se simplifie et prend la forme de l’équation classique du mouvement d’un
système de 𝐾 particules avec énergie potentielle

𝑉BO(R) =
∑︁
𝑗<𝑘

𝑍𝑗𝑍𝑘

|R𝑗 −R𝑘|
+ 𝐸él(R) (2.51)
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Cette approximation a un très large champ d’application. Elle est le fondement de la dynamique
de Born–Oppenheimer. Cependant elle n’est pas valable pour étudier des phénomènes où les
mouvements d’atomes légers (typiquement des hydrogènes) sont déterminants.

La dynamique de Born–Oppenheimer revient donc à être une dynamique moléculaire classique
des noyaux qui se déplacent sur une surface ayant l’énergie potentielle exprimée en équation 2.51.
À chaque instant 𝑡, en connaissant la position des noyaux R(𝑡), l’énergie électronique peut être
évaluée. à travers le théorème d’Hellmann–Feynmann aussi la force Fél agissant sur les noyaux
du système est déterminée :

Fél(R) = −∇R𝐸él (2.52)

Une fois choisi un pas de temps 𝛿𝑡 de l’ordre de la femtoseconde (i.e. adapté au mouvement des
noyaux), en intégrant l’équation du mouvement les positions R(t + 𝛿t) peuvent être également
déterminées. Il s’agit toutefois d’une méthode coûteuse car à chaque pas la fonction d’onde Ψ
doit être calculée par résolution de l’équation de Schrödinger (équation 2.43).

La dynamique dite de Ehrenfest repose sur une autre approximation qui consiste à écrire la
fonction d’onde dépendant du temps Φ(r,R, 𝑡) comme produit de deux fonctions dépendant
aussi du temps :

Φ(r,R, 𝑡) = Ψ(r, 𝑡)Ξ(R, 𝑡) exp
(︂
𝑖

∫︁ 𝑡

𝑡0

d𝑡′⟨ΨΞ| ̂︀𝐻él|ΨΞ⟩
)︂

(2.53)

Le hamiltonien ne dépendant pas explicitement du temps, l’équation 2.43 s’écrit maintenant
sous la forme de deux équations couplées. Elles décrivent respectivement les mouvement des
noyaux dans le champ moyen des électrons et les mouvement des électrons dans le champ moyen
crée par les noyaux :

𝑖
𝜕Ψ
𝜕𝑡

= −
∑︁

𝑖

1
2∇

2
r𝑖

Ψ + ⟨Ξ|̂︀𝑉n-e|Ξ⟩Ψ (2.54)

𝑖
𝜕Ξ
𝜕𝑡

= −
∑︁

𝑗

1
2𝑀𝑗

∇2
R𝑗

Ξ + ⟨Ψ| ̂︀𝐻él|Ψ⟩Ξ (2.55)

Une des manières possibles de résoudre les équations ci-dessus est de le faire de façon itérative
comme dans la méthode TDSCF (Time–Dependent Self–Consistent Field) [132]. En considérant
comme auparavant les noyaux comme des particules classiques, l’équation 2.55 devient

𝑀𝑗
d2Rj

d𝑡2 = −∇R𝑗 ⟨Ψ| ̂︀𝐻él|Ψ⟩ (2.56)

avec une condition sur la fonction d’onde électronique qui doit vérifier l’équation différentielle
de type Schrödinger suivante :

𝑖
𝜕Ψ
𝜕𝑡

= ̂︀𝐻élΨ (2.57)

La dynamique de Ehrenfest se base sur ces équations. En partant des positions initiales des
noyaux R(𝑡0) et de la fonction d’onde optimisée correspondante Ψ(R,R(𝑡0), 𝑡0), elle consiste
à propager simultanément les positions et la fonction d’onde. Le pas de temps doit alors être
de l’ordre du centième de femtoseconde, soit l’échelle de temps du réajustement de la densité
électronique autour d’un noyau qui s’est déplacé.
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2.5.2 Dynamique Car–Parrinello

La dynamique Car–Parrinello, méthode introduite par Car et Parrinello en 1985 [133], permet
de traiter la dynamique d’un seul état électronique d’un système moléculaire. Elle réunit les
avantages des deux dynamiques illustrées dans le paragraphe précédent et repose, comme la
méthode de Ehrenfest, sur la séparation de la fonction d’onde en une partie électronique et une
partie nucléaire et un traitement classique des noyaux. Une fois la fonction d’onde totale opti-
misée pour les positions initiales, la dynamique Car–Parrinello consiste à propager de manière
simultanée les positions des noyaux et la partie électronique de la fonction d’onde. Sa parti-
cularité est de rendre les mouvements des électrons suffisamment lents pour que l’intervalle
d’intégration sur le temps soit assez grand (de l’ordre de 0.1 fs).

La représentation la plus adaptée pour décrire cette méthode est celle qui fait apparaître des
opérateurs lagrangiens ℒ. Un système physique de 𝐾 particules de masse 𝑀𝑘 est intégralement
décrit par 𝐾 coordonnées R𝑘 et leurs dérivées temporelles Ṙ𝑘. Le lagrangien ℒ d’un tel système
est la différence entre l’énergie cinétique 𝑇 et l’énergie potentielle 𝑉 : ℒ = 𝑇 − 𝑉 .

En coordonnées cartésiennes, on a donc

ℒ =
∑︁

𝑘

1
2𝑀𝑘‖Ṙ𝑘‖2 − 𝑉 (R) (2.58)

et les équations du mouvement classique deviennent alors

d
d𝑡

𝜕ℒ
𝜕Ṙ𝑘

= 𝜕ℒ
𝜕R𝑘

(2.59)

Car et Parrinello ont étendu ce lagrangien classique pour traiter les mouvements des électrons
qui appartiennent à un système pour lequel la fonction d’onde totale Ψ0 peut s’écrire à partir
d’un jeu d’orbitales occupées par un seul électron {𝜓𝑖}. L’énergie potentielle du système devient
donc

𝑉 = ⟨Ψ0| ̂︀𝐻él|Ψ0⟩ (2.60)

et la contribution des électrons au terme d’énergie cinétique est∑︁
𝑖

1
2𝜇⟨𝜓̇𝑖|𝜓̇𝑖⟩ (2.61)

où 𝜇 est la masse fictive de la totalité des électrons du système.

Le lagrangien complet de Car–Parrinello ℒ inclut également un terme qui assure l’orthonorma-
lisation des fonctions d’onde mono–électroniques (⟨𝜓𝑗 |𝜓𝑖⟩ = 𝛿𝑖𝑗) via un jeu de multiplicateurs
de Lagrange {Λ𝑖𝑗}.

On a par conséquent

ℒ =
∑︁

𝑘

1
2𝑀𝑘‖Ṙ𝑘‖2 +

∑︁
𝑖

1
2𝜇⟨𝜓̇𝑖|𝜓̇𝑖⟩ − ⟨Ψ0| ̂︀𝐻él|Ψ0⟩+

∑︁
𝑖,𝑗

Λ𝑖𝑗(⟨𝜓𝑗 |𝜓𝑖⟩ − 𝛿𝑖𝑗) (2.62)

et les équations du mouvement s’écrivent dans la forme suivante :

𝑀𝑘R̈𝑘 = − 𝜕

𝜕R𝑘
⟨Ψ0| ̂︀𝐻él|Ψ0⟩𝜇𝜓𝑖 = − 𝜕

𝜕𝜓*
𝑖

⟨Ψ0| ̂︀𝐻él|Ψ0⟩+
∑︁

𝑗

Λ𝑖𝑗𝜓𝑗 (2.63)
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Nous observons que, du point de vue mathématique, dans ce système la dynamique des noyaux
décrite revient à celle classique de Born–Oppenheimer seulement si la fonction d’onde propagée
Ψ0 coïncide avec la fonction d’onde de l’état fondamental du système étudié.

Plus simplement dans la pratique la dynamique Car–Parrinello peut être considérée proche de
la dynamique réelle du système si la masse fictive des électrons 𝜇 et le pas de temps 𝛿𝑡 sont
choisis suffisamment petits à chaque pas de la dynamique. En effet plus la masse des électrons
est grande, plus l’échelle de temps de leurs mouvements est proche de celle du mouvement des
noyaux, la conséquence de cela étant que les deux types de mouvement deviennent ainsi couplés.
Le système dans ces conditions diverge rapidement de la surface Born–Oppenheimer. Le terme
qui exprime l’énergie cinétique des électrons peut être considéré une estimation du couplage
noyaux–électrons car il correspond à la quantité d’énergie transférée des noyaux aux électrons.
Il faut donc qu’il reste faible tout au long de la dynamique.

2.5.3 La théorie de la fonctionnelle de la densité

Comme montré auparavant à travers des exemples, dans la majorité des méthodes de dynamique
moléculaire ab initio la description d’un système est réduite à celle de sa structure électronique
dans le champ des noyaux considérés comme fixes. Une fonction d’onde Ψ(r) obéissant à l’équa-
tion de Schrödinger à plusieurs électrons décrit alors de manière exhaustive le système :

̂︀𝐻élΨ(r) =

⎛⎝−∑︁
𝑖

1
2∇

2
r𝑖
−
∑︁
𝑘,𝑖

𝑍𝑘

|R𝑘 − r𝑖|
+
∑︁
𝑖<𝑗

1
|r𝑖 − r𝑗 |

⎞⎠Ψ(r)

=

⎛⎝−∑︁
𝑖

1
2∇

2
r𝑖

+ 𝑉est(r) +
∑︁
𝑖<𝑗

1
|r𝑖 − r𝑗 |

⎞⎠Ψ(r)

(2.64)

où le terme 𝑉est(r) indique le champ créé par les noyaux agissant sur les électrons (mais peut
inclure tout autre champ externe).

La résolution directe de cette équation poly–électronique étant très complexe, il existe plusieurs
méthodes la réduisant à un problème mono–électronique. Ainsi la dimension des intégrales et le
nombre des équations à résoudre sont réduits de manière significative. Les méthodes Hartree–
Fock, par exemple, se basent sur une approximation de champ moyen et résolvent l’équation 2.64
de manière iterative. L’énergie de corrélation des électrons est introduite a posteriori de façon
variationnelle ou perturbative.

La théorie de la fonctionnelle de la densité (ou DFT), dans le formalisme proposé par Hohenberg
et Kohn [134] en 1964, introduit comme grandeur fondamentale la densité électronique 𝑛(r) en
un point de l’espace r plutôt que la fonction d’onde poly–életronique Ψ(r1, ..., r𝑁 ) représentant
notre système.

La densité électronique s’écrit donc

𝑛(r) = 𝑁

∫︁
d3r1...

∫︁
d3r2...

∫︁
d3r𝑁 |Ψ(r1, ..., r𝑁 )|2 (2.65)

où𝑁 est le nombre total d’électrons tel que𝑁 =
∫︀

d3r 𝑛(r). Il a été démontré que l’équation 2.65
peut être inversée et que à la densité électronique du système dans son état fondamental 𝑛0(r)
correspond, à une constante près, un seul et unique potentiel 𝑉ext(r). Une fois ce potentiel
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calculé, l’équation 2.64 permet de calculer de manière univoque la fonction d’onde. Dans cet
approche le potentiel externe, la fonction d’onde et toutes les grandeurs caractérisant le système
étudié sont des fonctions de la densité électronique de son état fondamental. Elles sont donc
dénommées fonctionnelles de la densité électronique et ainsi indiquées : 𝑉ext[𝑛0], Ψ0[𝑛0], ...

L’énergie total du système dans son état fondamental 𝐸[𝑛] vaut

𝐸[𝑛] =
⟨

Ψ[𝑛]

⃒⃒⃒⃒
⃒⃒−∑︁

𝑖

1
2∇

2
r𝑖

+ 𝑉ext[𝑛] +
∑︁
𝑖<𝑗

1
|r𝑖 − r𝑗 |

⃒⃒⃒⃒
⃒⃒Ψ[𝑛]

⟩

= ⟨Ψ[𝑛] |𝑇 + 𝑉ext[𝑛] + 𝑉él|Ψ[𝑛]⟩

(2.66)

où 𝑇 et 𝑉él sont respectivement les opérateurs énergie cinétique et potentiel d’interaction entre
les électrons.

Pour toute densité électronique 𝑛(r) possible du système, l’énergie totale du système vaut

𝐸0 = 𝐸[𝑛0] ≤ 𝐸𝑉ext[𝑛0][𝑛] = ⟨Ψ[𝑛] |𝑇 + 𝑉ext[𝑛0] + 𝑉él|Ψ[𝑛]⟩ (2.67)

La densité électronique de l’état fondamental est calculée en minimisant le terme 𝐸𝑉ext[𝑛0][𝑛],
qui correspond à l’énergie totale associée à une densité 𝑛(r) dans le champ 𝑉ext[𝑛0] créé par la
densité 𝑛0.

L’équation 2.67 peut aussi être écrite ainsi :

𝐸0 = 𝐸[𝑛0] ≤ 𝐸𝑉ext[𝑛0][𝑛] = ⟨Ψ[𝑛] |𝑉ext[𝑛0]|Ψ[𝑛]⟩+ ⟨Ψ[𝑛] |𝑇 + 𝑉él|Ψ[𝑛]⟩

=
∫︁

d3r𝑉ext(r)𝑛(r) + 𝐹 [𝑛]
(2.68)

Si le premier terme est facile à calculer, le deuxième est beaucoup plus difficile à évaluer, la
forme explicite de la fonctionnelle 𝐹 [𝑛] étant inconnue.

La fonctionnelle d’échange–corrélation

Pour accéder à la densité électronique de l’état fondamental il est donc nécessaire d’approximer
la fonctionnelle 𝐹 [𝑛]. La méthode proposée par Kohn et Sham [135] repose sur le postulat
d’existence d’un système fictif de 𝑁 électrons n’interagissant pas entre eux et immergés dans
un champ de potentiel 𝑉𝑠. La densité électronique de ce système virtuel construit ad hoc doit
être la même que celle du système réel 𝑛0.

Elle peut s’écrire sous la forme de déterminant de Slater d’un jeu d’orbitales mono–électroniques
𝜙𝑖 :

𝑛0(r) =
𝑛∑︁

𝑖=0
|𝜙𝑖|2 (2.69)

Dans ce système la fonctionnelle 𝐹 [𝑛] prend une forme explicite et les termes 𝐽 [𝑛] et 𝑇𝑠[𝑛],
exprimant respectivement l’énergie classique d’interaction coulombienne et l’énergie cinétique
des électrons, peuvent être évalués :

𝐽 [𝑛] = 1
2

∫︁ ∫︁
d3r d3r′ 𝑛(r)𝑛(r′)

‖r− r′‖
(2.70)
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et
𝑇𝑠[𝑛] = −1

2
∑︁

𝑖

⟨𝜙𝑖|∇2|𝜙𝑖⟩ (2.71)

Pour pouvoir calculer l’énergie totale du système il reste encore un terme à déterminer. Il
s’agit de l’énergie dite d’échange–corrélation 𝐸𝑥𝑐 qui réunit tous les effets multi–électroniques
et s’écrit :

𝐸𝑥𝑐[𝑛] = 𝐹 [𝑛]− 𝐽 [𝑛]− 𝑇𝑠[𝑛] = 𝐸[𝑛]− ⟨Ψ[𝑛]|𝑉ext[𝑛0]|Ψ[𝑛]⟩ − 𝐽 [𝑛]− 𝑇𝑠[𝑛] (2.72)

Sa forme explicite étant inconnue, dans la pratique des formes approchées de l’énergie d’échange-
corrélation sont utilisées. Dans ces conditions la densité électronique peut être enfin calculée par
minimisation de l’énergie 𝐸𝑉ext[𝑛0][𝑛] comme on a vu auparavant (la densité électronique devant
être normalisée). Cette minimisation est équivalente au système d’équations différentielles dites
de Kohn–Sham de la forme(︂

−1
2∇

2 + 𝑉ext(r) + 𝛿𝐽 [𝑛](r)
𝛿𝑛(r) + 𝛿𝐸𝑥𝑐[𝑛](r)

𝛿𝑛(r)

)︂
𝜙𝑖 = 𝜀𝑖𝜙𝑖 (2.73)

où 𝜙𝑖 sont les orbitales mono–électroniques du système fictif. Les potentiels 𝐽 [𝑛] et 𝐸𝑥𝑐[𝑛] ne
dépendant de ces orbitales que via la densité 𝑛(r), les équations de Kohn–Sham ne sont pas
linéaires et sont donc généralement résolues de manière itérative.

La forme approchée la plus simple, et la première à avoir été introduite, de la fonctionnelle
d’échange–corrélation est donnée par une approximation locale. Nommée LDA (Local Density
Approximation), elle est calculée à partir de l’énergie d’échange–corrélation par particule 𝜀𝑔𝑎𝑧

𝑥𝑐 (𝑛)
[136] d’un gaz d’électrons de densité uniforme 𝑛 :

𝐸𝑥𝑐[𝑛] =
∫︁

d3r𝑛(r) 𝜀𝑔𝑎𝑧
𝑥𝑐 (𝑛(r)) (2.74)

Si la fonctionnelle LDA est relativement fiable dans le cas des molécules gazeuses isolées, elle est
moins performante lorsque le système étudié est en phase condensée. Typiquement les énergies
de cohésion des solides et des liaisons faibles comme les liaisons hydrogène sont surestimées
[137]. D’autres fonctionnelles dites à correction de gradient (CG) ont alors été introduites pour
corriger ces défauts. En prenant en compte le gradient de la densité, elles se basent sur des
approximations locales d’ordre supérieure et ont la forme suivante

𝐸𝑥𝑐[𝑛] =
∫︁

d3r 𝑛(r) 𝜀GC
xc (𝑛(r),∇𝑛(r)) (2.75)

La performance de cette classe de fonctionnelles est strictement reliée à la qualité de l’énergie
𝜀𝑐𝑔

𝑥𝑐(𝑛(r),∇𝑛(r)) utilisée (concrètement si elle a été optimisée auparavant sur un système proche
de celui étudié).

Dans les travaux qui seront présentés par la suite sur le mécanisme d’hydratation des MOFs, j’ai
utilisé une fonctionnelle appelée BLYP qui fait partiedes fonctionnelles à correction de gradient
et qui est connue pour bien reproduire les propriétés de l’eau et notamment les liaisons hydrogène
[138]. Elle est constituée de deux fonctionnelles différentes : une pour l’échange (proposée par
Becke [139]) et l’autre pour la corrélation (introduite par Lee, Yang et Parr [140]).

Il existe aussi une troisième classe de fonctionnelles dites hybrides qui combinent une fonction-
nelle LDA (ou GC) avec des calculs de type Hartree–Fock utilisés pour déterminer de manière
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exacte l’énergie d’échange. Ces fonctionnelles, dont la plus connue est celle appelée B3LYP
[141], sont très coûteuses et pour cela surtout employées pour des systèmes de taille relative-
ment petite [142].

Base d’ondes planes

Pour pouvoir résoudre numériquement l’équation 2.73, les fonctions mono–électroniques 𝜙𝑖

doivent être exprimées comme combinaisons linéaires de fonctions de base 𝑓𝜈 choisies opportu-
nément :

𝜙𝑖(r; R) =
∑︁

𝑖

𝑐𝑖𝜈(R)𝑓𝜈(r; R) (2.76)

Généralement, en chimie quantique, les fonctions 𝑓𝜈 sont centrées sur chaque atome du système
(elles constituent donc une base atomique). Elles sont composées d’une partie radiale de type
Slater (𝑓(r) ∝ 𝑓 ′(𝜃, 𝜙) exp[−𝜁𝑟]) ou gaussienne (𝑓(r) ∝ 𝑓 ′(𝜃, 𝜙) exp[−𝛼𝑟2]) et d’une partie
angulaire sous la forme d’harmonique sphérique, 𝑓(r) = 𝑌 𝑚

𝑙 (𝜃, 𝜙). La résolution des équations
de Kohn–Sham est ainsi réduite à un problème d’algèbre linéaire. Ce choix comporte néanmoins
un inconvénient : si les fonctions atomiques décrivent bien les électrons de valence, elles sont
forcément peu adaptées à prendre en compte les électrons délocalisés. D’ailleurs à cause de leur
dépendance de la position des noyaux, elles introduisent des termes supplémentaires dans les
calculs des forces que l’on nomme forces de Pulay [143]. De ce fait, le coût de la dynamique
augmente sensiblement.

Pour contourner cela, des bases fixes (i.e. indépendantes des noyaux et donc de R) peuvent être
choisies. Ces bases ont la forme d’ondes planes, qui sont ainsi définies :

𝑓k(r) = 1√
𝑉

exp(𝑖k · r) (2.77)

𝑉 étant le volume de la boîte de simulation périodique et k un vecteur de l’espace réciproque.

Les ondes planes constituent une base uniforme dans tout l’espace, ce qui veut dire qu’elles
décrivent de la même manière tout le système. Dans le cas de systèmes de grande taille ou de
faible densité, l’utilisation d’ondes planes peut donc être plus coûteuse que les bases atomiques.
L’énergie maximale d’un jeu d’ondes planes est fixée par un facteur dit énergie de coupure
(cutoff energy) 𝐸cutoff tel que ‖k‖2 ≤ 2𝐸cutoff. La qualité de la base utilisée pour décrire un
certain système dépend de ce facteur qui doit donc être opportunément choisi.

Dans mes travaux j’ai utilisé le code CPMD [144, 145] qui implémente la dynamique Car–
Parrinello en utilisant de telles ondes planes.

Les pseudopotentiels

Lorsque l’on veut calculer la structure électronique de systèmes complexes (moléculaires, so-
lides ou liquides) en utilisant une base d’ondes planes, des pseudopotentiels doivent être intro-
duits. Dans cette approche seuls les électrons de valence, impliqués dans la chimie du système,
sont traités explicitement ; les électrons du cœur sont englobés dans les noyaux correspondants
qui sont donc considérés comme des cations rigides et non polarisables. Par conséquent des
pseudopotentiels qui dépendent du moment angulaire sont fort utiles pour prendre en compte
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Figure 2.8 : En pointillés les orbitales 2𝑠 et 2𝑝 de l’atome d’oxygène et en ligne continue
les pseudo–orbitales correspondantes pour un potentiel Martins–Troullier avec un rayon
de coupure 𝑟c de 1,05 Å.

toute interaction s’exerçant entre les électrons externes et internes (e.g. l’attraction coulom-
bienne entre noyaux écrantée par les électrons du coeur, la répulsion de Pauli et l’interaction
d’échange–corrélation). Cette classe de potentiels arrive à bien reproduire le potentiel réel et
les orbitales de valence au–delà du cœur où la description est par ailleurs moins bonne. En effet
dans le cœur le potentiel réel est systématiquement sous–estimé, cela étant acceptable car la
chimie du système peut être considérée en bonne approximation indépendante de la structure
électronique du cœur.

Si une description explicite des orbitales à proximité des noyaux nécessite des ondes planes
variant très rapidement et donc de très haute énergie, l’utilisation de pseudopotentiels permet
d’attribuer une valeur plus faible à l’énergie de coupure tout en décrivant correctement le
système étudié. En effet les orbitales de valence ayant été remplacées par des pseudo–orbitales
qui ne présentent pas de noeuds contrairement aux orbitales réelles, les pseudo–orbitales varient
faiblement pour 𝑟 < 𝑟c, 𝑟c étant le rayon de coupure, et de la même manière que les orbitales
réelles pour 𝑟 > 𝑟c. La figure 2.8 met en évidence la différence entre les pseudo–orbitales et les
orbitales réelles pour l’atome d’oxygène.

L’utilisation de pseudopotentiels effectifs, et donc la diminution du nombre des électrons pris en
compte, présente aussi l’avantage de réduire significativement les temps de calcul et permettre
par conséquent de s’intéresser à des systèmes de plus grande taille.

Les pseudopotentiels doivent présenter les propriétés d’additivité et de transférabilité. Il faut
qu’ils soient additifs car tous les électrons de valence du système doivent ressentir la somme
des pseudopotentiels des différents atomes qui le constituent et transférables car à chaque type
d’atome doit correspondre un pseudopotentiel indépendamment de la nature et de la phase du
composé chimique dont il fait partie.

Au cours de ma thèse j’ai utilisé des pseudopotentiels de type Martins–Troullier [146] qui appar-
tiennent à la classe des pseudopotentiels dits norm conserving car la norme des pseudo–orbitales
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est égale à celle des orbitales réelles correspondantes. Les pseudofonctions d’onde selon Martins–
Troullier 𝜙𝑀𝑇 ont la forme suivante :

𝜙𝑀𝑇
𝑙 (𝑟) = 𝑟𝑙+1𝑒𝑝(𝑟) (2.78)

où 𝑟 < 𝑟c et 𝑝(𝑟) est un polynôme pair de degré 12 :

𝑝(𝑟) = 𝑐0 + 𝑐2𝑟
2 + 𝑐4𝑟

4 + 𝑐6𝑟
6 + 𝑐8𝑟

8 + 𝑐10𝑟
10 + 𝑐12𝑟

12 (2.79)

Les coefficients 𝑐𝑛 sont tels que pour 0 ≤ 𝑛 ≤ 4

d𝑛𝜙𝑀𝑇

d𝑟𝑛

⃒⃒⃒⃒
𝑟=𝑟c

= 𝑑𝑛𝜙

𝑑𝑟𝑛

⃒⃒⃒⃒
𝑟=𝑟c

et d𝑛𝜙𝑀𝑇

d𝑟𝑛

⃒⃒⃒⃒
𝑟=0

= 0 (2.80)
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Chapitre 3

L’adsorption de CO2 dans une
famille de MOFs

L’étude de l’adsorption de CO2 dans une famille de MOFs dites IRMOFs décrite dans cette sec-
tion a pour objectif de comprendre de manière générale les mécanismes qui déterminent la forme
d’une isotherme d’adsorption et plus précisement la présence ou l’absence de sous–marches dans
les isothermes d’adsorption. Il s’agit donc d’établir de manière complète et systématique les pro-
priétés d’un système {fluide, adsorbant} déterminant la forme de son isotherme d’adsorption.
Cette forme est strictement reliée au confinement, qui a un effet sur la transition liquide–vapeur
dans le diagramme de phase de l’adsorbat étudié (ici CO2). Le point de départ de cette étude
a été le travail de synthèse et de caractérisation des IRMOFs mené par Omar Yaghi et coll.
en 2008 [123]. Sur cette même famille de MOFs il a été mis en évidence par Tina Düren et al.
en 2010 [147] un comportement inhabituel : lorsque la température augmente l’isotherme d’ad-
sorption n’est plus de type V mais devient de type I. La taille des pores joue un rôle important
car la température de transition en dépend fortement et cette dépendance est d’autant plus
marquée que les cavités sont petites (i.e. les ligands courts). Ces travaux ont donné lieu à mon
premier article qui a été publié dans The Journal of Physical Chemistry C [148].

3.1 La famille des IRMOFs

Les IRMOFs (Iso–Reticular Metal Organic Frameworks), synthétisées pour la première fois par
Yaghi et coll. [18, 149, 150], sont une famille de MOFs similaires constituées par des tétraèdres
de Zn4O centrés sur un atome d’oxygène ; chaque tétraèdre est lié à six ligands carboxylés de
manière à former un réseau tridimensionnel de symétrie cubique (figure 3.1). Les membres de
cette famille présentent tous la même topologie et connectivité (d’où l’appellation isoréticulaire)
et ils se différencient seulement par la nature de leurs ligands (et leur longueur). Comme le
montre la figure 3.2, si les ligands de cette famille se terminent tous par deux groupes carboxylate
(un pour chaque extrémité) ils se différencient néanmoins par la nature de leurs fonctions et des
cycles aromatiques. Ils peuvent être fonctionnalisés par des groupes halogénés (–Br), aminés
(–NH2) ou organiques (–OC3H7, –OC5H11, –C2H4 et –C4H4) et constitués par un biphényle,
un terphényle, un pyrène ou un tetrahydropyrène. Par conséquent, le diamètre des cavités et le
volume poreux varient de façon très importante dans la famille (d : de 3.8 Å à 28.8 Å).
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Figure 3.1 : La famille des IRMOFs réunit 16 membres qui présentent tous la même
topologie et la même connectivité. Dans cette figure ne sont pas représentés ceux dont
le réseau cubique est constitué par deux réseaux doublement interpénétrés (les IRMOF-9,
-11, -13 et -15). Les sphères jaunes aident à visualiser le volume poreux. Cette figure est
tirée de [18].
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Figure 3.2 : Les ligands des différentes IRMOFs se terminent tous par deux groupes car-
boxylate (un à chaque extrémité) et présentent au moins un cycle aromatique. Ils se
différencient par leur longueur et leur fonctionnalisation. Cette figure est tirée de [18].

Dans cette étude je me suis intéressée à trois IRMOFs (IRMOF-1, -10 et -16) similaires et non
interpénétrées. Leurs ligands ne portent pas de fonctionnalisations et la partie organique est
constituée respectivement par un, deux et trois cycles benzéniques. Les mailles élémentaires et
les caractéristiques principales sont présentées en figure 3.3. L’IRMOF-1 (aussi connue sous le
nom de MOF-5) a été largement étudiée et est maintenant commercialisée par BASF sous le
nom de BASOLITE Z100H™. Son ligand, le 1,4-benzènedicarboxylate (1,4-BDC), est constitué
d’un cycle aromatique et deux fonctions carboxylate et sa cavité (une par maille élémentaire)
a un diamètre de 9 Å. Les ligands de l’IRMOF-10 et l’IRMOF-16, présentant respectivement
deux et trois cycles aromatiques, sont le biphényledicarboxylate (BPDC) et le terphényledicar-
boxylate (TPDC). Leurs cavités poreuses sont par conséquent plus grandes : leurs diamètres
sont respectivement de 13 Å et 16 Å. Pour ces trois systèmes, le pourcentage de volume libre
calculé est de 79.2%, 87.0% et 91.1% respectivement.

3.2 Adsorption de CO2 dans trois IRMOFs

3.2.1 Détails techniques

Les isothermes d’adsorption présentées par la suite ont été calculées dans les trois IRMOFs pour
une large gamme de température (195𝐾 ≤ 𝑇 ≤ 300𝐾) et pression (10𝑘𝑃𝑎 ≤ 𝑇 ≤ 10𝑀𝑃𝑎) par
la méthode Monte–Carlo. En effet chaque point de ces isothermes d’adsorption correspond à
une simulation GCMC effectuée dans l’ensemble grand canonique qui permet de déterminer le
nombre de molécules adsorbées par maille de matériau à potentiel chimique 𝜇 et température
𝑇 fixés. Dans cette étude les simulations comptent au moins 30 millions de pas. De manière
à accélérer la convergence des mouvements de pré–insertion [151], orientation [110, 152] et
biais de déplacement ont été utilisés. Les pressions qui apparaissent dans cette étude sont
suffisamment faibles pour que la pression et la fugacité du CO2 à l’état bulk puissent être
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Figure 3.3 : La maille élémentaire, le diamètre du pore et le ligand des trois IRMOFs
étudiées dans ce chapitre. Dans le cas de l’IRMOF-16, une maille double (2× 2× 2) a été
représentée pour des raisons de clarté.

considérées équivalentes. Le potentiel chimique 𝜇 étant relié à la pression, le gaz dans le réservoir
fictif est considéré idéal. Pour calculer les propriétés thermodynamiques du CO2 à l’état bulk
des simulations Monte–Carlo dans l’ensemble de Gibbs (GEMC) [153] ont été nécessaires. De
cette manière j’ai pu simuler l’équilibre liquide–gaz sans devoir considérer de manière explicite
l’interface entre ces deux états, ce qui présente l’avantage de ne pas devoir prendre en compte
explicitement la tension superficielle. Pour déterminer la position du point critique à partir des
simulations GEMC pour des températures inférieures à la température critique 𝑇c, nous avons
utilisé les deux lois [154] suivantes :

𝜌𝐿 + 𝜌𝐺

2 = 𝜌𝑐 + 𝐶(𝑇c − 𝑇 ) (3.1)

𝜌𝐿 − 𝜌𝐺 ∝ (𝑇c − 𝑇 )𝛽 (3.2)

où 𝜌𝐿 et 𝜌𝐺 correspondent respectivement aux densités de la phase liquide et de la phase
gazeuse. La température critique 𝑇c a été déterminée en faisant un ajustement des quantités
𝜌𝐿 − 𝜌𝐺 et 𝜌𝐿+𝜌𝐺

2 en fonction de la température, les résultats sont donnés en figure 3.4.

Le CO2 et les IRMOFs sont considérés rigides et décrits par un modèle atomistique. Le CO2
a été décrit par le modèle TraPPE [155] et contient donc trois centres de force Lennard–Jones
et trois charges partielles ponctuelles 𝛿 (𝛿𝐶 = +0.70 |e| sur l’atome de carbone C, 𝛿𝑂 = −0.35
|e| sur chaque atome d’oxygène). Les IRMOFs ont été modélisées en considérant seulement
l’énergie de répulsion–dispersion décrite à travers le potentiel de Lennard–Jones pour lequel les
paramètres utilisés sont ceux du champ de force DREIDING [156], on considère donc qu’elles
ne sont pas de nature électrostatique. Nous avons utilisé les règles de Lorentz–Berthelot pour
décrire les interactions adsorbat–adsorbants. Cette approche avait déjà été utilisée [123] et
avait conduit à un très bon accord entre les isothermes du CO2 dans l’IRMOF-1 ainsi calculées
à plusieurs températures et celles mesurées expérimentalement. Afin de réduire les temps de
calcul, les énergies d’interaction CO2–IRMOFs ont été pré–calculées et stockées dans des grilles
constituées par des cubes de 0.2 Å de coté. Lors des simulations Monte–Carlo, la valeur de
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Figure 3.4 :À gauche, les densités des états gaz et liquide dans la région de coexistence
de phase du CO2 en fonction de la température. À droite, les ajustements de 𝜌𝐿 − 𝜌𝐺 et
𝜌𝐿+𝜌𝐺

2 qui ont permis de déterminer la température critique 𝑇c, l’exposant critique 𝛽 et
la densité critique 𝜌c. L’enveloppe de phase alors obtenue est reportée en pointillés rouge
(à gauche).

cette énergie à un point quelconque du système est calculée par interpolation des points les plus
proches de la grille correspondante.

3.2.2 Effet du confinement

Avant d’entrer dans le vif du sujet, il faut prendre en considération l’effet du confinement
lorsqu’une espèce est adsorbée dans un matériau possédant des cavités de taille nanométrique
ainsi que l’influence de ce confinement sur ses propriétés thermodynamiques. Dans les mêmes
conditions thermodynamiques (mêmes température 𝑇 et potentiel chimique 𝜇), les propriétés
thermodynamiques d’un fluide confiné seront différentes de celles du même fluide à l’état bulk.
Cette variation est due à la présence (ou l’absence) d’une matrice confinante, et donc d’une
interface fluide–solide, mais aussi aux caractéristiques spécifiques du système poreux adsorbant.
La morphologie (i.e. la taille et la forme) et la topologie (i.e. la connectivité et la périodicité)
de ces cavités jouent en effet un rôle clé car elles influencent le champ des forces qui s’exercent
entre l’adsorbat et les parois qui l’entourent. Toutefois, l’interaction adsorbat–cavité dépend de
manière spécifique de l’hétérogénéité locale des parois du pore due à la présence inévitable de
défauts dans les matériaux réels. Si toutes ces problématiques ont été déjà étudiées d’un point
de vue aussi bien expérimental que théorique [157, 158, 149, 150, 159, 160, 161], il manque
néanmoins une explication complète, systématique et rationalisante pour décrire le phénomène
de l’adsorption dans des matériaux dont la surface interne est relativement hétérogène comme
les MOFs. C’est donc dans cette direction que cette étude a commencé. Comme illustré par la
suite, nous sommes arrivés à établir des liens simples entre les caractéristiques du confinement
(i.e. la taille des pores des IRMOFs considérées) et le diagramme de phase (plus précisément la
branche de la transition liquide–vapeur) du CO2.
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Figure 3.5 : Isothermes d’adsorption du CO2 dans l’IRMOF-1 à différentes températures
(comprises entre 195 K et 273 K). La pression est reportée en échelle logarithmique. Les
lignes verticales en pointillés indiquent les transitions de phase.

3.2.3 Les isothermes d’adsorption du CO2 à différentes températures

Pour évaluer l’effet de la taille de la cavité de la matrice confinante sur l’adsorption du CO2
gazeux, j’ai calculé ses isothermes d’adsorption respectivement dans les IRMOF-1, -10 et -16
dans une gamme de température comprise entre 195 K et 300 K. Chacune de ces isothermes,
qui sont reportées respectivement en figure 3.5, figure 3.6 et figure 3.7, représente l’évolution du
nombre de molécules de CO2 adsorbées par maille élémentaire de l’IRMOF correspondante, en
fonction de la pression externe du fluide bulk à une température fixée 𝑇 telle que 195 K ≤ 𝑇 ≤
300 K. Par souci de clarté, la pression a été reportée en échelle logarithmique. Dans chaque
figure, chaque point représente l’équilibre thermodynamique qui s’établit à la température et
à la pression correspondantes et les lignes en pointillés répresentent la transition de phase du
premier ordre lorsqu’elle existe. Par la suite, il sera expliqué en détail comment nous avons
déterminé ces transitions.

Les isothermes d’adsorption du CO2 dans l’IRMOF-1 pour des températures comprises entre
195 K et 273 K (présentées cette fois avec une échelle linéaire en pression sur la figure 3.8) sont
en bon accord avec les mesures expérimentales, reportées en figure 3.9, qui ont été obtenues
par Krista Walton et al. dans la même gamme de température [123]. On remarque que les
isothermes théoriques ont toutes une forme en S présentant une « marche » et peuvent donc
être classées en type V selon la classification proposée par IUPAC (International Union of Pure
and Applied Chemistry) [162, 163]. Une telle forme d’isotherme signifie que l’interaction entre
le fluide adsorbé et la matrice solide poreuse est faible. Au contraire, si l’affinité adsorbant–
adsorbat était forte, l’isotherme correspondante serait de type I (dite aussi de type Langmuir).
La relation entre la forme de l’isotherme et l’intensité de la force qui s’exerce à l’interface
fluide–solide a été largement étudiée dans le cas de molécules polaires, et en particulier de
l’eau, adsorbées dans des pores de taille micro– et mésoscopiques [164].

On observe sur la figure 3.8 que si, à basse température, l’adsorption est de type V et l’isotherme
correspondante discontinue, pour des températures plus élevées (𝑇 > 218 K) la transition est
continue. Par analogie avec les transitions gaz–liquide dans le bulk, une température 𝑇c dite
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Figure 3.6 : Isothermes d’adsorption du CO2 dans l’IRMOF-10 à différentes températures
(comprises entre 195 K et 273 K). La pression est reportée en échelle logarithmique. Les
lignes verticales en pointillés indiquent les transitions de phase.
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Figure 3.7 : Isothermes d’adsorption du CO2 dans l’IRMOF-16 à différentes températures
(comprises entre 195 K et 273 K). La pression est reportée en échelle logarithmique. Les
lignes verticales en pointillés indiquent les transitions de phase.
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Figure 3.8 : Isothermes d’adsorption en échelle linéaire du CO2 dans l’IRMOF-1 à diffé-
rentes températures (comprises entre 195 K et 273 K).

Figure 3.9 : Isothermes d’adsorption du CO2 dans l’IRMOF-1 obtenues expérimentalement
(symboles) et par simulation (trait plein) dans une gamme de températures comprises entre
195 K et 273 K. Cette figure est tirée de [123].
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Figure 3.10 : Courbes de compression isotherme du CO2 confiné dans l’IRMOF-1 obtenues
en inversant les axes par rapport aux isothermes de la figure 3.5 dans la même gamme de
température. L’aire colorée en jaune représente le domaine où le liquide et le gaz coexistent
aux températures étudiées. L’astérisque violet correspond au point critique.

critique peut être déterminée. La transition liquide–gaz se fait seulement à des températures
𝑇 < 𝑇c et au–delà de la température critique le fluide devient supercritique. En traçant ces
mêmes isothermes avec les axes interchangés nous obtenons la courbe de compression du CO2
confiné dans l’IRMOF-1 montrée en figure 3.10. Dans cette figure l’aire colorée en jaune indique
le domaine de coexistence liquide–gaz où peuvent avoir lieu les transitions de type V. Le point
critique, indiqué avec un astérisque, appartient à la ligne délimitant cette zone et correspond
au point de cette ligne où la valeur de la pression est maximale. Au–delà de cette zone, pour
des valeurs de pression supérieures à celle du point critique, le CO2 est un fluide supercritique.

3.3 Le diagramme de phase du CO2 confiné

3.3.1 Construction du diagramme de phase

Une fois les isothermes calculées à différentes températures, le point critique du CO2 peut être
déterminé pour chaque IRMOF étudiée ici. Nous arrivons alors à tracer la branche liquide–
vapeur entière dans le diagramme de phase du fluide en milieu confiné. La figure 3.11, montre
la branche d’équilibre liquide–gaz du diagramme de phase du CO2 adsorbé dans les IRMOF-1,
10 et 16 ainsi construite, et également celle du CO2 bulk. Cette partie du diagramme de phase
du CO2 bulk a été obtenue suite à des simulations Monte–Carlo dans l’ensemble de Gibbs où le
nombre de molécules 𝑁 , le volume 𝑉 et la température 𝑇 restent constants. Dans ce graphique
où la pression est reportée en fonction de l’intervalle de température étudié, les lignes continues
correspondent à l’équilibre thermodynamique liquide–gaz et celles en pointillés indiquent les
pressions de transition continue aux différentes températures pour le CO2 confiné. Cette dernière
partie correspond au domaine supercritique du CO2. La pression de transition continue pour
chaque température a été déterminée à partir de l’isotherme d’adsorption : elle correspond en
effet au point d’inflexion. Le point entre ces deux types de ligne indique le point critique pour
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Figure 3.11 : Branche de la transition gaz–liquide du diagramme de phase du CO2 bulk
(en noir) et confiné dans l’IRMOF-1, -10 et -16 (en vert, bleu et rouge respectivement).
La ligne continue correspond aux transitions de premier ordre, les symboles circulaires au
point critique de chaque système, et les lignes en pointillés aux transitions d’adsorption
de nature continue, au–delà du point critique.

chaque couple CO2–IRMOF et pour le CO2 bulk. Le diagramme de phase présenté en figure 3.11
nous montre que la température critique 𝑇c diminue lorsque le confinement augmente, c’est–
à–dire quand on passe du bulk aux milieux confinés avec un volume poreux de plus en plus
petit. On peut voir également que la pression de transition 𝑃tr (i.e. la pression d’équilibre
liquide–vapeur 𝑃𝐺𝐿 ) diminue lorsque le confinement augmente.

Il a été montré [165] que la loi de Laplace–Washburn [166], qui s’applique à des systèmes de
taille macroscopique (et donc avec des cavités bien plus grandes de celles des IRMOFs) pré-
sentant des pores cylindriques, reste valable de manière qualitative pour des systèmes de taille
nanométrique. Elle nous permet d’établir un lien intéressant entre les grandeurs thermody-
namiques macroscopiques caractérisant l’adsorption en milieu poreux et les caractéristiques
microscopiques. L’équation de Laplace–Washburn est la suivante :

𝑃 = −2𝛾𝐺𝐿 cos 𝜃
𝑟p

(3.3)

où 𝑃 est la pression d’équilibre liquide–gaz du fluide adsorbé (ici le CO2), 𝑟p le rayon des pores
de la matrice confinante (ici de l’IRMOF-1, -10 ou -16 selon le cas), 𝛾𝐺𝐿 la tension superficielle
de l’interface qui se crée entre le liquide et la vapeur, et 𝜃 l’angle de contact entre ces deux
phases. Cet angle est défini, comme on peut voir en figure 3.12, de façon à que si le fluide
mouille l’adsorbant 𝜃 < 90° et si, au contraire, le fluide n’est pas mouillant alors 𝜃 > 90°. Nous
pouvons donc en déduire que, puisque la pression d’équilibre diminue lorsque le confinement
augmente (i .e. 𝑟p diminue), dans nos systèmes cos 𝜃 est positif. Cela veut dire que l’angle 𝜃 est
compris entre 0° et 90°. En supposant que la variation de cos 𝜃 dans la famille des IRMOFs est
négligeable par rapport à celle de 1

𝑟p
, nous pouvons affirmer que le CO2, lorsqu’il est adsorbé

dans nos trois IRMOFs, est un fluide mouillant [167].

Ces IRMOFs peuvent être classées comme anthraphobes (des racines grecques 𝛼𝜈𝜃𝜚𝛼𝜉 (charbon)
et 𝜙𝑜𝛽𝑜𝜍 (peur)) par analogie avec l’adjectif hydrophobe communément utilisé dans le cas de
l’adsorption de H2O. Par conséquent ici les interactions qui s’exercent entre le CO2 et l’IRMOF
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Figure 3.12 : Ce schéma montre le comportement d’une goutte de liquide sur une surface
en fonction de l’angle de contact 𝜃 : si 𝜃 > 90° le fluide ne mouille pas le solide mais si
𝜃 < 90° il le mouille.

(de l’ordre de 13 kJ/mol, voir par la suite le tableau 3.1) sont nettement inférieures à celles qui
s’établissent entre molécules de CO2 (6 kJ/mol dans le dimère). On notera que si les caractères
anthraphobe et mouillant du CO2 dans les IRMOFs semblent contradictoires, il n’en est rien
car ces deux propriétés caractérisent deux facettes différentes de l’interaction CO2/matériau.
Le caractère anthraphobe (ou anthraphile) du matériau décrit l’affinité du matériau pour le
CO2, qui est faible par rapport aux interactions CO2/CO2 (ou plus forte, dans le cas d’un
matériau anthraphile). Il est donc lié à la pente de l’isotherme d’adsorption dans la limite
des basses pressions : une pente nulle ou quasi–nulle témoignera d’un matériau anthraphobe,
de manière similaire à l’adsorption de l’eau dans des matériaux hydrophobes. À l’inverse, le
caractère mouillant ou non–mouillant du matériau décrit la pression à laquelle se produit la
transition d’adsorption : 𝑃 < 𝑃sat pour un matériau mouillant, 𝑃 > 𝑃sat pour un matériau
non–mouillant.

En modifiant les axes de la figure 3.11 de manière à tracer le logarithme de la pression (log𝑃 )
en fonction de l’inverse de la température 1

𝑇 comme il est montré en figure 3.13 et en appliquant
la loi de Clausius–Clapeyron, nous trouvons que la chaleur latente de transition reste à peu près
constante dans tout l’intervalle de température étudié. Cela justifie entièrement le fait d’avoir
tracé la branche entière de la transition liquide–vapeur du diagramme de phase du CO2 reportée
en figure 3.11 à partir de points discrets issus de nos simulations.

La figure 3.14 est un agrandissement autour de la pression de transition de l’isotherme de CO2
adsorbé dans l’IRMOF-16 à 250 K reportée en figure 3.7. Cette image constitue un exemple qui
nous permet de montrer l’existence d’états métastables autour de la transition du premier ordre
décrite ci–dessus. Les points en forme de triangles pleins représentent les valeurs directement
issues des simulations GCMC et indiquent donc le nombre de molécules de CO2 adsorbé en
moyenne dans l’IRMOF-16 à 250 K et à la pression correspondante. Leur succession constitue
une ligne continue qui relie les états gaz (initial) et liquide (final) au cours de l’adsorption
(augmentation de la pression). Les premiers points correspondent au matériau presque vide
(moins de 25 molécules sont adsorbées par maille) et les derniers à l’IRMOF remplie avec environ
120 molécules par maille. Pour visualiser cette coexistence d’états, j’ai tracé en figure 3.15 pour
le point à 𝑃 = 740 kPa le nombre de molécules de CO2 adsorbées à cette pression et à 250 K
tout au long de la simulation GCMC (i.e. en fonction du nombre de pas Monte–Carlo effectués).
La coexistence de deux états, l’un caractérisé par une valeur de molécules adsorbée 𝑁ads ≈ 35
et l’autre par 𝑁ads ≈ 115, entre lesquels le système oscille est claire. Une autre manière de
montrer explicitement cela en mettant en evidence la récurrence rélative des états liquide et
gaz consiste à tracer l’histogramme montré en figure 3.16.

En examinant en détail les résultats de chaque simulation, j’ai remarqué que seulement la valeur
moyenne 𝑁ads est continue dans l’intervalle de pression considéré à température fixée. Il s’agit
en effet d’une coexistence entre deux états : la quantité de molécules adsorbées présente une
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Figure 3.13 : Le logarithme des pressions de transition (log𝑃 ) en fonction de l’inverse de
la température correspondante ( 1

𝑇 ) pour les trois IRMOFs étudiées.
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Figure 3.14 : Zoom sur la transition du premier ordre du CO2 adsorbé dans l’IRMOF-
16 à 250 K pour une pression autour de 700 kPa. La ligne verticale verte représente
la pression d’équilibre thermodynamique, la ligne en pointillés rouge la courbe spinodale
correspondant aux états métastables observés en simulation (en noir). Les symboles bleus
représentent la moyenne obtenue à chaque simulation.
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Figure 3.15 : L’évolution du nombre de molécules de CO2 adsorbées à 250 K et 730
kPa dans l’IRMOF-16 en fonction du nombre de pas Monte–Carlo effectués montre ex-
plicitement la coexistence de deux états : l’un caracterisé par 𝑁ads ≈ 35 et l’autre par
𝑁ads ≈ 115.
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Figure 3.16 : Histogramme des deux états qui coexistent lorsque du CO2 est adsorbé à
250 K et 730 kPa dans l’IRMOF-16. L’un est caracterisé par 𝑁ads ≈ 35 et l’autre par
𝑁ads ≈ 115.
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distribution bimodale, les deux pics correspondant aux deux états métastables (indiqués comme
de cercles vides dans la figure 3.14). La valeur moyenne à chaque pression dépend donc du temps
que le système passe dans un état ou l’autre (ce qui est strictement lié au potentiel chimique 𝜇).
La pression d’équilibre thermodynamique, représentée par une ligne verticale, a été déterminée
comme la pression à laquelle le système passe la moitié du temps dans un état et l’autre moitié
dans l’autre état. À l’équilibre, il est donc equiprobable de trouver le système à l’état liquide que
gazeux. Cette condition peut se vérifier seulement si la barrière d’énergie libre Δ𝐹ads associée à
l’adsorption est petite, ce qui est le cas ici car les interactions adsorbat–adsorbat sont faibles. Le
CO2 en effet ne possède pas de moment dipolaire pour de raisons de symétrie mais seulement un
grand moment quadripolaire. Si, au contraire, les molécules adsorbées sont encore plus polaires
(dans le cas de l’eau par exemple), des techniques spécifiques doivent être employées pour
calculer la stabilité des différents états thermodynamiques. Parmi ces techniques, les simulations
dites EXEDOS (Expanded Ensemble Density of States) permettent de calculer la densité des
états comme une fonction de la coordonnée de réaction [168, 169].

3.3.2 Modification du système CO2–adsorbant : un regard plus large

Ensuite, je me suis intéressée à la relation qui lie les interactions entre adsorbat et adsorbant et
la « forme » du diagramme de phase correspondant en milieu confiné. Pour faire cela, il fallait
pouvoir jouer sur différentes variables (par exemple la taille et la forme des pores ainsi que
leur connectivité) de manière à explorer une vaste gamme de possibilités (dans ce cas de paires
CO2–adsorbant). Les ligands dicarboxylés des trois IRMOFs étudiées jusqu’ici pourraient donc
être fonctionnalisés dans le but de générer (donc d’étudier) de nouveaux matériaux qui diffèrent
entre eux seulement par leur surface interne. J’ai suivi ici une approche théorique plus simple
qui consiste à apporter des modifications non physiques aux matrices confinantes étudiées en
jouant sur les paramètres qui décrivent le champ de force qui s’exerce entre le CO2 et ses hôtes.
Ces paramètres étant les 𝜀𝑖𝑗 qui apparaissent dans l’expression du potentiel de Lennard–Jones
et correspondent aux énergies de fond des puits. Cette voie a été choisie car moins coûteuse
en terme de temps de travail et surtout car elle nous permet de garder le volume poreux des
systèmes constant, ce qui est d’importance fondamentale pour pouvoir évaluer seulement l’effet
des différentes intensités d’interaction.

Je me suis donc restreinte au cas de l’IRMOF-1 et, via un coefficient multiplicateur arbitraire
supérieur à 1 denoté 𝜆, j’ai fait varier de façon homogène l’intensité des interactions MOF–
CO2. Lorsque 𝜆 augmente, dans l’approximation d’une seule molécule de CO2 adsorbée, l’en-
thalpie d’adsorption Δ𝐻ads augmente linéairement à température fixée comme montré, à titre
d’exemple, dans le tableau 3.1 pour les plus petites valeurs de 𝜆. Cette condition à été réalisée
en effectuant des simulations (𝑁,𝑉, 𝑇 ) avec 𝑁 = 1 molécule adsorbée par maille.

La figure 3.17 montre les isothermes obtenues pour l’adsorption de CO2 dans l’IRMOF-1 à 208
K avec des valeurs de 𝜆 comprises entre 1 et 3. Il est clair que lorsque 𝜆 augmente (i.e. le CO2
interagit de plus en plus avec le matériau) la pression de transition diminue et les isothermes
passent graduellement du type V (avec une marche marquée) au type I (continu). Ceci est
particulièrement frappant dans la figure 3.18, qui est un agrandissement à basse pression de la
figure précédente. Pour des valeurs de 𝜆 supérieures ou égales à 2.7 la transition est de type I
pour le couple CO2–IRMOF-1 à la température étudiée. Ce comportement est cohérent avec
l’observation faite précédemment, car la constante d’Henry 𝐾𝐻 (grandeur qui quantifie la pente
d’une isotherme à très basse pression) augmente si Δ𝐻ads augmente en valeur absolue (i.e. 𝜆
croît).
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IRMOFÐCO2 interactions 

scaling factor   

Adsorption enthalpy 

 Hads at T = 208 K 

1 13.2 kJ/mol 

1.2 15.4 kJ/mol 

1.5 18.6 kJ/mol 

1.6 19.7 kJ/mol 

Tableau 3.1 : Évolution de l’enthalpie d’adsorption Δ𝐻ads d’une molécule de CO2 dans
l’IRMOF-1 à 208 K lorsque les interactions MOF–CO2 sont multipliées par un facteur 𝜆.
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Figure 3.17 : Isothermes d’adsorption du CO2 dans l’IRMOF-1 à 208 K pour des valeurs
croissantes de 𝜆 (donc des intensités d’interaction matériau–CO2 croissantes). 𝜆 = 1.0 est
indiqué en noir, 𝜆 = 1.2 en rouge, 𝜆 = 1.5 en bleu, 𝜆 = 1.7 en rose, 𝜆 = 2.0 en orange,
𝜆 = 2.5 en noir et 𝜆 = 3.0 en violet.
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Figure 3.18 : Zoom pour des pressions inférieures à 6 kPa des isothermes d’adsorption du
CO2 dans l’IRMOF-1 à 208 K, pour des valeurs croissantes de 𝜆 reportées en figure 3.17.

En outre, quand l’intensité de la force qui s’exerce entre chaque molécule de gaz et le solide
augmente, la quantité adsorbée à saturation 𝑁𝑚𝑎𝑥 devient de plus en plus importante. Cela
implique que le volume poreux accessible d’un même matériau dépend de la molécule adsorbée
(sa polarité). En effet plus l’attraction MOF–CO2 est grande, plus l’adsorbat peut s’approcher
des parois de la cavité et donc plus il y aura de place disponible pour les molécules de CO2. Dans
des conditions de pression et température données, la quantité de CO2 adsorbée est d’autant
plus importante que ses interactions avec l’adsorbant sont fortes.

Par analogie à la figure 3.11, j’ai tracé en figure 3.19 la branche de la transition gaz–liquide
du diagramme de phase de CO2 dans l’IRMOF-1 pour les premières valeurs de 𝜆 (comprises
entre 1 et 1.6). Ce diagramme, tout comme la figure 3.17, montre que si 𝜆 augmente la pression
d’équilibre gaz–liquide diminue dans toute la gamme de température explorée (en–dessous et
au–dessus des températures critiques). Selon le loi de Laplace–Washburn, 𝑃 = −2𝛾GL cos(𝜃)/𝑟p,
le rayon poreux 𝑟p et la tension de surface 𝛾GL étant constants, cette variation de pression de
transition peut être attribuée à une variation de 𝜃. On voit donc que, lorsque les interactions
fluide–solide augmentent, c’est–à–dire lorsque 𝜆 augmente, l’angle de contact 𝜃 diminue : le
fluide mouille mieux le solide.

À l’inverse il est surprenant que lorsque 𝜆 augmente, la température critique ne diminue pas
de manière homogène. En effet, cette grandeur est supérieure quand 𝜆 est égale à 1.2 par rap-
port à quand elle est de 1. Ce comportement est le résultat de deux effets en concurrence l’un
avec l’autre : si 𝜆 augmente, l’enthalpie d’adsorption Δ𝐻ads de CO2 augmente d’une part et,
de l’autre, le volume poreux accessible devient plus important (voir les quantités adsorbées
à saturation correspondantes dans la figure 3.17). De manière générale, à cause du premier
effet la constante d’Henry 𝐾𝐻 devient plus importante et par conséquent la pression de tran-
sition diminue et donc la température critique décroît. Au contraire, à cause du deuxième effet
(i.e. le volume poreux accessible qui augmente), la quantité adsorbée à saturation 𝑁max

ads et
la température critique augmentent. Dans notre cas particulier, j’en déduis que si 𝜆 = 1.2 la
variation du volume accessible l’emporte, alors que pour les autres valeurs la variation de l’en-
thalpie d’adsorption prévaut. En particulier, les quantités au plateau étant très similaires pour
𝜆 = 1.5 et 1.6, la différence des températures critiques correspondantes est exclusivement due
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Figure 3.19 : Branche de la transition gaz–liquide du diagramme de phase du CO2 dans
l’IRMOF-1 pour des valeurs de 𝜆 comprises entre 1 et 1.6 ; l’équilibre liquide–gaz du CO2
bulk est tracé en noir.

à la différence de l’intensité des interactions CO2–IRMOF-1.

Jusqu’ici j’ai donc étudié l’effet du confinement dans une famille de MOFs de même topologie
lorsque du CO2 gazeux est adsorbé à différentes températures et les résultats ont été rationalisés
dans le diagramme de phase montré en figure 3.20. Plus précisément, j’ai considéré seulement
trois éléments de la famille des IRMOFs, dont la nature chimique est rigoureusement identique,
mais avec l’expédient du coefficient 𝜆 j’ai pu étendre et compléter mon étude (faire varier 𝜆
correspond en effet à analyser de nouveaux systèmes CO2–IRMOF).

3.3.3 Comparaison avec d’autres systèmes

Pour conclure il me semble intéressant, toujours dans le but de fournir une vision le plus ex-
haustive possible des effets du confinement, de comparer nos résultats avec ceux obtenus par
des études analogues (expérimentales et théoriques) conduites par le groupe sur des autres ma-
tériaux nanoporeux (MOFs et zéolithes). Cette comparaison, en plus de mettre en évidence les
différences (et les ressemblances) entre les comportements observés, montre aussi que le dia-
gramme de phase des fluides confinés est un outil essentiel pour la compréhension de l’adsorption
dans des familles entières de matériaux nanoporeux.

Si la figure 3.20 résume le travail présenté ici, la figure 3.21 montre l’effet du confinement dans le
cadre de l’adsorption de l’eau dans une série de MOFs hydrophobes à base d’aluminium. Cette
série a été générée à partir de la MOF Al(OH)(1,4-ndc) en fonctionnalisant progressivement
la surface interne de sa cavité avec des groupements méthyle (2, 4 et 8) comme il est montré
en figure 3.22 [169]. Dans ces systèmes lorsque le degré de méthylation augmente, le volume
poreux diminue et les interactions H2O–MOF s’affaiblissent (les naphtalènes du ligand ndc
étant écrantés par les méthyles ajoutés). Par conséquent dans ce cas–ci la température critique
diminue et la pression de transition gaz–liquide augmente quand l’effet du confinement devient
plus important.

Plusieurs zéolithes purement silicées, ainsi nommées car constituées exclusivement par des
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Figure 3.20 : Schématisation du diagramme de phase du CO2 dans le bulk et les trois
IRMOFs étudiées montrant l’effet du confinement sur la température critique et la pression
de transition gaz–liquide.
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Figure 3.21 : Diagramme de phase schématisé de l’eau confinée dans la MOF hydrophobe
Al(OH)(1,4-ndc) et ses trois formes methylées, comparé au diagramme de phase de l’eau
bulk. L’effet du confinement sur la température critique est le même que dans les IRMOFs,
mais opposé sur la pression de transition.
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Figure 3.22 : Méthylation progressive de la maille de la MOF Al(OH)(1,4-ndc) : d’abord
les deux groupes représentés en rouge sont introduits, ensuite les deux en vert et enfin les
quatre en bleu. Cette figure est tirée de [169].

(a) Représentation schématique (b) Canaux droits (c) Canaux sinusoïdaux

Figure 3.23 : Représentation schématique de la structure de la silicalite-1 (a), de ses canaux
droits verticaux de diamètre 5.3 Å x 5.6 Å (b) et sinusoïdaux de diamètre 5.2 Å x 5.5 Å
(c). Les atomes de silicium sont représentés en jaune et ceux d’oxygène en rouge.

atomes de silicium et oxygène, ont été étudiées [164, 170]. Parmi elles la silicalite-1 et la fer-
riérite dont les structures sont représentées respectivement en figure 3.23 et figure 3.24. Ces
systèmes diffèrent par les dimensions et la connectivité des pores mais leur surface interne a la
même nature chimique. Dans le cas idéal d’absence de défauts ils ne sont pas mouillants et leur
pression d’adsorption augmente avec le confinement en accord avec la loi de Laplace–Washburn
(équation 3.3).

Un autre exemple concerne l’adsorption de l’eau dans des zéolithes silicalite-1 qui présentent
une concentration croissante de défauts hydrophiles. Dans cette étude [167, 171] le confinement
est relié au nombre de défauts hydrophiles (groupes silanols) de la surface interne en proximité
desquels les molécules d’eau s’adsorbent comme il est montré en figure 3.25. Si la silicalite-1
sans défauts est un système non mouillant (i.e. sa pression d’adsorption est plus élevée que
la pression de saturation de l’eau), les défauts entraînent une augmentation remarquable des
interactions eau–MOF. Par conséquent l’adsorption se fait à une pression (et une température)
d’autant plus basse que le nombre de défauts est élevé. La pression d’adsorption diminue donc
avec le confinement (et la température critique diminue) selon des tendances qui sont illustrées
schématiquement en figure 3.26.
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(a) Représentation schématique (b) Canaux droits

(c) Canaux sinusoïdaux

Figure 3.24 : Représentation schématique de la structure de la ferriérite (a), de ses canaux
droits verticaux de diamètre 5.4 Å x 4.2 Å (b) et sinusoïdaux de diamètre 4.8 Å x 3.5 Å
(c). Les atomes de silicium sont représentés en jaune et ceux d’oxygène en rouge.

Ces quatre exemples, dont les résultats sont schématisés en figure 3.27, bien que loin d’être
exhaustifs témoignent de l’universalité de la relation qui lie la température critique 𝑇c et le
confinement (qui s’exprime à travers le rayon des pores 𝑟p) dans les matériaux nanoporeux.
Dans les cas présentés ci–dessus en effet le confinement a le même effet : il entraîne une di-
minution de la température critique 𝑇c. Ce comportement est en fait universel, car c’est une
conséquence des lois de la thermodynamique statistique. En effet, le point critique correspond
en physique statistique aux conditions thermodynamiques pour lesquelles les fluctuations spa-
tiales des grandeurs microscopiques dans le système divergent. Or, pour un fluide confiné dans
un espace poreux de dimension caractéristique 𝑑, la divergence des longueurs de fluctuation ℓ

ne correspond plus à ℓ → ∞, mais à ℓ → 𝑑. Si on considère un fluide que l’on chauffe pro-
gressivement, les fluctuations augmentent avec la température et la condition ℓ→ 𝑑 sera donc
atteinte à une température 𝑇 ′

c inférieure à celle pour laquelle on aurait ℓ→∞. La température
critique du fluide confiné est donc nécessairement inférieure à celle de la phase bulk.

La figure 3.27 met aussi en évidence que le diagramme de phase liquide–gaz d’un fluide confiné
dans un matériau poreux constitue une façon efficace de présenter ses propriétés d’adsorption.
Il permet aussi de prévoir leur évolution dans des matériaux proches de celui étudié dans une
large gamme de pression et température.
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Figure 3.25 : Instantanés à différentes pressions de l’eau adsorbée dans la silicalite-1 en
présence de défauts (en bleu). À gauche, vue le long des canaux droits, à droite vue le
long des canaux sinusoïdaux. Cette figure est tirée de [170].
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Figure 3.26 : Diagramme de phase schématique de l’eau bulk et confinée dans une série
de zéolithes hydrophobes avec une concentration de défauts hydrophiles croissante.

3.4 Conclusions

De cette rapide comparaison entre phénomènes d’adsorption de petites molécules polaires dans
des matériaux nanoporeux nous pouvons tirer que :
– le confinement modifie sensiblement le diagramme de phase du système adsorbat–adsorbant

étudié (et donc ses propriétés thermodynamiques) ;
– l’allure de la pression de transition gaz–liquide dépend du système (de la polarité du gaz

adsorbé comme de la nature chimique de la matrice) et du confinement (i.e. de la taille des
pores) ;

– la température critique diminue si le confinement augmente, ce comportement étant universel
dans le sens qu’il ne dépend pas du couple adsorbat–adsorbant considéré.

Du point de vue méthodologique enfin, le diagramme de phase s’est révélé être un outil puissant
et clair pour rationaliser les propriétés d’un système thermodynamique, décrire et prédire son
comportement. Dans le but de généraliser cette approche pour le rendre un outil de prévision
universel, il serait fort intéressant d’établir des paramètres facilement accessibles (mesurables
ou calculables) sur la base desquels l’adéquation d’un matériau poreux déterminé à une certaine
application peut rapidement être verifiée. Un de ces descripteurs pourrait être par exemple le
rapport entre les intensités des interactions solide–fluide et fluide–fluide.
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Figure 3.27 : Cette figure représente de manière synthétique les effets du confinement sur
le diagramme de phase des fluides (CO2 et H2O) respectivement dans les IRMOFs (en
haut à droite), la MOF Al(OH)(1,4-ndc) (en haut à gauche), les zéolithes de type silicalite
(en bas à gauche) et la silicalite-1 (en bas à droite). Dans tous ces cas la température
critique 𝑇c diminue lorsque le confinement augmente.
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Chapitre 4

L’adsorption de CO2 dans une
nouvelle MOF

Dans ce chapitre est présenté le travail de caractérisation théorique et d’étude d’une nouvelle
MOF synthétisée en 2010 dans le groupe de Roger Guilard à l’Université de Bourgogne à Dijon
[172] et dénommée dans le cadre de cette thèse Zn2(CBTACN). Cette étude a été faite dans
le cadre d’un projet de l’Agence Nationale pour la Recherche intitulé « Innovative Materials
for CO2 Capture by Adsorption Technology » (IMCAT). Ce travail constitue un bon exemple
de comment la simulation moléculaire peut aider la recherche expérimentale en la complétant
et l’enrichissant. Les travaux de caractérisation menés par le groupe qui a fait la synthèse et
les études de l’équipe expérimentale du Centre de recherche Claude Delorme d’Air Liquide ont
été en effet notre point de départ. À l’aide des simulations Monte–Carlo nous avons réussi à
localiser les anions mobiles, cette localisation étant d’importance fondamentale d’autant plus
qu’elle n’est pas faisable expérimentalement. Ensuite nous avons étudié l’adsorption du CO2
et d’autres corps purs dans la Zn2(CBTACN) et enfin nous avons fait des prévisions sur les
performances de coadsorption de ce matériau en vue d’applications futures. Ces travaux ont
donné lieu à une publication dans The Journal of Physical Chemistry C [173].

4.1 Le matériau Zn2(CBTACN)

La Zn2(CBTACN) est constituée par des dimères de cations Zn(II) reliés entre eux par des
cycles triaza N-substitués qui se terminent par trois fonctions carboxyliques. Ce ligand orga-
nique (1,4,7-tris(4-carboxybenzyl)-1,4,7-triazacyclononane), appelé dans la suite CBTACN pour
simplicité, est montré en figure 4.1. La formule chimique de ce matériau est [Zn2(CBTACN)]16
[172]. Il s’agit d’un matériau cubique avec un haut degré de symétrie (groupe d’espace I43d) dont
la maille élémentaire (a = b = c = 25.86 Å) est montrée en figure 4.2. Cette structure possède
un seul type de pores : des canaux unidimensionnels parallèles aux axes cristallographiques et
perpendiculaires les uns aux autres. Ils ont un diamètre d’environ 8 Å et s’interconnectent deux
à deux via des fenêtres d’un diamètre d’environ 5.5 Å (figure 4.3). Les surfaces de Langmuir et
BET sont respectivement de 1350 m2/g et 1199 m2/g.

Comme montré en figure 4.4, le ligand organique CBTACN est lié de manière dissymétrique
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Figure 4.1 : Le CBTACN ou 1,4,7-tris(4-carboxybenzyl)-1,4,7-triazacyclononane, ligand
organique de la Zn2(CBTACN) constitué par un cycle triaza N-substitué qui se termine
par trois fonctions carboxyliques.

Figure 4.2 : La maille élémentaire cubique de la Zn2(CBTACN) vue selon un des axes
cristallographiques. Les atomes N sont indiqués en bleu, Zn en vert, O en rouge, C en gris
et H en blanc.
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Figure 4.3 : Représentation schématique des canaux interconnectés de la maille élémentaire
de la Zn2(CBTACN).

au dimère de Zn(II). En effet si un cation présente un environnement octaédrique en étant lié
aux trois azotes du cycle triaza et à un oxygène de chaque terminaison carboxylique, l’autre a
un environnement tétraédrique car lié aux trois oxygènes carboxyliques du ligand qui restent
disponibles.

Cette charpente présente une charge nette positive, la Zn2(CBTACN) appartient donc à la
classe des MOFs dites cationiques. Pour en assurer l’électroneutralité, des anions sont néces-
saires en nombre adapté pour compenser la charge positive distribuée sur la structure. Ces
anions n’appartiennent pas au sens propre à la structure du matériau car ils sont mobiles et
se trouvent dans les cavités. On notera que, contrairement aux zéolithes qui sont dites catio-
niques lorsqu’elles présentent des cations extra–charpente, c’est–à–dire lorsque leur charpente
est chargée négativement, la terminologie utilisée dans la littérature scientifique pour les MOFs
est inverse : on parle de MOF cationique si sa structure a une charge positive, et de MOF
anionique si la charge est négative.

La MOF étudiée dans ce chapitre ayant été synthétisée par l’équipe de Roger Guilard à base
d’halogénures, 16 anions se trouvent dans chaque maille élémentaire pour compenser la charge
nette 𝑞 = +16|𝑒| portée par la charpente. Elle peut être donc dénotée X-Zn2(CBTACN)
pour attirer l’attention sur la présence d’anions X compensateurs de charge. En particulier
la Zn2(CBTACN) a été synthétisée en premier lieu à base d’anions chlorure, cette version étant
dénommée par la suite Cl-Zn2(CBTACN), et ensuite à base d’anions bromure, cette version
étant notée Br-Zn2(CBTACN). Des tentatives pour synthétiser la F-Zn2(CBTACN) avec du
fluor ont été également menées mais sans succès.

Les échantillons ayant été activés après synthèse comme l’on verra par la suite, ils ne contiennent
pas d’eau a priori et c’est pour cela que nous avons étudié le système anhydre. Toutefois, avant
activation, une molécule d’eau dite apicale se coordonne sur le sommet libre du tétraèdre centré
sur un cation de zinc, les trois autres sommets étant occupés par les oxygènes des terminaisons
carboxyliques des ligands (figure 4.1).
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Figure 4.4 : Détail de la maille élémentaire de la Zn2(CBTACN) montrant l’environnement
asymétrique d’un dimère de Zn(II) coordonné à un ligand CBTACN. Les atomes de N sont
indiqués en bleu, de Zn en vert, de O en rouge, de C en gris et de H en blanc. Une molécule
d’eau dite apicale se coordonne sur l’atome de Zn avec un environnement tétraédrique.

4.2 Expérience et simulation : point de départ et contexte

L’étude présentée dans ce chapitre s’inscrit dans le cadre du projet ANR IMCAT en lien avec
les études expérimentales menées à l’Université de Bourgogne et au centre de recherche Claude
Delorme de Air Liquide. En particulier, les contraintes rencontrées par les expérimentateurs
et les limites des techniques utilisées (notamment de la diffraction de rayons X) ont été notre
point de départ. L’équipe de Dijon, en effet, a caractérisé la Cl-Zn2(CBTACN) du point de vue
physique et chimique et a également mesuré les isothermes d’adsorption de CO2, CH4, CO, N2
et O2 à 298 K et à basse pression (𝑃 < 1 bar). L’adsorption de CO2 a été étudiée de manière
plus complète à des pressions plus élevées (jusqu’à 1650 kPa) et à différentes températures
(𝑇 = 274 K, 303 K et 333 K) par l’équipe de Air Liquide (figure 4.5). En ce qui concerne la
Br-Zn2(CBTACN), seule une isotherme de CO2 a été mesurée à 274 K. On observe un très bon
accord entre les travaux d’adsorption du CO2 menés par les deux équipes, notamment sur la
constante d’Henry 𝐾H (i.e. la pente de l’isotherme lorsque la pression tend vers zéro) qui est de
0.7 kPa−1. Une telle valeur pour la constante d’Henry, qui est nettement supérieure à celles du
CH4 (𝐾H = 0.17 kPa−1) et du CO (𝐾H = 0.03 kPa−1) à la même température, fait présager
de bonnes sélectivités en faveur du CO2, c’est–à–dire une bonne capacité de la Zn2(CBTACN)
à séparer le CO2 dans des mélanges CO2/CO et CO2/CH4.

Cependant seules les isothermes des corps purs ont été mesurées expérimentalement. Nous avons
donc voulu étudier par simulation la coadsorption de mélanges de gaz différents en proportions
variables dans le but d’estimer les performances de la Zn2(CBTACN) et d’évaluer son potentiel
pour des applications dans le domaine de la co–adsorption. L’objectif de ce projet ANR était
notamment d’étudier et d’explorer les différentes possibilités pour capter le CO2 par des tech-
nologies d’adsorption solide dans des contextes industriels. À l’heure actuelle, la séparation de
CO2 se fait dans des mélanges gazeux où il est présent dans des pourcentages compris entre 5%
et 40% environ. Les mélanges de gaz à faible teneur en CO2 (5% - 15%) sont typiquement ceux
issus des conduits des implantations industrielles alors que ceux avec une teneur plus élevée (>
20%) sont principalement produits par l’industrie sidérurgique et cimentière.
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Figure 4.5 : Isothermes expérimentales d’adsorption du CO2 dans la Cl-Zn2(CBTACN).
Les mesures effectuées par Air Liquide à 274 K, 303 K et 333 K entre 0 et 1650 kPa sont
indiquées comme « exp.1 », celles du groupe de R. Guilard à 298 K et entre 0 et 110 kPa
comme « exp.2 » (en orange). Deux isothermes ont été mesurées à 274 K : l’une au début
et l’autre à la fin du cycle d’adsorption.

La principale contribution de la simulation dans cette étude est la localisation des anions mobiles
(Cl−, Br− et F−) dans les cavités de la charpente. En effet, si leur présence a été prouvée
expérimentalement par analyse élémentaire, ces anions ne sont pas détectables par diffraction
des rayons X car désordonnés. Or on s’attend à un rôle important de la distribution des ions
extra–charpente sur les propriétés du matériau comme cela a été montré dans le cas des zéolithes
[174, 175, 176].

L’échantillon de Cl-Zn2(CBTACN) a été activé après synthèse pour les mesures d’adsorption
à haute pression (𝑃 ≤ 30 bar) par quatre rampes de température (de 298 K à 323 K, de 323
K à 373 K, de 373 K à 423 K et de 423 K à 453 K) d’une durée d’une heure chacune suivies
d’un palier de stabilisation d’une heure (à l’exception du dernier qui a duré 5 heures), le tout
fait sous vide secondaire (10−5 mbar). L’échantillon sur lequel a été fait l’étude d’adsorption à
basse pression (𝑃 ≤ 1 bar) a été activé dans des conditions plus douces (à 393 K et à pression
réduite). Pour ces expériences des instruments volumétriques HPA-400 (VTI, Hialeh, FL) et
ASAP 2010 (Micromeritics) respectivement ont été utilisés.

4.3 Méthodologie

4.3.1 Les simulations Monte–Carlo

La localisation des anions tout comme les isothermes d’adsorption sont issues de simulations
Monte–Carlo utilisant des modèles atomistiques et des potentiels d’interaction standard pour
décrire l’adsorbant comme les adsorbats (notamment CO2, CO, H2O, CH4, O2 et N2). La char-
pente Zn2(CBTACN) chargée positivement a été considérée rigide et les anions halogénure qui
assurent l’électroneutralité du matériau sont mobiles. Les molécules de gaz ont été modélisées
comme des assemblages rigides par des champs de forces classiques standard, largement utilisés
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2δ+
δ-δ- δ-2δ+δ- δ+ δ+2δ-

Figure 4.6 : Représentation des modèles rigides utilisés pour les molécules de CO2, CO et
H2O. Le CO2 a trois centres de force et trois charges partielles, le CO deux centres de
force et trois charges partielles et H2O un centre de force et trois charges partielles.

dans la littérature pour étudier des équilibres de phases et calculer les propriétés physiques des
fluides (figure 4.6).

Le CO2 a été initialement décrit par le modèle TraPPE (Transferable Potentials for Phase Equi-
libria), qui présente trois centres de force Lennard–Jones et trois charges partielles ponctuelles
𝛿 (𝛿C = +0.70 |e| sur l’atome de carbone C, 𝛿O = −0.35 |e| sur chaque atome d’oxygène) [155].
Il s’agit d’un potentiel transférable largement utilisé pour déterminer les propriétés thermo-
dynamiques des fluides. Cependant ce modèle standard ne permet pas de bien rendre compte
des interactions Cl−–CO2 comme l’on verra par la suite. Il a donc été substitué par un modèle
non–électrostatique que nous avons construit ad hoc. Le CO est décrit par deux centres de force
Lennard–Jones, situés sur les atomes, et trois charges partielles ponctuelles (𝛿M = +1.70 |e| au
milieu de la liaison, 𝛿C = −0.80 |e| sur l’atome de carbone C et 𝛿O = −0.90 |e| sur l’atome
d’oxygène O) [177]. Pour H2O le modèle TIP4P a été utilisé : chaque molécule présente un seul
centre de force placé sur l’atome d’oxygène et trois charges partielles ponctuelles 𝛿 (𝛿H = +0.52
|e| sur chaque atome d’hydrogène et 𝛿M = −1.04 |e| sur la bissectrice de l’angle ĤOH) [178]. Le
CH4, étant apolaire, a été considéré tout simplement comme une sphère : il porte un seul centre
de force centré sur l’atome de carbone et aucune charge partielle [179]. En ce qui concerne le
O2 et le N2, des modèles à un seul centre de force (au milieu de la liaison) et sans charge ont
été utilisés [180, 181]. Dans les deux cas, des modèles plus complexes (notamment avec deux
centres et trois charges pour le O2 [182] et à deux centres avec et sans charge pour le N2 [183])
ont été testés préalablement. Aucune différence notable n’a été observée dans les résultats entre
les différents potentiels testés pour O2 et N2. Les centres de forces et les charges partielles ainsi
que les paramètres 𝜎 et 𝜀 des adsorbats étudiés sont résumés en tableau 4.1.

4.3.2 Travail préliminaire : calculs quantiques

Un travail préliminaire long et laborieux a été fait à l’aide de calculs quantiques par Selvarengan
Paranthaman au sein de notre équipe pour déterminer les charges partielles du matériau. En
effet, les cycles triaza des ligands organiques étant inhabituels et leur mode de coordination
étant entièrement nouveau pour des matériaux nanoporeux, il n’existe pas aujourd’hui dans la
littérature de potentiel adapté pour décrire les interactions entre la Zn2(CBTACN) et le CO2
(et les autres adsorbats). En accord avec ce qui se fait communément dans ce domaine [184],
notre stratégie a alors été d’utiliser d’un côté un potentiel Lennard–Jones avec des paramètres
DREIDING classiques [156] (tableau 4.2) pour décrire les interactions de répulsion et disper-
sion, et de l’autre un potentiel coulombique classique pour prendre en compte les interactions
électrostatiques qui s’établissent entre l’adsorbant et les molécules adsorbées. Toutes ces forces
coulombiques s’exercent donc entre charges ponctuelles : celles portées par la charpente rigide,
celles des anions mobiles et éventuellement les charges partielles portées par les adsorbats (selon
leur nature et le modèle choisi pour les décrire).
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Molécule 

adsorbée

Centres 

de force

Charges 

partielles
σii εii/k

CO
2

C δ
C
= + 0.70e σ

C
= 2.76 ε

C
= 28.13

O δ
O
= - 0. 35e σ

O
=3.03 ε

O
= 80.51

O δ
O
= - 0. 35e σ

O
=3.03 ε

O
= 80.51

CO

C δ
C
= - 0.80e σ

C
= 2.8 ε

C
= 27 .0

O δ
O
= - 0.90e σ

O
= 3.05 ε

O
= 79.0

δ
M

= +1.60e

H O O

δ
H
= + 0.52e

3.15 ε = 78.03δ = + 0.52eH
2
O O σO =3.15 ε

O
= 78.03δ

H
= + 0.52e

δ
M

= - 1.04e

CH
4

C δ = 0 σC = 4.3 ε
C

= 137.8

O
2

M δ = 0 σM =3.83 ε
M

= 121.2

N
2

M δ = 0 σM =3.75 ε
M

= 95.20

Tableau 4.1 : Les charges partielles et les paramètres 𝜎 et 𝜀 des centres de force Lennard–
Jones des adsorbats considérés dans cette étude.

Atom type εii / kB (K) σii (Å) 

C 47.8 3.43 

O 48.2 3.03 

N 39.0 3.25 

Zn 27.7 4.03 

H 7.6 2.79 

F 362.6 2.73 

Cl 74.5 3.77 

Br 45.3 4.62 

 

Tableau 4.2 : Paramètres Lennard–Jones (tirés du potentiel classique DREIDING) utilisés
pour modéliser les atomes de la charpente et les anions extra–charpente.
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atom type localization charge

N triazanonane �0.02 e

Zn (a) tetrahedral +1.28 e

Zn (b) octahedral +0.75 e

O carboxylate �0.65 e

C (a) carboxylate +0.70 e

C (b) triazanonane �0.12 e

H aromatic ring +0.10 e

all others 0

Tableau 4.3 : Charges partielles portées par les atomes de la charpente Zn2(CBTACN),
obtenues par des calculs quantiques.

Les charges portées par les anions mobiles (Cl−, Br− et F−) ont été fixées à (−1|e|). Le faible
transfert de charge pouvant exister entre les halogénures et la MOF est donc négligé. Dans le
domaine de la modélisation des zéolithes ce type d’approximation est standard [150]. Les charges
partielles de la structure ont été déterminées par des calculs quantiques qui, pour réduire les
temps et la complexité des calculs, ont été effectués sur un fragment représentatif de la maille
élémentaire selon une approche déjà validée dans l’étude d’autres MOFs [185, 186]. Dans ce
fragment, qui contient 122 atomes (Zn2C54H51O12N3) et qui est représenté en figure 4.4, des
atomes d’hydrogène ont été introduits sur chaque atome de carbone qui aurait dû être lié à un
cycle triaza. À l’inverse, les terminaisons carboxylate de ces cycles ont été laissées déprotonnées
pour décrire au mieux la distribution électronique autour des dimères de zinc (auxquels se lient
les fonctions carboxylate) dans la structure périodique. Pour cela le logiciel de chimie quantique
Gaussian 03 [187] a été utilisé. Après une phase d’optimisation de ce fragment avec des calculs
de type Hartree Fock (base 6-31+G(d)), la théorie de la fonctionnelle de la densité (DFT) a
été utilisée avec la base 6-31+G(d) et la fonctionnelle d’échange–corrélation PBE0 [188]. La
méthode ChelpG [189], déjà largement utilisée dans la littérature pour déterminer les charges
partielles de plusieurs MOFs [190, 191, 169], a servi à calculer les charges portées par chaque
atome du fragment. Les charges ainsi obtenues ont ensuite été moyennées sur des groupes
d’atomes équivalents reliés entre eux par des opérations de symétrie. Elles sont reportées dans
le tableau 4.3.

4.4 Localisation des anions extra–charpente

4.4.1 Les anions chlorure

La première étape de cette étude a consisté en la localisation des anions extra–charpente mo-
biles. L’échantillon de Zn2(CBTACN) synthétisé par Ortiz et al. a comme formule chimique
[𝑍𝑛2(𝐶𝐵𝑇𝐴𝐶𝑁)𝐶𝑙]16 · (𝐻2𝑂)16 ce qui veut dire que la maille conventionnelle présente une
charge nette positive de +16e et, par conséquent, pour garantir son électroneutralité, la pré-
sence d’anions est nécessaire (en nombre de seize si monovalent). Bien que ces anions n’ap-
partiennent pas au sens propre à la structure cristalline du matériau (d’où la dénomination
“extra–charpente”), nous supposons, par analogie avec les zéolithes [175], qu’ils jouent un rôle
important dans la détermination des propriétés physico–chimiques de la Zn2(CBTACN) et donc
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Figure 4.7 : Représentation du site des anions chlorure à 300 K dans la maille de la Cl-
Zn2(CBTACN) obtenue en visualisant simultanément toutes les configurations issues des
simulations (N,V,T) (𝑁 =16). Le site se trouve dans un des quatre canaux équivalents
par symétrie et parallèles aux axes cristallographiques.

de ses propriétés d’adsorption. En particulier, au début de cette étude, je m’attendais à ce que
la localisation de ces anions soit directement reliée à l’accessibilité des adsorbats. La présence
dans l’échantillon activé de 16 chlorures par maille a été vérifiée par analyse élémentaire mais,
en raison du fait qu’ils ne sont pas visibles par diffraction des rayons X, on peut conclure
qu’ils sont désordonnés et ont une certaine liberté à se déplacer dans les canaux. Cela implique
aussi qu’ils ne sont pas liés de manière iono–covalente à la charpente mais seulement à travers
des interactions plus faibles de type Van der Waals. Comme expliqué par la suite, nous avons
réussi à mettre en évidence des zones de probabilité de présence bien définies où se trouvent
ces chlorures.

À partir de simulations dans l’ensemble canonique (N,V,T) avec 𝑁 = 16 d’une durée assez
longue (500 millions de pas ont été nécessaires pour obtenir une bonne équilibration) nous avons
déterminé la distribution des chlorures dans le système vide (i.e. la maille de Zn2(CBTACN)
sans adsorbat) dans une large gamme de température (entre 77 K et 3000 K). Le système ayant
une taille et une symétrie élevées, un outil de visualisation adapté était nécessaire. En utilisant
une station 3D et le logiciel VMD (Visual Molecular Dynamics) [192], j’ai pu remarquer que les
chlorures occupent des sites discrets (leur distribution n’est donc pas continue dans le volume
poreux de la maille étudiée). Ces sites présentent toutefois une certaine délocalisation (rayon
du site d’environ 3 Å à température ambiante). Après analyse, on constate qu’il n’existe qu’un
seul type de site qui est représenté en figure 4.7 et qui est reproduit dans toute la maille par
les opérations de symétrie propres du groupe cristallin de la Zn2(CBTACN). Cette équivalence
des sites par symétrie est courante et bien connue dans les cas de zéolithes.

Comme montré en figure 4.8, les sites se trouvent à l’intérieur des canaux et jamais en corres-
pondance des fenêtres, bien que cela soit possible étant donné le rayon dynamique du chlorure
de 1.9 Å. Une telle localisation permet de maximiser les forces répulsives comme cela a déjà été
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Figure 4.8 : Représentation schématique de la position des anions chlorure de la maille de
Zn2(CBTACN) qui se trouvent dans les canaux (et non au niveau des fenêtres)

.

Figure 4.9 : Détail de la figure 4.7 vu respectivement selon l’axe (100), à gauche, et (010),
à droite.

observé dans le cas des zéolithes [193] tout en ayant des interactions dispersives stabilisatrices
avec les cycles aromatiques voisins (figure 4.9). Pour cela deux sites qui se trouvent dans le
même canal sont séparés d’une distance d’au moins 6 Å (et toujours inférieure à 12 Å) mais
deux sites appartenant à deux canaux différents peuvent être séparés d’une distance de 4-5 Å).
Les sites sont donc statistiquement répartis dans tous les canaux et séparés les uns des autres
de manière à minimiser leur répulsion électrostatique. À toute température, la distribution la
plus représentée est (6 5 5) correspondant à 6 chlorures dans un canal parallèle à un des axes
cristallographiques (par exemple l’axe a) et 5 dans les deux autres canaux parallèles aux deux
autres directions (i.e. le long des axes b et c). Les distributions (6 6 4) et (7 5 4) sont nettement
moins courantes et présentent une probabilité d’apparaître de 5% à 77 K, de 15% à 300 K et
20% à 1000 K.

Cette dernière température est, bien entendu, au–delà des limites physiquement réalistes car les
MOFs ne sont généralement stables que jusqu’à quelques centaines de degrés Celsius en raison de
la nature organique de leurs ligands. Elle nous permet d’étudier l’effet de la température sur la

— 86 —



4.4 — Localisation des anions extra–charpente

délocalisation des anions dans les sites. On observe un faible effet : le rayon augmente seulement
de quelques dixièmes d’ångström dans la gamme de température considérée. Rappelons que pour
décrire la localisation des anions chlorure, il serait plus correct de parler de zone caractérisée
par une probabilité élevée de présence plutôt que de sites ponctuels au sens propre du terme,
auxquels seraient associées des positions.

4.4.2 Extension aux anions bromure et fluorure

Après avoir considéré les anions chlorure, je me suis intéressée à deux autres halogénures : les
bromures et les fluorures. Si la Zn2(CBTACN) à base d’anions bromures a été synthétisée et
caractérisée rapidement (données non publiées), il n’a pas été possible de synthétiser celle avec
des anions fluorure extra–charpente. En effet au moment de la précipitation, la « fluoration »
du ligand, initialement dissout dans la soude avec un chlorure comme contre–anion, n’a pas
réussi. L’explication que l’on a donné est que, l’acide fluorhydrique étant plus faible que l’acide
chlorhydrique, quand de l’acide fluorhydrique a été ajouté il s’est reformé en réalité de l’acide
chlorhydrique qui a ensuite protoné les atomes d’azote du macrocycle. Une deuxième tentative a
été faite pour obtenir la F-Zn2(CBTACN) en essayant d’échanger le chlorure (ou le bromure) par
le fluorure directement sur le matériau Cl-Zn(TACN) (ou Br-ZN(TACN)) en laissant diffuser
une solution de fluorure d’ammonium (NH4

+F−). Le fluor étant plus électronégatif que le chlore,
les expérimentateurs espéraient l’échange possible. Pourtant dans ce cas aussi, après analyse
EDX (Energy Dispersive X–ray spectrometry) et élémentaire, il n’y avait que quelques traces
d’anions fluorure.

J’estime intéressant de pouvoir explorer ces deux matériaux en particulier pour évaluer l’effet
de la taille de l’anion sur la localisation (géométrie et topologie des sites) et sur les propriétés
d’adsorption du matériau correspondant. En effet le rayon anionique augmente sensiblement le
long du groupe VII du tableau périodique (𝑟F− = 1.33 Å, 𝑟Cl− = 1.81 Å et 𝑟Br− = 1.96 Å).
Cette extension de la localisation des anions extra–charpente représente un autre exemple de
la manière dont la simulation moléculaire peut être utile dans le rôle de « précurseur » des
expériences. À la fin de l’étude reportée dans ce chapitre, nous pourrons en effet évaluer et
comparer les propriétés de différentes variétés de Zn2(CBTACN) (avec des chlorures mobiles
mais aussi avec des fluorures et des bromures) et l’intérêt éventuel d’en synthétiser les deux
autres formes.

Dans le cas des bromures, les sites sont très proches de ceux des chlorures mais moins dispersés
et par conséquent légèrement plus éloignés des parois de la charpente. Cette différence peut être
facilement attribuée à la taille du bromure (plus grande que le chlorure avec un rayon cinétique
de 2.3 Å). Les anions bromure ne pourraient cependant pas se trouver dans les fenêtres qui
relient les canaux perpendiculaires les uns aux autres en raison de leur diamètre d’environ 4 Å.

En ce qui concerne les anions fluorure, il y a des différences remarquables par rapport aux
cas considérés ci–dessus dans la géométrie et la topologie des sites. Le rayon de l’anion du
fluor est en effet sensiblement inférieur à celui des autres halogénures étudiés. Les fluorures
sont beaucoup plus localisés (c’est–à–dire les régions de probabilité de présence nettement plus
denses) et donc le terme site peut être utilisé sans restrictions. Les anions F− sont ordonnés
et occupent tous une position bien précise montrée dans la figure 4.10. Le fluorure se trouve à
une distance de 2.7 (±0.1) Å du cation de zinc externe et le plus accessible (i.e. orienté vers
l’intérieur du canal) du dimère de zinc. Il forme avec l’axe Zn2+–Zn2+ un angle d’environ 30°. Le
dimère étant perpendiculaire au plan du cycle triaza, avec une telle géométrie chaque fluorure
maximise les forces de dispersion avec la structure de matériau hôte et en même temps interagit
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Figure 4.10 : Représentation du site occupé par le fluorure (en jaune) dans la F-
Zn2(CBTACN). Il se trouve à une distance de 2.7 Å(±0.1 Å) du cation externe du dimère
de zinc (en vert) le long d’un axe qui forme un angle d’environ 150° avec celui du dimère et
qui est perpendiculaire au cycle triaza (les azotes sont en bleu clair) du ligand organique.

fortement avec le cation sous–coordonné. Ce site est stériquement inaccessible aux chlorures et
bromures à cause de leur taille. Nous estimons qu’en raison de sa forte localisation, le site ainsi
décrit serait visible par des expériences de diffraction des rayons X.

4.5 Étude de l’adsorption de gaz d’intérêt industriel

4.5.1 Le CO2

La figure 4.5 montre les données expérimentales dont nous disposons : les isothermes d’ad-
sorption du CO2 gazeux dans la Zn2(CBTACN) avec des anions chlorure extra–charpente (Cl-
Zn2(CBTACN)) à différentes températures et jusqu’à 1600 kPa environ. Deux isothermes ont
été mesurées à 274 K (l’une au début et l’autre à la fin du cycle d’adsorption) et leur très bon
accord (typiquement en terme de constante d’Henry) témoigne d’un coté de la bonne stabilité
du matériau et de l’autre de la reproductibilité (donc de la fiabilité) des mesures. Il est im-
portant de mettre en évidence que les mesures effectuées par des groupes différents sont très
cohérentes entre elles.

Nous avons ainsi calculé les isothermes d’adsorption du CO2 dans la Cl-Zn2(CBTACN) dont
chaque point est obtenu par une simulation Monte–Carlo de 10 millions de pas dans l’ensemble
grand canonique à potentiel chimique 𝜇 fixé. Ce potentiel 𝜇 est ensuite relié, dans la gamme
des pressions 𝑃 que nous étudions, à la pression de vapeur 𝑃 0 de la plupart des gaz adsorbés
considérés (e.g. CH4, CO, O2 et N2) à travers l’équation valable pour les gaz parfaits :

𝜇 = 𝜇0 +𝑅𝑇 ln 𝑃

𝑃 0 (4.1)
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Figure 4.11 : Relations expérimentales liant le potentiel chimique et la pression, pour CO2
à 300 K. En pointillés le comportement d’un gaz parfait.

Pour ces composés le potentiel chimique est donc linéaire en fonction du logarithme de la pres-
sion du gaz du réservoir, la phase vapeur se comporte en effet comme un gaz parfait jusqu’à la
pression de vapeur saturante. Or, cette approximation n’est pas valable pour le CO2 dans les
conditions thermodynamiques de pression et température considérées car on impose des valeurs
de potentiels chimiques telles que la pression dans le réservoir fictif est supérieure à la pression
de vapeur saturante. Dans ces conditions, le potentiel chimique qu’on impose correspond au po-
tentiel chimique d’une phase liquide dont a priori on ne connaît pas la pression correspondante.
Ces deux grandeurs sont reliées par les lois de la thermodynamique selon l’équation suivante :(︂

𝜕𝜇

𝜕𝑃

)︂
𝑇

= 𝑉m(𝑃 ) (4.2)

où 𝑉m est le volume molaire [194]. On peut donc calculer la relation liant 𝜇 et 𝑃 si l’on
connaît l’évolution du volume molaire avec la pression. Celle–ci peut être obtenue soit par
des simulations moléculaires, soit par des mesures expérimentales. J’ai calculé la relation 𝜇(𝑃 )
du CO2 à partir des valeurs de volume molaires tabulées dans la base de données des fluides
NIST (National Institute of Standards and Technology) [195], via la relation :

𝜇(𝑃 ) = 𝜇(𝑃ref) +
∫︁ 𝑃

𝑃ref

𝑉m(𝑝) d𝑝 (4.3)

Le résultat est présenté en figure 4.11, sur laquelle sont tracés le potentiel chimique et la fugacité,
𝑓 = exp(𝜇/𝑅𝑇 ), en fonction de la pression. On voit bien que la fugacité dévie à haute pression
du comportement attendu pour un gaz idéal (𝑓 = 𝑃 ), tracé en pointillés.

Une fois les quantités adsorbées absolues calculées, je les ai converties en quantités adsorbées
d’excès [196, 197] de manière à pouvoir les comparer directement avec les données expérimen-
tales (voir la section 2.4).

J’ai réalisé les simulations GCMC sur la maille de l’adsorbant qui contient 1136 atomes et les
interactions électrostatiques à longue portée ont été prises en compte à l’aide de la technique
de sommation d’Ewald. Dans le but de réduire le temps de calcul, les énergies d’interaction
électrostatique et de répulsion–dispersion entre la charpente d’une part et les adsorbats et les
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Figure 4.12 : Isothermes d’adsorption de CO2 dans la Cl-Zn2(CBTACN) à 273 K (en
rouge), à 300 K (en bleu) et à 333 K (en vert). Les courbes issues des simulations sont
indiquées en trait plein, celles expérimentales en pointillés.

anions mobiles de l’autre part ont été préalablement calculées et stockées dans une grille consti-
tuée de mailles de coté 0.15 Å. Pour accélérer la convergence, les mouvements de pré–insertion,
orientation et saut ont été utilisés en plus des mouvements standard de l’ensemble grand ca-
nonique (translation, rotation, insertion, suppression). J’ai déterminé les chaleurs isostériques
d’adsorption des différentes molécules adsorbées avec des simulations GCMC dans la limite
des basses pressions (i.e. dans la pratique avec ⟨𝑁ads⟩ ≈ 1) à partir des fluctuations de l’éner-
gie intermoléculaire et du nombre de molécules dans la phase adsorbée (voir équation 2.42)
[198, 199]. Les isothermes d’adsorption ainsi obtenues à 273 K, 300 K et 333 K sont comparées
sur la figure 4.12 à celles mesurées aux mêmes températures. Si les isothermes calculées et expé-
rimentales sont en bon accord sur la quantité adsorbée à saturation (82 vs 86 molécules de CO2
par maille de Cl-Zn2(CBTACN)), la différence entre leurs formes est frappante à basse pression,
et en particulier la constante d’Henry KH issue des simulations est considérablement supérieure
à celle des expériences. Si en général la plupart des différences peuvent être reliée à une diffi-
culté pratique dans l’activation du matériau (dans nos simulations la Zn2(CBTACN) étant au
contraire sans aucun défaut et/ou impureté), il est inhabituel que les expériences reportent une
quantité adsorbée à haute pression plus importante de celle calculée. Il arrive en effet couram-
ment le contraire, dans l’échantillon réel des résidus peuvent être présents encombrant les pores
et réduisant donc le volume accessible à l’adsorbat. Ainsi nous avons pris le temps de chercher
la cause de cette différence entre nos résultats de simulation et les données expérimentales.
Dans un premier temps nous avons soupçonné la présence de résidus (notamment d’eau) d’être
à l’origine de ce désaccord mais une fois cette hypothèse écartée, nous avons considéré l’éven-
tualité que le potentiel utilisé n’était pas adapté pour décrire les interactions adsorbat–MOF.
Nombreux essais ont été faits dans cette direction jusqu’à aboutir à un potentiel ajusté de façon
ad hoc pour notre système qui permet de calculer des isothermes qui sont en très bon accord
avec celles mesurées expérimentalement. Ces deux types d’études sont présentées ci–dessous.
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Figure 4.13 : Isotherme d’adsorption de H2O dans la Cl-Zn2(CBTACN) à 300 K. L’encart
montre la même courbe tracée en échelle logarithmique.

La présence d’eau comme polluant

Dans un premier temps, j’ai formulé l’hypothèse qu’une telle différence dans les affinités de
la Cl-Zn2(CBTACN) pour le CO2 pouvait s’expliquer par la présence de traces de résidus
de synthèse ou d’impuretés qui, restées dans les cavités du matériau même après activation,
auraient « pollué » l’échantillon et donc altéré les isothermes d’adsorption correspondantes. En
considérant la voie de synthèse suivie, il pourrait y avoir des résidus de DMF, chloroforme, des
nitrates ou de l’éthanol. Cependant, il était encore plus probable que de l’eau soit restée dans
les canaux. En effet l’eau, à cause de sa forte polarité, peut–être une molécule très difficile à
éliminer d’un adsorbant qui porte des charges comme notre MOF. De plus, l’eau se trouvant
dans l’air sous forme de vapeur, elle entre forcément en contact avec l’échantillon même s’il est
complètement séché. Enfin, la présence de traces d’eau comme polluant est un sujet de grand
intérêt pour les industriels lorsque des procédés doivent être mis au point et testés. L’impact
de résidus d’eau sur l’adsorption du CO2 a déjà été étudié dans des MOFs, notamment dans la
HKUST-1 [200], la MIL-53 [201] et la MIL-101 [202] et dans des zéolithes, comme par exemple la
NaY [203], avec des conséquences variées. L’influence de l’eau sur l’adsorption d’autre composés
d’intérêt industriel, comme par exemple les xylènes dans les zéolithes faujasite, BaX et BaY
[204, 205] a été également caractérisée. J’ai donc simulé l’adsorption de l’eau dans le matériau
à 300 K (via toujours des simulations GCMC) et j’ai obtenu l’isotherme en figure 4.13. Il
s’agit d’une isotherme de type I caractérisée par une pente très raide, cela signifie que l’affinité
de la Cl-Zn2(CBTACN) pour l’eau à basse pression est très importante (la constante d’Henry
mesure 2.2 104 kPa−1, une telle valeur ayant une signification seulement qualitative). L’enthalpie
d’adsorption de l’eau a été également calculée (Δ𝐻ads = -76 kJ/mol) et sa valeur élevée confirme
que le matériau étudié est fortement hygroscopique.

Dans un deuxième temps j’ai vérifié que l’adsorption d’eau ne modifie que très peu les sites des
chlorures (ni leur position ni leur géométrie). J’ai également constaté que les molécules d’eau
interagissent avec les anions qui se trouvent dans les canaux à travers des liaisons hydrogène en
formant des agrégats comme celui montré en figure 4.14. On observe que les molécules d’eau ne
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Figure 4.14 : Exemple d’agrégat comprenant deux ions chlorure et des molécules d’eau,
formant un réseau de liaisons hydrogène.

se lient pas aux cations Zn2+ qui pourtant seraient accessibles, comme dans le cas du matériau
brut de synthèse vu expérimentalement par diffraction des rayons X dans le matériau avant
activation. Un tel comportement peut être expliqué en considérant que l’énergie d’interaction
d’une molécule de H2O avec deux anions Cl− comporte la formation de deux liaisons hydrogène,
ce qui est nettement plus important que l’interaction avec un cation sous–coordonné Zn2+. Les
agrégats H2O–Cl− représentent énergétiquement la situation la plus favorable.

À partir de l’isotherme de la figure 4.13, j’ai estimé que la présence de 16 molécules de H2O
dans la Cl-Zn2(CBTACN) correspond à un taux d’hydratation de 1% (i.e. 𝑃eau = 0.01𝑃 sat

eau). Ce
taux d’humidité étant très faible, j’ai calculé à nouveau l’isotherme d’adsorption de CO2 dans
la Cl-Zn2(CBTACN) à 300 K mais cette fois en présence de 16 molécules d’eau par maille, avec
une simulation dans l’ensemble (N,V,T). Une fois l’eau introduite, la quantité de CO2 adsorbée
issue des simulations diminue de 10% et la constante d’Henry KH d’environ 5% (de 3.7 kPa−1

pour l’isotherme sans eau dans le matériau à 3.0 kPa−1). Nous en déduisons que, même en
présence d’une petite quantité d’eau, l’affinité de la Cl-Zn2(CBTACN) pour le CO2 diminue
et que à haute pression moins de molécules de CO2 peuvent être adsorbées. Cela est dû au
fait que l’eau occupe une partie du volume poreux de l’adsorbant et par conséquent le volume
libre disponible pour le CO2 diminue. Comme observé précédemment la localisation des anions
chlorure n’est pas affectée par la présence d’eau ni par l’adsorption du CO2.

En comparant ensuite les isothermes simulées en présence d’eau avec celles expérimentales,
nous remarquons que d’un côté les constantes de Henry KH deviennent plus proches mais de
l’autre la différence entre les quantité adsorbées de CO2 à saturation devient plus importante
figure 4.15. Nous en concluons que même si le matériau étudié est extrêmement sensible à
la présence d’eau, les conditions d’activation et de manipulation des échantillons étant par
conséquent particulièrement importantes, les effets de la présence de traces d’eau dans la Cl-
Zn2(CBTACN) ne sont pas suffisants pour expliquer la différence entre les résultats théoriques
et expérimentaux.

Une modification du potentiel intermoléculaire

Par conséquent, nous avons soupçonné que le potentiel utilisé pour la description des interac-
tions MOF–CO2 n’était pas adapté à notre système. Nous avons alors décomposé l’enthalpie
d’adsorption Δ𝐻ads du CO2 et trouvé que la composante décrivant l’interaction électrostatique

— 92 —



4.5 — Étude de l’adsorption de gaz d’intérêt industriel

0 250 500 750 1000 1250 1500 1750
P (kPa)

0

15

30

45

60

75

90

N
a
d
s
 (

m
o
le

c
./
u
n
it
c
e
ll)

sans H
2
O

avec H
2
O

exp.

Figure 4.15 : Isothermes d’adsorption du CO2 dans la Cl-Zn2(CBTACN) à 300 K. En rouge
et en bleu les isothermes simulées à 300 K respectivement en absence d’eau et en présence
d’eau (16 molécules par maille) ; en vert l’isotherme expérimentale.

Cl−–CO2 était majoritaire. Cela semble pouvoir expliquer notre surestimation de la constante
de Henry (i.e. de l’affinité de la Cl-Zn2(CBTACN) pour le CO2). En effet le potentiel TraPPE
pour cette molécule a été conçu pour la décrire à l’état liquide et supercritique, il est donc
concevable qu’il ne soit pas adapté à la décrire dans des conditions complètement différentes
(isolée, à l’état gaz et en interaction avec un anion). On trouve en effet dans la littérature plu-
sieurs exemples d’études qui ont montré que le dipôle des molécules varient remarquablement
dans des conditions de confinement et d’autant plus à basse charge [168, 206, 207, 198]. De
nombreuses tentatives ont été faites à 300 K et dans la Cl-Zn2(CBTACN) en modifiant les pa-
ramètres du potentiel et en réalisant, pour chaque combinaison de paramètres, des simulations
GCMC. Nous avons commencé en éliminant complètement l’électrostatique (des Cl− comme
du CO2) puis en la gardant soit uniquement pour les ions Cl− soit uniquement pour le CO2. La
figure 4.16 montre que dans les trois cas, et notamment lorsque les interactions électrostatiques
sont totalement supprimées, la constante d’Henry obtenue est en bon accord avec la valeur
expérimentale. Le modèle non électrostatique reproduit bien la pente (KH), ce qui tend à va-
lider notre hypothèse que le quadrupôle du CO2 doit être diminué, voir annulé complètement.
Cependant la quantité adsorbée à saturation est sous–estimée d’environ 50% par rapport aux
résultats expérimentaux. Cela est dû au fait que, en éliminant la composante électrostatique
des interactions CO2–Zn2(CBTACN) et Cl−–Zn2(CBTACN), la densité des adsorbats n’est pas
bien décrite et cela devient de plus en plus évident lorsque la phase est dense (i.e. à proximité
de la saturation).

Maintenant que nous avons obtenu avec un modèle non–électrostatique une bonne valeur pour
la pente de l’isotherme (i.e. la constante d’Henry), nous avons fait un test rapide en représen-
tant une isotherme d’adsorption avec une équation de Langmuir réunissant les deux bonnes
valeurs obtenues avec deux modèles différents (𝐾H = 0.92 et 𝑁ads = 94 molécules par maille).
L’équation de Langmuir est la suivante :

𝑁ads(𝑃 ) = 𝐾H𝑃

1 + 𝐾H𝑃
𝑁max

ads

(4.4)
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Figure 4.16 : Isothermes d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obtenues
sans électrostatique du tout (en noir), sans électrostatique pour le CO2 (en vert) et pour
les Cl- (en violet). L’isotherme simulée avec le potentiel TraPPE non modifié est tracée
en bleu et l’isotherme expérimentale en rouge.

où 𝑁ads(𝑃 ) et 𝑁max
ads sont respectivement les quantités adsorbées du corps pur à la pression 𝑃

et à saturation. La figure 4.17 montre qu’une telle isotherme serait en bon accord avec celle
obtenue expérimentalement.

Ce calcul ayant été fait juste pour vérifier qu’il était possible d’obtenir une isotherme satisfai-
sante, nous avons continué cette étude avec l’intention de modifier le potentiel TraPPE selon
de manière homogène pour bien décrire du point de vue physique les interactions du dioxyde de
carbone avec les chlorures et la MOF adsorbante. C’est pour cela que j’ai modifié les paramètres
de Lennard–Jones pour le CO2, qui reste décrit comme non–électrostatique (les chlorures au
contraire portent une charge −1). En particulier, j’ai réduit de 30% le paramètre 𝜎 (i.e. le
diamètre effectif) de l’adsorbat d’abord et ensuite augmenté son paramètre 𝜀 (i.e. l’énergie d’in-
teraction) aussi de 30%. La figure 4.18 montre clairement que le premier essai est infructueux
car diminuer le 𝜎 revient à réduire les interactions à longue distance, le potentiel utilisé variant
comme − 4𝜀0𝜎6

𝑟6 . Par conséquent beaucoup moins de CO2 entre dans la Cl-Zn2(CBTACN). En ce
qui concerne le deuxième essai, la quantité adsorbée sur le plateau diminue : on retrouve donc
la même tendance que précédemment, car réduire le paramètre 𝜀 revient à diminuer l’intensité
des interactions électrostatiques entre les molécules de CO2 adsorbées en plus de celles entre
les molécules de CO2 et la MOF et les molécules de CO2 et les anions (𝜀 étant la profondeur
du puits de potentiel).

Ensuite je me suis limitée à diminuer simultanément de 20% les paramètres croisés du CO2,
c’est–à–dire ceux qui ne décrivent pas le CO2 seul (comme auparavant) mais uniquement ceux
qui décrivent ses interactions avec les chlorures. J’ai aussi diminué le 𝜎 des ions chlorure.
Les isothermes ainsi calculées sont montrées en figure 4.19. On remarque que les effets de ces
modifications sont faibles sur la pente mais importants sur le plateau. Ce sont donc les variations
apportées au 𝜀 qui ont un effet déterminant.

Pour tester des stratégies moins radicales que la suppression totale des interactions électrosta-
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Figure 4.17 : L’isotherme d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obtenue
selon une équation de Langmuir avec la bonne constante de Henry et la bonne quantité
adsorbée à saturation. Les données expérimentales sont les points rouges.
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Figure 4.18 : Isothermes d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obtenues
sans interactions électrostatiques pour le CO2 mais avec le paramètre de Lennard–Jones
𝜎 réduit du 30% (en violet) et 𝜀 augmenté du 30% (en vert). L’isotherme simulée avec le
potentiel TraPPE non modifié est tracée en bleu et celle expérimentale en rouge.
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Figure 4.19 : Isothermes d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obte-
nues en réduisant le 𝜎 des chlorures et en éliminant l’électrostatique du CO2 pour lequel
seulement les paramètres croisés de Lennard–Jones ont été modifiés en même temps. Le
paramètre 𝜎 a été réduit et le paramètre 𝜀 augmenté progressivement (dans l’ordre en
violet, vert et turquoise). L’isotherme simulée avec le potentiel TraPPE non modifié est
tracée en bleu et celle expérimentale en rouge.

tiques CO2–Cl-Zn2(CBTACN), j’ai réduit progressivement le moment quadrupolaire du CO2.
Les isothermes d’adsorption ont été recalculées avec 20%, 50% et 80% de la charge du modèle
TraPPE pour le CO2 (figure 4.20). Ces isothermes sous estiment encore la quantité adsorbée
à saturation d’autant plus que la charge est faible et surestiment la constante d’Henry. Il est
intéressant de mettre en évidence que les six isothermes obtenues en modifiant le champ de force
jouant sur l’électrostatique des interactions présentent toutes la même forme que l’isotherme
initiale calculée avec le potentiel TraPPE standard et diffèrent simplement d’une translation.

Pour essayer de comprendre cette différence dans l’affinité du matériau pour le CO2, je me
suis demandé si la position des chlorures et leur mobilité avait une influence sur leurs inter-
actions avec l’adsorbat. Pour ce faire j’ai à nouveau calculé l’adsorption du CO2 dans la Cl-
Zn2(CBTACN) mais en plaçant cette fois les Cl− dans une configuration initiale désordonnée
choisie au hasard (i.e. les anions ne sont pas dans leur positions d’équilibre qui correspondent
aux sites que nous avons décrit précédemment). Dans une première simulation ils sont laissés
libres de diffuser à l’intérieur du matériau et dans une deuxième ils sont figés dans ces posi-
tions. Ces isothermes sont presque identiques à celle obtenue par simulation avec le potentiel
TraPPE standard non modifié (voir la figure 4.21). J’en déduis alors que la position des anions
extra–charpente n’a pas d’influence directe sur le phénomène d’adsorption (à la différence de
leur nombre qui au contraire a sûrement un effet).

J’ai fait toutes ces tentatives avec l’intention de modifier les paramètres du potentiel standard
TraPPE selon une stratégie cohérente avec le constat initiale qu’il fallait éliminer complètement
l’interaction électrostatique entre le CO2 et la Zn2(CBTACN) comme entre le CO2 et les Cl−
pour obtenir la bonne enthalpie d’adsorption et donc la bonne constante d’Henry, mais que cela
portait à sous–estimer de manière importante la quantité adsorbée à saturation. J’ai également
pris en considération deux autres modèles de CO2 (celui proposé par Pettitt et Rossky [208] et
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Figure 4.20 : Isothermes d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obtenues
avec le 20% (en vert), le 50% (en violet) et le 80% (en turquoise) de la charge attribuée au
CO2 dans le modèle TraPPE. L’isotherme simulée avec le potentiel standard non modifié
est tracée en bleu et celle expérimentale en rouge.
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Figure 4.21 : Isothermes d’adsorption du CO2 à 300 K dans la Cl-Zn2(CBTACN) obtenues
à partir d’une configuration initiale désordonnée des Cl- figés dans leur position initiale
(en vert) et laissés libre de se déplacer dans les pores au cours de la simulation (en violet).
L’isotherme simulée avec le potentiel TraPPE non modifié est tracée en bleu et celle
expérimentale en rouge.
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Figure 4.22 : Densité du CO2 bulk à 350 K et 100 bar en fonction du nombre de pas
Monte–Carlo effectués, calculée selon trois modèles différents : le champ de force non
électrostatique (en rouge), le TraPPE standard (en bleu) et le potentiel ajusté (en vert).

celui dénommé EPM [209]) mais les paramètres étant très proches de ceux du TraPPE, je ne les
ai pas utilisés pour calculer de nouvelles isothermes. Comme une stratégie systématique n’a pas
réussi à améliorer à la fois la constante d’Henry et la quantité maximale adsorbée, j’ai ajusté
progressivement de façon ad hoc les deux paramètres Lennard–Jones 𝜎 et 𝜀 du CO2 qui décrivent
son interaction avec les anions jusqu’à obtenir des valeurs reportées dans le tableau 4.4 et avec
lesquelles il est possible de calculer une isotherme proche de celle obtenue expérimentalement.
À toutes les températures les isothermes ainsi calculées sont en effet en excellent accord avec
celles mesurées expérimentalement dans la région à basse pression comme dans celle à haute
pression et en ce qui concerne la forme dans son ensemble (figure 4.23 et figure 4.24). L’enthalpie
d’adsorption Δ𝐻ads du CO2 calculée par simulation Monte–Carlo (𝑁,𝑉, 𝑇 ) avec une molécule
de CO2 est de 24 ± 2 kJ/mol dans la gamme de température considérée. Cette valeur est en
bon accord avec celle de la chaleur isostérique déterminée expérimentalement à partir de la
variation des constantes d’Henry 𝐾H avec la température dans une gamme de basses pressions
(21.5 ± 0.5 kJ/mol) selon la relation suivante :

log𝐾H = 𝐴− Δ𝐻ads
𝑅𝑇

(4.5)

où 𝐴 est une constante.

Ce potentiel ajusté a été validé seulement après avoir vérifié qu’il décrit l’adsorbat dans sa
phase bulk condensée de manière satisfaisante. La figure 4.22 montre en effet que la densité à
350 K et 100 bar du CO2 bulk calculée en le décrivant selon le modèle TraPPE standard diffère
seulement de 15% de celle obtenue en utilisant le potentiel ajusté.

J’ai suivi la stratégie décrite ci–dessus mais il est clair que j’aurais pu obtenir le même résultat
en éliminant les charges partielles de l’adsorbant dans son interaction avec le CO2. De manière
générale cette étude représente encore un exemple [169] des difficultés souvent rencontrées
lorsqu’on simule l’adsorption d’une molécule polaire dans une MOFs : les charges partielles
atomiques du matériau déterminées par des calculs quantiques se mélangent mal aux potentiels
classiques optimisés pour l’adsorbat dans des phases bulk condensées.
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TraPPE potential adjusted potential

σi εi σi εi

C 2.80 Å 27.0 K 2.12 Å 39.4 K

O 3.05 Å 79.0 K 2.33 Å 112.7 K

Tableau 4.4 : Les paramètres Lennard–Jones pour le CO2 du potentiel standard TraPPE
(à gauche) et du potentiel non électrostatique ajusté (à droite).
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Figure 4.23 : Isothermes d’adsorption du CO2 dans la Cl-Zn2(CBTACN) obtenues avec le
potentiel ajusté sont tracées en trait plein et celles expérimentales en pointillés. Le rouge
a été utilisé pour 273 K, le bleu pour 303 K et le vert pour 333 K.
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Figure 4.24 : Agrandissement de la figure 4.23 à basse pression. Les isothermes d’adsorption
du CO2 dans la Cl-Zn2(CBTACN) obtenues avec le potentiel ajusté sont tracées en trait
plein et celles expérimentales en pointillés. Le rouge a été utilisé pour 273 K, le bleu pour
303 K et le vert pour 333 K.
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Figure 4.25 : Isothermes d’adsorption du CO2 à 300 K dans la F-Zn2(CBTACN) (en vert),
la Cl-Zn2(CBTACN) (en rouge) et la Br-Zn2(CBTACN) (en bleu).

L’effet de la taille des anions extra–charpente

Le matériau étudié ayant été synthétisé avec des anions chlorure et bromure comme anions
extra–charpente, j’ai voulu étudier l’effet de ces anions sur l’adsorption du CO2 à 300 K. Pour
ce faire, j’ai considéré les trois halogénures les plus légers : Br−, Cl− et F−. Insistons sur le fait
que dans cette section seulement les trois versions du matériau sont prises en considération,
dans le reste du chapitre je me suis référée à la Cl-Zn2(CBTACN) (sauf si indiqué de manière
explicite). La figure 4.25 montre que la longueur du rayon ionique des halogénures a un effet
directe sur l’adsorption d’une petite molécule gazeuse comme le CO2 : plus l’anion est petit
plus la quantité adsorbée à saturation est grande. Indirectement il entre aussi en jeux d’autres
facteurs qui distinguent ces trois anions, notamment la localisation, l’accessibilité et la dureté.
En effet, comme nous avons vu précédemment, les anions fluorure se placent dans des sites
d’accès difficile et interdits aux chlorures et bromures, qui au contraire occupent des régions
étendues et localisées au milieu des canaux. Les fluorures, en raison de leur dureté, établissent
des interactions plus intenses avec le matériau par rapport aux chlorures et bromures pour
lesquels le rapport entre la charge et le rayon est inférieure. Ainsi dans les mêmes conditions, la
F-Zn2(CBTACN) adsorbe plus de la Cl-Zn2(CBTACN) qui à son tour adsorbe plus de la Br-
Zn2(CBTACN) car 𝑟Br− > 𝑟Cl− > 𝑟F− . Pour la même raison, à température fixée, la constante
d’Henry KH diminue de la F-Zn2(CBTACN) à la Cl-Zn2(CBTACN) à la Br-Zn2(CBTACN)
comme il est montré en figure 4.26. Les valeurs des quantités adsorbées à saturation et des
constantes d’Henry en présence des trois halogénures sont reportées en tableau 4.5.

4.5.2 L’adsorption de mélanges gazeux

Comme mentionné précédemment, la Zn2(CBTACN) montre une très forte affinité pour le CO2
qui est nettement supérieure à celles pour le CH4 et le CO (les constantes d’Henry correspon-
dantes déterminées expérimentalement sont respectivement de 0.7 kPa−1, 0.17 kPa−1 et 0.03
kPa−1). Il semble donc que ce matériau pourrait avoir d’excellentes capacités à séparer le CO2

— 100 —



4.5 — Étude de l’adsorption de gaz d’intérêt industriel

0 25 50 75 100 125 150 175 200
P (kPa)

0

15

30

45

60

75

90

105
N

a
d

s
 (

m
o

le
c
./

u
n

it
c
e

ll)

Br
-

Cl
-

F
-

Figure 4.26 : Agrandissement à basse pression de la figure 4.25. Isothermes d’adsorption
du CO2 à 300 K dans la F-Zn2(CBTACN) (en vert), la Cl-Zn2(CBTACN) (en rouge) et la
Br-Zn2(CBTACN) (en bleu).
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Tableau 4.5 : Les quantités de CO2 adsorbées à saturation à 300 K et les constantes de
Henry en présence des trois anions halogénure.
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Figure 4.27 : Isothermes d’adsorption des corps purs dans la Cl-Zn2(CBTACN) à 300 K :
CO2 en bleu, CO en rouge, O2 en turquoise, CH4 en vert et N2 en violet.

d’autres gaz, ce qui est une caractéristique très intéressante pour les applications industrielles.
C’est donc dans cette optique que j’ai également calculé les isothermes d’adsorption d’autres
corps purs (CO, H2O, CH4, O2 et N2), qui sont présentées en figure 4.27, et de mélanges
dans différentes proportions qui seront détaillées par la suite. Le but étant de déterminer les
sélectivités pour chaque version de l’adsorbant (i.e. Cl-Zn2(CBTACN), Br-Zn2(CBTACN) et
F-Zn2(CBTACN)).

Du point de vue technique, dans les études de coadsorption, la pression externe partielle de
chaque gaz du mélange a été utilisée pour déterminer le potentiel chimique en supposant les
mélanges idéaux. La sélectivité d’adsorption 𝛼 d’un mélange A/B à une pression fixée est
souvent exprimée comme le rapport des constantes de Henry 𝐾H des composants du mélange.
C’est généralement ce qui est reporté suite à des études d’adsorption de corps purs uniquement.
La sélectivité peut être définie de manière plus générale comme le rapport entre le rapport des
fractions molaires des deux composants du mélange dans la phase adsorbée 𝑦𝑖 et le rapport des
fractions molaires des deux composants du mélange comme corps purs 𝑥𝑖 :

𝛼A/B =
( 𝑦A

𝑦B
)

( 𝑥A
𝑥B

) (4.6)

Ces deux définitions sont équivalentes à basse pression, mais la seconde n’est accessible que
par des mesures de coadsorption de mélange, soit expérimentales soit théoriques. C’est cette
définition qui est utilisée dans la suite de cette étude. J’ai donc étudié l’adsorption de mélanges
de CO2 avec CH4, CO, O2 et N2 à 300 K dans des proportions différentes (25/75, 50/50 et
75/25) dans la Cl-Zn2(CBTACN). Les figures figure 4.28, figure 4.30, figure 4.31 et figure 4.32
présentent les isothermes calculées pour des mélanges 50/50. Ce matériau possède une sélectivité
exceptionnelle pour le CO2 qui, dans tous les cas considérés, est adsorbé en quantités supérieures
à celles de l’autre composant du mélange (voir figure 4.29).

Dans le cas du mélange CO2/CH4 la sélectivité de cette MOF pour le CO2 est particulièrement
élevée et cela s’explique en considérant que les interactions avec la charpente et les anions
mobiles sont beaucoup plus intenses pour le CO2, qui présente un moment quadrupolaire,
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Figure 4.28 : Isothermes partielles d’adsorption à 300 K d’un mélange 50/50 de CO2 (en
bleu) et CH4 (en vert) dans la Cl-Zn2(CBTACN).
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Figure 4.29 : La sélectivité du mélange CO2/CH4 à 300 K dans la Cl-Zn2(CBTACN) en
différentes proportions : 75/25 en rouge, 50/50 en bleu et 25/75 en vert.
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Figure 4.30 : Isothermes partielles d’adsorption à 300 K d’un mélange 50/50 de CO2 en
bleu et CO en rouge dans la Cl-Zn2(CBTACN).
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Figure 4.31 : Isothermes partielles d’adsorption à 300 K d’un mélange 50/50 de CO2 en
bleu et O2 en turquoise dans la Cl-Zn2(CBTACN).
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Figure 4.32 : Isotherme partielles d’adsorption à 300 K d’un mélange 50/50 de CO2 (en
bleu) et N2 (en rose) dans la Cl-Zn2(CBTACN).

que pour le CH4 qui est apolaire. La sélectivité augmente sensiblement lorsque la pression
augmente : elle vaut 3.2 à 𝑃CO2 ≈ 0 et environ 10 à 𝑃CO2 = 𝑃sat = 71 bar à 300 K. Dans la
limite de la pression qui tend vers zéro, la sélectivité correspond en effet au rapport entre les
constantes d’Henry des deux composants du mélange. À plus haute pression, l’augmentation
de la sélectivité est liée au rapport des quantités adsorbées pour les corps purs à saturation
(𝑁max). Il est intéressant de remarquer que dans toute la gamme de pression, la sélectivité est
en bonne approximation indépendante de la composition du mélange (figure 4.29).

Le CO2 est aussi le gaz le plus affecté par la présence d’eau car sa sélectivité diminue sensible-
ment même en présence de traces d’eau correspondant seulement à 1% d’humidité (16 molécules
par maille élémentaire de matériau). Ce comportement est montré en figure 4.33 et figure 4.34
pour les mélanges 50/50 respectivement avec le méthane et le monoxyde de carbone. Cette
sensibilité si marquée du CO2 à l’eau qui, même sous forme de traces fait diminuer drastique-
ment sa sélectivité, représente sans aucun doute un frein pour les applications industrielles de
la Zn2(CBTACN) qui étaient envisagées au début.

Pour finir cet aperçu des capacités de séparation de la Zn2(CBTACN), j’ai aussi étudié l’in-
fluence de la nature des anions extra–charpente lors de l’adsorption de mélanges. À parité de
composition, l’effet de la taille des halogénures est le même que celui observé lors de l’adsorption
de corps purs : la F-Zn2(CBTACN) adsorbe plus de la Cl-Zn2(CBTACN) qui adsorbe plus de la
Br-Zn2(CBTACN). Cela est valable pour tout mélange mais dans le cas du mélange CO2/CH4
la différence entre les performances des trois matériaux est la plus marquée : la sélectivité à
70 bar est de 12.3 en présence de F−, de 10.2 avec Cl− et de 9.2 avec d Br− (figure 4.35 et
figure 4.36).

Il me semble important d’insister sur le fait que tous ces comportements caractérisant le phé-
nomène de coadsorption dans la Zn2(CBTACN) ne dépendent pas du potentiel utilisé pour
décrire le dioxyde de carbone. J’arrive aux mêmes conclusions en utilisant le potentiel TraPPE
standard et sa version ajustée. En ce qui concerne la coadsorption, nous nous sommes intéressés
dans cette étude aux tendances générales et aux capacités de séparation sur le plan qualitatif, le
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Figure 4.33 : La sélectivité dans le mélange 50/50 de CO2 et CH4 à 300 K en présence
de traces d’eau (correspondant à 1% d’humidité). La sélectivité est tracée en échelle
logarithmique.
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Figure 4.34 : La sélectivité dans le mélange 50/50 de CO2 et CO à 300 K en présence
de traces d’eau (correspondant à 1% d’humidité). La sélectivité est tracée en échelle
logarithmique.
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Figure 4.35 : Isothermes d’adsorption à 300 K d’un mélange 50/50 de CO2 et CH4 dans les
trois versions possibles du matériau : la F-Zn2(CBTACN) (en vert), la Cl-Zn2(CBTACN)
(en rouge) et la Br-Zn2(CBTACN) (en bleu). Les points relatifs au CO2 sont des cercles,
ceux du CH4 des losanges.
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Figure 4.36 : Isothermes d’adsorption à 300 K d’un mélange 50/50 de CO2 et CO dans les
trois versions possibles du matériau : la F-Zn2(CBTACN) (en vert), la Cl-Zn2(CBTACN)
(en rouge) et la Br-Zn2(CBTACN) (en bleu). Les points relatifs au CO2 sont des cercles,
ceux du CO des losanges.
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but étant de faire des prévisions sur les performances de ces matériaux dans une large gamme de
conditions. Sur la base des prévisions que l’on a pu faire les performances d’un matériau dans le
cadre d’un procédé déterminé seront ensuite évaluées et les cas échéant des études quantitatives
seront alors nécessaires.

Pour conclure, bien que les trois formes de la Zn2(CBTACN) aient toutes une bonne affinité pour
le CO2, leur capacité de séparation est meilleure dans les mélanges CO2/CH4 et en présence
d’anions fluorure.

4.6 Conclusions

Cette étude montre que la simulation moléculaire et les expériences représentent deux approches
complémentaires et que seule la combinaison des deux permet d’avoir une vision complète et
systématique du matériau étudié. Les résultats qui me semblent les plus intéressants sont :
– la localisation des anions extra–charpente et en particulier la détermination d’un site avec

une géométrie bien définie pour le fluorure ;
– la sélectivité exceptionnelle de toutes les versions de la Zn2(CBTACN) pour le CO2 (et en

particulier de la F-Zn2(CBTACN)).
Sur la base des simulations faites, il serait donc intéressant de synthétiser une Zn2(CBTACN)
avec des fluorures mobiles pour envisager de l’utiliser dans des procédés de séparation gazeuse
du CO2 d’autres gaz et en particulier du CH4.
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Chapitre 5

Mécanisme d’hydratation d’une
MOF modèle

Les matériaux nanoporeux, et parmi eux les MOFs, possèdent comme nous avons vu précédem-
ment des propriétés d’adsorption remarquables aux applications multiples dans de nombreux
domaines industriels. Les propriétés d’adsorption sont directement liées à la structure de maté-
riau, au diamètre et à la connectivité des pores mais dépendent aussi de la présence de molécules
pré–adsorbées dans les cavités. Ainsi la résistance et la stabilité des adsorbants en présence de
différents polluants dans les conditions d’opération est un facteur d’importance fondamentale
dans les cahiers des charges des industriels. Cela est d’autant plus vrai qu’il est impossible
d’utiliser dans les procédés des matériaux qui ne contiennent aucune trace de polluants. Les
études de caractérisation de ces matériaux et de leurs propriétés d’adsorption dans le cadre
des recherches en amont ne suffisent pas : il faut prendre en compte la présence des polluants
et leurs effets pour pouvoir établir les gammes de conditions dans lesquelles un certain couple
adsorbant/adsorbat peut être employé. Parmi les polluants susceptibles d’être présents dans les
matériaux poreux, l’eau joue un rôle fondamental. Dans un adsorbant il y a presque toujours
de l’eau provenant de l’air humide et sa quantité, dans le cas des zéolithes par exemple, est
généralement inférieure à 5% en masse [210]. De plus, en raison de sa forte polarité, les effets
de l’eau sur les propriétés d’adsorption du solide sont généralement marqués. De nombreuses
études aussi bien expérimentales [211, 212, 213, 214, 215] que théoriques [216, 217, 218, 219] ont
montré que dans les matériaux poreux la présence d’eau peut altérer sensiblement les capacités
d’adsorption et de sélectivité d’un couple adsorbant/adsorbat donné. Dans le cas des zéolithes,
qui sont des matériaux proches des MOFs sur lesquelles l’équipe a longuement travaillé avant
mon arrivée, l’eau pré–adsorbée induit des modifications de la distribution des cations extra–
charpente et ces modifications varient avec la nature du cation de compensation [220, 221, 222].
Pour ne citer qu’une seule étude à titre d’exemple, l’influence de la présence d’eau sur les pro-
priétés d’adsorption sélective de la zéolithe de type faujasite NaY vi–à–vis d’un mélange des
isomères para et méta du xylène a été mise en évidence [174, 223]. Cette faujasite, sélective en
méta–xylène sous sa forme anhydre, devient nettement moins sélective lorsqu’elle est hydratée
(jusqu’à quatre fois moins). Une telle diminution semble être liée à la présence d’eau dans les
supercages.

Cependant les effets de la présence d’eau sur les capacités d’adsorption des MOFs sont à l’heure
actuelle peu étudiés. Il existe néanmoins dans la littérature quelques travaux expérimentaux

— 109 —



5.1 — Les MOFs et l’eau

et théoriques sur le sujet. D’ailleurs nous avons présenté dans le chapitre précédent une étude
sur l’effet de l’eau pré–adsorbée sur les capacités d’adsorption du CO2 dans la Zn2(CBTACN).
Le premier paragraphe de ce chapitre est dédié à la présentation des résultats obtenus sur le
sujet par la communauté et qui ont servi de point de départ à mon étude. Dans la deuxième
partie du chapitre, le mécanisme d’hydratation d’un analogue de la MOF-5 (ou IRMOF-1) est
présenté. Pour cette étude la méthode de Car–Parrinello a été utilisée. Ces travaux ont donné
lieu à publication dans ChemPhysChem [224].

5.1 Les MOFs et l’eau

5.1.1 Stabilité en présence d’eau

En ce qui concerne les MOFs et leur stabilité en présence d’eau, un travail réalisé par Low et al.
[225] fait référence. Les auteurs couplent une étude expérimentale de high throughput avec des
calculs quantiques. Ils suggèrent que la force de la liaison entre le cluster d’oxydes métallique et
le ligand pontant est une propriété clé pour déterminer l’hydrostabilité des MOFs. En particulier
la stabilité hydrothermale, c’est–à–dire une combinaison de la stabilité thermique et de la
résistance à la réaction irréversible d’hydrolyse, de plusieurs systèmes (MOF-5 = IRMOF-1,
MIL-101, -110 et -53, HKUST-1, ZIF-8, MOF-74 et -508) a été déterminée dans le but de
pouvoir orienter les expérimentateurs vers la synthèse de nouvelles MOFs stables à l’eau et
donc intéressantes pour des applications industrielles.

Avant de continuer il est utile de faire le point sur les termes utilisés par Low et al. et que nous
avons utilisé de la même manière dans notre étude. La réaction d’hydratation de l’eau d’une
MOF à base de carboxylates peut induire le déplacement du ligand, qui a pour conséquence
l’insertion d’une molécule d’eau entre un cation métallique 𝑀 et un ligand 𝐿,

𝑀 − 𝐿+𝐻2𝑂 →𝑀 − (𝑂𝐻2) · · · 𝐿 (5.1)

et/ou l’hydrolyse au cours de laquelle la liaison 𝑀 − 𝐿 se casse entraînant la dissociation de
la molécule d’eau. L’anion hydroxyde se lie alors au cation et le proton au ligand organique :

𝑀 − 𝐿+𝐻2𝑂 →𝑀 − (𝑂𝐻) + 𝐿𝐻 (5.2)

L’instabilité de l’IRMOF-1 à la vapeur d’eau est désormais documentée par plusieurs travaux
expérimentaux [226, 227, 228] et a également été caractérisée par une étude de dynamique mo-
léculaire qui utilise le champ de force empirique standard consistent–valence forcefield (CVFF)
[229]. Cette étude menée par Jeffery Greathouse [230], a notamment permis de déterminer la
valeur de la charge limite d’eau tolérée par ce système qui est de 4% en masse. Ce travail repose
sur l’hypothèse que l’interaction entre les cations de zinc de l’IRMOF-1 et les oxygènes de l’eau
est de la même nature (i.e. électrostatique et de type van der Waals) que celle s’exerçant entre
ces mêmes cations et les oxygènes centraux et inorganiques de la charpente. Des simulations
ont été effectuées avec un pourcentage en masse d’eau allant de zéro à dix. La figure 5.1 montre
que pour une quantité d’eau pré–adsorbée dans le matériau supérieure à 3.9% la structure s’ef-
fondre, le paramètre de maille diminuant brutalement. Cette diminution atteint le 22% pour
une charge en eau de 9.5% en masse, mais pour une toute petite quantité d’eau (jusqu’à 2.3%
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Figure 1. Simulated lattice parameter as a function of water content. TheFigure 5.1 : Le paramètre de maille de l’IRMOF-1 en fonction de la charge en eau à 300 K,
selon les simulations de dynamique moléculaire de J. Greathouse [230].

en masse) la structure se maintient avec cependant une légère diminution de la maille de 0.23
Å. Il a également été observé que lorsque le pourcentage d’eau pré–adsorbée augmente, la co-
ordination des cations de zinc varie tout en restant tétraédrique. En effet si dans l’IRMOF-1
anhydre chaque cation Zn2+ est coordonné à un oxygène central et à trois autres oxygènes des
terminaisons carboxylate des ligands, pour une charge d’eau supérieure à 2% en masse certains
oxygènes de l’eau entrent dans la première sphère de coordination des cations. Cela entraîne la
rupture de certaines liaisons des zinc avec les oxygènes de la structure. La figure 5.2 montre en
effet que, lorsque la charge en eau augmente, le nombre de ces liaisons diminue alors que celui
des interactions avec les oxygènes des molécules d’eau adsorbées augmente.

Au contraire les travaux de Low et al. ont été effectués par des calculs quantiques. Cette
approche permet de s’affranchir du problème du choix des potentiels d’interaction et surtout
de simuler la réaction d’hydrolyse et la rupture de la liaison 𝑂−𝐻. Pour que le coût de calcul
soit raisonnable, seul un fragment représentatif de la maille élémentaire a été considéré. Les
variations d’énergie liées au déplacement du ligand et à la réaction d’hydrolyse ont été calculées,
tout comme l’énergie d’activation de la réaction mise en jeu. Les géometries des réactifs et
des états de transition ont donc été déterminées et elles sont présentées pour la réaction du
déplacement du ligand de l’IRMOF-1, la HKUST-1, la MIL-101 et la ZIF-8 en figure 5.3. En ce
qui concerne l’IRMOF-1, suite à l’approche de l’eau on observe un changement de coordination
du métal de 𝜂2 à 𝜂1. La liaison à trois centres et deux électrons entre le métal et deux oxygènes
de deux ligands différents devient en effet une liaison à deux centres et deux électrons entre le
métal et l’oxygène d’un seul ligand. Ainsi un site de coordination sur le métal se libère alors
pour la molécule d’eau qui va se placer entre le métal et le carboxylate de manière à orienter
un proton vers l’oxygène du carboxylate déplacé et l’autre proton vers l’oxygène encore lié au
centre métallique.

Les résultats obtenus dans cette étude ont permis de dessiner la carte qui reporte la stabilité à
l’eau de plusieurs MOFs en fonction de la température et du pourcentage en vapeur d’eau et
qui est présentée en la figure 5.4. La ZIF-8 est le système le plus stable dans les conditions les
plus extrêmes (350 °C et 50% de vapeur), il est suivi par la MOF-74 et la Cr-MIL-101 qui, à la
même température, tolèrent une quantité inférieure de vapeur d’eau. La ZIF-8 appartient à une
famille de MOFs à base d’imidazolates (Zeolitic Imidazolate Frameworks) [23] qui ressemblent
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Figure 5.2 : Variation du nombre de coordination des cations Zn2+ avec l’augmentation
de la charge en eau dans l’IRMOF-1, selon les simulations de dynamique moléculaire de J.
Greathouse [230]. Lorsque les oxygènes de l’eau entrent dans leur sphères de coordination,
le nombre des liaisons entre les cations et les oxygènes centraux inorganiques (O1) et ceux
des ligands organiques (O2) diminue.

fortement aux zéolithes car l’angle de la liaison métal–ligand imidazolate est de 145° comme
celui de la liaison Si–O–Si dans les zéolithes. L’énergie d’activation décroit dans l’ordre ZIF-8,
MOF-74 et la Cr-MIL-101 car le déplacement d’un des ligands imidazolates de la ZIF-8 nécessite
la rupture d’une liaison, ces ligands étant liés directement au métal (coordination de type 𝜂1).
Comme expliqué précédemment la liaison métal–carboxylate peut au contraire être maintenue
pendant le déplacement du ligand. De façon générale les MOFs où le centre métallique est
lié avec une coordination de type 𝜂1 au ligand, semblent avoir une stabilité hydrothermale
plus importante que celle où la coordination est de type 𝜂2. Ce raisonnement expliquerait
également l’hydrostabilité relevée pour la MFU-1 [231], une MOF analogue de l’IRMOF-1 où
les sous-unités Zn4O(CO2)6 ont été substituées par des octaèdres Co4O(dmpz)6, dmpz étant le
3,5-dimethylpyrazolate. Ce système est stable jusqu’à un volume d’eau adsorbée qui équivaut
à 30% de son propre volume.

Au–delà de la fonctionnalité chimique des ligands, d’autres facteurs entrent en jeu pour détermi-
ner la stabilité d’un système : la coordination et l’état d’oxydation du métal, la dimensionalité
et l’interpénétration du réseau. Un métal octacoordonné (octaédrique) par exemple sera plus
stable qu’un métal tetracoordoné (tétraédrique) pour des raisons stériques. C’est le cas par
exemple de la Zn-MOF-74 qui est nettement plus stable que l’IRMOF-1. Dans la même géo-
métrie, plus la charge du métal (ou la charge relative du cluster métallique) est élevée plus le
matériau sera stable.

5.1.2 L’adsorption d’eau

Avant de poursuivre revenons sur le concept d’hydrophobicité qui dans ce contexte est employé
pour caractériser des surfaces qui interagissent de manière attractive avec les molécules d’eau
mais avec une intensité plus faible que celle des interactions qui s’établissent entre les molécules
d’eau bulk. Cela est dû au fait qu’une molécule d’eau près de la surface d’une zéolithe (ou d’une
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Figure 5.3 : Réaction de déplacement du ligand organique dans l’IRMOF-1, la HKUST-
1, la MIL-101 et la ZIF-8. Pour chaque matériau, les trois structures correspondent (de
gauche à droite) à l’état initial hydraté, à l’état de transition et au produit. Les carbones
sont représentés en gris, les oxygènes en rouge, les hydrogènes en blanc, les zincs en bleu
clair, les cuivres en violet, les chromes en vert foncé, les fluors en rose et les azotes en
bleu. Cette figure est tirée de [225].
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Figure 5.4 : Carte de stabilité en présence de vapeur d’eau de plusieurs MOFs. L’énergie
d’activation du déplacement du ligand par une molécule d’eau est reportée en violet pour
chaque système étudié. Cette figure est tirée de [225].

protéine ou du graphite) ressent un potentiel moindre que si elle était entourée uniquement par
des autres molécules d’eau. La conséquence de cela étant une baisse de la densité de l’eau à
proximité de telles surfaces [232, 233]. Bien que plusieurs études, expérimentales et théoriques,
aient été faites pour comprendre si une cavité non polaire appartenant à différents types de
systèmes (canaux biologiques, cages de fullerènes, nanotubes de carbone...) peut se remplir
d’eau ou pas, et éventuellement dans quelles conditions, l’état thermodynamique de l’eau dans
des cavités non polaires à température ambiante n’a pas encore été bien caractérisé.

Dans la littérature, à l’heure actuelle, on trouve peu de données thermodynamiques sur l’hydra-
tation des MOFs. La plupart des articles présente souvent des courbes d’analyse thermogravi-
métrique effectuées afin d’éliminer après la synthèse l’eau et les résidus éventuels de solvant et
d’agent directeur de structure (template). Le groupe de Stefan Kaskel a conduit une étude [234]
sur l’adsorption d’eau dans cinq MOFs différentes (HKUST-1, DUT-4, ZIF-8, MIL-100(Fe)
et MIL-101), les effets de la température et les chaleurs isostériques ont été déterminés. La
HKUST-1 et la DUT-4 ne sont pas stables à l’eau et la première présente l’affinité la plus éle-
vée pour l’eau, la ZIF-8 est inerte mais fortement hydrophobe, la MIL-100(Fe) et la MIL-101
sont très stables en présence d’eau. En figure 5.5 sont présentées les isothermes d’adsorption
d’eau dans ces matériaux. L’isotherme d’adsorption de l’eau dans la HKUST-1 à basse pression
(0.1 ≤ 𝑃/𝑃0 ≤ 0.3) présente deux marches qui indiquent que l’adsorption se fait en deux étapes
consécutives, qui correspondent au remplissage d’abord des pores les plus grands et ensuite des
pores les plus petits. L’eau remplit d’abord les cavités les plus hydrophiles en se coordonnant
aux cations de cuivre et ensuite celles au caractère hydrophobe dominant (car il n’y pas de
sites métalliques accessibles et les ligands benzéniques contribuent à leur hydrophobicité). La
saturation se trouve autour de 𝑃/𝑃0 = 0.4. La courbe correspondant à la désorption présente
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Figure 5.5 : Isothermes d’adsorption (symboles pleins) et désorption (symboles vides) de
l’eau à 298 K dans la HKUST-1, la DUT-4, la ZIF-8, la MIL-100(Fe) et la MIL-101. Cette
figure est tirée de [234].
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une hystérèse étroite due à la formation de liaisons hydrogène. La totalité de l’eau n’est pas
désorbée car une quantité reste adsorbée par chimisorption sur les cations Cu2+ dans les cavités
les plus grandes. Bien que la HKUST-1 présente une forte affinité pour l’eau elle ne peut pas
être utilisée comme dessiccateur car elle s’effondre en présence de quantités importantes d’eau.
Il semble toutefois qu’elle peut être utilisée comme sensor d’humidité [235].

Les cavités de la DUT-4 ont un caractère très hydrophobe : l’adsorption de l’eau commence
seulement autour de 𝑃/𝑃0 = 0.4. Cela s’explique par le fait que les cations Al ne sont pas
accessibles car déjà liés aux oxygènes de la charpente. De plus les ligands dérivés du naphtalène
contribuent à l’hydrophobicité de la surface interne de ce matériau. Comme pour la HKUST-1,
à haute pression la quantité d’eau adsorbée augmente suite à la condensation de l’eau dans les
pores. Des expériences de diffraction de rayons X ont montré que la DUT-4 n’est pas stable au
contact de l’eau (cela explique aussi l’allure différente de la branche de désorption qui chute en
dessous de celle d’adsorption).

La ZIF-8 est inerte à l’eau et fortement hydrophobe : même à saturation la quantité d’eau adsor-
bée est presque négligeable (environ 160 cm3g−1 vs 800 cm3g−1 et 650 cm3g−1 respectivement
pour la HKUST-1 et la DUT-4).

La MIL-100(Fe) est le seul système considéré ayant, en plus des micropores, des mésopores. Par
conséquent l’adsorption de l’eau se fait pour ce système à des pressions plus élevées. L’isotherme
d’adsorption présente deux marches, respectivement à 𝑃/𝑃0 = 0.3 et 𝑃/𝑃0 = 0.4, et la quantité
de saturation est atteinte à 𝑃/𝑃0 = 0.5. Cette forme signifie que, comme pour la HKUST-1,
il y a une première adsorption dans les cavités les plus petites, où les cations métalliques sont
accessibles à l’eau, et une deuxième dans les plus grandes cavités. Ce matériau, synthétisé dans
l’eau, y est totalement stable.

La MIL-101 présente aussi des mésopores qui, tout comme les fenêtres qui les interconnectent,
sont encore plus grands que ceux de la MIL-100(Fe). Par conséquent, dans ce système l’ad-
sorption se fait à un pression encore plus élevée (i.e. 𝑃/𝑃0 = 0.4) mais en une seule étape.
Cela peut s’expliquer en considérant que les deux types de cavités, même si de taille différente,
présentent une hydrophobicité similaire. La MIL-101 est aussi très stable en présence d’eau.
Les chaleurs d’adsorption d’eau pour les systèmes stables en présence d’eau ont été calculées à
partir des isothermes obtenues et ont toutes une valeur d’environ 46 kJ/mol. Cette valeur est
proche de l’enthalpie molaire d’évaporation de l’eau (40.7 kJ/mol). Cet accord confirmerait que
des liaisons hydrogène se forment entre les molécules d’eau adsorbées tout comme dans le bulk.

Une autre étude expérimentale [236] d’adsorption d’eau a été réalisée à 303 K sur une famille de
systèmes stables en présence d’eau, isostructuraux et avec trois ligands de longueurs différentes
(pyrazine, bipyridine et trans-1,2-bis(4-pyridyl)éthylène de longueur relative 0.4, 0.8, 1.0). Le
but étant d’évaluer l’influence de la taille des pores. Ils s’agit en effet de MOFs tridimensionnelles
constituées par des plans [Cu2(pzdc)2] empilés qui se terminent par des oxygènes carboxyliques
et séparés par ses ligands pontants qui forment des canaux unidimensionnels. Les isothermes
d’adsorption sont toutes de type I, ce qui témoigne de fortes interactions eau–adsorbant. En
particulier les molécules d’eau se fixent sur les fonctions carboxylate qui sont, comme on l’a vu
précédemment, des sites hydrophiles. Dans les trois cas les boucles d’hystérèse sont d’ampleur
négligeable, ce qui indique que la structure est stable et qu’elle ne subit pas de modification
importante au contact de l’eau. La quantité adsorbée augmente logiquement avec le volume
des pores mais si dans la région des basses pressions il n’y a pas de différences notables, les
isothermes se différencient à plus haute pression. Cela est dû au fait que dans un premier temps
l’eau est adsorbée directement sur les sites hydrophiles, qui sont en même nombre dans les trois
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Figure 5.6 : Structure des trois MOFs de type [Zn2(bdc)2(dabco)]. Cette figure est tirée
de [237].

systèmes. À plus haute pression, d’autres molécules peuvent s’adsorber mais elles ne peuvent
diffuser que dans les systèmes avec des canaux de grande section.

De manière analogue d’autres travaux expérimentaux [237] étudient à 298 K les effets de l’ad-
sorption de l’eau dans trois MOFs aux réseaux interpénétrés : [Zn2(bdc)2(dabco)] (noté 1),
[Zn2(bdc-NO2)2(dabco)](noté 2) et [Zn2(bdc-(NO2)2)2(dabco)] (noté 3). Ces trois systèmes
isostructuraux se différencient seulement par le nombre de groupes NO2 présents sur la surface
interne de leur cavité (respectivement zéro, deux et quatre), leurs structures sont schématisées
sur la figure 5.6. L’eau adsorbée se liant aux groupes NO2 hydrophiles via des liaisons hydro-
gène, joue le rôle de soutien structural dans les systèmes 2 et 3. Plus les groupes nitrites sont
nombreux plus le système présente un caractère hydrophile, la quantité d’eau adsorbée aug-
mente en effet dans l’ordre 1 2 3 même si le volume poreux diminue (encombrement stérique).
Comme montré sur la figure 5.7, dans les trois cas les isothermes ont une forme différente. En
effet si l’isotherme d’adsorption du matériau 1 a une forme proche du type V avec un plateau de
saturation à 3 molécules d’eau adsorbée par maille, celle du matériau 2 présente deux plateaux
de saturation. Un plateau correspond à une valeur de molécules d’eau adsorbées par maille
égale à 4 et l’autre égale à 6. Dans le cas du système 3 l’adsorption d’eau se fait différemment :
son isotherme augmente graduellement et de manière monotone de 𝑃 ≈ 0 à 𝑃 = 𝑃sat.

L’effet de la fonctionnalisation par un groupe amino de certaines MOFs avec des ligands car-
boxylates, notamment la MIL-53(Al) et la Zn(1,4bdc)(dabco), a été étudié par le groupe de
Claude Mirodatos [238, 239]. L’introduction du groupe NH2 augmente la polarité de la surface
interne de la charpente et par conséquent, à basse pression, une quantité plus importante d’eau
est adsorbée.

L’adsorption de l’eau dans des MOFs a également attiré l’attention des théoriciens. Par exemple
l’influence de l’adsorption d’eau a été évaluée par dynamique moléculaire et Monte–Carlo dans
l’ensemble Grand Canonique dans des MOFs anioniques (c’est–à–dire avec des cations extra–
charpente mobiles) dites ZMOFs [240]. Cette famille de MOFs, synthétisée par le groupe de
Eddaoudi [241, 242, 243], a des caractéristiques proches de celles des zéolithes. Une grande par-
tie de ces matériaux est constituée de charpentes chargées et d’ions mobiles de charge opposée
qui assurent l’électroneutralité. Ces caractéristiques les rendent intéressants pour de nombreuses
applications industrielles (stockage d’hydrogène et échange ionique principalement). Par analo-
gie avec les zéolithes ces systèmes sont considérés comme stables à l’eau. Cependant Nalaparaju
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Figure 5.7 : Isothermes d’adsorption d’eau pour les trois matériaux de la figure 5.6. Cette
figure est tirée de [237].

et al. ont pour la première fois caractérisé le phénomène d’adsorption d’eau dans les ZMOFs et
en particulier ils ont étudié la Na-rho-ZMOF ainsi que le matériau échangé avec divers cations
pour évaluer les effets de leur taille. En raison de sa forte affinité pour les cations métalliques,
qu’ils appartiennent à la charpente ou pas, l’eau est fortement adsorbée dans ce matériau avec
un mécanisme en trois étapes. À basse pression l’eau se lie aux cations Na+, puis elle s’ad-
sorbe sur les parois des cages et enfin dans leur volume. Ce même mécanisme avait été observé
dans les zéolithes NaX et NaY. Il est intéressant de remarquer que si, dans la forme anhydre,
les cations occupent en majorité les sites dits de type I, pendant l’adsorption ils se déplacent
progressivement vers les sites de type II où l’eau s’adsorbe préférentiellement pour des raisons
stériques. Les positions de type I et de type II, qui se trouvent respectivement dans les canaux
principaux et dans les cavités 𝛼, sont montrées en la figure 5.8. Si le rayon des cations mobiles
augmente (Li+, Na+, Cs+) la capacité d’adsorption et la chaleur isostérique diminuent car le
volume poreux et l’intensité des interactions électrostatiques diminuent.

L’adsorption de l’eau a été étudiée par simulation GCMC dans une MOF appelée HKUST-
1 (ou CuBTC) [244, 200] à laquelle je m’étais intéressée pendant mon stage de fin d’études
(Master 2). Elle est constituée de dimères de cuivre (II) liés entre eux par des ligands benzène-
1,3,5-tricarboxylate (BDC). Dans ces travaux les modèles utilisés ont été optimisés de façon
ad hoc pour le système et les conditions considérés. Leur caractère prédictif reste donc très
limité. Le groupe de Sofia Calero a montré que 80% de l’énergie d’adsorption de l’eau dans la
HKUST-1 est de nature électrostatique, cette composante étant surtout due aux interactions qui
s’exercent entre les molécules d’eau et la charpente. Les liaisons hydrogène entre les molécules
d’eau adsorbées ne contribuent donc pas de manière déterminante au phénomène d’adsorption.
La chaleur d’adsorption 𝑄ads n’augmente pas avec le nombre de molécules adsorbées (𝑄ads =
46 kJ/mol à recouvrement nul et reste d’environ 51 kJ/mol lorsque le nombre de H2O adsorbées
par maille varie de 4 à 42) et elle est sensiblement supérieure à la chaleur de vaporisation de
l’eau. La HKUST-1 présente une très forte affinité pour l’eau, elle est adsorbée de préférence
dans les cages principales à proximité des cations Cu2+ qui sont des sites insaturés. Cette étude
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Figure 5.8 : Représentation de la structure du système Na-rho-ZMOF. Les sites de type I
sont représentés en vert et ceux de type II en orange. Les atomes In sont en bleu clair, les
atomes N en bleu, les atomes O en rouge et les atomes H en blanc. Cette figure est tirée
de [240].

montre également que d’autres molécules apolaires ou quadrupolaires (e.g. Ar, N2, H2, O2, CO2
et CH4) s’adsorbent dans les poches tétraédriques. Les deux types de sites, qui correspondent
aux deux cavités de la HKUST-1, sont présentés sur la figure 5.9.

Contrairement aux zéolithes où la présence d’eau induit une diminution de l’adsorption du CO2
avec lequel elle entre en compétition, le groupe de Randall Snurr a montré que la capacité
d’adsorption du CO2 dans la HKUST-1 est améliorée de manière significative lorsqu’une petite
quantité d’eau (correspondant environ à 4% en masse) est pré–adsorbée sur les sites métalliques.
En effet l’eau se fixe sur les cations de la charpente zéolithique au détriment du CO2 en raison
de son fort moment dipolaire. Dans le cas de la HKUST-1, la forme hydratée adsorbe 71% plus
que la forme anhydre à une pression de 0.1 bar, 45% à 1 bar et 32% à 2 bar. Ces tendances,
prévues par des simulations, ont été confirmées par des expériences même si l’accord n’est pas
quantitatif. Les interactions coulombiques entre le moment quadrupolaire du CO2 et le champ
électrique de l’adsorbant, amplifié par la pré–adsorption des molécules d’eau sur les métaux,
sont responsables de l’augmentation de l’adsorption du CO2 dans la HKUST-1. De manière
analogue à l’étude précédente, l’adsorption du méthane et de l’azote a aussi été étudiée. Si
dans le cas du méthane la pré–adsorption d’une petite quantité d’eau n’a pas d’effet significatif,
dans le cas de l’azote la présence d’eau induit une diminution de la quantité adsorbée d’azote.
Dans des mélanges équimolaires CO2/CH4 et CO2/N2 les molécules d’eau fixées aux cations
métalliques améliorent la sélectivité du CO2.

5.1.3 Hétérogénéité de la surface interne : le cas des zéolithes

Plusieurs études [245, 246, 247] conduites sur des systèmes différents, ont mis en évidence
que toutes les cavités hydrophobes présentent une caractéristique commune : leur surface est
hétérogène (du point de vue chimique, géométrique et électronique). Des travaux menés au
sein de l’équipe en 2008 par Fabien Caillez [164] sur la thermodynamique de l’adsorption d’eau
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Figure 5.9 : Représentation de la maille de la HKUST-1. Les atomes de Cu sont représentés
en vert, les atomes de O en rouge, les atomes de C en noir et les atomes de H en blanc.
Le ligand organique est le benzène-1,3,5-tricarboxylate (BDC). La maille élémentaire est
constituée par un canal central de 9 Å de diamètre et huit poches tétraédriques de 5 Å
de diamètre.

dans la zéolithe silicalite-1 ont mis en évidence l’effet des défauts localisés sur la surface interne
du matériau. En particulier l’effet du taux de l’hétérogénéité de la cavité hydrophobe a été
étudié, l’hétérogénéité étant introduite par des défauts hydrophiles (groupes silanol). L’énergie
d’interaction eau–zéolithe a été choisie pour quantifier l’influence du taux d’hydrophilie de la
surface. Dans le système idéal de la silicalite-1 sans défauts l’interaction entre une molécule
d’eau et la charpente est d’environ −17 kJ par molécule alors que entre deux molécules d’eau à
l’état bulk est de −42 kJ par molécule. La silicalite-1 étant une zéolithe hydrophobe, lorsqu’on
introduise progressivement des défauts hydrophiles sur la surface interne, l’énergie d’interaction
eau–charpente diminue et le matériau devient alors de plus en plus hydrophile. Deux cas peuvent
ainsi se présenter selon la nature du défaut. Si l’interaction eau–charpente devient plus favorable
de celle établie entre deux molécule d’eau bulk on parlera de défauts forts, si au contraire cette
interaction reste inférieure à celle dans l’eau bulk ces défauts sont dits faibles.

Dans le cas des défauts faibles, les isothermes d’adsorption sont de type V (en forme de S) et le
matériau reste hydrophobe quelque soit la quantité de défauts présents. L’enthalpie d’adsorption
devient toutefois de plus en plus grande lorsque la concentration de défauts augmente. À faible
potentiel chimique l’eau n’est pas adsorbée car ce n’est pas un phénomène énergétiquement
favorable mais l’eau pénètre soudainement à partir d’une certaine valeur du potentiel chimique
𝜇 qui, selon la concentration en défauts, peut être inférieure ou supérieure à celle du potentiel
chimique de saturation 𝜇0. La figure 5.10 montre que lorsqu’il y a 1 et 4 défauts par maille de
zéolithe la condensation de l’eau se produit au–delà de la pression de saturation bulk comme
dans le système sans défauts. Quand les défauts sont au nombre de 12 par maille la condensation
intervient en–dessous de la pression de saturation bulk. L’interaction eau–eau est dominante et
la condensation a lieu par nucléation homogène progressive : d’abord des clusters de molécules
d’eau se forment et ensuite ils fusionnent de manière à former la phase homogène liquide. Par
conséquent, l’entropie diminue très rapidement pendant la nucléation et lentement une fois le
liquide formé.
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Figure 5.10 : Cette figure montre que les isothermes d’adsorption d’eau dans la silicalite-1
dans le cas de défauts faibles à 300 K obtenues par simulations GCMC sont toutes de type
V. En particulier en pointillés noir est tracée celle correspondant au cas idéal (absence
de défauts), en rouge à 1 défaut par maille, en bleu à 4 défauts par maille et en vert à
12 défauts par maille. En trait plein, l’isotherme expérimentale. Cette figure est tirée de
[164].

Lorsque les défauts sont forts, l’isotherme d’adsorption présente une forme différente selon le
nombre de défauts. Dans les conditions idéales d’absence de défauts elle est de type V, avec 1 et
4 défauts par maille de type IV et avec 12 défauts par maille elle a une forme très proche du type
I. En présence de défauts (même en petite quantité) des molécules d’eau commencent à entrer
dans le matériau à basse pression. Comme nous pouvons le voir sur la figure 5.11, la transition
vapeur–liquide est d’autant plus nette et à potentiel élevée que le nombre de défaut par maille
est bas. L’interaction eau–zéolithe est dominante sur celle eau–eau. Pour les conditions de 1 et
4 défauts par maille, la nucléation a lieu à très basse pression et est hétérogène : les molécules
d’eau sont adsorbées sur la surface interne du pore et en particulier une sur chaque défaut. Ce
phénomène a pour conséquence une chute de l’entropie due à la forte directionnalité de cette
interaction. À plus haute pression, des agrégats de molécules d’eau se forment autour de celles
adsorbées sur les défauts (ce qui correspond à une phase dite de pré–condensation). Ces agrégats
agissent comme des germes de condensation et fusionnent entre eux jusqu’à former une phase
liquide homogène. La surface d’un matériau hydrophobe lorsque des faibles concentrations de
défauts forts y sont introduits devient très hétérogène car des zones hydrophiles et attractives
apparaissent (ce sont les zones proches des groupes silanols où les agrégats de 3 ou 4 molécules
d’eau se constituent). L’isotherme correspondante est du type IV, et correspond à l’adsorption
intense d’une petite quantité d’eau à très basse pression, suivie d’un plateau pour des pressions
intermédiaires et enfin d’un remplissage soudain du pore. Quand la concentration de défauts sur
la surface du pore est plus importante (i.e. 12 groupes silanols par maille) la forme de l’isotherme
d’adsorption s’approche du type I. Le matériau est désormais totalement hydrophile, les défauts
étant suffisamment proches. Dans ce cas les interactions zéolithe–eau sont plus importantes que
celles entre molécules d’eau, l’hydratation se fait de manière homogène et continue.
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Figure 5.11 : Cette figure montre les isothermes d’adsorption d’eau dans la silicalite-1
dans le cas de défauts forts à 300 K obtenues par simulations GCMC. En pointillés noir
est tracée celle correspondante au cas idéal (absence de défauts), en jaune à 1 défaut par
maille, en violet à 4 défauts par maille et en vert à 12 défauts par maille. En trait plein,
l’isotherme expérimentale. Cette figure est tirée de [164].

5.2 Le mécanisme d’hydratation des IRMOFs

Beaucoup de choses restant encore à comprendre sur cette thématique, nous avons décidé d’étu-
dier l’hydratation d’un membre de la famille des IRMOFs à l’aide de la dynamique moléculaire
ab initio et en particulier de la méthode Car–Parrinello. Cette méthode est particulièrement
adaptée car elle présente quatre grands avantages :
– elle apporte une vision dynamique, cela est fondamental dans la caractérisation du phénomène

de l’hydratation où le facteur temporel est primordial,
– elle permet d’atteindre un niveau de précision élevé tout en considérant une température net-

tement supérieure au zéro absolu (typiquement la température ambiante). Cela rend possible
l’exploration de tout l’espace de phase du système étudié sans devoir se limiter aux minima
globaux,

– elle ne nécessite pas de champ de force. Cette étude s’affranchit donc de ce type de contraintes
et permet de décrire la rupture et la création de liaisons chimiques,

– elle ne repose sur aucune hypothèse sur le mécanisme que nous voulons étudier, par conséquent
dans ces travaux j’observe ce qui se passe pendant l’hydratation du système sans introduire
de biais.

5.2.1 Un système modèle

La méthode Car–Parrinello ayant des coûts de calcul importants impose le choix d’un système
relativement petit. L’IRMOF-1 avec 424 atomes dans la maille élémentaire de coté 25.8 Å est
déjà trop grande par rapport à nos exigences. Je me suis donc tournée vers l’IRMOF-0 [248]
qui est constituée de tétraèdres Zn4O comme tous les membres de la famille et de ligands
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Figure 5.12 : Représentation de la maille élémentaire cubique de l’IRMOF-0h. Les atomes
de carbone sont indiqués en noir, ceux d’oxygène en rouge et les tétraèdres centrés sur les
cations de zinc en bleu.

acetylènedicarboxylates. Elle est la plus petite de la série car les ligands organiques sont plus
courts que ceux de tous les autres membres. De plus, sa maille est beaucoup plus petite que celle
de l’IRMOF-1. En effet les ligands 1,4-benzènedicarboxylate de l’IRMOF-1 étant tournés les
uns par rapport aux autres, cela diminue la symétrie du réseau et a comme conséquence que la
maille élémentaire est constituée de 8 tétraèdres Zn4O, elle est donc quatre fois plus grande que
celle de l’IRMOF-0. Dans la réalité, la structure de l’IRMOF-0 est constituée de deux réseaux
interpénétrés et n’est donc pas poreuse. En considérant un seul de ces réseaux interpénétrés
nous avons crée une structure idéale non interpénétrée et l’avons appelé IRMOF-0h. La maille
élémentaire de ce système, représentée sur la figure 5.12, est cubique (groupe d’espace 𝑃 − 4̄3𝑚)
de côté 𝑎 égal à 11.12 Å très proche ce celui expérimental (𝑎/2 = 10.92 Å). Elle présente un
seul type de porosité : des canaux parallèles aux axes cristallographiques.

5.2.2 Détails techniques

Les principes de la méthode Car–Parrinello ayant été présentés dans le section 2.5, dans cette
section je ne discuterai que du choix des paramètres qui nous ont permis d’étudier le méca-
nisme d’hydratation de l’IRMOF-0h. Les différentes dynamiques ont été réalisées par le package
CPMD [144], qui se base sur la formulation de Kohn–Sham de la fonctionnelle de la densité.
La fonctionnelle à correction de gradient BLYP a été utilisée. Le rayon de coupure Rc a été
fixé à 90 Ry et seuls les électrons de valence ont été considérés de manière explicite. Les in-
teractions entre les électrons de valence et du coeur sont prises en compte implicitement par
les pseudopotentiels de Troullier–Martins. Les simulations de dynamique ont été réalisées sur
une maille élémentaire avec des conditions périodiques aux bords. La structure a été deuterée
pour de simples raisons pratiques, i.e. pouvoir distinguer facilement les hydrogènes de l’eau et
ceux de l’IRMOF-0h. Le pas de temps a été fixé à 4 u.a. (ce qui correspond à environ 0.1 fs) et
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la masse fictive des électrons à 400 u.a. Plusieurs états du système IRMOF-0h + H2O ont été
étudiés, chaque état correspondant à une charge en eau différente. J’ai réalisé des dynamiques
avec 1, 4, 8, 12 et 35 molécules d’eau adsorbées d’une durée respective de 190 ps, 410 ps, 98 ps,
48 ps et 56 ps. Pour chaque état étudié, la configuration initiale a été extraite d’une simulation
Monte Carlo dans l’ensemble grand–canonique et ensuite équilibrée dans l’ensemble canonique
pour une durée d’au moins 5 ps pendant laquelle la température est maintenue à 300 K par le
thermostat de Berendsen (rapport fréquence/temps constant de 11 u.a.). Les dynamiques ont
ensuite été réalisées dans l’ensemble microcanonique 𝑁𝑉 𝐸. L’évolution de l’énergie cinétique
a été régulièrement contrôlée pour s’assurer que la température du système restait de 300 K.
Initialement nous avons essayé de se placer dans l’ensemble 𝑁𝑃𝑇 , théoriquement plus adapté
pour étudier l’hydrostabilité, mais cela n’a pas été possible en raison des coûts de calcul ex-
trêmement élevés. En effet le rayon de coupure requis pour avoir une bonne convergence du
stress s’exerçant sur la maille élémentaire a été estimé à environ 350 Ry. De plus il aurait
été nécessaire de considérer au moins une double maille élémentaire (2x2x2) pour amortir les
fluctuations de volume qui rendaient le système fortement instable. Les moments dipolaires de
l’eau ont été calculés le long des trajectoires en remplaçant les fonctions d’onde électroniques
de Kohn–Sham [249] par les orbitales de Wannier (orbitales de localisation maximale) dont les
centres sont attribués aux molécules d’eau [250, 251, 252].

5.2.3 Travail préliminaire

Les travaux menés par Romain Jonchière pendant son stage de fin d’études dans notre équipe
ont constitué la base de cette étude. Il a calculé par simulation GCMC les isothermes d’adsorp-
tion de l’eau dans l’IRMOF-1 et l’IRMOF-0h à 300 K dans des doubles mailles élémentaires pour
minimiser l’influence des conditions périodiques. Les molécules d’eau sont décrites par le mo-
dèle TIP4P rigide et non polarisable. Pour l’IRMOF-1 trois jeux de paramètres [230, 253, 123]
résumés dans le tableau 5.1 ont été testés, sans relever des différences importantes. En effet les
isothermes obtenues par simulation GCMC présentent toutes la même forme (type V avec une
large hystérèse) et les trois pressions de transition diffèrent peu entre elles : 4.5 kPa selon le
potentiel proposé par Greathouse, 5 kPa selon celui de Sagara et 13 kPa selon celui de Snurr
(dans la branche de désorption les pressions étant beaucoup plus proches : 0.5 kPa, 0.5 kPa et
1.8 kPa respectivement). Ces jeux de paramètres étant en bonne approximation équivalents, le
champ de force proposé par Greathouse a été choisi et les charges atomiques partielles ont été
adaptées pour décrire le ligand acetylènedicarboxylate de l’IRMOF-0h tableau 5.2. L’isotherme
d’adsorption d’eau dans la plus petite des IRMOFs a été ainsi obtenue. Sur la figure 5.13 on peut
voir qu’elle est de type V et présente une hystérèse, elle est caractéristique d’un système hydro-
phobe où l’eau n’entre pas spontanément à basse pression. La quantité adsorbée à saturation
est de 35 molécules par maille.

Une fois l’isotherme d’adsorption calculée, plusieurs questions se posent. Pour comprendre si
l’adsorption d’une espèce dans un matériau correspond à une vraie transition de phase de l’ad-
sorbat de l’état gaz à l’état liquide et si l’hystérèse est due à la présence d’états métastables,
le potentiel thermodynamique du système doit être calculé. Or il n’est pas possible de le déter-
miner directement, il faut utiliser des méthodes spécifiques comme par exemple celle introduite
par Wang Landau [254, 255] qui consiste à calculer la densité des états on the fly par simu-
lation Monte–Carlo avec un échantillonnage différent de celui de Boltzmann en fonction de
l’énergie du système. Cette méthode a été utilisée avec succès pour étudier une large gamme
de systèmes (des modèles Ising [256] aux fluides de type Lennard–Jones [257] en passant par
les protéines [257]) et a été revisitée par Juan J. de Pablo et coll. [258, 259, 260] pour pouvoir
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Tableau 5.1 : Les paramètres attribués à chaque type d’atome de l’IRMOF-1 pour les trois
champs de force qui ont été testés en calculant l’isotherme d’adsorption–désorption de
l’eau.

Tableau 5.2 : Les paramètres du champ de force utilisés pour tracer l’isotherme
d’adsorption–désorption de l’eau dans l’IRMOF-0h.
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Figure 5.13 : Isotherme d’adsorption–desorption de l’eau dans l’IRMOF-0h à 300K est de
type V et présente une hystérèse.

traiter les ensembles étendus (expanded ensembles). Cette version de la méthode Wang Landau
dite EXEDOS (Expanded Ensemble Density of States) a été utilisée dans cette étude. Les états
métastables sont définis par une nouvelle variable 𝜉 appelée coordonnée de réaction, en fonction
de laquelle l’évolution de la densité des états est calculée. En particulier lorsque l’on s’intéresse
à l’adsorption, le potentiel thermodynamique est le grand potentiel Ω. Cette grandeur a été
déterminée en fonction du nombre de molécules d’eau adsorbées dans le matériau.

Le profil du grand potentiel Ω tracé en fonction du nombre 𝑁 de molécules d’eau adsorbées
par maille dans la IRMOF-0 est reporté sur la figure 5.14 pour quelques valeurs de pression
significatives et à 298 K. Le profil de Ω présente deux puits, les minima locaux étant autour
de 𝑁 = 0 et 𝑁 = 35. Pour des pressions inférieures à 3 kPa l’état le plus stable est celui qui
correspond au système vide. Pour celles supérieures à cette valeur, l’état correspondant à la
saturation devient le plus stable. La présence de deux états métastables est caractéristique des
transitions du premier ordre d’une phase gazeuse à une liquide et le passage de l’un à l’autre
nécessite le franchissement d’une barrière d’énergie macroscopique. Au cours d’une simulation
Monte Carlo qui se déroule dans un temps limité à travers des mouvements microscopiques,
il est donc possible que l’état plus stable ne soit pas échantillonné. Cela explique la présence
d’hystérèse dans l’isotherme d’adsorption correspondante.

5.2.4 Dynamiques ab initio de l’eau dans l’IRMOF-0h

L’adsorption d’une molécule d’eau

J’ai fait une dynamique de 190 ps (ce qui correspond à 30 000 heures CPU) à 300 K pendant
laquelle une seule molécule d’eau est adsorbée dans l’IRMOF-0h. Pour visualiser ce qui se passe
pendant ce temps et localiser la molécule d’eau, nous avons calculé la fonction de distribution
radiale de la distance entre son oxygène et le zinc de la structure le plus proche 𝑑Zn-Oeau
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Figure 5.14 : Profil du grand potentiel Ω en fonction du nombre 𝑁 de molécules d’eau
adsorbées par maille de l’IRMOF-0h pour plusieurs pressions à 298 K.

Figure 5.15 : Profil de la fonction de distribution radiale d’une molécule d’eau dans
l’IRMOF-0h : distance entre son oxygène et le zinc de la structure le plus proche (𝑑Zn-Oeau).
Cette distance est de 2.2 Å quand l’eau a attaqué un zinc et est entrée dans sa sphère de
coordination, et supérieure à 5.5 Å quand elle diffuse librement dans le matériau.

(figure 5.15). On remarque qu’elle se trouve soit à une distance 𝑑Zn-Oeau égale à 5.5 Å (donc en
dehors de la sphère de coordination du zinc) soit près d’un zinc (𝑑Zn-Oeau = 2.2 Å). En suivant
cette même distance 𝑑Zn-Oeau au fil du temps et en ayant fixé le seuil de 2.8 Å comme limite de la
sphère de coordination des cations de zinc, nous observons la molécule d’eau diffuser librement
dans le matériau et s’approcher ponctuellement et de manière réversible d’un des zincs du
cluster (figure 5.16). Il est intéressant de remarquer que ces trois attaques sont très courtes
(elles ont un durée comprise entre 0.3 ps et 3.0 ps) et se font à chaque fois sur un zinc différent.
Rappelons que les quatre zincs sont équivalents du point de vue chimique. Les attaques sont
réversibles et aucune mémoire de la géométrie précédente n’est gardée. Cette idée de réversibilité
sera confirmée par l’énergie libre du système qui présente une barrière suffisamment basse pour
qu’elle puisse être dépassée aisément à température ambiante avec une probabilité cohérente
avec celle que nous avons observée (un attaque tous les 65 ps environ).

Ces attaques correspondent en réalité à l’établissement d’un équilibre réversible entre deux
états métastables : l’un anhydre de géométrie tétraédrique (A) et l’autre hydraté de géométrie
bipyramidale (B) (figure 5.17). L’état A correspond donc au cluster de la structure qui reste
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Figure 5.16 : Évolution de la distance 𝑑Zn-Oeau au cours du temps : l’eau diffuse dans
le canal et attaque réversiblement trois fois un des atomes de zinc de la structure. Les
cations de zinc, équivalents par symétrie, ont été numérotés et il est intéressant de mettre
en évidence que chaque attaque se fait sur un zinc différent (dans l’ordre le 2ème, le 4ème
et le 1er).

inchangé lorsque la molécule d’eau diffuse librement à l’intérieur du pore (𝑑Zn-Oeau ≃ 5.5 Å) et
l’état B se forme suite à l’attaque d’une molécule d’eau sur un des atomes de zinc du cluster. Ce
zinc devient donc pentacoordonné et, par conséquent, la géométrie du cluster change et prend
la forme d’une bipyramide trigonale (figure 5.18). Dans cette configuration le cation attaqué est
pentacoordonné car lié à l’oxygène centrale, aux trois ligands carboxylates de l’IRMOF-0h et à
la molécule d’eau. Une telle géométrie pour le Zn(II) n’est pas rare en chimie de coordination
[261, 262].

Pour mieux caractériser ces deux états nous avons calculé le potential mean field (PMF) qui en
bonne approximation peut être considérée comme l’énergie libre du système tracée en fonction de
la même distance 𝑑Zn-Oeau que nous avons choisie comme coordonnée de réaction la plus adaptée
pour définir cet équilibre A←→ B (figure 5.19). À l’état hydraté correspond donc un minimum

Figure 5.17 : Lorsqu’une molécule d’eau est adsorbée dans l’IRMOF-0h, un équilibre réver-
sible a lieu entre deux états métastables. L’un (A) anhydre et de géométrie tétraédrique
et l’autre (B) hydraté de géométrie bipyramide trigonale.
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Figure 5.18 : Représentation de l’état B hydraté de géométrie bipyramide trigonale dans
laquelle seuls les atomes de la maille les plus proches de l’eau sont représentés. Les atomes
de zinc sont dessinés en bleu, l’oxygène central inorganique en bordeau, les oxygènes en
rouge, les carbones en noir et les hydrogènes en rose.
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Figure 5.19 : Profil de l’énergie libre calculé à 300 K en fonction de la distance 𝑑Zn-Oeau .
À l’état hydraté (B) correspond un minimum local, et la barrière d’énergie libre entre cet
état et l’état anhydre (A) à cette température est d’environ 8 kJ/mol.

Tableau 5.3 : Ce tableau résume ce que nous observons lorsqu’une molécule d’eau est
adsorbée dans le matériau : elle attaque trois fois l’un des cations de zinc du cluster
étudié. Ces attaques sont très courtes et réversibles.

local d’énergie libre, il est donc légèrement moins stable que la forme sèche (1.3 𝑘𝑇 ). La barrière
de l’attaque est estimée à 3.2 𝑘𝑇 , c’est–à–dire d’environ 8 kJ/mol pour une température de
300 K.

Le tableau 5.3 résume de manière schématique ce que nous observons pendant les 190 ps de
simulation de l’adsorption d’une seule molécule d’eau dans l’IRMOF-0h.

L’adsorption de quatre molécules d’eau

Lorsqu’une dynamique avec quatre molécules d’eau insérées dans la structure est simulée, l’équi-
libre A ←→ B se déplace complètement vers la droite. Cela signifie que la forme hydratée est
fortement stabilisée par l’introduction d’un nombre supérieure à un (quatre dans notre étude)
de molécules d’eau adsorbées. Nous expliquons cet effet par la formation d’un réseau de liai-
sons hydrogène. La figure 5.20 présente des instantanés de ce réseau : la même molécule d’eau
qui reste liée au même zinc au moins 375 ps, se lie aussi par liaisons hydrogène à au moins
une autre molécule d’eau, voir aux trois autres à certains instants. Un effet collaboratif des
molécules d’eau adsorbées entre donc en jeux et c’est grâce aux molécules voisines, qui ne sont
pas directement impliquées dans l’attaque mais qui forment des liaisons hydrogène, que l’état
lié est fortement stabilisé. La durée des attaques a en effet remarquablement augmenté lorsque
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Figure 5.20 : Instantanés du système IRMOF-0h avec quatre molécules d’eau. Le même
H2O (son oxygène est en rouge) reste lié au même Zn2+ pendant au moins 375 ps.
Cet H2O se lie aussi via des liaisons hydrogène (tracées en pointillés bleu) à plusieurs
autres molécules d’eau. Ainsi un réseau se forme et stabilise efficacement la géométrie
correspondant à l’attaque.

quatre molécules d’eau sont adsorbées par rapport au cas considéré précédemment où une seule
molécule d’eau est introduite dans l’IRMOF-0h. Pour identifier les liaisons hydrogène qui se
forment dans ces conditions nous avons utilisé des critères géométriques sur les distances et les
angles [263] : 𝑑 ≤ 3.5 Å et 𝜃 ≤ 40°.

Cet état hydraté stabilisé par l’effet collaboratif de toutes les molécules d’eau adsorbées, cor-
respond en réalité à deux états labiles en équilibre réversible qui sont montrés en figure 5.22.
L’état que l’on avait appelé B auparavant se transforme réversiblement en un état C également
hydraté mais avec une géométrie à nouveau tétraédrique (figure 5.21). Cette réaction corres-
pond à l’ouverture d’un des ligands carboxylates qui devient alors pendant. Le cation de zinc
attaqué passe donc d’une pentacoordination à une tétracoordination. Par conséquent la coor-
donnée la plus adaptée pour décrire ce deuxième équilibre B ←→ C est l’angle qui se forme
entre l’oxygène de l’eau qui fait l’attaque, le zinc attaqué et l’oxygène central du cluster de
l’IRMOF-0h ̂OeauZnOcentr. Les états B et C correspondent donc aux valeurs 180° et 109.4° de
l’angle ̂OeauZnOcentr respectivement. En traçant le profil de l’énergie libre du système en fonc-
tion de cette grandeur, nous trouvons que l’état de géométrie tétraédrique (C) est plus stable,
l’état B étant un minimum local. La différence d’énergie est de seulement de 0.7 𝑘𝑇 (ce qui
correspond à 1.8 kJ/mol à 300 K) et la barrière est de seulement 1.9 𝑘𝑇 (4.8 kJ/mol à 300 K)
figure 5.23.

Pour étudier l’alternance des états B et C, deux autres grandeurs en plus de l’évolution de
l’angle ̂OeauZnOcentr ont été suivies tout au long de la dynamique d’un temps total de 410 ps
(figure 5.24). La distance entre le zinc attaqué et l’oxygène de la molécule d’eau qui est entrée
dans sa sphère de coordination 𝑑ZnOeau a été suivie mais cette coordonnée de réaction ne permet
pas de différencier les états B et C. Au contraire l’évolution de la distance 𝑑ZnOcarb entre le zinc
attaqué et les oxygènes des ligands carboxylates (chacun indiqué avec une couleur différente)
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Figure 5.21 : Représentation schématique de l’état labile C de géométrie tétraédrique qui
se forme suite au déplacement d’un des ligands carboxylate qui reste pendant. Dans cette
figure seuls les atomes de la maille les plus proches de l’eau sont représentés. Les atomes
de zinc sont dessinés en bleu, l’oxygène central inorganique en bordeau, les oxygènes en
rouge, les carbones en noir et les hydrogènes en rose.

Figure 5.22 : Lorsque quatre molécules d’eau sont adsorbées dans l’IRMOF-0h, suite
au déplacement d’un des ligands carboxylates un équilibre réversible a lieu entre deux
états métastables. L’un (B) de géométrie bipyramide trigonale et l’autre tétraédrique (C).
L’angle qui se forme entre l’oxygène de l’eau qui fait l’attaque, le zinc attaqué et l’oxygène
central du cluster de l’IRMOF-0h ̂OeauZnOcentr est indiqué en vert.
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Figure 5.23 : Profil de l’énergie libre calculé à 300 K en fonction de l’angle ̂OeauZnOcentr.
À l’état B correspond un minimum local, et la barrière d’énergie libre entre cet état et
l’état C à cette température est d’environ 5 kJ/mol.

 C  C  C C B B B     B 

Figure 5.24 : Ce graphique montre l’évolution de trois grandeurs caractérisant le système
IRMOF-0h avec quatre molécules d’eau tout au long de la simulation : en haut la distance
entre le zinc attaqué et l’oxygène de la molécule d’eau qui est entrée dans sa sphère
de coordination 𝑑ZnOeau , au milieu la distance entre le zinc attaqué et les oxygènes des
ligands carboxylates (chacun indiqué avec une couleur différente) 𝑑ZnOcarb et en bas l’angle

̂OeauZnOcentr.
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Tableau 5.4 : Ce tableau résume ce que nous observons lorsque quatre molécules d’eau sont
adsorbées dans le matériau : une seule molécule d’eau entre dans la sphère de coordination
d’un des cations de zinc du cluster. Cette attaque correspond à l’équilibre entre deux états
B et C labiles, respectivement de géométrie bipyramidale et tétraédrique, qui se succèdent
tout au long de la simulation.

montre de manière claire et univoque l’enchaînement des états B et C où cette distance 𝑑ZnOcarb

mesure respectivement 2 Å et 3.5 Å environ. La dernière valeur indiquant le détachement du
ligand car son oxygène sort de la sphère de coordination du zinc (dont la limite avait été fixée
dans le paragraphe précédent à 2.8 Å).

Pour résumer, pendant les 410 ps de simulation par dynamique ab initio de l’adsorption de
quatre molécules d’eau dans l’IRMOF-0h une seule attaque de la part d’une molécule d’eau sur
un cation de zinc est observée. Elle se produit rapidement, après 35 ps de simulation environ.
Pendant tout le temps d’observation nous ne voyons pas partir la molécule d’eau de la sphère de
coordination du zinc attaqué, deux états de géometries différentes (appelés B et C) se succèdent
avec des durées de vie très hétérogènes (comprises entre 16 ps et 109 ps)(tableau 5.4). Jusqu’à ici
nous avons donc observé trois états labiles dont les caractéristiques géométriques sont résumées
dans le tableau 5.5.

L’adsorption de plus de quatre molécules d’eau

Nous avons aussi réalisé les dynamiques avec un nombre de molécules d’eau absorbées plus
important (8, 16 et 35) afin d’étudier le système jusqu’à saturation (où la quantité de molécules
adsorbées est de 35). Dans le cas de huit molécules d’eau, nous observons trois attaques sur
trois zinc différents (tableau 5.6) et à saturation nous relevons la présence d’un autre état à
géométrie octaédrique (D) généré par la double attaque de deux molécules d’eau différentes sur
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Tableau 5.5 : Ce tableau décrit la géométrie des trois états A, B et C.

Tableau 5.6 : Ce tableau résume ce que nous observons lorsque huit molécules d’eau sont
adsorbées dans le matériau : trois molécules d’eau attaquent trois zinc différents. Ces
attaques ayant des durées variées.

le même cation (tableau 5.7). Cet état doublement hydraté est en équilibre réversible avec l’état
B hydraté et se forme par ajout d’une deuxième molécule d’eau sur le zinc déjà coordonné à
une molécule d’eau qui devient par conséquent octacoordonné (figure 5.25).

Nous nous sommes aperçu que l’étude à saturation pointe les limites de notre méthodologie
car la structure doit s’effondrer avec une quantité adsorbée d’eau nettement inférieure à 35
molécules. Nous ne voyons pas la dégradation du matériau car nos dynamiques sont effectuées
dans l’ensemble 𝑁𝑉 𝑇 , le matériau est donc contraint de garder son volume constant. Nous
introduisons de cette manière un artifice qui biaise notre simulation mais, malgré plusieurs
tentatives, les dynamiques dans l’ensemble 𝑁𝑃𝑇 restent trop coûteuses en temps de calcul. Cet
ensemble aurait été beaucoup plus adapté car il nous aurait permis d’observer une diminution

Tableau 5.7 : Ce tableau résume ce que nous observons dans le système à saturation,
c’est–à–dire lorsque trente–cinq molécules d’eau sont adsorbées dans le matériau. Cinq
attaques se font et en particulier deux molécules d’eau différentes, H2O(2) et H2O(3), se
lient au même cation Zn2+(2).
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Figure 5.25 : Représentation schématique de l’état labile D de géométrie octaédrique qui se
forme suite à la double attaque de deux molécules d’eau sur le même zinc de la structure.
Dans cette figure seuls les atomes de la maille les plus proches de l’eau sont représentés.
Les atomes de zinc sont dessinés en vert, les oxygènes en rouge, les carbones en gris et
les hydrogènes en blanc.

soudaine du volume du matériau et donc d’assister directement à la destruction de l’IRMOF-0h
en présence d’eau. Néanmoins, la formation de l’état C suite à l’ouverture d’un des ligands
carboxylates témoigne déjà de l’instabilité du système à l’eau et c’est ce déplacement de ligand
qui se fait à l’échelle moléculaire qui cause l’effondrement macroscopique de la structure. L’état
D est par conséquent un état que nous avons observé dans nos simulations et caractérisé, mais
qui n’est pas compatible avec les conditions expérimentales.

Hydratation et hydrophobicité

Nous avons donc réussi à mettre en évidence le mécanisme responsable de l’instabilité de
l’IRMOF-0h dans le cas de l’adsorption de quatre molécules d’eau. Cette instabilité des ma-
tériaux de la famille de IRMOFs, et notamment de l’IRMOF-1, en présence d’eau est attestée
expérimentalement. Cependant, elle semble en apparente contradiction avec la nature hydro-
phobe de la plupart des MOFs, et de la famille des IRMOFs en particulier. En effet une large
partie des MOFs, dont le comportement en présence d’eau est caractérisé dans la littérature,
est hydrophobe. Cela est dû au fait que la surface interne de ces MOFs hydrophobes est for-
mée de squelettes carbonés et, souvent, de cycles aromatiques [169] dont les interactions avec
l’eau sont de nature dispersive et relativement faibles. Or, cet argument s’applique également
aux membres non–fonctionnalisés de la famille des IRMOFs, et notamment à l’IRMOF-1 et
l’IRMOF-0h. Nous avons en particulier montré, sur la base de simulations Monte Carlo que,
indépendamment des potentiels d’interaction classiques utilisés, le caractère hydrophobe des
IRMOFs est établi (voir section 5.2.3). Il est donc naturel de se poser la question : comment
un matériau hydrophobe peut–il être instable en présence d’eau, surtout quand cette insta-
bilité se manifeste même pour traces de vapeur d’eau dans l’air ? Dit autrement, sur le plan
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mécanistique : comment l’eau peut–elle attaquer un matériau qui la repousse ?

La réponse à ce paradoxe vient de la définition même de l’hydrophobicité. Dire d’une surface, et
a fortiori d’un matériau, qu’elle est hydrophobe ne signifie pas que l’interaction eau–surface soit
répulsive, ou que l’eau ne s’approche jamais de la surface, mais simplement que l’interaction
eau–surface est faiblement attractive (plus faible que l’interaction eau–eau) et que les états
dans lesquels l’eau s’adsorbe à la surface ne sont pas les plus stables sur le plan énergétiques.
Ces états demeurent néanmoins accessible, on l’a vu dans notre simulation d’une molécule
d’eau dans l’IRMOF-0h : bien que la molécule passe la majeure partie de la simulation à
diffuser rapidement dans les canaux, sans interaction spécifique avec le matériau, elle peut tout
de même s’adsorber sur le cluster métallique. L’hydrophobicité du matériau se traduit par le
fait que cet état (l’état B) n’est pas l’état thermodynamiquement favorisé. On voit donc que
hydrophobicité et instabilité en présence d’eau ne sont pas incompatibles : bien que l’eau ne
s’adsorbe pas fortement sur la surface interne de l’IRMOF-0h, des fluctuations locales de densité
de l’eau dans les pores sont possibles, et peuvent entraîner l’hydratation locale du matériau,
puis une dégradation locale de structure favorisant à son tour l’adsorption d’autres molécules
d’eau, qui ont alors une probabilité plus grande d’aller réagir avec les sites métalliques voisins.
Ce processus conduit in fine à la perte de cristallinité du matériau.

Enfin, il est nécessaire à ce stade de faire un commentaire sur la forme des isothermes d’adsorp-
tion et de désorption d’eau calculée au début de ce chapitre par simulations GCMC (figure 5.13).
De type V, elle indique une adsorption rigoureusement nulle jusqu’à des pressions de 1.75 kPa
(au–delà, elle présente une hystérèse). La différence entre cette pente nulle et la description faite
ci–dessus d’états d’hydratation instables mais accessibles aux fluctuations est liée au modèle de
description du matériau utilisé dans les simulations GCMC. En effet, l’état issu de l’hydratation
du cluster métallique de l’IRMOF-0h (l’état B) correspond à une distorsion de la structure du
matériau par rapport à l’état anhydre. Or, les simulations GCMC que nous avons effectuées sont
faites en considérant le matériau comme rigide et en interdisant le déplacement de ses atomes.
Ainsi, cette méthodologie reproduit mal l’état hydraté du matériau et, bien qu’elle décrive cor-
rectement son caractère hydrophobe général, elle sous–estime la quantité d’eau adsorbée à basse
pression.

5.3 Conclusions

Le mécanisme d’hydratation de l’IRMOF-0h que nous avons observé se fait donc en deux
étapes : une première attaque de la part d’une molécule d’eau sur un des cations de zinc de la
forme sèche du cluster, qui devient donc hydraté (état B) et ensuite, en présence d’au moins
quatre molécules d’eau, l’ouverture d’un des ligands coordonnés à ce même zinc qui engendre
la formation d’un autre état labile (état C) (figure 5.26).

Nous aboutissons donc à la validation de l’hypothèse sur laquelle se fonde l’étude amenée par
Low et al. [225] sans avoir fait aucune hypothèse initiale. En effet la méthode de la dynamique
moléculaire ab initio nous a permis de s’affranchir de toute dépendance des paramètres de
champ de force et de regarder ce qui se passe réellement dans le système. À travers cet étude
nous avons mis en évidence un effet collaboratif des molécules adsorbées et par conséquent la
nécessité de prendre en compte plus qu’une seule molécule d’eau pour étudier le phénomène
d’hydratation. Bien que cela ait été validé seulement dans le cas de l’IRMOF-0h, il est très
probablement valable au moins pour toute la famille des IRMOFs.
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Figure 5.26 : Représentation schématique du mécanisme d’hydrolyse de l’IRMOF-0h qui se
fait en deux étapes (l’hydratation et le déplacement du ligand) qui portent respectivement
à la formation de deux états labiles (B et C). L’état D a aussi été observé mais est
probablement incompatible avec les conditions expérimentales.

Cette étude complexe reste coûteuse en termes de ressources informatiques et de temps (ces
travaux ont nécessité environ 120,000 heures de calcul). En perspective à ce travail il serait
intéressant d’identifier un jeux de paramètres qui pourront être utilisés pour prévoir l’hydrosta-
bilité d’un matériau. Dans le cas des IRMOFs par exemple, après avoir observé un mécanisme
en deux étapes, des grandeurs à évaluer pourraient être l’énergie de liaison entre le cation et le
ligand, le type de cation et son état d’oxydation (i.e. les électrons dans l’orbitale externe).
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Les travaux présentés dans cette thèse sur les propriétés d’adsorption dans les MOFs des molé-
cules polaires d’intérêt industriel, en particulier du CO2 et de l’eau, s’inscrivent dans le cadre
général de l’étude de la physisorption, de la chimisorption et des transitions de phase des fluides
moléculaires confinés dans des matériaux poreux. Le confinement d’un fluide a des effets im-
portants sur ses propriétés thermodynamiques car la compétition entre les effets de la taille des
pores et les effets d’interface engendre des comportements nouveaux très spécifiques, comme
de nouvelles phases et de nouvelles transitions de phase. Les matériaux nanoporeux, et parmi
eux les MOFs, présentent des propriétés d’adsorption remarquables qui sont déterminées par
le fait que la taille de leurs pores est du même ordre de grandeur que la portée des interac-
tions intermoléculaires des espèces que l’on y introduit. À l’heure actuelle les phénomènes de
physisorption et de chimisorption de fluides moléculaires sont des sujets de recherche fonda-
mentaux pour ce qui concerne les MOFs. Ces phénomènes interviennent communémment dans
de nombreux processus et procédés industriels (échange ionique, séparations sélectives, catalyse
hétérogène) avec d’autres matériaux nanoporeux, et notamment les zéolithes.

Le premier chapitre des résultats de ce manuscrit est dédié à l’étude de l’adsorption du CO2
dans la famille des IRMOFs. Nous avons choisi ces systèmes car, ayant tous la même topolo-
gie mais des volumes poreux différents, ils permettent d’étudier l’effet du confinement sur leur
capacité d’adsorption (c’est–à–dire de la réduction du volume des cavités disponible pour le
fluide adsorbé). Cet effet a des conséquences considérables que nous avons étudiées et ration-
nalisées en construisant le diagramme de phase du CO2 dans trois matériaux de la famille des
IRMOFs. Après comparaison avec d’autres systèmes similaires (une série de MOFs progressive-
ment fonctionnalisées, des zéolithes de taille de pore et d’hydrophobicité variées), nous mettons
en évidence un comportement universel : la température critique diminue lorsque le confinement
augmente. D’autres évolutions ont également pu être expliquées, comme la manière dont l’allure
de la pression de transition dépend du couple adsorbat–adsorbant considéré (polarité du fluide
confiné et nature chimique de la matrice confinante). Le chapitre suivant est consacré à une
étude effectuée pour répondre à un besoin expérimental né dans le cadre d’un projet ANR. Le
groupe du Prof. R. Guilard à l’Université de Dijon avait en effet synthétisé une nouvelle MOF
cationique dénommée Zn2(CBTACN) mais ne pouvait déterminer, par diffraction des rayons X,
la localisation des anions halogénure extra–charpente en raison de leur mobilité. Par simulation
nous avons réussi à identifier des sites qui sont relativement étendus dans les cas des anions
bromure et chlorure et au contraire très compacts dans le cas des anions fluorure. Ensuite nous
nous sommes intéressés à l’adsorption du CO2 dans ce matériau, d’abord comme corps pur et
ensuite dans des mélanges. Pour ce faire, un ajustement du potentiel a été nécessaire de ma-
nière à bien prendre en compte les interactions entre l’adsorbat et le matériau. Des prévisions
sur les sélectivités des mélanges du CO2 et de CH4, CO, O2 et N2 ont été faites et la MOF
Zn2(CBTACN) a montré une sélectivité exceptionnelle pour le CO2. Cette sélectivité est sensi-
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blement réduite par la présence de traces d’eau dans les cavités (ce qui est inévitable à l’échelle
des pilotes comme des implantations industriels). Une fois reconnue l’influence de la présence
d’eau sur les capacités d’adsorption dans le cas de la MOF Zn2(CBTACN), nous avons voulu
explorer cette thématique aux enjeux applicatifs importants. La question de la stabilité hydro-
thermique des matériaux, notamment, est cruciale pour les applications. En particulier, je me
suis intéressée au mécanisme d’hydratation d’un analogue de la MOF-5, dénommé IRMOF-0h.
J’ai établi ce mécanisme par dynamique moléculaire ab initio, sans formuler aucune hypothèse
au départ. J’ai ainsi observé un mécanisme en deux étapes : d’abord une attaque d’une molécule
d’eau sur un des cations de zinc de la forme anhydre du matériau, qui donne un état labile et
hydraté, et ensuite, en présence d’au moins quatre molécules d’eau, l’ouverture d’un des ligands
coordonnés à ce même zinc qui engendre la formation d’un deuxième état labile, également
hydraté mais de géométrie différente. J’ai notamment mis en évidence des effets collaboratifs
dans ce mécanisme qui n’avaient pas été soulignés jusqu’à présent dans la littérature.

Cette thèse s’inscrit dans le cadre des activités de recherche de l’équipe qui se développent,
depuis plusieurs années, principalement selon deux axes : l’étude de la physisorption dans
les matériaux poreux (historiquement surtout dans les zéolithes) par simulation moléculaire
classique et du comportement de l’eau en milieu confiné par des méthodes quantiques. Dans le
domaine de l’adsorption, nombreux travaux d’ajustement de potentiel, d’études systématiques
des propriétés d’adsorption de différentes molécules (hydrocarbures, petites molécules de gaz,
etc.) et de caractérisation des cations extra–charpente de certaines zéolithes ont été faits. Le
deuxième axe de recherche s’interesse d’une part à l’adsorption de l’eau et son influence sur
les propriétés d’adsorption d’autres molécules, et de l’autre à l’effet du confinement sur les
propriétés structurales, thermodynamiques et électroniques de l’eau et des espèces solvatées
dans l’eau.

Mon travail de thèse s’est développé au fil du temps en fonction des nécessités méthodologiques,
expérimentales et industrielles auxquelles j’ai été confrontée. Au début je me suis interéssée à
l’adsorption du CO2 dans les IRMOFs, en choisissant le CO2 car il s’agit d’un gaz d’intérêt
industriel et les IRMOFs car elles constituent une famille de MOFs isoréticulaires. L’idée de fond
était donc de caractériser l’adsorption du CO2 dans cette série de systèmes pour pouvoir ensuite
généraliser les résultats obtenus et à dégager des tendances. Ces tendances décrivant l’effet du
confinement de manière qualitative dans le diagramme de phase que nous avons construit, sont
générales et transférables à d’autres matériaux proches (e.g. d’autres familles de MOFs et de
zéolithes). Les simulations nous ont ainsi permis de passer du cas particulier au cas général, du
comportement propre à quelques systèmes à une propriété commune à l’ensemble des matériaux
poreux. Cela peut se faire grâce aux lois de la thermodynamique statistique et représente un
des atouts de l’approche théorique. La deuxième étude, centrée sur la localisation des anions
de la MOF Zn2(CBTACN), a été sollicitée par l’équipe expérimentale partenaire du projet
ANR. Grâce à nos simulations nous avons non seulement pu résoudre un problème inacessible
expérimentalement (la localisation des anions) mais nous sommes également allés au–delà en
faisant des prévisions sur les sélectivités des mélanges et les propriétés d’un matériau fluoré,
qui n’a jusqu’ici pas été synthétisé.

Cette étude constitue donc une démonstration de la complémentarité des approches théorique
et expérimentale qui s’enrichissent mutuellement. En effet si la simulation est venue en aide
des expériences pour la localisation des anions extra–charpente, pour dresser des prévisions lors
de l’adsorption de mélanges il a fallu un travail d’ajustement de potentiel. Ces ajustements
progressifs ont été faits sur la base des isothermes d’adsorption expérimentales des corps purs
qui ont servi de référence pour calibrer notre potentiel. Enfin je me suis intéressée à l’hydratation
car dans l’étude précédente j’avais pu constater l’effet remarquable de la présence de traces d’eau
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sur les capacités d’adsorption de la MOF considérée. L’hydratation est de plus une thématique
complexe qui répond à un questionnement fondamental de plus en plus fort dans la communauté.
Il est intéressant de voir comment des contraintes industrielles influencent la recherche, même
fondamentale. La présence de traces de polluants est en effet inévitable à l’échelle industrielle car
leur élimination ne répond pas aux cahier des charges des industriels, aucun procedé ne serait
ainsi profitable. Sur cette thématique les simulations fournissent une explication mécanistique,
suggèrent quelques voies d’amélioration (e.g. pour rendre plus hydrophobe l’adsorbant) mais ne
sont pas entièrement conclusives. Tout au long de mes travaux il y a donc un lien indissociable
entre la théorie et l’expérience qui se décline de manière différente selon les sujets abordés.
Ce manuscrit peut ainsi être lu comme une démonstration de la complémentarité de ces deux
approches.

En ce qui concerne les matériaux étudiés, plusieures difficultés d’ordre différent dérivent du fait
de travailler sur les MOFs. En premier lieu, bien que dans la littérature de nombreux articles
existent sur ces matériaux et augmentent de manière exponentielle depuis le début des années
2000, il s’agit surtout d’articles reportant la synthèse de nouvelles MOFs et des caractérisations
de routine. Les études complètes, approfondies et fiables sont plus rares. Des exemples de cela
sont les valeurs reportées dans la littérature pour le volume poreux de la MOF HKUST-1 qui
diffèrent sensiblement entre elles selon la voie de synthèse utilisée (0.33 cm3/g, 0.62 cm3/g, 0.71
cm3/g et 0.83 cm3/g) et celles du volume poreux mesuré et calculé de l’IRMOF-14 (0.69 cm3/g
et 2.26 cm3/g respectivement). En outre, du point de vue méthodologique, il est difficile de
modéliser les MOFs en raison de la grande variété topologique et chimique qui les caractérise
et de leur flexibilité. Cette difficulté réside notamment dans le choix des potentiels adaptés à
décrire les interactions adsorbant–adsorbat. En raison de la taille de ces systèmes il n’est pas
possible d’utiliser uniquement des méthodes quantiques. Souvent, une stratégie couplant les
deux approches est utilisée et c’est ce que nous avons fait dans le cas de la MOF Zn2(CBTACN) :
les charges partielles portées par la charpente ont été calculées par des méthodes quantiques
et les interactions CO2–MOF ont été décrites par un potentiel standard de type Lennard–
Jones. Cette approche n’aboutissant pas à une bonne reproduction des isothermes d’adsorption
expérimentales, nous avons dû ajuster le potentiel ad hoc pour le couple adsorbant–adsorbat
considéré. Des autres approches restent donc à tester, une possibilité pourrait être d’étudier
séparément par des méthodes quantiques plusieurs fragments du matériau. Si on considère de
plus les contraintes industrielles dont j’ai parlé précédemment, l’optimisme et l’enthousiasme
qui accompagnent les MOFs depuis leur apparition sont à tempérer. Le risque est le même
que celui que les nanotubes de carbone ont couru. En effet dans les années 90 ils étaient
dépositaires d’un grand intérêt et un fort espoir dans la communauté scientifique pour leurs
nombreuses qualités (particulièrement leur dureté et légèreté) mais finalement ils n’ont pas fait
leurs preuves à l’échelle industrielle et leurs applications restent encore marginales à ce jour.
Le cas échéant les MOFs auront été une forme d’exercice intellectuel de conception qui met
en évidence l’exceptionnel niveau de maîtrise de la chimie de coordination et d’autoassemblage
désormais atteint.
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Liste des abréviations

ANR Agence Nationale de la Recherche
BDC benzènedicarboxylate
BTC benzènetricarboxylate
BLYP Becke–Lee–Yang–Parr (fonctionnelle d’échange–corrélation)
BET Brunauer–Emmet–Teller
BPDC biphényledicarboxylate
CBTACN 1,4,7-tris(4-carboxybenzyl)-1,4,7-triazacyclononane
CG correction de gradient (fonctionnelle à)
ChelpG Charges from electrostatic potentials using a grid based method
COF Covalent–Organic Frameworks
CPMD Car–Parrinello Molecular Dynamics
CVFF Consistent-Valence Force Field
dabco diazabicyclooctane
DFT Density functional theory (théorie de la fonctionnelle de la densité)
DUT Dresden University of Technology
EDX Energy Dispersive X-ray spectrometry
EXAFS Extended X-ray Absorption Fine Structure
EXEDOS Expanded Ensemble Density of States
GCMC Grand Canonical Monte Carlo (Monte-Carlo dans l’ensemble grand-canonique)
GEMC Gibbs Ensemble Monte Carlo (Monte-Carlo dans l’ensemble de Gibbs)
HKUST Hong Kong University of Science and Technology
IMCAT Innovative Materials for CO2 Capture by Adsorption Technology
IRMOF Isoreticular Metal–Organic Frameworks
IUPAC International Union of Pure and Applied Chemistry
LDA Local Density Approximation (fonctionnelle)
MC Monte-Carlo
MIL Matériaux de l’Institut Lavoisier
MFU Metal–organic Frameworks Ulm University
MOF Metal–Organic Frameworks
NIST National Institute of Standards and Technology
PBE0 Perdew–Burke–Ernzerhof (fonctionnelle de)
PSA Pressure Swing Adsorption
pzdc pyrazinedicarboxylate
QMC Quantum Monte Carlo
SBU Secondary Building Unit
SPC Soft Porous Crystals
TCPP tétracarboxyphenylporphyrine
TDSCF Time-Dependent Self-Consistent Field
THT tétrahydrothiophène
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TPDC terphényledicarboxylate
TraPPE Transferable Potentials for Phase Equilibria
VMD Visual Molecular Dynamics
XANES X-ray Absorption Near Edge Structure
XPS X-ray Photoelectron Spectroscopy
ZIF Zeolitic Imidazolate Frameworks
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