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Chapitre 1

Introduction

Cette thèse porte sur les modèles de référence en évolution moléculaire. En particulier,
elle s’intéresse au modèle de référence actuellement dominant, la théorie neutraliste de
l’évolution moléculaire. L’objectif de la thèse est d’étudier comment ce modèle de référence
est utilisé, en particulier quelles sont les conséquences de ses hypothèses sur les inférences
faites dans son cadre. Dans un deuxième temps, nous avons pour objectif de comparer ce
modèle de référence à d’autres modèles possibles, basés sur d’autres hypothèses.

Dans cette introduction, je présente tout d’abord un résumé historique de l’émergence
de la théorie neutraliste dans la partie 1.1. N’ayant pas pour ambition de retracer une
histoire exhaustive de la théorie de l’évolution, j’ai choisi de démarrer cet historique au
début du XXème siècle, en présentant les théories en vigueur à cette époque et leur dévelop-
pement jusque dans les années 1960. C’est à cette période qu’apparaissent de nouvelles
données aboutissant à la proposition d’une nouvelle théorie, la théorie neutraliste, dé-
taillée dans la partie 1.2. Je présente ensuite les applications actuelles de cette théorie
en évolution moléculaire (partie 1.3). Après avoir mis en évidence quelques problèmes
et incohérences liés à cette utilisation, je présente dans la partie 1.4 d’autres modèles
possibles, déjà décrits mais peu ou pas utilisés, et que nous nous proposons dans cette
thèse de confronter aux données. Enfin, dans la partie 1.5, je détaille les objectifs de cette
thèse, et je décris sommairement les différentes parties qui la composent en exposant les
questions auxquelles elles tentent de répondre.
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1.1 Émergence de la théorie neutraliste de l’évolution

moléculaire

1.1.1 La théorie de l’évolution au début du XXème siècle

Ce résumé historique (section 1.1.1) est principalement basé sur les chapitres 10 et 11
du livre d’Hervé Le Guyader, Penser l’Évolution, paru en 2012.

Au début du XXème siècle, cela fait quarante ans que l’ouvrage fondateur de Charles
Darwin, L’Origine des espèces, a été publié. Le concept général d’évolution a été rapide-
ment accepté après la publication de l’ouvrage, mais le mécanisme proposé par Darwin, la
sélection naturelle, reste controversé. Darwin base sa théorie de l’évolution par sélection
naturelle sur trois principes : variations entre individus, adaptation au milieu et hérédité
des caractères. Mais il ne fournit pas d’explication précise sur le mécanisme d’apparition
de nouvelles espèces. Ainsi, d’autres alternatives sont encore défendues pour expliquer
l’évolution. Certains s’appuient sur la théorie que Jean-Baptiste de Lamarck a formulée
au début du XIXème siècle, et soutiennent que l’évolution s’effectue par transmission des
caractères acquis. D’autres pensent que l’évolution se fait par sauts évolutifs importants
en une seule génération : c’est le saltationnisme. Enfin, l’orthogenèse défend l’idée que
les organismes sont soumis à des forces internes telles que des lois de développement, qui
guident l’évolution dans une certaine direction.

Lois de Mendel et génétique des populations

En 1900, les travaux de Johann Gregor Mendel, initialement publiés en 1865, sont re-
découverts indépendamment par trois botanistes européens, le Hollandais Hugo de Vries,
l’Allemand Carl Correns et l’Autrichien Erich Tschermak (voir le numéro spécial « 1900 :
Redécouverte des lois de Mendel » des Comptes rendus de l’Académie des sciences, série
III, tome 323, no12, 1033-1196, décembre 2000). Cette redécouverte passe par des expé-
riences ou des observations semblables à celles qu’avait faites Mendel. En particulier, ces
résultats montrent que les contributions de chaque parent gardent leur intégrité dans la
descendance, au lieu de se mélanger comme cela était souvent supposé dans les théories
précédentes de l’hérédité. Dans le cas de De Vries, cette redécouverte s’associe à la notion
de mutation qu’il introduit en décembre 1901 après avoir observé des variations brusques
de certains caractères chez une plante qu’il étudie. Ces mutations sont selon lui à l’origine
de la variabilité de l’espèce.

La redécouverte de ces lois en 1900 déclenche une opposition entre les «mendéliens »
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(parmi lesquels William Bateson et Hugo de Vries) et les biostatisticiens ou biométriciens
(parmi lesquels Karl Pearson et Walter Weldon). Ces derniers cherchent, sous l’influence
des idées de Francis Galton, à développer une théorie statistique de l’évolution. Ils veulent
estimer les taux d’évolution et l’intensité de la sélection naturelle à partir de mesures
de différents caractères, réalisées sur des populations animales, sur lesquels selon eux
la sélection naturelle agit par des variations infimes. À l’inverse des biométriciens qui
construisent leur théorie de la sélection en choisissant de ne pas se préoccuper de la nature
de l’hérédité, les mendéliens se concentrent eux sur la théorie de la mutation d’Hugo de
Vries et soutiennent que les nouvelles espèces apparaissent par des sauts mutationnels
plutôt que par sélection graduelle.

Aucune des deux approches n’était réellement en contradiction avec la théorie de
l’évolution de Darwin, mais elles s’intéressaient chacune à deux aspects différents de la
théorie darwinienne : les biométriciens était focalisés sur la sélection et les mendéliens sur
la modification, ce qui a causé cette controverse entre les deux visions. Le mendélisme
était vu comme en désaccord avec la théorie de Darwin, car il était associé par Bateson
au saltationnisme, alors que les biométriciens, qui se réclamaient héritiers de Darwin,
défendaient une vue gradualiste (Nordmann, 1992).

Les lois de Mendel sont étendues aux espèces animales par Lucien Cuénot en 1902. Les
termes de génétique et de gène apparaissent respectivement en 1906 (William Bateson)
et 1909 (Wilhelm Johannsen). Le gène, qui remplace le facteur utilisé jusqu’à présent,
bien que toujours abstrait, est maintenant une unité de mutation en plus d’être une
unité de transmission. À partir de ces nouveaux concepts, ainsi que de ceux de génotype
et phénotype introduits peu après, apparaissent deux voies de recherche. D’un côté on
cherche à connaître le support matériel de l’hérédité, et de l’autre on s’intéresse au rôle
de la mutation dans le mécanisme de sélection proposé par Darwin.

La recherche du support matériel de l’hérédité aboutit dans un premier temps à la
théorie chromosomique selon laquelle les chromosomes sont le support des gènes (Walter
Sutton, Theodor Boveri, équipe de Thomas H. Morgan), développée à partir de 1902 et
largement acceptée par la communauté à partir de 1914. Les notions de gènes indépendants
ou liés sont ainsi expliquées, et on met en évidence la recombinaison, via l’observation
des crossing-over. Ainsi, le gène devient le support d’un caractère héréditaire qui peut
recombiner et muter, et donc être à la base de la descendance avec modification proposée
par Darwin.

La génétique des populations, discipline qui apparaît à cette époque, a pour but de
concilier les concepts de la génétique et de la biologie évolutive, en étudiant la composi-
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tion génétique de populations et ses changements sous l’action de différents facteurs, dont
la sélection. Plus précisément, des modèles mathématiques sont développés pour décrire
les variations de fréquences alléliques, afin d’établir des prédictions générales et de les
confronter aux données. Contrairement à la sélection artificielle, qui a pu être mise en
évidence par la domestication, la sélection naturelle ne peut pas être testée expérimenta-
lement, on ne connait pas précisément son mode de fonctionnement, il faut donc passer
par de la modélisation.

Le premier résultat majeur de génétique des populations est proposé indépendamment
par le mathématicien anglais Godfrey Hardy et le médecin allemand Wilhelm Weinberg
en 1908 : c’est la loi dite de Hardy-Weinberg qui décrit les fréquences alléliques et géno-
typiques dans une population à l’équilibre. Pour une population de grande taille, dans
laquelle les croisements sont aléatoires et les forces évolutives (sélection naturelle, muta-
tion et migration) n’interviennent pas, les proportions génotypiques sont constantes de
génération en génération. On peut attribuer une partie du succès de cette loi à sa simplicité
mathématique (Hervé Le Guyader rapporte dans son ouvrage que «Hardy, qui fit le calcul
sur un coin de table, à la fin d’un repas, ne voyait pas l’intérêt de sa publication »). Cette
loi permet de tester si une population donnée est à l’équilibre. Les généticiens des popula-
tions vont progressivement complexifier les modèles pour évaluer les forces évolutives qui
font qu’une population n’est pas à l’équilibre d’Hardy-Weinberg.

En 1924, John B.S. Haldane introduit la notion de valeur sélective, fitness en anglais,
pour étudier les effets de la sélection. Cette valeur comprise entre 0 et 1, qui caractérise
chaque génotype, représente la capacité de survie et de reproduction dans un environne-
ment donné. Haldane établit une relation entre l’intensité de la sélection et les change-
ments de fréquences alléliques et détermine ainsi les probabilités pour qu’un allèle se fixe
dans une population, c’est à dire que sa fréquence atteigne 1, ou qu’il disparaisse, ou qu’il
soit maintenu à un équilibre polymorphe si l’hétérozygote a la plus grande valeur sélec-
tive. Enfin, il introduit la notion d’équilibre mutation-sélection pour les allèles délétères :
la mutation les fait apparaître et la sélection les élimine. Une synthèse de ses travaux est
publiée en 1932 dans le livre The Causes of Evolution.

Ronald A. Fisher développe en parallèle des travaux similaires, portant notamment
sur l’évolution de la dominance, la sélection sexuelle et le mimétisme. En 1918, il publie un
article sur la corrélation entre individus apparentés, étudiée par des méthodes statistiques
basées sur les hypothèses de l’hérédité mendélienne. En 1922, il introduit l’utilisation des
méthodes stochastiques en génétique des populations, pour étudier la fluctuation aléatoire
des fréquences géniques. Il considérera par la suite que l’effet de la fluctuation aléatoire
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peut être négligé puisqu’il est très faible pour les populations de grande taille que sont
la majorité des espèces. Il introduit également dans son papier de 1922 la notion de
superdominance qui aura une grande importance par la suite : si la sélection favorise
l’état hétérozygote, les deux allèles sont maintenus dans la population. Fisher a eu une
grande influence sur la conception de l’évolution selon laquelle la vitesse et la direction
de l’évolution sont quasiment exclusivement déterminées par la sélection naturelle. C’est
cette vision qui va être dominante par la suite. Il résume ses travaux en 1930 dans son
livre The Genetical Theory of Natural Selection.

Haldane et Fisher étudient des populations de grande taille : ils ne tiennent pas compte
de l’échantillonnage aléatoire des individus et des gamètes au moment de la reproduction,
leur traitement des changements de fréquences alléliques est déterministe. À l’inverse,
Sewall Wright met l’accent sur l’importance de l’échantillonnage aléatoire en définissant
la dérive aléatoire, c’est à dire la fluctuation des fréquences alléliques dans une petite po-
pulation, due à l’échantillonnage aléatoire. Son article Evolution in Mendelian populations
paraît en 1931.

Haldane, Fisher et Wright sont considérés comme les trois pères de la génétique des
populations, dont ils ont quasiment achevé de développer l’essentiel de la théorie mathé-
matique dès le début des années 1930.

Théorie Synthétique de l’Évolution

Les avancées en génétique des populations combinées à la théorie chromosomique de
l’hérédité aboutissent à la fin des années 1930 à la Théorie Synthétique de l’Évolution,
qui propose une vision unifiée de la génétique, la biologie naturaliste et la paléontologie
pour expliquer l’origine des espèces. Elle est principalement due à Theodosius Dobzhansky
(Genetics and the Origin of Species publié en 1937), Ernst Mayr (Systematics and the
Origin of Species publié en 1942), et Julian Huxley (Evolution, the Modern Synthesis
publié en 1942).

Hervé Le Guyader propose un résumé en sept points des idées majeures de cette
Théorie Synthétique :

— Théorie chromosomique de l’hérédité : l’hérédité est exclusivement génétique, les
caractères hérités des parents interagissent mais ne se mélangent pas. L’hérédité
est portée par les gènes, il n’y a pas d’hérédité des caractères acquis.

— La mutation est à l’origine d’une grande variabilité des populations naturelles.
— L’évolution se fait à l’échelle de populations qui peuvent échanger des gènes via la

migration, ou spécier dans le cas d’un isolement géographique.
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— Les populations évoluent de façon graduelle par modifications de faible amplitude.
— La sélection naturelle est la force évolutive majeure expliquant les changements au

sein des populations.
— La majorité des différences observées entre les individus sont des adaptations ré-

sultant de la sélection naturelle, positive ou négative.
— Les observations à l’échelle macro-évolutive (c’est à dire à l’échelle des espèces,

des phylums, etc.) sont la résultante des processus micro-évolutifs (à l’échelle de
quelques générations) qui ont contrôlé l’évolution des populations pendant une
grande période de temps.

On peut noter l’importance donnée à la sélection dans la théorie synthétique, tandis que la
dérive aléatoire, étudiée par Wright, n’est pas mentionnée, et ce malgré les collaborations
étroites entre Wright et Dobzhansky, l’un des fondateurs de la synthèse.

1.1.2 La querelle du polymorphisme

Cette section s’appuie principalement sur le chapitre 3 de l’ouvrage Les avatars du
gène : la théorie néodarwinienne de l’évolution, coécrit par Pierre-Henri Gouyon, Jean-
Pierre Henry et Jacques Arnould et publié en 1997, ainsi que sur le chapitre 2 du livre de
Motoo Kimura, The Neutral Theory of Molecular Evolution, publié en 1983.

Vision orthodoxe au milieu du XXème siècle

Le polymorphisme est défini par Edmund B. Ford en 1940 comme étant la coexistence,
dans une population, de deux formes discontinues (ou plus) dans des proportions telles
que la plus rare ne peut être maintenue par le seul effet d’une mutation récurrente. À
l’échelle génétique, il se définit comme la coexistence de plusieurs allèles au même locus.

La définition de Ford exclut à dessein le cryptopolymorphisme, correspondant aux
allèles létaux, qui par définition ne se transmettent pas car les individus qui les portent
ne peuvent pas se reproduire. Ces allèles apparaissent par mutation et sont éliminés par
la sélection, ils sont présents dans la population à de très faibles fréquences. C’est le cas
d’un grand nombre de maladies génétiques graves, comme la mucoviscidose.

En 1930, Fisher démontre que plus il y a de variation génétique dans une population,
plus elle évolue rapidement par sélection. Cette relation est vérifiée expérimentalement en
1964 par Francisco J. Ayala sur des populations de drosophiles plus ou moins variables
génétiquement. Deux modèles vont s’affronter pour expliquer cette variabilité génétique,
et donc la capacité héréditaire des populations à évoluer. Notons que cette « querelle
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du polymorphisme » est parfois présentée du point vue de l’hétérozygotie : quelle est la
proportion de locus hétérozygotes ?

D’un côté, le modèle « classique » proposé par Hermann J. Muller, postule que les
populations ont une faible diversité génétique. Les gènes sont majoritairement sous forme
d’un allèle « naturel » à fréquence proche de 1, les autres allèles, délétères, sont maintenus
à faible fréquence. Ce modèle découle du constat que la majorité des mutations observées
lors d’expériences sont délétères. Les mutations bénéfiques sont néanmoins possibles :
après son apparition, un allèle bénéfique envahirait rapidement la population et rempla-
cerait l’allèle « naturel » initial. Dans ce modèle, les loci hétérozygotes sont minoritaires.

D’un autre côté, le modèle « équilibré » est défendu par Dobzhansky et Ford. Les po-
pulations ont une grande diversité génétique, il n’y a pas un allèle majoritaire à chaque
locus dans toutes les populations. Un allèle majoritaire dans une population peut être
minoritaire ailleurs. Les différentes formes de sélection naturelle maintiennent cette di-
versité. Dans ce modèle, un grand nombre de loci sont à l’état hétérozygote. À un locus,
l’état homozygote a une moins bonne valeur sélective que l’état hétérozygote.

Le débat entre ces deux visions de la variabilité génétique, qui entraine de vives alter-
cations entre ses protagonistes, va se trouver éclairé par les données issues des nouvelles
méthodes de biologie moléculaire dans les années 1960.

L’ère de la biologie moléculaire commence en 1953 avec la découverte de la structure
de la molécule d’ADN (Acide Désoxyribonucléique) par James Watson, Francis Crick,
Maurice Wilkins et Rosalind Franklin (Watson and Crick, 1953). Le dogme central de
la biologie moléculaire permet d’établir que toute variation dans la séquence protéique
découle d’une variation dans la séquence d’ADN qui code cette protéine. Ainsi, on peut
étudier la variabilité génétique en étudiant la variabilité des séquences protéiques : cela
va être rendu possible grâce à la mise au point de l’électrophorèse sur gel d’amidon ou
d’acrylamide. Cette technique permet d’identifier des enzymes codées par différents allèles
d’un gène, mais qui ont conservé leur activité enzymatique : les allozymes. En effet, si ils
diffèrent d’un ou plusieurs acides aminés, ces allozymes diffèrent en structure moléculaire
et en charge : leur migration sur le gel sera donc différente. En 1963, Jack L. Hubby publie
une étude par éléctrophorèse de variabilité protéique chez la Drosophile. Peu après, il
collabore avec Richard Lewontin et ils appliquent sa méthode pour mesurer la proportion
de loci hétérozygotes dans les populations naturelles. Ils publient deux articles en 1968,
montrant que le niveau d’hétérozygocité est d’en moyenne 12% par locus et la proportion
de polymorphisme est 30% pour 18 loci de Drosophila pseudoobscura.
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C’est donc le modèle « équilibré » de Dobzhansky qui sort vainqueur de la querelle :
on détecte du polymorphisme dans les populations, il y a donc plusieurs allèles présents
à des fréquences du même ordre de grandeur, et non un allèle prédominant.

Pour expliquer comment ce polymorphisme est maintenu dans la population, l’hypo-
thèse prédominante, qui découle de la théorie synthétique et est défendue par Dobzhansky,
est la sélection, sous plusieurs formes. Plusieurs mécanismes sont proposés, qui coexistent
pour expliquer le polymorphisme :

— la superdominance : l’état hétérozygote a une meilleure valeur sélective que les
états homozygotes. L’exemple bien connu de superdominance est celui de la dré-
panocytose, ou anémie falciforme, dans les populations exposées au paludisme.
Cependant les exemples de superdominance sont rares et le rôle de cette force
de sélection pour expliquer le polymorphisme reste controversé. De plus, cela ne
permettait pas d’expliquer les hauts niveaux de polymorphisme observés chez les
haploïdes.

— la sélection fréquence-dépendante : la valeur sélective d’un génotype varie avec
sa fréquence dans la population. On peut citer l’exemple d’un génotype qui per-
mettrait d’exploiter une ressource du milieu qui n’est pas exploitée par les autres
individus de la même espèce : ce génotype est favorisé tant qu’il est rare, s’il de-
vient fréquent et que tous les individus utilisent cette ressource, il ne présente plus
d’avantage sélectif.

— la sélection dépendante du temps et de l’espace : la valeur sélective d’un génotype
varie dans le temps et dans l’espace, en raison de l’hétérogénéité temporelle et
spatiale du milieu.

— le polymorphisme transitoire : après l’apparition d’un nouvel allèle bénéfique dans
une population, une période de transition s’établit jusqu’au remplacement total de
l’ancien allèle, si celui ci est moins bénéfique que le nouveau. Si le nouvel allèle n’est
pas perdu par hasard dans les premières générations pendant lesquelles il est en très
faible fréquence, il pourra ensuite envahir la population, plus ou moins rapidement
selon que le gain d’avantage sélectif est plus ou moins important par rapport à
l’ancien allèle. On observe donc un polymorphisme pendant cette période, qualifié
de transitoire.

Ainsi, au début des années 1960, un consensus est atteint selon lequel tous les carac-
tères biologiques peuvent être interprétés grâce à l’évolution adaptative par sélection na-
turelle, vision défendue notamment par Ernst Mayr et appelée pan-sélectionnisme. La pos-
sible neutralité du point de vue de la sélection de certains gènes ou de polymorphismes est
fortement rejetée. Mayr suggère même d’éviter de se référer à la dérive génétique comme
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cause d’évolution, pour clarifier les discussions. Dans cette vision pan-sélectionniste, il faut
noter que le rôle de la mutation était considéré comme mineur, la variabilité génétique
entretenue par la recombinaison étant suffisante pour que l’évolution puisse agir même si
la pression de mutation est très faible voire nulle.

Nouvelles données moléculaires aboutissant à l’émergence de la théorie

neutraliste

À la même époque et à l’encontre de la tendance qui est plutôt aux arguments verbaux,
la théorie mathématique de la génétique des populations s’étoffe. À partir de 1964, Motoo
Kimura développe l’utilisation des équations de diffusion en génétique des populations.
Cela permet d’étudier le comportement d’allèles mutants en tenant compte de la dérive,
en plus des changements déterministes dus à la mutation et à la sélection. Il obtient par
exemple grâce à cette méthode la probabilité de fixation d’un allèle mutant, dans une
population de taille finie, en fonction de son avantage sélectif.

L’avènement de la biologie moléculaire apporte deux informations majeures qui vont
aboutir à l’émergence de la théorie neutraliste. Comme on l’a vu, les techniques d’électro-
phorèse ont révélé les niveaux importants de variabilité protéique entre les individus d’une
espèce, ce qui a permis d’estimer la variabilité génétique. Parmi les autres avancées per-
mises par l’arrivée de la biologie moléculaire, il est devenu possible de comparer les sé-
quences d’acides aminés de protéines chez différents organismes apparentés, comme par
exemple l’hémoglobine chez différents vertébrés. Ces comparaisons, en parallèle avec les
données paléontologiques, ont permis d’estimer les taux de substitutions (c’est-à-dire de
mutations fixées) d’acides aminés, et donc de nucléotides dans les gènes (Zuckerkandl
and Pauling, 1965). Ces auteurs ont montré que ces taux étaient constants sur les diffé-
rentes lignées et ont formulé l’hypothèse de l’horloge moléculaire. Selon cette hypothèse,
les mutations s’accumulent à une vitesse constante dans les génomes. La notion que les
séquences protéiques évoluent indépendamment des forces de sélection déterminées par
l’environnement semblait très contradictoire à l’orthodoxie de l’époque, qui voulait que la
sélection soit à l’origine de toute la variabilité.

Les observations qui mettent en doute la vision orthodoxe du pan-sélectionnisme sont
donc les suivantes :

— la quasi-uniformité des taux de substitutions d’acides aminés par an (horloge mo-
léculaire)

— le caractère aléatoire des types de substitutions observés
— le taux élevé de polymorphisme
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Parmi les arguments qui remettent en cause le rôle de la sélection dans le maintien du
polymorphisme figure également celui du fardeau génétique. Cette notion a été proposée en
1950 par Muller. Elle correspond à la différence de la valeur sélective d’une population par
rapport à l’optimum, due au maintien d’individus ayant des valeurs sélectives inférieures
à celle du meilleur individu de la population. Lorsque Hubby et Lewontin mettent en
évidence les taux élevés de polymorphisme dans les populations naturelles, ils analysent
ce polymorphisme important comme un fardeau : la population est composée d’individus
ayant des valeurs sélectives différentes, elle n’est donc pas optimale. Kimura montre que
le taux élevé de substitution implique un fardeau génétique incompatible avec la survie
des populations. En effet, plus le nombre de gènes sous sélection est élevée, plus le fardeau
génétique est élevé, et moins il y a d’individus qui ont accès à la reproduction.

Une solution au problème du fardeau génétique et à l’apparente contradiction de l’hor-
loge moléculaire est de considérer que les différences observées dans les populations na-
turelles, le polymorphisme, n’entraînent pas de différence de valeur sélective entre les
individus. On parle alors de polymorphisme neutre du point de vue de la sélection. C’est
ce que propose la théorie neutraliste formulée en 1968 par Motoo Kimura et Tomoko
Ohta, que nous allons détailler dans la section 1.2. Cette théorie est soutenue l’année
suivante par Jack Lester King et Thomas H. Jukes, qui, arrivés indépendamment à la
même conclusion que Kimura, publient un papier intitulé Non-Darwinian evolution.

La théorie neutraliste provoque un intense débat entre sélectionnistes et neutralistes.
Étant donné que la théorie neutraliste est aujourd’hui largement acceptée, nous ne nous
attarderons pas sur ces controverses passées qui ont été progressivement effacées par
l’accumulation des données soutenant la théorie neutraliste.

Quinze ans plus tard, Kimura résume ainsi le contexte de la proposition de cette
théorie, dans le premier paragraphe de la préface de son ouvrage The Neutral Theory of
Molecular Evolution :

«Ce livre représente ma tentative pour convaincre le monde scientifique que
la cause principale de changement évolutif à l’échelle moléculaire — les chan-
gements dans le matériel génétique — est la fixation aléatoire de mutants
neutres ou quasi-neutres du point de vue de la sélection, et non la sélection
darwinienne positive. Cette thèse, que j’appelle ici la théorie neutraliste de
l’évolution moléculaire, a causé un grande nombre de controverses depuis que
je l’ai proposée en 1968 pour expliquer certaines nouvelles découvertes en évo-
lution et de variabilité à l’échelle moléculaire. La controverse n’est pas surpre-
nante, puisque la biologie évolutive a été dominée depuis plus d’un demi-siècle
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par la théorie darwinienne, selon laquelle les organismes deviennent progressi-
vement adaptés à leur environnement en accumulant des mutants bénéfiques,
et les évolutionnistes s’attendaient naturellement à ce que ce principe s’étende
à l’échelle moléculaire. La théorie neutraliste n’est pas antagoniste à la vision
si appréciée de l’évolution des formes et des fonctions guidée par la sélection
darwinienne, mais elle souligne une autre facette du processus évolutif en insis-
tant sur le plus grand rôle de la pression de mutation et de la dérive aléatoire
à l’échelle moléculaire. »

Motoo Kimura (木村資生) est un généticien des popula-
tions japonais, né en 1924 et mort en 1994. Il débute sa carrière
scientifique en botanique, en étudiant la structure chromoso-
mique des Liliacées, ce qui l’amène à connaître les bases de la
génétique des populations. Dans son premier article de géné-
tique des populations, il décrit le modèle « stepping-stone » de
structuration de population pour raffiner les modèles en îles
de Wright (Kimura, 1953). Il obtient sa thèse en 1956, sous la
direction de James F. Crow à l’Université du Wisconsin, avant de retourner au Japon,
à l’Institut National de Génétique, où il restera tout le reste de sa carrière. Pendant
sa thèse, il développe un modèle général de dérive génétique, qui tient compte de la
sélection, de la migration et des mutations. Il a aussi introduit l’équation de Kol-
mogorov backward en génétique des populations, ce qui lui a permis de calculer la
probabilité de fixation d’un gène dans une population. Il est à l’origine des modèles
d’allèles infinis, de sites infinis et de mutation « stepwise ». Un premier compte-rendu
de ses approches est publié en 1960, dans son livre An Introduction to Population
Genetics. En 1968, il propose la théorie neutraliste de l’évolution moléculaire, qu’il
passera ensuite toute sa vie à développer et à défendre. Il détaille sa théorie en 1983
dans son ouvrage The Neutral Theory of Molecular Evolution, et publie également des
ouvrages de vulgarisation, comme My Views on Evolution, qui sera un best-seller au
Japon. Il a reçu entre autres récompenses la médaille Darwin de la Royal Society en
1992.
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1.2 Théorie neutraliste de l’évolution moléculaire

La théorie neutraliste de l’évolution est formulée en 1968 par Motoo Kimura. Il la
résume ainsi dans le premier paragraphe de l’introduction de son ouvrage de 1983, The
Neutral Theory of Molecular Evolution :

« La théorie neutraliste affirme que la grande majorité des changements évo-
lutifs à l’échelle moléculaire, révélés par les études comparatives de protéines
et de séquences d’ADN, sont causés non pas par la sélection darwinienne mais
par la dérive aléatoire de mutants neutres ou quasi-neutres du point de vue
de la sélection. Cette théorie ne nie pas le rôle de la sélection naturelle dans
la détermination du chemin de l’évolution adaptative, mais elle suppose que
seule une infime fraction des changements de l’ADN dans l’évolution sont
adaptatifs dans la nature, tandis que la grande majorité des substitutions mo-
léculaires sans effet sur le phénotype n’exercent aucune influence significative
sur la survie et la reproduction, et dérivent aléatoirement dans l’espèce.

La théorie neutraliste affirme également qu’une grande partie de la variabi-
lité intraspécifique à l’échelle moléculaire, qui se manifeste par exemple sous
forme de polymorphisme protéique, est essentiellement neutre, si bien que la
majorité des allèles polymorphes sont maintenus dans les espèces par pression
de mutation et extinction aléatoire. En d’autres termes, la théorie neutraliste
voit le polymorphisme protéique et de l’ADN comme une phase transitoire de
l’évolution moléculaire, et rejette la notion que la majorité de ces polymor-
phismes sont adaptatifs et maintenus dans l’espèce par une forme de sélection
balancée. »

1.2.1 Hypothèses et paramètres

Neutralité

La neutralité évoquée par la théorie ne doit pas être prise au sens strict, d’ailleurs
Kimura parle souvent de mutants neutres ou quasi-neutres du point de vue de la sélec-
tion. En fait, l’essence de la théorie se trouve dans le fait que les facteurs principaux de
l’évolution sont la mutation et la dérive aléatoire. Les mutants doivent donc être suffi-
samment neutres pour que le hasard joue le rôle principal. Kimura propose d’ailleurs dans
son ouvrage de 1983 que la théorie soit plutôt nommée «Théorie de la dérive aléatoire des
mutations » mais estime que l’appellation de théorie neutraliste est déjà très répandue et
qu’il ne faut pas « changer de cheval au milieu du gué ».
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Figure 1.1 – Évolution de la fréquence de mutations dans une population finie de taille
efficace Ne (d’après Kimura, 1983). Les trajectoires représentées en gras aboutissent à la
fixation de l’allèle dans la population. Les autres trajectoires aboutissent à l’extinction
du nouvel allèle.

Dérive (génétique) aléatoire

Comme on l’a vu, l’essentiel de la théorie neutraliste n’est pas tant la neutralité de
la majorité des mutations que le fait que l’évolution de leur fréquence est déterminée
par la dérive aléatoire. La dérive correspond, dans une population d’effectif limité, à la
fluctuation aléatoire de la fréquence des mutations au fil des générations, liée à l’effet
d’échantillonnage au moment de la reproduction (Figure 1.1). Cet échantillonnage a lieu
à deux niveaux. Au moment de la reproduction, tous les individus ne participent pas à la
production de la génération suivante. De plus, pour un individu hétérozygote à certains
de ses loci, les gamètes ne seront pas tous identiques : ainsi, certains de ses allèles ne
seront pas transmis à sa descendance. Il y a donc échantillonnage des individus et des
gamètes. Un mutant présent en faible fréquence peut ainsi être perdu si les individus ou
les gamètes dans lesquels il est présent ne sont pas échantillonnés. Plus la population est
de petite taille, plus l’effet de cet échantillonnage aléatoire sera important.

Parmi les nombreuses mutations qui apparaissent à chaque génération dans une grande
population, la majorité est perdue par hasard au cours des premières générations. Cela
concerne aussi bien les mutations désavantageuses que les neutres et les avantageuses
(sauf si l’avantage sélectif est très important). La fixation d’un mutant neutre prend en
moyenne 4Ne générations pour une espèce diploïde (Kimura and Ohta, 1969) où Ne est
la taille efficace de la population, définie dans la section suivante.
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Taille efficace de population

La taille efficace de population, couramment notée Ne, a été introduite en 1931 par
Wright, dans le but de tenir compte des différents facteurs qui font qu’une population
réelle diffère d’une population théorique idéale. En effet, dans une population réelle, les
fluctuations de taille de population, la différence entre le nombre de mâles et le nombre
de femelles ou encore la structuration de la population ont un effet sur les fréquences
alléliques ou les taux de fixation. La taille efficace de population est donc le nombre
d’individus d’une population théorique idéale ayant la même intensité de dérive génétique
que la population réelle étudiée.

On peut définir la taille efficace de multiples manières : par exemple, si une population
est constituée deNm mâles reproducteurs et deNf femelles reproductrices, la taille efficace
de la population est :

Ne =
4NmNf

Nm +Nf

(1.1)

(Wright, 1931). On voit que si Nm et Nf sont très différents, Ne sera principalement
déterminé par le plus petit effectif : si par exemple le nombre de femelles Nf est très
grand mais qu’il n’y a qu’un seul mâle reproducteur (Nm = 1), on aura Ne ≈ 4.

Une autre définition de la taille efficace est la suivante : si la taille de la population
change de façon cyclique avec une courte période de g générations,

Ne =
g∑g

i=1 1/Ni

(1.2)

ce qui correspond à la moyenne harmonique du nombre d’individus pendant un cycle
(Wright, 1938). Dans ce cas, Ne est principalement déterminé par les phases du cycle
pendant lesquelles Ni est petit.

On compte encore d’autres définitions possibles (voir section 4 du chapitre 3 de l’ou-
vrage de Kimura) et autant de manières d’estimer ce paramètre central des modèles basés
sur la théorie neutre. Nous reviendrons dans la section 1.3.3 sur les incohérences que cela
peut engendrer.

1.2.2 Outils mathématiques

Pour réaliser une étude théorique de génétique de populations, on utilise des modèles
qui tentent de capturer les caractéristiques biologiques fondamentales de l’évolution d’une
population, tout en restant assez simples pour pouvoir être décrits et utilisés mathémati-
quement. La théorie neutraliste est un cadre théorique, mais ce n’est pas un outil ou un
modèle descriptif, c’est un ensemble d’hypothèses. Un certain nombre d’outils, développés
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Figure 1.2 – Modèle de Wright-Fisher pour une population de tailleN=11. Les individus,
haploïdes, sont représentés par des cercles. 5 générations discrètes sont représentées, et
les traits qui relient les individus sont des liens de parenté. Les deux individus colorés en
gris à la dernière génération ont un ancêtre commun 4 générations auparavant (lignées en
gras).

avant ou après l’avènement de la théorie neutraliste, sont aujourd’hui couramment utilisés
dans ce cadre théorique. J’en présente ici quelques uns des principaux, que j’ai utilisés
pendant ma thèse, en me basant principalement sur les chapitres 3 et 4 de l’ouvrage de
John Wakeley, Coalescent Theory, An Introduction, publié en 2009.

Modèle de Wright-Fisher

Un des modèles de génétique des populations les plus utilisés est celui développé par
Fisher (1930) et Wright (1931). On considère une population de taille constante N . À
chaque génération, tous les individus de la population meurent et sont remplacés par
leur descendance, on parle de générations discrètes (non-chevauchantes). La descendance
est un échantillonnage aléatoire avec remise de la génération actuelle. Une représentation
graphique en est donnée dans la Figure 1.2. Comme la taille de population N est finie et
qu’un même individu peut donner plusieurs descendants, tous les individus ne participent
pas forcément à la génération suivante, ce qui cause la dérive aléatoire (voir section 1.2.1).
Le modèle de Wright-Fisher s’applique aussi aux organismes diploïdes, en supposant qu’il
n’y a qu’un seul type reproductif (pas de mâles et de femelles mais uniquement des
individus hermaphrodites).

Prenons une population dans laquelle deux allèles A et a ségrègent. L’allèle A est
présent en i copies et l’allèle a en N − i copies où N est la taille de la population et
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i ∈ [1, N − 1]. La fréquence de l’allèle A à cette génération est donc p = i/N et la
fréquence de l’allèle a est 1 − p. Soit Pij la probabilité qu’un allèle présent en i copies à
la génération actuelle soit présent en j copies à la génération suivante. Si les allèles A et
a ont la même valeur sélective, que la population n’est pas subdivisée et qu’il n’y a pas
de mutations, on a :

Pij =

(
N

j

)
pj(1− p)N−j où 0 6 j 6 N (1.3)

Le nombre de copies de l’allèle A à la génération suivante, noté K, suit une loi binomiale
de paramètres N et p. On a donc :

E[K] = Np = i et Var[K] = Np(1− p) (1.4)

Si on note ∆p la différence de fréquence d’un allèle entre deux générations, on a E[∆p] = 0

et Var[∆p] = p(1 − p)/N : on s’attend à ce que le nombre de copies de A reste constant
en moyenne, mais il peut en fait prendre toutes les valeurs entre 0 et N . Au cours du
temps, la fréquence de l’allèle A va dériver selon une chaîne de Markov avec probabilités
de transition Pij. Du fait de l’équation 1.4, on dit que dans le modèle de Wright-Fisher,
la dérive est de l’ordre de 1/N par génération.

Il existe d’autres modèles en génétique des populations, comme le modèle de Moran
(1958), dans lequel une génération correspond à la mort et au remplacement d’un seul
individu.

Coalescent de Kingman

Le coalescent est l’arbre des lignées ancestrales d’un ensemble d’individus, jusqu’à leur
ancêtre commun le plus récent (MRCA, most recent common ancestor). John Kingman a
montré que c’est le processus ancestral limite d’un grand nombre de modèles de génétique
des populations, parmi lesquels le modèle de Wright-Fisher et le modèle de Moran (King-
man, 1982a,b). Dans l’approche coalescente, en génétique des populations, on remonte le
temps du présent vers le passé, à l’inverse de ce qu’on a pu voir au paragraphe précédent
avec le modèle de Wright-Fisher dans lequel on considère le temps prospectif, du passé
vers le présent.

Le coalescent d’un échantillon de n individus est constitué de n − 1 évènements de
coalescence (Figure 1.3). À chaque coalescence, le nombre de lignées (n au temps présent)
diminue de 1. Au dernier évènement de coalescence, les deux dernières lignées coalescent :
c’est l’ancêtre commun le plus récent de l’échantillon. On nomme Ti le temps pendant
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Figure 1.3 – Coalescent d’un échantillon de 7 individus

lequel il y a i lignées ancestrales de l’échantillon. Le temps d’atteinte de l’ancêtre commun
le plus récent s’exprime donc :

TMRCA =
n∑
i=2

Ti (1.5)

Les Ti sont indépendants. On peut également caractériser l’arbre par la longueur totale
de ses branches, qui s’exprime ainsi :

Ttotal =
n∑
i=2

iTi (1.6)

Le coalescent a des propriétés de linéarité avec la taille de population N , on exprime
la plupart du temps le temps en unités de N générations : c’est ce qu’on appelle l’unité
de temps coalescente.

Sous les hypothèses de neutralité, de taille constante de population et de panmixie, on
peut décrire un certain nombre de distributions de probabilités concernant le coalescent.
Les hypothèses de neutralité et de panmixie permettent de considérer que le nombre de
descendants d’un individu ne dépend pas de l’individu : les individus sont tous équiva-
lents et leurs nombres de descendants sont des variables aléatoires échangeables. Elles
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sont identiquement distribuées, mais pas indépendantes du fait de l’hypothèse de taille
constante de la population.

Kingman a montré que, quand la taille de population N tend vers l’infini, les temps
Ti, exprimés en unités de temps coalescentes, suivent une loi exponentielle de paramètre(
i
2

)
pour i = 2, ..., n. On a ainsi des temps de coalescence tels que :

E[Ti] =
2

i(i− 1)
et Var[Ti] =

(
2

i(i− 1)

)2

(1.7)

Plus on remonte dans le temps, c’est-à-dire plus i est petit, plus les temps moyens de
coalescence sont longs et plus la variance augmente. Grâce aux équations 1.5 et 1.6, on
a :

E[TMRCA] = 2

(
1− 1

n

)
et E[Ttotal] = 2

n−1∑
i=1

1

i
(1.8)

Ainsi, E[TMRCA] converge vers 2 quand la taille de l’échantillon n tend vers l’infini, tandis
que E[Ttotal] tend vers l’infini (Watterson, 1975; Hudson et al., 1990; Tajima, 1993; Tavaré
et al., 1997).

1.3 Utilisation du modèle neutre en évolution

moléculaire

1.3.1 Description de la diversité génétique

Pour étudier les séquences d’ADN polymorphes d’un échantillon d’individus, on ajoute
un processus de mutation au coalescent de Kingman, qui permet ainsi de rendre compte
de l’évolution de séquences d’ADN. Les évènements de coalescence représentent toujours
la parenté entre les individus, mais des mutations peuvent maintenant se produire le long
des branches de l’arbre. On considère uniquement des mutations neutres, qui n’affectent
donc pas la généalogie.

Pour une généalogie longue et une probabilité de mutation faible et constante, le
nombre de mutations qui surviennent sur une branche de longueur donnée sera approximé
par une distribution poissonnienne de paramètre égal au nombre attendu de mutations
pendant ce temps donné. On définit θ = 2Nµ comme étant le double du nombre moyen de
mutations introduites dans la population de taille N à chaque génération, µ étant le taux
de mutation par génération et par site. Le coefficient 2 a été introduit par les généticiens
des populations pour simplifier les calculs. Le paramètre θ peut aussi se définir comme
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le double du nombre moyen de mutations le long d’une lignée d’une unité de temps
coalescent.

Le long d’une généalogie de longueur t, le nombre de mutations K suit donc une loi
de Poisson de paramètre θt/2 :

P (K = k | t) =

(
θt
2

)2
k!

e−
θt
2 où k = 0, 1, 2..., (1.9)

Et on a donc
E[K | t] = Var[K | t] =

θt

2
(1.10)

On peut ainsi calculer l’espérance du nombre de sites polymorphes dans un échantillon
de taille n, noté S (Watterson, 1975) :

E[S] = E[K]E[Ttotal] =

(
θ

2

)(
2
n−1∑
i=1

1

i

)
= θ

n−1∑
i=1

1

i
(1.11)

À partir d’un alignement de séquences, on peut donc mesurer le nombre de sites
polymorphes S qui permettra d’estimer θ : c’est l’estimateur dit de Watterson, noté θ̂S
(Watterson, 1975). On peut également estimer θ à partir d’une autre mesure couramment
utilisée en génétique des populations : le nombre moyen de différences entre paires de
séquences dans un échantillon, noté π. On peut montrer que E[π] = θ, ce qui permet
d’estimer θ̂π (Tajima, 1983). Ces estimateurs de θ permettent de tester statistiquement
la validité du modèle neutre à partir d’un échantillon. Ces tests de neutralité peuvent par
exemple être basés sur la valeur D (Tajima, 1989), qui mesure la déviation par rapport
au modèle de Wright-Fisher :

D =
θ̂π − θ̂S√

Var[θ̂π − θ̂S]
(1.12)

Ces deux mesures de la diversité d’un échantillon, S et π, sont en fait des statistiques
résumées d’une autre statistique, qui est celle que j’ai utilisée principalement pendant
ma thèse : le spectre de fréquence, c’est-à-dire la distribution des fréquences alléliques
dans l’échantillon. On considère les sites bi-alléliques, c’est-à-dire présents en deux allèles
dans l’échantillon. On définit l’allèle ancestral comme celui présent initialement dans la
population, et l’allèle dérivé comme celui apparu par mutation. Le spectre de fréquence
est défini comme le vecteur ξ = (ξ1, ξ2, ..., ξn−1) où pour i ∈ [1, n− 1], ξi est le nombre de
sites pour lesquels l’allèle dérivé est présent en i copies, c’est-à-dire à fréquence i/n dans
l’échantillon de taille n.

23

http://www.rapport-gratuit.com/


 1   2  3  4       5          6 7

Figure 1.4 – Lignées ayant 2 descendants dans l’échantillon (en pointillés)

Lorsqu’on ne connaît pas l’allèle ancestral, on considère le spectre de fréquence plié,
c’est-à-dire le vecteur η = (η1, η2, ..., η[n/2]) où :

ηi =
ξi + ξn−i
1 + δi,n−i

pour 1 6 i 6 [n/2]

où [n/2] est le plus grand entier plus petit ou égal à n/2 (c’est-à-dire n/2 quand n est
pair et (n− 1)/2 quand n est impair) et δi,j vaut 1 quand i = j et 0 sinon.

Les mutations qui contribuent au terme ξi du spectre de fréquence surviennent sur
des branches du coalescent qui ont i descendants dans l’échantillon. Par exemple, dans
la Figure 1.4, les lignées en pointillées ont chacune 2 descendants dans l’échantillon :
les mutations qui surviennent sur ces branches seront donc présentes en 2 copies dans
l’échantillon. Si on note `i la longueur totale des branches qui ont i descendants dans
l’échantillon, on a :

E[ξi] =
θ

2
E[`i] (1.13)

Or on peut montrer que E[`i] = 2/i, on connaît donc le spectre de fréquence moyen sous
les hypothèses du modèle neutre (Fu, 1995) :

E[ξi] = θ/i pour i ∈ [1, n− 1] (1.14)

1.3.2 Inférences dans le cadre de la théorie neutraliste

L’intérêt d’utiliser le modèle neutre comme cadre théorique de référence en évolution
moléculaire est la plupart du temps de chercher si les données étudiées permettent ou non
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de rejeter ce modèle neutre, et pour quelles raisons. Le modèle neutre peut être rejeté
lorsqu’une ou plusieurs de ses hypothèses ne sont pas respectées, c’est-à-dire lorsqu’on ne
peut pas considérer que la majorité des sites sont neutres, ou que la taille de la population
n’est pas constante, ou que la population n’est pas panmictique.

Le coalescent de Kingman est un outil très puissant pour ces analyses, car il peut être
modifié pour tenir compte de certaines modifications d’hypothèses. On peut ainsi relaxer
les hypothèses de taille constante de population (Watterson, 1984) et de générations non-
chevauchantes (Tellier et al., 2011), et l’appliquer à une métapopulation constituée de
plusieurs sous-populations (Wakeley and Aliacar, 2001). Pour cela, on procède en ré-
échelonnant le temps pour tenir compte de la variabilité du taux de coalescence au cours
du temps (Kaj and Krone, 2003).

Pendant cette thèse je me suis surtout intéressée aux inférences démographiques, c’est
à dire aux études qui cherchent à expliquer les déviations des données observées par
rapport au modèle neutre dues aux changements de taille de population. Je vais donc
principalement détailler ce type d’inférence.

Effet de la démographie

Pour comprendre comment des données génomiques peuvent nous renseigner sur l’his-
toire démographique passée d’une population, étudions l’effet qu’aurait une taille de po-
pulation croissante sur le processus de coalescence.

Lorsqu’on s’intéresse au processus de coalescence, on considère le temps de façon
rétrospective. Pour une population en croissance, rétrospectivement, la taille de la popu-
lation diminue. Plus la taille de la population diminue, plus les évènements de coalescence
sont probables puisqu’il y a de moins en moins d’individus. Ainsi, dans une population
en croissance, les évènements de coalescence vont avoir lieu rétrospectivement plus rapi-
dement, aboutissant à un arbre plus court. C’est ce qui est représenté dans la Figure 1.5,
avec l’exemple d’une population en croissance linéaire (arbre central). Pour comparer les
tailles relatives des branches des arbres obtenus dans une population à taille constante ou
en croissance linéaire, on les remet à la même échelle (c’est-à-dire au même TMRCA) en les
normalisant. En comparant les arbres à gauche et à droite de la Figure 1.5, on voit que
dans l’arbre normalisé correspondant à la population en croissance (à droite), les branches
terminales (ou récentes) sont plus longues relativement aux branches terminales de l’arbre
à taille constante de population (à gauche). Inversement, les branches anciennes sont plus
courtes, relativement aux branches anciennes de l’arbre à taille constante de population.
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Figure 1.5 – Coalescents de Kingman pour des échantillons de taille n = 7 dans des
populations à taille constante (gauche) ou en croissance linéaire (centre). L’arbre de droite
correspond au coalescent de la population en croissance linéaire, normalisé pour avoir le
même TMRCA que le coalescent de la population à taille constante.

Or on a vu que le nombre de mutations sur une branche dépendait de la longueur
de celle-ci. En nombre absolu, l’arbre de coalescence dans la population en croissance
étant plus court, on aura moins de mutations dans cette population que dans celle à
taille constante (pour une taille actuelle égale). En normalisant le nombre de mutations,
on aura relativement plus de mutations sur les branches terminales dans la population
en croissance que dans la population à taille constante, car les branches terminales sont
relativement plus longues. Par définition, les mutations qui arrivent sur les branches ter-
minales sont portées par un unique individu de l’échantillon, donc dans le spectre de
fréquence, cela se traduira par un excès de mutations à fréquence 1/n où n est la taille
de l’échantillon. Plus généralement, les mutations à basses fréquences seront en excès.

À l’inverse, pour une population en décroissance, les branches terminales (respective-
ment anciennes) seront relativement plus courtes (respectivement plus longues) que celles
de la population à taille constante.
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Figure 1.6 – En haut, spectre de fréquence correspondant à une généalogie avec muta-
tions. En bas, spectre de fréquence moyen de l’ensemble des généalogies constituant un
génome recombinant.

Effet de la recombinaison

La Figure 1.6 donne un exemple de correspondance entre une généalogie avec des
mutations, et le spectre de fréquence qui lui est associé. On voit ainsi que dans ce cas,
5 mutations se sont produites sur des branches externes, donc ξ1 = 5. On voit que si les
branches externes sont relativement plus longues, elles porteront davantage de mutations,
et donc ξ1 sera plus important.

Du fait de la recombinaison, les génomes sont constitués d’un assemblage de loci qui
ont chacun des histoires différentes : on parle de loci « pseudo-indépendants ». Ainsi, deux
séquences de part et d’autre d’un évènement de recombinaison ne vont pas avoir les mêmes
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ancêtres, et donc pas le même arbre coalescent. Un génome entier est donc une collection
d’histoires, plus ou moins indépendantes selon leur liaison. Le spectre de fréquence d’un
échantillon de n génomes alignés reflète non pas un arbre coalescent (Figure 1.6 haut)
mais un ensemble d’arbres coalescents (Figure 1.6 bas). Ainsi, le spectre de fréquence sera
le reflet moyen de ces différents arbres.

Inférence démographique

La théorie de la coalescence pouvant être adaptée pour tenir compte de changements
de taille de population, de nombreuses méthodes ont été développées pour inférer ces chan-
gements. On peut les distinguer en fonction du type de données qu’elles analysent (arbre
reconstruit, fréquences alléliques, paires de génomes alignés,...), et de leur méthodologie.

Certaines méthodes d’inférence démographique sont basées sur le modèle de Pair-
wise Sequentially Markovian Coalescent (McVean and Cardin, 2005; Marjoram and Wall,
2006), qui est une approximation du coalescent classique avec recombinaison (Hudson,
1983). Comme on l’a vu, du fait de la recombinaison, il n’y a pas un unique arbre coales-
cent pour tout le génome, mais plusieurs séparés par les évènements de recombinaison le
long du génome. Dans ces méthodes, les arbres coalescents sont supposés markoviens le
long du génome. La vraisemblance d’histoires démographiques peut être calculée à partir
de deux génomes seulement (ou d’un génome diploïde) (Li and Durbin, 2011; Sheehan
et al., 2013; Schiffels and Durbin, 2014).

D’autres méthodes sont basées sur l’approche Approximate Bayesian Computation
(ABC), qui permet de tester des scénarios complexes pour lesquels il est difficile de calculer
une vraisemblance. On cherche à estimer un certain nombre de paramètres caractérisant le
scénario. Pour cela, on définit une distribution préalable pour chaque paramètre, puis on
effectue un grand nombre de simulations, couvrant l’ensemble de l’espace des paramètres.
Un algorithme de rejet permet de ne garder que les simulations produisant des données
proches des données observées, ce qui permet d’estimer la distribution postérieure des
paramètres (Beaumont et al., 2002; Csilléry et al., 2010; Beaumont, 2010; Boitard et al.,
2016).

Ces méthodes sont utilisées pour connaître l’histoire démographique d’une population,
ce qui peut être une étape préliminaire lorsque l’on cherche à détecter de la sélection, afin
de distinguer les signatures de ces deux processus (Akey et al., 2002; Goldstein and Chikhi,
2002).
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Sélection

La diversité génétique, telle qu’on l’a décrite dans la partie précédente à partir du coa-
lescent de Kingman, est neutre : les mutations n’affectaient pas la généalogie sur laquelle
elles se produisaient. De même que la démographie, la sélection va donc avoir un effet
sur la coalescence des individus. Pour comprendre intuitivement comment la sélection va
modifier la généalogie, prenons l’exemple d’une mutation avantageuse qui envahit rapide-
ment la population (on parle de balayage sélectif). À la fin du balayage sélectif, tous les
individus portent la mutation bénéfique : à ce locus, leur ancêtre commun remonte donc à
peu de générations, à l’individu chez qui la mutation bénéfique est apparue. Les branches
anciennes seront donc courtes, et les branches terminales comparativement plus longues :
on se retrouve dans une situation équivalente à de la croissance démographique.

Il est ainsi connu que la sélection et la démographie peuvent avoir des effets similaires
sur la diversité génétique observée (Tajima, 1989). Cependant, la sélection n’affecte que
quelques parties codantes du génome et celles qui y sont liées, tandis que la démographie
affecte le génome entier.

Un autre effet possible de la sélection sur la diversité génétique est dû à la recombinai-
son. Lorsqu’un locus est sous sélection positive et que sa fréquence augmente, la fréquence
des mutations liées à ce locus augmente également, on parle d’auto-stop génétique (ou
hitch-hiking, Maynard-Smith and Haigh 1974). Si un évènement de recombinaison se pro-
duit au cours de ce processus, certains loci ne seront plus liés au locus sous sélection :
leur fréquence allélique sera élevée mais n’atteindra pas 1. On aura donc une signature de
ces sites « auto-stop » dans le spectre de fréquence, avec un excès de mutations à hautes
fréquences par rapport à l’attendu du modèle standard neutre (Fay and Wu, 2000). Ce
phénomène pourrait même expliquer en grande partie la diversité génétique observée, c’est
la théorie du genetic draft, qui s’oppose au genetic drift (Gillespie, 2000).

Grâce aux prédictions du cadre théorique neutraliste, on peut chercher les régions
du génome qui diffèrent significativement des prédictions, par exemple via le niveau de
diversité dans la population. Ainsi, on peut détecter des sites sous sélection où la diversité
est plus faible qu’attendue sous le modèle neutre (Hernandez et al., 2011).

1.3.3 Incohérences liées à l’utilisation du modèle neutre

La « taille efficace »

La notion de taille efficace est l’une des notions les plus complexes découlant de la
théorie neutraliste et de ses outils, ce qui engendre de nombreuses incohérences dans son
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utilisation. On a vu que c’était la taille d’une population théorique, idéale, qui aurait
le même taux de dérive que la population étudiée. Elle intervient dans la majorité des
statistiques du modèle neutre, ce qui donne autant de façons de la mesurer.

On a vu par exemple que le paramètre θ, définit comme 2Neµ, pouvait être estimé à
partir du nombre moyen de différences entre deux génomes dans la population, noté π.
Chez Homo sapiens, π a été estimé à environ 1/1300 (Sachidanandam et al., 2001), et
µ à 1.2 × 10−8 (Kong et al., 2012). On peut donc en déduire Ne qui est égal à environ
32 000 chromosomes, soit 16 000 individus diploïdes, c’est-à-dire 450 000 fois moins que
la population mondiale actuelle (voir le chapitre «Quel(s) modèle(s) pour expliquer la
biodiversité ? » de Guillaume Achaz dans l’ouvrage Évolution et Biodiversité, à paraître).
Même si on a vu que la taille efficace était censée représenter les individus qui participent
à la génération suivante, et qu’elle est donc inférieure à la taille totale de la population,
cela ne peut pas être la seule explication à cette différence. Une autre explication possible
est la démographie, puisque le calcul ci-dessus découle du modèle standard neutre dans
lequel la taille de la population est constante, ce qui n’est pas vrai pour l’espèce humaine.

Le même calcul effectué avec le Virus de l’Immunodéficience Humaine (VIH) aboutit
à une taille efficace d’environ 103 (Achaz et al., 2004), alors que le nombre de virus à
l’intérieur d’un seul humain infecté est plutôt de l’ordre de 1010 (Piatak Jr et al., 1993;
Haase et al., 1996). Dans ce cas, la démographie ne peut pas expliquer cette différence,
puisque la virémie des patients infectés chroniquement est stable. L’explication pourrait
se trouver plutôt du côté de la sélection : une fois encore, ce calcul est fait dans le cadre
de la théorie neutraliste, et suppose donc que la majorité des mutations est neutre du
point de vue de la sélection. Pour un génome compact comme celui d’un virus, où la
grande majorité des régions sont codantes, il paraît peu probable que cette hypothèse soit
vérifiée.

Le fait que Ne diffère de la taille observée de la population n’est pas étonnant, cela
découle de sa définition même. Cependant, on peut d’une part s’interroger sur l’ampleur
de cette différence et sa signification. D’autre part, le problème avec cette notion vient
du fait que, de part son nom de « taille efficace », elle est la plupart du temps considérée
comme une vraie taille de population, un chiffre absolu, sans remettre en question sa
signification et surtout sa pertinence. Si Ne diffère autant du N observé, c’est-à-dire si la
population idéale de Wright-Fisher est si différente de la population étudiée, est-il encore
pertinent d’utiliser ce modèle pour l’étudier ?
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Hypothèses non respectées

Par l’exemple de la taille efficace, on a mis en évidence l’utilisation de la théorie neu-
traliste dans un cadre où ses hypothèses n’étaient pas respectées. Dans la plupart des cas,
cela est fait en connaissance de cause : on cherche justement à rejeter le modèle neutre,
pour montrer l’existence d’une démographie non constante, ou de sites sous sélection. Ce-
pendant, d’autres hypothèses sous-jacentes de la théorie neutraliste sont rarement remises
en question. C’est le cas par exemple de la variance du nombre de descendants, que je
vais détailler dans la section suivante, en présentant des modèles alternatifs en génétique
des populations, basés sur d’autres hypothèses.

1.4 D’autres modèles de génétique des populations

Le cadre théorique majoritairement utilisé en génétique des populations aujourd’hui
est donc la théorie neutraliste, basée sur le modèle de Wright-Fisher et la théorie de
la coalescence de Kingman. D’autres modèles applicables à la génétique des populations
existent mais sont aujourd’hui peu utilisés. Ils proposent d’autres hypothèses, compatibles
ou non avec la théorie neutraliste. J’en présente ici deux classes, que j’ai utilisés pendant
cette thèse : les processus naissance-mort et les modèles à coalescences multiples.

1.4.1 Processus Naissance-Mort

On a vu qu’en génétique des populations, l’analyse des données de variation génétique
se base sur le coalescent de Kingman couplé à un processus de mutations poissonnien, qui
est notamment le processus limite des modèles de Wright-Fisher ou de Moran. De façon
intéressante, en phylogénétique, c’est-à-dire à l’échelle des espèces et non des populations,
le modèle standard utilisé est le processus naissance-mort (Kendall, 1948). Dans ce pro-
cessus, les espèces apparaissent (par spéciation) à un taux dit de naissance et s’éteignent
à un taux dit de mort.

Ce processus peut également être utilisé à l’échelle des individus d’une population :
dans ce cas, les individus donnent naissance et meurent à des taux donnés. Si les taux
de mort et de naissance sont égaux, on parle de processus naissance-mort critique. Une
représentation graphique de la généalogie produite par ce processus est donnée dans la
Figure 1.7, à gauche. Le temps va du haut vers le bas. On part d’un unique individu qui
naît au temps 0, et est conditionné à avoir de la descendance vivante au temps présent
t. L’arbre se construit donc ici dans le sens prospectif. Les évènements de naissance sont
figurés par des traits pointillés, qui aboutissent à un nouvel individu (toujours dessiné
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Figure 1.7 – Généalogie d’un processus naissance-mort et processus ponctuel de coales-
cence associé, pour les individus vivants au temps t et pour les individus échantillonnés,
figurés par des cercles. Les évènements de naissance sont figurés par des traits pointillés.
Les évènements de mort sont figurés par des croix (d’après Delaporte et al., 2016).

à droite du parent). Au temps présent t, 7 individus sont vivants, dont 4 échantillonnés
(figurés par des cercles).

Ce processus et le coalescent qui en découle (appelé processus ponctuel de coalescence,
ou CPP pour coalescent point process) sont très bien décrits mathématiquement, mais
peu voire pas utilisés en génétique des populations. En particulier, Delaporte et al. (2016)
ont dérivé la formule explicite du spectre de fréquence d’un échantillon dans un processus
naissance-mort critique avec un temps de fondation fixé.

1.4.2 Coalescences multiples

Cette section se base sur la synthèse de Tellier et Lemaire, Coalescence 2.0: a multiple
branching of recent theoretical developments and their applications, publiée en 2014, à
laquelle on peut se référer pour plus de détails.

On a vu que la théorie de la coalescence pouvait s’adapter à certaines violations des
hypothèses du modèle de Wright-Fisher, comme des changements de taille de population
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ou des subdivisions de populations. Cependant, la faible variance du nombre de descen-
dants est rarement remise en question. Dans le modèle de Wright-Fisher, le nombre de
descendants par individu suit une loi binomiale de moyenne 1 et de variance 1 − 1/2N ,
ce qui est approximativement équivalent à une distribution de Poisson de moyenne 1 et
de variance 1. La conséquence de cela est que les probabilités que plus de deux lignées
coalescent ou que plusieurs évènements de coalescence aient lieu en même temps sont de
l’ordre de O(1/N2), et donc négligeables devant la probabilité de coalescence de deux
lignées (1/N) quand N est grand.

Dans le coalescent de Kingman, deux lignées au maximum peuvent donc coalescer, ce
qui est une contrainte forte lorsqu’on étudie par exemple des espèces ayant de grandes
variances de succès reproductif. Récemment, plusieurs études ont montré que chez cer-
tains organismes marins, en raison de la fécondité très élevée et de la mortalité précoce
importante, la variance du nombre de descendants peut être de l’ordre de N , c’est-à-dire
que certains individus produisent de l’ordre de N descendants. Cet effet, appelé repro-
duction « sweepstake » (c’est-à-dire tirage au sort), est entièrement dû à la variance du
succès reproductif, et est donc indépendant de la sélection naturelle (Beckenbach, 1994;
Hedgecock, 1994; Li and Hedgecock, 1998; Hedgecock and Pudovkin, 2011; Harrang et al.,
2013). Dans ce cas, plus de deux lignées vont donc coalescer en même temps, on parle
de coalescences multiples. Ces évènements peuvent également survenir sous l’action de la
sélection naturelle : pendant un balayage sélectif, les individus portant l’allèle avantageux
vont donner plus de descendants, et ce potentiellement à des générations proches, ce qui
donnera lieu à des évènements de coalescence simultanés dans la nouvelle échelle de temps
(Schweinsberg et al., 2005; Coop and Ralph, 2012).

Plusieurs extensions du coalescent de Kingman permettant des coalescences multiples
ou simultanées (MMC pour Multiple Merger Coalescent) ont été décrites (voir Figure 1.8).
Ces modèles dérivent du modèle général de dynamique des populations de Cannings, dont
le modèle de Wright-Fisher et le modèle de Moran sont des cas particuliers (Cannings,
1974). Le cadre général des modèles à coalescences multiples est le suivant (Schweinsberg,
2003) : dans une population de taille N , à chaque génération, chaque individu produit
indépendamment un nombre aléatoire de juvéniles, selon une distribution de probabilité
donnée. Seuls N juvéniles, choisis au hasard, survivent parmi tous les descendants et
constituent la génération suivante. Le nombre moyen de juvéniles produits par chaque
parent est supposé supérieur à 1, et le nombre total de juvéniles est toujours très supérieur
à N . Après choix au hasard des juvéniles, la moyenne du nombre de descendants par
individu est de 1 (parce que la taille de la population est constante) mais la variance du
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Figure 1.8 – Généalogies des modèles à coalescences multiples (d’après Tellier and Le-
maire, 2014). Les évènements de coalescences multiples sont entourés en pointillés (coa-
lescences multiples simultanées dans le cas de l’arbre de droite).

nombre de descendants est grande, du fait de la distribution de probabilité choisie pour
le nombre de juvéniles.

Une classe de modèles à coalescence multiple, appelés Λ-coalescents, a été proposée
indépendamment par Donnelly and Kurtz (1999), Pitman (1999) et Sagitov (1999). Ces
modèles autorisent à n’importe quel temps donné une coalescence multiple de k lignées, où
k ≥ 2. Le coalescent de Kingman est un Λ-coalescent avec k = 2. Plusieurs distributions
peuvent être choisies pour la fréquence des évènements de coalescence multiple, et leur
taille, c’est-à-dire k. Des propriétés des modèles Λ-coalescents ont été décrites, comme
le spectre de fréquence et le nombre de sites polymorphes (Birkner et al., 2011, 2013;
Berestycki et al., 2014).

Le beta-coalescent est un cas particulier de Λ-coalescent pour lequel le taux de coa-
lescence multiple suit une distribution Beta de paramètres α et 2 − α (0 < α < 2)
(Schweinsberg, 2003; Birkner and Blath, 2008). Les coalescences multiples se produisent
à une échelle de temps de l’ordre de O(1/Nα−1). On connait de même certaines de
ses propriétés comme la longueur des arbres, le spectre de fréquence et le nombre de
sites polymorphes (Berestycki et al., 2007, 2008; Birkner and Blath, 2008). Le modèle
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de Bolthausen-Sznitman est un cas particulier de beta-coalescent avec α = 1. Il a été
montré qu’il reflète bien les généalogies obtenues sous des modèles incluant de la sélection
positive rapide (Brunet et al., 2007; Brunet and Derrida, 2012; Neher and Hallatschek,
2013; Neher et al., 2013).

Un autre type de MMC, le Ψ-coalescent, vise à modéliser la reproduction sweepstake,
via le paramètre Ψ, qui définit la proportion de descendants qui proviennent d’un même
parent à la génération précédente (Eldon and Wakeley, 2006, 2008, 2009; Eldon and
Degnan, 2012). Il a été utilisé pour estimer l’importance de la reproduction sweepstake
chez certains organismes marins (Eldon, 2009, 2011).

Enfin, le modèle le plus général, appelé Ξ-coalescent, autorise les coalescences simul-
tanées, c’est-à-dire qu’à un instant donné, plusieurs groupes de 2 lignées ou plus peuvent
coalescer (Schweinsberg, 2000; Möhle et al., 2001; Birkner et al., 2008; Taylor and Véber,
2009).

Les caractéristiques des différents types de modèles à coalescences multiples et leurs
applications biologiques sont résumées dans la Table 1.1.

La diversité génétique dans un modèle à coalescence multiple est plus faible que dans
un modèle classique de Wright-Fisher (Eldon and Wakeley, 2006, 2008). Cela peut se
comprendre intuitivement de plusieurs manières : si, fréquemment, un ou plusieurs indi-
vidus laissent un grand nombre de descendants à la génération suivante, les individus de
la génération suivante sont plus apparentés, donc moins divers génétiquement. Ainsi on
aboutit dans un modèle à coalescence multiple à une population plus apparentée, moins
diverse. On peut aussi le comprendre en s’intéressant à la taille de l’arbre : en partant
d’un échantillon de même taille, le fait d’autoriser les coalescences multiples fait qu’on
arrive plus vite au MRCA de l’échantillon. L’arbre étant plus court, la diversité génétique
est plus faible dans l’échantillon.

Le spectre de fréquence obtenu sous des modèles MMC montre un excès de mutations
à faibles et fortes fréquences par rapport au spectre standard neutre, dû à la forme de la
généalogie en étoile : les mutations qui surviennent avant les évènements de coalescences
multiples anciens seront très répandues, et les mutations qui surviennent après les évène-
ments de coalescences multiples récents seront très rares. Tandis que l’excès de mutations
à faibles fréquences s’observe également dans un coalescent de Kingman avec croissance
de population, l’excès de mutations à fortes fréquences est spécifique des modèles MMC
(voir Chapitre 4).

Comme on l’a vu, les évènements de coalescences multiples résultant d’une grande
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Table 1.1 – Caractéristiques des différents modèles de coalescents et leurs applications
(Tellier and Lemaire, 2014)

Modèle de
coalescent

Variance du
nombre de
descendants

Coalescences
multiples
(>2 lignées)

Coalescences
simultanées

Processus biologique
correspondant

Kingman Petite Non Non Modèle de Wright-Fisher

Λ-coalescent Grande Oui Non Reproduction sweepstake,
goulots d’étranglement
récurrents

Ψ-coalescent Grande Oui Non Reproduction sweepstake

Beta-
coalescent

Grande Oui Non Reproduction sweepstake,
goulots d’étranglement
récurrents

Bolthausen-
Sznitman

Grande Oui Non Sélection positive rapide
et récurrente

Ξ-coalescent Grande Oui Oui Balayage sélectif, goulots
d’étranglement récurrents,
extinction et
recolonisation spatiale

variance du nombre de descendants peuvent survenir sous l’effet de processus neutres,
comme la reproduction sweepstake, ou sous l’effet de processus sélectifs. Ces deux types
de mécanismes peuvent a priori être distingués à partir des données puisque les processus
neutres affectent l’ensemble du génome tandis que les mécanismes sélectifs n’affectent que
les régions codantes et celles qui y sont liées.

Des méthodes d’inférence existent pour ajuster des modèles MMC à des données ob-
servées, dans le but d’en déduire le taux de reproduction sweepstake. Des méthodes de
vraisemblance ont été développées pour inférer les paramètres à partir du spectre de fré-
quence, et ce pour le Λ-coalescent (Birkner et al., 2011), le beta-coalescent (Birkner and
Blath, 2008; Steinrücken et al., 2013) et le Ψ-coalescent (Eldon and Wakeley, 2006; Cenik
and Wakeley, 2010; Eldon, 2011). De plus, Eldon et al. (2015) ont montré la possibi-
lité de distinguer de la démographie et des coalescences multiples à partir du spectre de
fréquence.
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1.5 Objectifs de la thèse

On a vu dans cette introduction le contexte historique dans lequel la théorie neutraliste
est apparue et s’est imposée. Elle est aujourd’hui le cadre théorique de référence dans
lequel se placent la majorité des études en évolution moléculaire. J’ai décrit quelques
uns des outils mathématiques développés dans le cadre de cette théorie, et qui en font un
modèle si efficace et utilisé. Ainsi, nous avons vu quelques applications, et mis en évidence
certaines incohérences liées à son utilisation. Des modèles alternatifs existent, comme les
processus naissance-mort ou les modèles à coalescences multiples, mais ils sont encore peu
utilisés pour l’analyse de données.

Les questions qui ont motivé cette thèse étaient de comprendre comment le modèle
standard basé sur la théorie neutraliste est utilisé, quelles sont les hypothèses qui sont
remises en cause ? Quelles sont les conséquences de ces hypothèses sur les inférences ?
D’autres modèles peuvent-ils expliquer la diversité des données observées ?

Cette thèse a donc deux objectifs principaux : d’une part, mettre en évidence certaines
limites dans l’utilisation de la théorie neutraliste en évolution moléculaire. En particulier,
nous nous sommes intéressés à un volet de l’évolution moléculaire qu’est l’inférence dé-
mographique. Comme on l’a vu, le coalescent de Kingman s’adapte à des modifications
de taille de population : on peut donc modéliser de la démographie tout en restant dans
le cadre du modèle standard neutre.

Dans la première partie (Chapitre 2), j’aborde cette question avec l’exemple des don-
nées microbiennes. Plus précisément, je montre comment le fait d’ignorer les hypothèses
du modèle standard neutre fausse les inférences démographiques de populations micro-
biennes. De nombreuses études portent sur des bactéries pathogènes dont on souhaite
connaître et surveiller la démographie. Ces études analysent les déviations des données
observées par rapport aux attentes du modèle neutre comme étant dues à la démographie
non-constante de l’espèce étudiée. Nous montrons dans cette étude que d’autres facteurs
peuvent être responsables de ces déviations, et viennent donc biaiser les inférences démo-
graphiques. Ce travail a été réalisé en collaboration avec Eduardo Rocha, de l’Institut
Pasteur, et fait l’objet d’un article publié en 2016 dans Molecular Biology and Evolution.

Dans la deuxième partie (Chapitre 3), je me suis intéressée à une autre limite de
l’utilisation du cadre théorique de référence, toujours pour l’inférence démographique.
Nous avons illustré sur des données réelles, celles d’une population humaine africaine, la
question de l’identifiabilité et de la complexité des modèles démographiques. J’ai analysé le
spectre de fréquence de ces données en confrontant des modèles démographiques simples,
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décrits par un unique paramètre, et une méthode complexe, le stairway plot (Liu and
Fu, 2015). Cela m’a permis de montrer d’une part que la méthode complexe était faussée
par le bruit présent intrinsèquement dans les données. D’autre part, j’ai mis en évidence
que les différents modèles simples ajustaient tous aussi bien le spectre de fréquence, qui
ne permet donc pas d’identifier la démographie de cette population. Cette étude a été
publiée en 2017 dans Genetics.

L’autre objectif de cette thèse était de comparer le modèle standard neutre à d’autres
modèles possibles, basés sur d’autres hypothèses. Dans l’article du Chapitre 3, j’ai com-
paré les modèles démographiques basés sur le modèle de Wright-Fisher avec un autre
modèle, basé lui sur un processus naissance-mort. Ce type de modèle est très bien décrit
mathématiquement mais peu utilisé en génétique des populations. Nous montrons qu’il
ajuste aussi bien les données que les modèles basés sur le modèle de Wright-Fisher, tout
en étant mieux caractérisé mathématiquement.

Enfin, dans la troisième partie (Chapitre 4), j’ai rassemblé plusieurs jeux de données
de séquençage afin de confronter un grand nombre de données de diversité génétique à
un modèle « étendu » à 2 paramètres, et permettant de tenir compte de la démographie
et d’autoriser les coalescences multiples. Ce travail préliminaire n’est pas présenté sous
forme d’article.

38



Chapitre 2

L’impact de la sélection, de la

conversion génique et des biais

d’échantillonnage sur l’inférence de

démographie microbienne

2.1 Résumé de l’article

Questions

Cette étude se place dans le cadre de la phylodynamique, discipline qui intègre l’infé-
rence phylogénétique et l’épidémiologie pour étudier les variations démographiques au
cours du temps, notamment des populations d’agents infectieux. L’étude part du constat
qu’un grand nombre d’études de phylodynamique concluent que la population étudiée est
en croissance (dans 21 des 26 études recensées). Ces études utilisent le skyline plot, une
méthode d’inférence flexible qui propose un scénario démographique à partir de données
de séquences. Cette méthode estime les taux de coalescence de la population à partir de
l’arbre reconstruit. Si toutes les autres hypothèses du coalescent neutre sont respectées,
ces taux de coalescence peuvent être analysés en termes de démographie (Pybus et al.,
2000; Drummond et al., 2005; Drummond and Rambaut, 2007). Nous avons donc étudié
l’impact que pouvaient avoir certaines violations des hypothèses du coalescent neutre — la
sélection, la conversion génique et les biais d’échantillonnage — sur les inférences réalisées
avec le skyline plot.
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Méthodes

Nous avons simulé l’évolution de populations bactériennes de taille constante, en utili-
sant des paramètres réalistes pour inclure de la sélection, de la recombinaison et plusieurs
types de biais d’échantillonnage. Les séquences simulées ont été analysées avec le skyline
plot et par leur spectre de fréquence. Plusieurs intensités de sélection sont testées, et les
effets de la sélection positive ou purifiante sont analysés séparément. Trois types de biais
d’échantillonnages sont testés, correspondant à des biais typiques apparaissant dans les
études de génétique des populations microbiennes. Les mêmes méthodes d’inférence sont
ensuite appliquées à un jeu de données réelles d’Escherichia coli.

Résultats

Nous étudions dans un premier temps l’impact de la recombinaison, modélisée par de
la conversion génique dans les séquences simulées. L’analyse par le skyline plot de ces
simulations montre une diminution des taux de coalescence qui pourrait être interprétée
comme une expansion de population. À l’inverse, la recombinaison n’affecte pas le spectre
de fréquence moyen observé, et diminue sa variance.

La sélection, simulée avec différentes intensités, et associée ou non à de la recombinai-
son, produit également des distorsions du skyline plot qui miment de l’expansion si elles
sont analysées en termes de démographie.

Les trois types de biais d’échantillonnage testés produisent des scénarios de skyline
plots variés, en raison de la forme de l’arbre reconstruit qui peut être affectée de différentes
manières en fonction de l’échantillonnage. Lorsqu’ils sont associés à de la recombinaison
et de la sélection, ces trois types de biais d’échantillonnage peuvent produire des défor-
mations très diverses du skyline plot, allant de l’expansion à la contraction récente de
la population. Les déformations du spectre de fréquence peuvent être plus facilement
différenciées de celles causées par la démographie.

L’analyse du core-génome d’Escherichia coli par le skyline plot montre une augmen-
tation de la taille de population suivie d’une contraction récente.

Conclusions

Notre étude montre que le fait de négliger les effets de la sélection naturelle, de la
recombinaison et des biais d’échantillonnages affecte considérablement les conclusions des
analyses de phylodynamique. La comparaison des résultats obtenus avec le skyline plot
et le spectre de fréquence montre que le spectre de fréquence permet d’identifier certains
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biais. En particulier, le spectre n’est pas affecté par la recombinaison, contrairement au
skyline plot qui se base sur un arbre reconstruit. Ainsi, l’analyse des skyline plots doit
se faire conjointement à de la détection de recombinaison et de sélection, à l’analyse du
spectre de fréquence, et à d’autres méthodes de génétique des populations, pour inférer
correctement les changements démographiques des populations microbiennes.

État de publication

Cet article a été publié dans Molecular Biology and Evolution le 1er mars 2016, après
révisions mineures.

2.2 Article

L’article est présenté dans les pages suivantes. Il est suivi d’une annexe constituée des
figures supplémentaires publiées en complément de l’article.
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Abstract

Recent studies have linked demographic changes and epidemiological patterns in bacterial populations using coalescent-
based approaches. We identified 26 studies using skyline plots and found that 21 inferred overall population expansion.
This surprising result led us to analyze the impact of natural selection, recombination (gene conversion), and sampling
biases on demographic inference using skyline plots and site frequency spectra (SFS). Forward simulations based on
biologically relevant parameters from Escherichia coli populations showed that theoretical arguments on the detrimental
impact of recombination and especially natural selection on the reconstructed genealogies cannot be ignored in practice.
In fact, both processes systematically lead to spurious interpretations of population expansion in skyline plots (and in SFS
for selection). Weak purifying selection, and especially positive selection, had important effects on skyline plots, showing
patterns akin to those of population expansions. State-of-the-art techniques to remove recombination further amplified
these biases. We simulated three common sampling biases in microbiological research: uniform, clustered, and mixed
sampling. Alone, or together with recombination and selection, they further mislead demographic inferences producing
almost any possible skyline shape or SFS. Interestingly, sampling sub-populations also affected skyline plots and SFS,
because the coalescent rates of populations and their sub-populations had different distributions. This study suggests
that extreme caution is needed to infer demographic changes solely based on reconstructed genealogies. We suggest that
the development of novel sampling strategies and the joint analyzes of diverse population genetic methods are strictly
necessary to estimate demographic changes in populations where selection, recombination, and biased sampling are
present.

Key words: bacteria, population size, natural selection, gene conversion, Escherichia coli, population genomics.

Introduction
Bacterial populations show extensive demographic variations
across space and time (Martiny et al. 2006), such as frequent
expansions and bottlenecks. The characterization of these
demographic changes among populations of infectious
agents provides epidemiological information that can guide
public health interventions. A recent field of research, phylo-
dynamics, aims at understanding the association between
ecological processes and epidemiological patterns in an evo-
lutionary framework (Grenfell et al. 2004). It integrates phylo-
genic inference and population genetics to study variations in
demography through time (Grad and Lipsitch 2014; Li et al.
2014). Phylodynamics has been particularly useful to charac-
terize transmission dynamics from sequence data, and could
facilitate the evaluation of public health policies for diseases
with low reporting rates (Volz et al. 2013).

Demographic changes imprint the reconstructed genealo-
gies of the population, the so-called coalescent tree, by affect-
ing the intervals of time between successive splits in the tree
(Tajima 1989a). These values (coalescent rates) are propor-
tional to the inverse of the effective population size (Ne) in the
standard neutral model. If one takes two idealized popula-
tions with the same contemporary population size, then the
one with a history of population expansion will have (on
average) shorter branches throughout, including at the tips.
However, the relative length of the tips compared with the
internal branches will be longer than in a nonexpanding pop-
ulation. Since nodes in the reconstructed genealogy of the
expanding population are more concentrated closer to
the root of the tree, the site frequency spectrum (SFS), that
is, the distribution of the frequencies of all nucleotide poly-
morphisms, shows an excess of alleles shared by few individ-
uals (rare alleles) (Adams and Hudson 2004). Conversely,
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populations with a history of population size contraction
exhibit an excess of polymorphism shared by many individ-
uals when compared with stable populations with the same
contemporary population size. Their reconstructed genealo-
gies have longer branches overall, but the average length of
the tips compared with the internal branches are shorter than
in a noncontracting population (coalescence rates are higher
than expected closer to the present).

Under the assumptions of the standard neutral model (no
population structure, random sampling, no recombination,
no selection), it is often implicitly assumed that variations in
Ne (or equivalently, variations in the coalescence rate) are
indications of demographic changes. Parametric approaches
were developed to infer these demographic changes under
explicit models, such as the Approximate Bayesian
Computation method (Beaumont et al. 2002) or the likeli-
hood-based method (e.g., Nielsen and Wakeley 2001;
Drummond et al. 2002). In this context, skyline plots were
introduced to quantify the relationship between the coales-
cence rate of the population and the genealogy of the se-
quences in a non-parametric approach, that is, without an
explicit model to test. Coalescent rates can then be used to
produce detailed demographic histories from sequence data
assuming that all other assumptions of the neutral coalescent
are met (Pybus et al. 2000; Drummond et al. 2005).
Demographic trends can also be inferred using SFS-based
neutrality tests (Fu 1997; Fu and Voordouw 1997; Ramos-
Onsins and Rozas 2002; Achaz 2009). For example, Tajima’s
D measures the difference between the mean number of
pairwise differences and the number of segregating sites,
and is skewed to negative values in case of population expan-
sion (Tajima 1989b). SFS-based model-flexible methods (i.e.,
exploring the space of possible demographic models) have
also been recently proposed (Liu and Fu 2015). They approx-
imate the demography using piecewise constant population
sizes.

Violations of the assumptions of the neutral coales-
cent, such as presence of recombination or selection,
may affect reconstructed genealogies and SFS in ways re-
sembling demography (e.g., Schierup and Hein 2000;
Nielsen and Beaumont 2009; Mazet et al. 2015).
Recombination by gene conversion has a very moderate
effect on the topology of phylogenetic trees (Touchon
et al. 2009), but affects skyline models (Hedge and
Wilson 2014). Removing sites incompatible with the
tree topology, that is, homoplasies, actually aggravates
the effect of recombination in skyline models, presumably
because it preferentially removes polymorphisms in
deeper branches of the tree (Hedge and Wilson 2014).
Recombination in the absence of selection has actually
little effect on the expected SFS, apart from decreasing
its variance (Wall 1999). The effect of selection on skyline
plots has been less studied. Strong purifying selection is
not expected to affect drastically the SFS because the
deleterious mutations are quickly purged (Kimura 1983).
On the other hand, mild purifying selection or recent se-
lective sweeps lead to an excess of recent polymorphism,
creating the impression of recent population expansion

(Braverman et al. 1995). Diversifying or balancing selec-
tion can produce more complex patterns (Navarro and
Barton 2002). Some studies have found that deleterious
mutations of mild effect have a negligible effect on the
time back to the most recent common ancestor
(TMRCA) (Neuhauser and Krone 1997), and very little
effect on the shape of the reconstructed genealogies
(Przeworski et al. 1999) even though linkage between sites
may affect the distribution of mutations (Williamson and
Orive 2002). Mutations of mild deleterious effect are
abundant in some bacteria (Hughes 2005; Balbi et al.
2009). If bacterial evolution is dominated by these muta-
tions then selection might not strongly affect demo-
graphic inference using skyline plots. However, recent
studies have suggested that weak purifying selection,
when occurring at multiple sites, could affect the shape
of the coalescent tree (O’Fallon et al. 2010). The effect of
selection on skyline plots remains unclear.

The possibility of producing large sequence datasets for
microbial populations has spurred interest on the use of these
methods to study microbial demography. The skyline plot has
been particularly popular because it allows precisely detailing
demographic changes (Ho and Shapiro 2011). This method
was initially used to study RNA viruses, which exhibit low
recombination rates between individuals in different hosts
and small effective population sizes (Holmes 2007). These
viruses also have very high mutation rates, which increases
mutational load and decreases the efficiency of selection (es-
pecially under no recombination) (Kimura 1983). Skyline
plots have been increasingly used to study cellular microbes,
most notably pathogenic bacteria. Yet, it is unclear if viola-
tions to the neutral coalescent model (biased sampling, se-
lection, or recombination) can be safely ignored in these
cases. Many bacterial populations are extremely large, show
a very strong imprint of natural selection, endure rapid pop-
ulation fluctuations, exhibit low mutation rates, and recom-
bine at high rates (Rocha et al. 2006; Vos and Didelot 2009;
Tellier and Lemaire 2014). In fact, abundant evidence suggests
that there are few, if any, positions evolving according to the
neutral model in bacterial genomes (reviewed in Rocha and
Feil 2010).

Most demographic analyses assume random sampling.
However, sampling is usually not random in microbial studies,
either on purpose or by the intrinsic difficulties of defining
appropriate sampling strategies in microbiology, and this may
severely affect the conclusions taken from the analysis of re-
constructed genealogies. There are three major sampling
biases in microbiology. Clustered sampling occurs when all
samples are taken from a single sub-population, for example,
a particularly virulent lineage. Uniform sampling of all major
lineages is frequently found in studies aiming at maximizing
the genetic diversity of samples. This bias may also result from
sampling different environments (or patients) while analyzing
a single isolate per site (thus disregarding differences in pop-
ulation sizes in each site). Finally, a very common type of
mixed sampling bias is found in studies extensively sampling
a sub-population and a small number of very diverse individ-
uals from other sub-populations. This gives a broad view of
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the genetic diversity in the species, while focusing in a sub-
population of interest. Analyses using sequences available in
databanks are prone to combine the sampling biases of the
different underlying studies.

We surveyed the available literature on the use of skyline
plots to describe bacterial population demography and found
that nearly all studies showed skyline plots suggestive of pop-
ulation expansion. We then decided to test if the violations of
the assumptions of the neutral coalescent could be reason-
ably ignored when studying bacterial populations. For this, we
simulated the evolution of bacterial populations of constant
size using biologically realistic parameters for natural selec-
tion, recombination, and sampling bias. These sequences
were then used to build skyline plots and make SFS-based
inference of demographic changes. We did not use time cal-
ibration in the inference of the skyline plots. Therefore, the
Y-axis in the skyline plots represents the inferred product of
Ne by the mutation rate u (Ne.u) and the X-axis represents the
expected number of mutations per site, which is an estimate
of the distance from the present (Ho and Shapiro 2011). By
convention, we represent zero mutations per site at the left of
the skyline plots. Hence, the X-axes of the skyline plots are
ordered from the present (left) to the past (right). In the last
section, we present the analysis of data from Escherichia coli in
the light of the results of simulations.

Results

The Puzzling Expansion of Most Bacterial Populations
We found 26 recent studies using skyline plots to analyze
bacterial demography. We analyzed their characteristics in
terms of TMRCA, demographic changes, and their presumed
justifications (table 1). The TMRCA of these populations was
extremely variable, from 3 years to over 100 million years.
Many of these studies proposed some type of justification
for the observed demographic changes. For example, demo-
graphic expansion in Bordetella pertussis was associated with
the introduction of vaccination and expansion of escape var-
iants (Bart et al. 2014). Demographic expansion in Clostridium
difficile was associated with the date when the bacterium
became a recognized nosocomial pathogen (He et al. 2010),
and in Salmonella enterica serovar Typhi with the introduc-
tion of antibiotics (Roumagnac et al. 2006). Skyline plots sug-
gested that the effective population size of Neisseria
gonorrhoeae in Baltimore increased during most of the twen-
tieth century and then decreased, presumably as the result of
urban planning and changes in patterns of drug addiction
(Perez-Losada et al. 2007). Some works suggested associations
between the increase in effective population sizes and envi-
ronmental changes, for example, glacial cycles in Thiomonas
spp. (Liao and Huang 2012), and human population growth
in Mycobacterium tuberculosis (Comas et al. 2013). However,
a careful analysis of table 1 revealed a most puzzling trend: the
vast majority of studies (21 out of 26) concluded that effective
population sizes have increased.

Are all bacterial populations expanding? Researchers might
focus preferentially on expanding bacterial populations, for
example, recent epidemic clones, thus producing an

ascertainment bias towards population expansion. Also, hu-
man populations have been growing exponentially and hu-
man-specific pathogens might have followed similar trends.
However, a number of arguments cast doubt on these results.
(1) The prevalence of bacterial pathogens (the majority of
species in table 1) has decreased in the last century as the
result of hygiene and the use of antibiotics (Cohen 2000). (2)
Most of the remaining species in table 1 are commensals
associated with multiple hosts (eventually including some
nosocomials), or free-living bacteria for which human popu-
lation growth might be of little relevance (especially since it is
associated with decrease in the population of closely related
animals that are often within the commensal host range). For
example, E. coli is associated with most warm-blooded and
some cold-blooded animals (Tenaillon et al. 2010), Moraxella
was until recently regarded exclusively as a commensal of
animals (Brenner et al. 2005), and Thiomonas spp. are free-
living bacteria inhabiting extreme environments (Liao and
Huang 2012). (3) The majority of the studies in table 1
have not checked for the assumptions of the standard neutral
model, and those that did, only checked for the presence of
recombination. Very few studies have used SFS to infer de-
mographic changes in bacterial populations. While several of
these works obtained SFS compatible with recent demo-
graphic expansions, they also showed that distortions in the
SFS were partially caused by purifying selection (Cornejo et al.
2013; Pepperell et al. 2013; Touchon et al. 2014). These argu-
ments led us to study the effects of violations of the assump-
tions of the standard neutral model in the inference of
bacterial demography.

The Effect of Recombination
We made forward population genetics simulations of a locus
of 20 kb with gene conversion and constant population size
(see section “Methods”). Hence, deviations from the expec-
tations of the neutral coalescent in the simulations were nec-
essarily caused by recombination, not demography. The
parameters for the simulations were taken from the literature
for the model bacterium E. coli (table 2). Several studies esti-
mated the rate of recombination over mutation in E. coli
(reviewed in Bobay et al. 2015). We used an estimate based
on the analysis of complete genomes (Touchon et al. 2009),
which is among the lowest proposed and might therefore be
conservative. The sequences resulting from our simulations
were used to obtain skyline plots with BEAST (Drummond
and Rambaut 2007). Our results show that even the moder-
ate recombination rate observed in E. coli, leads to skyline
plots with increasing values of Ne.u for recent dates (fig. 1).
This could be spuriously interpreted as an indication of pop-
ulation expansion. Simulations using ten times larger recom-
bination rates (as observed in highly recombining bacteria),
showed even stronger distortions in the skyline plots.
Expectedly, recombination had no effect on the number of
segregating sites (see Recombination in fig. 2), and lowered the
variance, but did not affect the average, of the genome-wide
average SFS (fig. 1). Consequently, recombination had no ef-
fect on the average estimate of Tajima D (although for a single
locus see Thornton 2005).
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Table 1. Published Works Using Skyline Plots to Estimate Demographic Changes in Bacteria.

Species Conclusion TMRCA Authors’ Comments

Bordetella pertussis Expansion 200 Y Surprisingly, vaccination was followed by increase not decrease in Ne.u, sug-
gesting diversification of lineages escaping the vaccine (Bart et al. 2014)

Clostridium difficile Expansion 35 Y Population expansion coincides with the first reports of hospital outbreaks (He
et al. 2010). Recombination tracts removed

Escherichia coli Expansion 140 MY A population bottleneck had a founding effect by purging diversity and leading
to the formation of the extant major groups of E. coli (Wirth et al. 2006). 50-
fold population expansion in the last 5 MY. Mentions the caveat of
recombination

Legionella
pneumophila

Expansion 20 Y Correlation between population and reported number of clinical cases
(Sanchez-Buso et al. 2014). Recombination tracts removed

Moraxella catarrhalis Expansion 50 MY The populations of antibiotic resistant isolates expand faster than those of
sensitive bacteria (Wirth et al. 2007). Recombination tracts removed

Mycobacterium
tuberculosis

All expansion 70 KY, 6.6 KY, 40Y (1) Concludes about a parallel evolution between human (mitochondria) and
this clade’s Ne caused by a tight host-parasite association (Comas et al. 2013).
(2) One expansion is associated with the industrial revolution, another with
the first world war, and a recent contraction is associated with the intro-
duction of antibiotherapy (Merker et al. 2015). (3) Expansion is associated
with acquisition of multi-drug resistance (Eldholm et al. 2015)

Mycoplasma
gallisepticum

Expansion 17 Y Population expansion (Delaney et al. 2012)

Neisseria
gonorrhoeae

Expansion, contraction 40 Ya, 120 Y (1) Population expansion measured in housekeeping functions parallels the
number of clinical cases, but not when measured in an antibiotic resistance
gene, suggesting it has been subject to positive selection. Results could be
used in managing resistance (Tazi et al. 2010). Found no recombination
events in the set. (2) Suggests that demographic changes are associated with
selective sweeps caused by antibiotic resistance, crack epidemics and urban-
planning. Ne decrease associated with 5� decrease in the prevalence of this
obligatory human pathogen (Perez-Losada et al. 2007). Recombination
tracts were removed

Pseudomonas
aeruginosa

Expansion 0.005/ntb Assigns the presence of a recent selective sweep (Guttman et al. 2008)

Pseudomonas
fluorescens

Stable 0.07/ntb Suggests ancient rapid growth followed by stabilization, but very close strains
are absent (Guttman et al. 2008)

Pseudomonas
syringae

Stable 0.1/ntb Suggests it is an endemic pathogen (Sarkar and Guttman 2004)

Salmonella enterica
serovar Paratyphi
A

Expansion 450 Y Population contraction associated with the introduction of antibiotics, fol-
lowed by expansion that would be associated with environmental changes
(Zhou et al. 2014). Recombination tracts removed

Salmonella enterica
serovar Typhi

All expansion 10–71 KY, 25 Y (1) Steady increase in population size in the last 3,000 years. Recombinant SNPs
removed and strong selection checked (Roumagnac et al. 2006). (2)
Expansion is consistent with epidemiological data reporting drug-resistant
isolates. Recombinant regions removed (Wong et al. 2015)

Shigella sonnei Stable 500 Y The population size was found to be constant through time (Holt et al. 2012)
Staphylococcus

aureus
Expansion 20 Y, 50 Y, 30 Y (1) Rampant expansion might have followed trans-Atlantic spread (Nubel et al.

2010). (2) Phylodynamics analysis used to estimate epidemiological pa-
rameters such as the potential reproductive number. No signs of recombi-
nation identified (Prosperi et al. 2013). (3) Fit between demographic
expansion and the epidemiology of the CC80 clone (Stegger et al. 2014)

Streptococcus
pneumoniae

Contraction 15 Y Population expansion and then contraction fits the observed number of clinical
cases (Croucher et al. 2014). Recombination tracts removed

Streptococcus
pyogenes

Expansion 80 Y Associates population expansion with the acquisition of super-antigens (Davies
et al. 2015). Recombination tracts removed

Streptococcus suis Expansion 90 Y Correlates population expansion with the introduction of new methods used
for improved pig genetics (Weinert et al. 2015). Recombination tracts
removed

Thiomonas spp Expansion 7 MY The demographic history matches the glacial cycles (Liao and Huang 2012)
Vibrio cholerae Expansion 3 Y Association with the history of the progression of an epidemic (Azarian et al.

2014). Found no evidence for recombination

NOTE—We show the TMRCA, the conclusion of the work, and the authors’ justifications of the results. Multiple studies published for a given species are indicated as multiple
lines in the column TMRCA and by the respective numbers in the last column.
aTMRCA not indicated. The value indicates the span of the X-axis on the skyline plot.
bStudies did not perform time calibration and present only the number of mutations per site.
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We then tested if state-of-the-art methods aiming at pro-
ducing “recombination free” phylogenetic trees could pro-
duce unbiased skyline plots. We analyzed ten simulations
with ClonalFrame to obtain a matrix of distances between
individuals purged from recombination (Didelot and Falush
2007). We used these matrices to infer phylogenies and these
phylogenies to compute skyline plots. The latter showed very
clear and systematic increase in the values of Ne.u for recent
times (supplementary fig. S1, Supplementary Material online).
The average amplitude in Ne.u (measured as the ratio be-
tween the maximal and the minimal value) was three times
higher than the one obtained without the use of ClonalFrame,
that is, with the primary data (see After ClonalFrame in fig. 3).
This suggests that ClonalFrame distance matrices are skewed
so that the trees inferred from them have internal branches
more affected by the removal of recombination than the
external branches. These results are in line with a previous
study showing that removing homoplasies in recombined se-
quences worsens the distortions in skyline plots (Hedge and
Wilson 2014). Hence, trying to remove polymorphism caused
by recombination may aggravate the biases of demographic
studies using skyline plots.

Table 2. Parameters for E. coli Populations Used in the Simulations.

Parameter Value Reference

Effective population size (Ne) 1.8 � 108 Hartl et al. (1994)
Genomic adaptive mutation

rate
1 � 10�5 Perfeito et al. (2007)

Genomic deleterious mutation
rate

2 � 10�4 Kibota and Lynch (1996)

Average value of sa 67 � 10�3 Perfeito et al. (2007) and
Gallet et al. (2012)

Mutation rate per generation
(u)

8.9 � 10�11 Wielgoss et al. (2011)

Genome size (nt) 5 � 106 Touchon et al. (2009)
Recombination/mutation rate 1 Touchon et al. (2009)
Size of recombination tracts 542 Didelot et al. (2012)
SNPs recombination/mutation 2.5 Touchon et al. (2009)
Weak selection (Ne.s) 5
Strong recombination/muta-

tion rate
10

aThe absolute values of s for adaptive and deleterious mutations being in the same
order of magnitude we used an average for both.

FIG. 1. The effect of recombination on skyline plots and SFS. The sim-
ulations used the E. coli population parameters (Recombination), ten
times higher recombination rates (10� Recombination), or no recom-
bination (Neutral). Top The simulations in the skyline plots are repre-
sented as dotted lines. The thick lines represent the smooth kernel fit
(resp. R2¼0.81, R2¼0.87, and R2¼0.38). Bottom. SFS (distribution of
the frequencies of all nucleotide polymorphisms in the sample) for each
condition. The thick line indicates the average SFS over 1,000 replicates
whereas the thin shaded lines are the observed SFS for ten random
replicates. All SFS were transformed and normalized (see section
“Methods”). Colors match the same datasets in both plots.

FIG. 2. Distribution of the number of segregating sites and Tajima D
values in each set of 1,000 simulations. The gray line in the top panel
corresponds to the expected number of segregating sites under the

standard neutral model: p¼h:L:an where an ¼
Pn�1

1

1
i . Here, h ¼ 0:02,

L ¼ 20; 000, and n ¼ 100. The gray line in the bottom panel corre-
sponds to the expected Tajima D under the neutral model (D¼ 0).
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The Effect of Selection
Experimental works indicate that>45% of the mutations are
deleterious (Kibota and Lynch 1996), and >2% are adaptive
(Perfeito et al. 2007) in E. coli. The effective population size of
the species is estimated at >108 (Hartl et al. 1994; Lynch
2006). The average selective effects of mutations in E. coli
are much larger than the inverse of the effective population
size (table 2), which implies that their fate is mostly driven by
selection (Kimura 1983). Our simulations using these param-
eters resulted in very strong distortions in the skyline plots,
showing higher Ne.u values for recent dates (see Selection in
fig. 3). These patterns might have been interpreted as popu-
lation expansions if the effect of selection had been ignored.
Under strong selection, diversity is constantly being purged
and swept away by recurrent selective sweeps. Accordingly,
the fraction of segregating sites in these simulations was only
�0.16%, to be compared with �10% for the neutral simula-
tions (see Selection in fig. 2). The effect of strong selection was
also apparent in the SFS, where extremely rare and frequent
alleles were in large excess (fig. 4), presumably due to the
selective sweeps caused by beneficial mutations. This resulted
in negative values of Tajima D (fig. 2).

Some of the species listed in table 1 have narrow host
ranges and might have much smaller Ne than E. coli. We
therefore made simulations using parameters corresponding
to populations with Ne.s¼65 (s being the average selection
coefficient on sites under selection) and a distribution of the
frequency of sites under selection similar to E. coli. If these
species have similar distributions of selective effects as those
used for E. coli (i.e., similar s), this value corresponds to Ne

close to 1,000 (five orders of magnitude lower than E. coli).
One should note that even bacteria obligatorily associated
with humans are thought to have higher absolute values of Ne

or Ne.s, for example, the Ne of Neisseria meningitidis was es-
timated at 105 (Treangen et al. 2008), and the aver-
age nonsynonymous values of Ne.s were estimated at �5
for M. tuberculosis (Pepperell et al. 2013) and at �17 for

Streptococcus mutans (Cornejo et al. 2013). As expected, sim-
ulations incorporating such weak selection showed patterns
much less extreme than those obtained under strong selec-
tion. For example, the average fraction of segregating sites in
the former was�4%, less than half of the neutral expectation
but over two orders of magnitude more than under strong
selection (see Weak sel in fig. 2). The skyline plots and the SFS
under weak selection also showed less striking distortions (see
Weak sel in figs. 3 and 4). Nevertheless, deviations from the
expectation under neutral evolution were still very important
in both analyses (negative Tajima D, fig. 2). These are likely to
be caused by low-frequency segregating mildly deleterious
mutations and by the selective sweeps caused by beneficial
mutations. Hence, selection affects the inference of demog-
raphy even when the values of Ne are uncharacteristically low
for bacterial populations.

FIG. 3. Boxplots of the ratios between the maximal and minimal Ne.u
values for skyline plots (ten simulations each), across the different
types of simulations. All other categories were significantly different
from Neutral (all P< 0.01 Wilcoxon tests, except the comparison
between Neutral and Mixed, P¼ 0.0102, same test).

FIG. 4. The effect of selection on ten skyline plots (top) and 1,000 SFS
(bottom). Top The simulations were represented as dotted lines. The
thick lines represent the smooth kernel fit for strong and weak selec-
tion (resp. R2¼0.78, R2¼0.79). For the analysis of selection and re-
combination only the kernel fits are indicated (R2¼0.80). The grey
box indicates the range of variation of the Neutral simulations in
figure 1. Bottom The thick lines represent the average SFS over
1,000 simulations. In all SFS plots, the horizontal black line indicates
the neutral expectation. Colors match the same datasets in both
plots.

Lapierre et al. . doi:10.1093/molbev/msw048 MBE

1716



In our previous simulations, we have included positive and
purifying selection. We therefore assessed the separate impact
of each of these components of the evolutionary process on
the skyline plots and on the SFS. For this we made simulations
with just either positive or purifying selection. The effect of
strong selection on skyline plots and SFS was caused
exclusively by positive selection (supplementary fig. S2,
Supplementary Material online). Accordingly, the SFS for
strong purifying selection shows no excess of rare or frequent
variants. This is because of the extremely rapid purge of
deleterious mutations of strong effect. On the other hand,
the significant effect of weak selection on the skyline plots
and SFS is caused by both purifying and positive selection
(supplementary fig. S3, Supplementary Material online). The
SFS and skyline plots of populations evolving under weak
purifying selection show an excess of rare variants and an
increase in Ne.u for recent times (supplementary fig. S4,
Supplementary Material online). This shows that when selec-
tion is very strong, only positive selection affects the recon-
structed genealogies, whereas when selection is weaker, both
positive and purifying selection affect the reconstructed ge-
nealogies (and thus the skyline plot).

We then simulated the joint effects of selection and re-
combination on the reconstructed genealogies to check if
recombination might moderate the effects of selection
(fig. 4). The joint effect of recombination and selection
(weak or strong) on the skyline plots was noticeable, that
is, led to even stronger distortions in the plots, than the in-
dependent effects of each taken separately (P< 0.0001,
Wilcoxon test). The SFS with selection and recombination
were not appreciably different from the ones with selection
under no recombination (compare the pairs of lines in the
SFS of fig. 4). As a result, Tajima D is negative whenever there
is selection, that is, with or without recombination (fig. 2).
These results show that one cannot ignore the effect of se-
lection on the analyses of bacterial demography.

The Effect of Sampling Bias
We simulated three types of typical sampling biases in the
study of microbial population genetics. In these simulations,
there were no changes in population size, no selection, and no
recombination. We simulated sampling biases by clustering
the final individuals evolved in the simulations in groups using
sequence similarity and then sampling these groups in differ-
ent ways (see section “Methods”). The results showed that
different types of sampling bias affect in very diverse ways the
shape of the tree and of the SFS, and thus the inference of
demographic changes (fig. 5).

The sampling of a single group (clustered sampling), re-
sulted in skyline plots with lower average values of Ne.u, as
expected, and a peak of high Ne.u for times very close to the
present (see supplementary fig. S5, Supplementary Material
online, for the values close to 0). The amplitudes of Ne.u
values were on average three times larger than those of neu-
tral populations (Clustered in fig. 3). The simulations also
showed slight over-representation of rare and frequent vari-
ants in the SFS. Clustered sampling produced alignments with
far fewer (approximately ten times) segregating sites than the

neutral simulations (Clustered in fig. 2). Hence, sampling a
sub-population produces patterns akin to very recent popu-
lation size expansions.

We simulated uniform sampling by re-sampling the same
number of individuals in each group. This led to skyline plots
with increasing values of Ne.u for recent dates (fig. 5). In fact,
this sampling bias resulted in reconstructed genealogies with
fewer than expected short terminal branches, which is akin to

FIG. 5. Analysis of three types of sampling biases. Top Schematic
representation of the different types of sampling biases in a species
tree (see section “Methods” for a precise definition). Center Skyline
plots for each set of ten simulations. The dotted lines represent the
simulations. The thick line represents the smooth kernel fit (resp.
Clustered R2¼0.63, Uniform R2¼0.86, Mixed R2¼0.40). The grey
box indicates the range of variation of the Neutral simulations in
figure 1. See supplementary figure S5, Supplementary Material online
for a zoom for values of clustered bias close to zero. Bottom Average
SFS for the three datasets (1,000 simulations for each). Colors match
the same datasets in both plots.
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the effect produced by strong population expansion. The
consequent distortion of the reconstructed genealogies can
be extremely important since these skyline plots had Ne.u
amplitudes >100 times higher than those found on neutral
populations (Uniform in fig. 3). On the other hand, uniform
sampling had essentially no effect on the SFS (fig. 5).

Mixed sampling bias was simulated by retrieving 91 indi-
viduals from one group and one from each of the remaining
nine groups. These samples showed complex skyline plots,
with initially increasing Ne.u values followed by a sharp de-
crease for very recent dates (fig. 5). The SFS showed striking
over-abundance of very frequent variants, some over-
representation of rare variants and nearly no variants of in-
termediate frequency. This was associated with a negative
Tajima D (Mixed in fig. 2). This pattern is the joint effect of
the excess of very small external branches in the highly sam-
pled group and the long internal branches linking the remain-
ing groups in the reconstructed genealogy.

Joint Effects of Selection, Recombination, and
Sampling Bias
We then studied the joint effect of sampling biases, recom-
bination, and weak selection on skyline plots and SFS (as
shown before, strong selection rapidly erases genetic diversity
in the simulations). The increase in Ne.u values in skyline plots
inferred under uniform sampling bias was highly amplified
when weak selection and recombination were also present,
rising by almost four orders of magnitude (fig. 6). The SFS of
these simulations showed a large excess of rare variants and a
small excess of very frequent ones.

Clustered sampling of populations enduring recombina-
tion and weak selection resulted in skyline plots with a rapid
increase in Ne.u, which then rapidly dropped to values very
close to the initial ones. This process mimics initial strong
population expansion, followed by very recent strong popu-
lation contraction. The SFS showed a slight excess of rare
variants and a large excess of frequent ones.

Finally, the skyline plots of simulations with mixed sam-
pling, recombination, and weak selection showed a steady
increase in Ne.u and then a sharp decrease near the present.
These patterns are also akin to the effects caused by ancient
population expansions and recent population contractions.
The SFS of these simulations showed an excess of both rare
and frequent variants, with few intermediate values.

Analysis of the E. coli Core Genome
The parameters of fitness effects used in the simulations were
measured on E. coli in the laboratory. It might be argued that
these parameters are not representative of the effects ob-
served in structured locally adapted natural populations. To
assess the imprint of natural selection in E. coli we built its
core genome (see section “Methods”). The analysis of the
polymorphism in the�1.3 million positions of the alignment
of E. coli core genes, showed a pervasive pattern of purifying
selection as expected from the simulations (fig. 7). Indeed, the
ratio between the rates of nonsynonymous and synonymous
substitutions (dN/dS) was significantly lower than one for all
pairwise comparisons with sufficient polymorphism.

Importantly, when dS was higher than 1/5,000 the value of
dN/dS was always smaller than 0.5. Multi-locus sequence typ-
ing (MLST) analyses use �5 kb of sequenced data and thus
only start becoming informative when there is more than one
SNP per 5 kb. At this level of divergence, the values of dN/dS
show that the distribution of polymorphism is already im-
printed by natural selection, precluding the use of MLST to
make demographic inferences using skyline plots.

We then made ten random samples of 10% of the core
genome positions to produce ten skyline plots for E. coli. The
results were highly concordant between samples, showing a
pattern of increase in Ne.u followed by a sudden drop for
times closer to the present (fig. 7). The SFS of the E. coli
core genome showed a strong over-representation of very
frequent variants (fig. 7). We then restricted our analysis to
genes of the core genome with individual phylogenies not
significantly different from those of the concatenate of the
core genes. We found that the topologies of the recon-
structed trees of 1,146 of the 1,371 core genes were signifi-
cantly different from the one of the core genome (P< 0.01,

FIG. 6. Top Skyline plots for clustered, uniform and mixed sampling
on simulations with weak selection and recombination (each point is
an average of the ten simulations). The grey box indicates the range of
variation of the Neutral simulations in figure 1. Bottom Average SFS
for the same three datasets (1,000 simulations). Colors match the
same datasets in both plots.
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FIG. 7. Analysis of the core genome of E. coli. (A) Values of dN/dS versus dS. Each point represents a comparison between two strains using the
concatenate of alignments of genes of the core genome. (B) Skyline plot. We made ten analyses of the dataset by randomly sampling each time a
tenth of the core genome. The orange line represents the skyline of the concatenate of genes with reconstructed genealogies not significantly
different from those of the core genome (passed the SH test at P< 0.01). The inset represents the ratio between the maximum and minimum
values of Ne.u for the 11 skyline plots (10 with the 1/10th samples of the core genome and one with the analysis of the concatenate of genes passing
the SH-test). (C) The observed SFS is indicated in dashed red line, the corrected SFS (with Kimura’s two-parameter model) is indicated in solid red
line. The horizontal black line indicates the neutral expectation. The corrected SFS with the JC69 model (not shown here) is similar to the SFS
corrected with Kimura’s two-parameter model except for the last point, which is slightly higher. (D) E. coli distance-based phenetic tree with the
major clades indicated on the right. A similar tree indicating all strains used in the analysis is in supplementary figure S6, Supplementary Material
online.
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Shimodaira–Hasegawa [SH] test). This analysis confirmed
that the vast majority of genes in the genome are significantly
affected by recombination, in spite of the low estimated rate
of recombination in E. coli. We used the remaining 225 genes
to build a skyline plot. This showed qualitatively identical
trends, but less striking variations (fig. 7B).

Together, these results are consistent with a mixture of
strong purifying selection and recombination producing pat-
terns akin to demographic expansion in E. coli skyline plots.
The excess of high-frequency variants observed in the un-
folded SFS might be due to hitchhiking effects, appearing
under strong selection and recombination. However, one
cannot exclude the possibility that part of this excess might
result from misoriented polymorphisms (polymorphisms for
which the ancestral allele was wrongly assigned) (Baudry and
Depaulis 2003), since corrections tend to lower this excess
(see section “Methods” and fig. 7C). Alternatively, a mixed
sampling bias could produce a drop in Ne.u for the most
recent times in skyline plots and a large excess of high-
frequency variants in SFS. To test this hypothesis we built a
phenetic tree for E. coli using a distance-based method (to
minimize reconstruction artifacts associated with recombina-
tion). The analysis of this tree does not support the existence
of a very strong mixed sampling bias (fig. 7).

Discussion
Recent advances in the analysis of genetic data using coales-
cent theory have the potential to unravel many novel aspects
of microbial population genetics. The limitations of the un-
derlying models are well known from the theoretical point of
view (Frost et al. 2014). However, at the beginning of this work
it was unclear if these limitations could compromise the use
of such approaches to analyze bacterial data. Our study sug-
gests that neglecting the effect of natural selection, recombi-
nation, and sampling biases may severely affect conclusions
from phylodynamics analyses. These results are likely to be
applicable to other phyla where these effects are important.
An important effect that we have not quantified in this study
concerns population structure, which tends to produce pat-
terns akin to population contraction (Pannell 2003).
Unfortunately, we could not study them due to current
lack of modeling frameworks for simulating bacterial popu-
lation structure. Previous studies have confirmed that animal
population structure leads to distortions in skyline plots
(Heller et al. 2013).

Some of the studies in table 1 tried to eliminate the
effect of recombination by removing detectable recombi-
nation tracts from the analysis. Using ClonalFrame, we
obtained even worst distortions in skyline plots. Similar
results were previously found for the removal of homo-
plasies (Hedge and Wilson 2014). While we cannot offer a
clear explanation for this observation, we presume it is
caused by the removal of only certain specific types of
recombination events (or polymorphism) from the data.
Interestingly, the analysis of E. coli genomes suggests that
removing all genes whose trees are incongruent with that
of the core genome (SH test) attenuates the effect of

recombination. The reasons for this, and the conse-
quences of removing these sequences, will require further
study. Yet, the relative apparent success of this method
might just derive from the bias of the SH test toward
removing the recombining genes producing genealogies
incompatible with the average genealogy of the core ge-
nome (while leaving for further analysis those that are
compatible with this genealogy). This is expected to de-
crease the bias toward higher coalescent rates closer to
the TMRCA. Importantly, the expectation of the SFS is
insensitive to the presence of recombination and can be
used to analyze genomic data deeply imprinted by
recombination.

Previous theoretical studies suggested that selection on
mutations of mild deleterious effect might not distort gene-
alogies. This might explain why none of the studies in table 1
assessed the effect of natural selection on demographic infer-
ence. Yet, using population genetics parameters of E. coli, and
even using much smaller values for Ne.s, we found striking
distortions in skyline plots.

We observed very frequent selective sweeps in the sim-
ulations with the selection parameters from E. coli. It must
be emphasized that the high genetic diversity of the E. coli
core genome is not fully consistent with such a succession
of sweeps. However, it could be compatible with frequent
soft sweeps, as recently described in E. coli adaptation to
the mouse gut (Barroso-Batista et al. 2014). It would also
be compatible with sweeps associated with local adapta-
tion of certain lineages (Cohan and Perry 2007), or nega-
tive-frequency-dependent selection (Takeuchi et al.
2015). Finally, the existence of abundant strongly adaptive
mutations in E. coli is consistent with previous results
showing that a large fraction of amino acid substitutions
between the E. coli and Salmonella lineages have been
fixed by positive selection (Charlesworth and Eyre-
Walker 2006).

To benefit from the power of coalescent-based
approaches, one must find ways of controlling the distortions
produced by selection on reconstructed genealogies.
Unfortunately, practical and efficient ways of using the coa-
lescent with selection are not yet available. Meanwhile, some
simple controls might allow to identify or even estimate the
effect of selection on demographic inference. For example,
synonymous and nonsynonymous changes are very differ-
ently affected by selection, in spite of codon usage
(Sharp et al. 2010), and partitioning the data in these two
categories could shed light on the effect of selection on sky-
line plots and SFS. Comparisons between highly expressed
and weakly expressed genes may also be informative since
the former endure more intense selection for both synony-
mous and nonsynonymous substitutions (Rocha and
Danchin 2004). Very recent polymorphism is relatively less
imprinted by selection (Ho et al. 2005; Rocha et al. 2006), and
might produce less biased patterns in skyline plots.
Interestingly, the only published skyline plots in table 1 show-
ing population contractions were based on samples with very
short TMRCA (table 1). Unfortunately, the analysis of dN/dS
in E. coli shows that even the very recent polymorphism was
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affected by purifying selection (fig. 7). Skyline plots on larger
time spans are even more imprinted by natural selection and
interpretation purely in terms of demographic changes
should not be made in the absence of control for natural
selection.

Random sampling is a key underlying hypothesis of most
statistical methods for the inference of demographic changes.
However, funding agencies often stimulate researchers to fo-
cus on particular bacterial sub-populations of societal inter-
est. This renders random sampling effectively impossible and
might explain why surveys of microbial populations rarely
explicit the statistical design of the sampling. As an example,
despite the fact that E. coli is a commensal present in most
warm-blooded animals, the vast majority of complete ge-
nomes available for this species are from strains pathogenic
to humans. Since host-association, virulence, and antibiotic
resistance vary between lineages of a species, over-sampling
isolates of direct interest in terms of public health almost
inevitably leads to statistical biases. Our results show that
three common sampling strategies can severely bias the in-
ference of demographic changes, especially in the presence of
selection and recombination. Skyline plots studies of popula-
tions where these factors are important can exhibit almost
any possible pattern of change.

The sampling of sub-groups of a population led to recon-
structed genealogies suggesting recent population expansion.
These results show that sub-trees of coalescent trees have
distributions of coalescent rates different from those of the
population tree. Hence, sampling a sub-population inevitably
produces biased skyline plots. This brings to the fore the im-
portance of precisely defining bacterial populations when in-
ferring demographic changes using coalescent rates. The
study of past demographic changes in microbial populations
requires the use of adapted sampling techniques. Many such
techniques have been developed in ecology (Young and
Young 2013), even if their implementation poses technical
challenges in microbiological research.

Many approaches alternative to skyline plots allow the
inference of demographic changes. They all have specific ad-
vantages and disadvantages and their combination might fa-
cilitate the use of the available sequence data to make
demographic inference. Lack of obvious neutral sites in bac-
teria renders difficult the establishment of demographic mod-
els independent of selection. Nevertheless, dN/dS-based
approaches can be used to assess if natural selection has im-
printed sequence data (although care must be taken to check
if absence of evidence of selection is not due to lack of sta-
tistical power). Furthermore, the expectations of the SFS are
insensitive to recombination and to uniform sampling when
there is no selection or recombination. They are also less
affected by differences in the intensity of natural selection,
although in case of pervasive selection with recombination,
the SFS shape will correspond to the predictions of multiple
merger coalescent models (Tellier and Lemaire 2014).
Therefore, joint analyses of skyline plots, detection of recom-
bination, SFS (and derived statistics), dN/dS, and other pop-
ulation genetics methods are necessary to accurately infer
changes in microbial demography.

Methods

Simulations
We made 1,000 simulations for each set of parameters.
Simulations were done using SFS_code, which implements
a generalized version of the Wright–Fisher forward popula-
tion genetic model allowing finite-site mutation models with
selection, recombination, and demography (Hernandez
2008). The typical simulation was done using a population
of haploids with Ne¼ 1,000 individuals and one single genetic
locus of 20,000 nucleotides. The length of the locus was cho-
sen in order to be much larger than the average recombina-
tion tract in E. coli (�542 nt) (Didelot et al. 2012). In
simulations under selection and recombination, we increased
the length of the locus to 200,000 nucleotides, to obtain a
sufficient number of polymorphic sites for further analyses.
For simplicity, all nucleotides were included at similar fre-
quencies and the substitution model was set to JC69 (equal
mutation rates between all pairs of nucleotides) (Jukes and
Cantor 1969). We used a 3-point mass model for selection
(including negative, positive, and null values for the selection
coefficient) (table 2). Modeling positive and purifying selec-
tion as two exponential distributions provides qualitatively
similar results (but often produced numerical instabilities).
Recombination was introduced exclusively as gene conver-
sion (no crossovers allowed) in populations simulated as dip-
loids (due to the constraints of the software). In this case, only
half of the loci were used (1,000). The simulations were done
using population scaled parameters accounting for the Ne of
E. coli (table 2). Under these conditions, the size of the pop-
ulation effectively simulated does not affect the outcome of
the analysis (Hernandez et al. 2007). In all cases, except those
concerning sampling biases, we took 100 individuals from
each final simulated population for further analysis.

Simulations of Biased Sampling
When analyzing biased sampling we took all 1,000 individuals
from the final simulated populations. These sequences were
used to build a distance matrix with FastTree v 2.1.7 using
default parameters and the option-makematrix (Price et al.
2009). This distance matrix was then partitioned into clusters
around medoids, a more robust version of K-means (Reynolds
et al. 2006), using R. We simulated biased sampling of 100
individuals from the population in three ways. We simulated
uniform distribution by picking one individual per cluster in
an analysis where the population was clustered in 100 groups.
We simulated mixed sampling bias by picking one individual
per cluster for a total of ten individuals and then picking the
remaining 90 individuals from one single cluster (analysis
where the population was clustered in ten groups). We sim-
ulated clustered distribution by selecting all 100 individuals
from a single cluster (analysis where the population was clus-
tered in ten groups). It is important to note that a cluster
obtained with this method may not exactly correspond to a
monophyletic group as described in figure 5. The goal of our
approach was to mimic the typical identification of clusters of
bacterial groups used to select strains for sequencing, which
are based on relatively imprecise methods (MLST or PFGE).
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Analyses of Reconstructed Genealogies
We analyzed sequences using the generalized skyline plot
model in BEAST with piecewise-linear modeling of the pop-
ulation size (skyline.popSize priors: initial¼ 3.2 � 10�4, up-
per¼ 100, lower¼ 0), using the HKY model (the mutation
model was parameterized so that its stationary frequencies
were the empirical frequencies) (Hasegawa et al. 1985), setting
a tight prior for k (lognormal, initial¼ 1, logMean¼ 0,
Logstdev¼ 0.25), a strict molecular clock (as used in the sim-
ulations), and 30,000,000 iterations (sampling every 3,000 it-
erations). For simulations involving selection we made
300,000,000 iterations. The effective sample size (ESS) values
were checked using Tracer and the runs were accepted when
the ESS was higher than 200 for all parameters with eventual
exception for some skyline.population parameters (as sug-
gested by the manual of BEAST—[Drummond and
Rambaut 2007]). Analyses resulting in poor ESS values were
discarded and re-run. Tracer was used to compute all skyline
plots except those made after the ClonalFrame analysis (see
below). Given the computational cost of these analyses we
only analyzed ten simulations per condition. However, the
results were very consistent between simulations resulting in
kernel fits with high R2 (see text).

Analysis of the SFS
SFS were generated from random samples of 100 individuals.
The mean SFS was calculated using 1,000 simulations. The
exact ancestral state of each SNP was obtained using
SFS_code. The SFS of the simulations were thus unfolded.
For a better representation of the results, the SFS were trans-
formed as follows. Let ni denote the number of polymorphic
sites at frequency i

n in the sample of size n. We plot i:ni for
i 2 1; n� 1½ �; normalized by its sum, which is an unbiased
estimator of the (supposedly unknown) mutation rate, often
noted h under the standard neutral model. Thus, the trans-
formed SFS has a flat expectation under the standard neutral
model, due to the well-known fact that E ni½ �¼ h

i .
For the analysis of E. coli data, the ancestral state is un-

known and we used outgroup sequences. To correct for po-
tential ancestral misorientations (i.e., when the nucleotide of
the outgroup is erroneously inferred as the ancestral state),
we calculated the probability of misorientations, using sites
for which the outgroup nucleotide is different from the two
nucleotides of the SNP (see Baudry and Depaulis 2003;
Hernandez et al. 2007).

If q is the probability that the outgroup nucleotide is iden-
tical to the ancestral nucleotide, we have in expectation:

nobs
k ¼ nkqþ nn�k 1� qð Þ for k 2 1; n� 1½ �;

where nobs
k is the number of polymorphic sites at frequency k

n
before correction and nk the real value.

We denoted by S the event that a given site is segregating,
and by U the event that it is segregating and the outgroup
nucleotide is different from the two nucleotides of the SNP.
On one hand, P(U j S) is easily estimated by the proportion x
of sites that are segregating and yet have a different outgroup
nucleotide. On the other hand, under the JC69 model of

mutation, P(U \ S)¼ 2q P(S), neglecting the case when the
ancestral nucleotide is different from the other three.
Combining these two arguments we can estimate q by x/2.

Once q is estimated from the data, we can calculate the
corrected values of the SFS:

nk ¼
nobs

k � nobs
n�kð1� qÞ

2q� 1
for k 2 1; n� 1½ �:

We estimated q with two corrections, depending on the
mutation model. Under the JC69 model of mutation,
q¼ 0.960. Under Kimura’s two parameters model (Kimura
1980), taking into account the transition and transversion
rates, q¼ 0. 947 (Baudry and Depaulis 2003).

ClonalFrame Analysis and Subsequent Skyline Plot
ClonalFrame was used with default parameters on the results
of ten simulations with recombination, no selection and no
sampling bias. All ClonalFrame outputs were imported in the
ClonalFrame GUI (Didelot and Falush 2007). The convergence
of MCMC traces was visually assessed. ClonalFrame outputs
ultra-metric trees with multifurcations, but bifurcating trees
are necessary to compute skyline plots. Hence, for each sim-
ulation, we exported the recombination-free distance matrix
and used the R package phangorn to construct the UPGMA
trees (Schliep 2011). We computed generalized skyline plots
using the skyline function of the ape package (Paradis et al.
2004). The AIC criterion was applied to find the optimal �
spline parameter.

Analysis of E. coli Genome
We downloaded from RefSeq in November 2013 (Tatusova
et al. 2015) the 62 genomes of E. coli, the nine genomes of
Shigella spp. (in fact E. coli strains—Ochman et al. 1983) and
the genome of E. fergusonii (the outgroup). Pairs of ortholo-
gous genes between two genomes were defined as bi-direc-
tional best hits, with >80% similarity in protein sequence,
<20% difference in gene size, present within similar genetic
neighborhoods (see Touchon et al. 2009 for details). The list of
the core genome was defined as the intersection of all lists of
pairwise analyses and included 1,371 genes. Genes from the
same family of the core genome were aligned in protein se-
quence using MUSCLE v3.8 (default parameters, Edgar 2004)
and back translated to DNA. These alignments were con-
catenated, making a total of 1,349,016 positions. They were
used to compute the pairwise values of dS, dN and dN/dS
between E. coli genomes using codeML from PAML v4
(parameters: runmode¼�2; CodonFreq¼ 2; clock¼ 0;
model¼ 2) (Yang 2007). Comparisons between very closely
related isolates (i.e., with no single synonymous or nonsynon-
ymous substitution in the core genome) were discarded.

SH Tests and Phenetic Tree
We built a phylogenetic tree of the core genome of E. coli
using IQ-Tree (Nguyen et al. 2015) with the option to search
for the best substitution model. The best model based on the
BIC criterion was GTRþ IþG4. For each gene we used IQ-
Tree to make the SH test (1,000 replicates) using as a
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reference tree the core genome tree. The phenetic tree in
figure 7 was built using BIONJ (Gascuel 1997) from a distance
matrix computed using TreePuzzle with the model
GTRþ IþG4 (Schmidt et al. 2002).

Supplementary Material
Supplementary figures S1–S6 are available at Molecular
Biology and Evolution online (http://www.mbe.oxfordjour
nals.org/).
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2.3 Annexes
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Figure S1 – Skyline plots from the 10 simulations with recombination after analysis
with ClonalFrame.
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Figure S2 – Analysis of the components of simulations using selection. A. Boxplots of
the ratios between the maximal and minimal Neu values for skyline plots, across the
different types of simulations using the parameters for strong selection (10 simulations
each). The hypothesis that the distributions are similar is rejected (P < 0.001, Wilcoxon
test), because of the purifying selection set, which is different from the others (P < 0.001
same tests). B. SFS for the same conditions (1000 simulations each).
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Figure S3 – Analysis of the components of weak selection simulations. A. Boxplots of the
ratios between the maximal and minimal Neu values for skyline plots, across the different
types of simulations using the parameters for weak selection (10 simulations each). The
hypothesis that the distributions are similar is not rejected (P = 0.4, Wilcoxon test). B.
SFS for the same conditions (1000 simulations each).
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Figure S4 – Boxplots of the ratios between the maximal and minimal Neu values for
skyline plots, across the different types of simulations using the parameters for no selection
(neutral), strong purifying selection, and weak purifying selection. The hypothesis that
the distributions are similar is rejected (P < 0.001, Wilcoxon test).
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Figure S5 – Zoom of Figure 5 of the main text for the data using a clustered sampling
bias. The figure in the main text lacks the values closer to zero (because they are log
transformed). In this figure it can be seen that for values close to zero there is a systematic
increase of Neu.
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Figure S6 – Neighbor-joining phylogenetic tree of E. coli with the indication of the
major sub-clades on the right and the name of the strains used in the study.
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Chapitre 3

Exactitude des inférences

démographiques basées sur le spectre

de fréquence allélique : l’exemple de la

population Yoruba

3.1 Résumé de l’article

Questions

Dans cette article nous inférons l’histoire démographique d’une population africaine,
les Yoruba (données de The 1000 Genomes Project Consortium 2015), à partir de données
de fréquences alléliques. Le spectre de fréquence est utilisé dans de nombreuses méthodes
d’inférence démographique, qui peuvent être contraintes, quand elles testent un modèle
donné (Nielsen, 2000; Gutenkunst et al., 2009; Coventry et al., 2010; Lukić et al., 2011;
Nelson et al., 2012; Excoffier et al., 2013) ou flexibles, quand elles infèrent une démo-
graphie constante (ou exponentielle) par morceaux à partir du spectre, sans information
préalable sur la démographie (Bhaskar et al., 2015; Liu and Fu, 2015). Cependant, bien
que répandue, l’utilisation du spectre de fréquence pour l’inférence démographique est
parfois remise en cause. Plusieurs études théoriques ont questionné l’identifiabilité des
histoires démographiques à partir du spectre de fréquence (Myers et al., 2008; Bhaskar
and Song, 2014; Kim et al., 2015; Terhorst and Song, 2015). Le but de l’étude est d’aborder
le problème de l’identifiabilité des modèles démographiques en partant de données réelles.
Des modèles simples, décrits par un seul paramètre, peuvent-ils être distingués à partir
du spectre de fréquence ? Les méthodes d’inférence contraintes et flexibles donnent-elles
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des résultats similaires pour un même jeu de données ?

Méthodes

En raison de ce qui est connu de l’histoire démographique des populations humaines
africaines, nous avons choisi d’essayer d’expliquer la démographie des Yoruba avec des
modèles de croissance simples, décrits par un unique paramètre (voir Figure 1). Afin
de comparer des modèles de référence différents, quatre modèles sont basés sur le modèle
standard de Wright-Fisher, et un modèle est basé sur un processus naissance-mort critique.
Nous optimisons ces modèles à un paramètre en minimisant la distance au carré entre le
spectre prédit par le modèle et le spectre observé. À titre de comparaison, nous inférons
également la démographie de cette population avec deux méthodes existantes, le stairway
plot (Liu and Fu, 2015) et ∂a∂i (Gutenkunst et al., 2009). ∂a∂i est une méthode contrainte
qui utilise d’autres outils que notre méthode pour simuler le spectre et pour optimiser
les paramètres. Le stairway plot est une méthode flexible, qui infère une démographie
constante par morceaux à partir du spectre observé, par maximum de vraisemblance
composite. Les inférences de méthodes contraintes ou flexibles sont également comparées
sur des données simulées.

Résultats

Nous montrons que la méthode flexible testée, le stairway plot, propose une démo-
graphie très complexe pour la population Yoruba, avec plusieurs goulots d’étranglement
dans les 160 000 dernières années, et que le spectre prédit sous cette démographie com-
plexe n’ajuste pas bien le spectre observé des Yoruba. À l’inverse, les modèles contraints à
un paramètre ajustent bien le spectre observé, ce qui permet de dire que cette population
africaine est en croissance et que son TMRCA est d’environ 1.7 million d’années. Cependant,
les résultats ne permettent pas de choisir parmi les modèles de croissance testés : tous
ont un bon ajustement au spectre observé. L’utilisation d’une autre méthode contrainte,
∂a∂i, aboutit aux mêmes résultats. La comparaison des méthodes contraintes et flexibles
sur des données simulées montre que le stairway plot est biaisé par le bruit présent dans
le spectre de fréquence, dû au nombre fini de loci indépendants.

Conclusions

Cette étude montre que même dans le cas d’une démographie simple, une méthode
flexible, le stairway plot, peut inférer un scénario complexe peu réaliste et prédire un
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spectre de fréquence qui n’ajuste pas bien les données. Cela pourrait s’expliquer par un
sur-ajustement du bruit présent dans les données initiales, inévitable pour un nombre
raisonnable de loci. À l’inverse, la démographie de la population Yoruba est compatible
avec des scénarios de croissance simples, décrits par un unique paramètre. Nos résultats
illustrent le problème d’identifiabilité des histoires démographiques à partir du spectre de
fréquence, puisque tous les modèles de croissance testés, bien que sensiblement différents
et basés sur plusieurs modèles de référence, ajustent aussi bien les données. Ils illustrent
également l’importance de la complexité des modèles, en comparant des méthodes flexibles
qui peuvent ajuster un grand nombre de paramètres à des méthodes contraintes pour
lesquelles on peut réduire ce nombre de paramètres au minimum.

État de publication

Cet article a été publié dans Genetics le 5 mai 2017, après révisions.

3.2 Article

L’article est présenté dans les pages suivantes. Il est suivi d’annexes qui regroupent les
informations supplémentaires publiées en complément de l’article (méthodes et figures),
ainsi que des analyses complémentaires réalisées pendant cette étude mais non incluses
dans l’article.
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ABSTRACT Some methods for demographic inference based on the observed genetic diversity of current populations rely on the use
of summary statistics such as the Site Frequency Spectrum (SFS). Demographic models can be either model-constrained with numerous
parameters, such as growth rates, timing of demographic events, and migration rates, or model-flexible, with an unbounded collection
of piecewise constant sizes. It is still debated whether demographic histories can be accurately inferred based on the SFS. Here, we
illustrate this theoretical issue on an example of demographic inference for an African population. The SFS of the Yoruba population
(data from the 1000 Genomes Project) is fit to a simple model of population growth described with a single parameter (e.g., founding
time). We infer a time to the most recent common ancestor of 1.7 million years (MY) for this population. However, we show that the
Yoruba SFS is not informative enough to discriminate between several different models of growth. We also show that for such simple
demographies, the fit of one-parameter models outperforms the stairway plot, a recently developed model-flexible method. The use of
this method on simulated data suggests that it is biased by the noise intrinsically present in the data.

KEYWORDS human demography; model identifiability; coalescent theory; site frequency spectrum

INFERENCE of human population history based on demo-
graphic models for genomic data can complement archaeo-

logical knowledge,owing to the largeamountofpolymorphism
data now available in human populations. Polymorphism data
can be viewed as an imprint left by past demographic events on
thecurrentgeneticdiversityofapopulation[see, e.g., reviewby
Pool et al. (2010)].

There are severalmeans of analyzing this observed genetic
diversity for demographic inference. The polymorphism data
can be used to reconstruct a coalescence tree of the sam-
pled individuals. The demography of the sampled population
can be inferred by comparing this reconstructed tree with

theoretical predictions under a constant size model (Pybus
et al. 2000). For example, in an expanding population, the
reconstructed coalescent tree will have relatively longer termi-
nal branches than the reference coalescent tree in a population
of constant size. However, methods based on a single recon-
structed tree are flawed because of recombination (Lapierre
et al. 2016), since the genealogy of a recombining genome is
described by as many trees as there are recombining loci.

The genome-wide distribution of allele frequencies is a
function of the average genealogies, and can thus be used as a
summary statistic for demographic inference. This distribu-
tion, called the Site Frequency Spectrum (SFS), reports the
number of mutated sites at any given frequency. The demo-
graphic history of a population affects the shape of its SFS
(Adams and Hudson 2004; Marth et al. 2004). For example,
an expanding population carries an excess of low-frequency
variants, compared with the expectation under a constant
size model. The shape of the SFS is also altered by selection,
which results in an excess of low- and high-frequency vari-
ants (Fay and Wu 2000). However, selection acts mainly on
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the coding parts of the genome and the noncoding segments
linked to them, while demography impacts the whole ge-
nome. Furthermore, unlike reconstructed trees, the SFS is
not biased by recombination (Wall 1999). Quite on the con-
trary, by averaging the SFS over many correlated marginal
genealogies, recombination lowers the variance of the SFS
while its expectation remains unchanged. Therefore, the SFS
of a sample is a summary of the genetic diversity, averaged
over all the genome due to recombination, that can be ana-
lyzed in terms of demography.

Several types ofmethods exist to infer the demography of a
population based on its SFS. A specific demographic model
can be tested by computing a pseudolikelihood function for
this model, based on the comparison of the observed SFS and
the SFS estimated byMonte Carlo coalescent tree simulations
(Nielsen 2000; Coventry et al. 2010; Nelson et al. 2012). This
method can be extended to infer demographic scenarios of
several populations, using their joint SFS (Excoffier et al.
2013). Methods based on Monte Carlo tree simulations are
typically very costly in computation time. Other approaches
rely on diffusion processes: they use the solution to the partial
differential equation of the density of segregating sites as a
function of time (Gutenkunst et al. 2009; Lukić et al. 2011).

Whereas all these methods are model-constrained, i.e.,
they use the SFS to test the likelihood of a given demographic
model, more flexible methods have been developed. Recently,
Bhaskar et al. (2015) derived exact expressions of the expected
SFS for piecewise-constant and piecewise-exponential demo-
graphic models. Liu and Fu (2015) developed a model-flexible
method based on the SFS: the stairway plot. This method infers
the piecewise-constant demography which maximizes the com-
posite likelihood of the SFS, without any previous knowledge on
thedemography. This optimization is based on the estimation of a
time-dependentpopulationmutation rate,u. Although they show
that their method infers efficiently some theoretical demogra-
phies, they do not test the goodness-of-fit of the expected SFS,
reconstructed under the demography they infer, with the input
SFS on which they apply their method.

All these methods are widely used for the inference of
demography in humans and other species, but doubts remain
on the identifiability of a population demography based on its
SFS. It has been shown theoretically that certain population
size functions are unidentifiable from the population SFS
(Myers et al. 2008; Terhorst and Song 2015). Myers et al.
(2008) showed that, for any given population size function
NðtÞ; there exists an infinite number of smooth functions FðtÞ,
such that jN ¼ jNþF , where jN is the SFS of a population of size
function NðtÞ: However, other theoretical works have recently
shown that for many types of population size functions com-
monly used in demography studies, such as piecewise constant
or piecewise exponential functions, demography can be inferred
based on the SFS, provided the sample is large enough (Bhaskar
and Song 2014). These studies argued that the unidentifiability
proven by Myers et al. (2008) relied on biologically unrealistic
population size functions involving high frequency oscillations
near the present. Recently, two studies (Kim et al. 2015;

Terhorst and Song 2015) have provided bounds on the
amount of demographic information contained in the SFS
or in coalescent times.

In this study, we use the SFS of an African population (the
Yoruba population, data from The 1000 Genomes Project
Consortium 2015) as an example of a somewhat simple de-
mography, to illustrate the risks of overconfidence in demo-
graphic scenarios inferred. Namely, we highlight two issues
potentially arising even in the case of simple demographies:
unidentifiability of models and poor goodness-of-fit of infer-
ences. We first infer the Yoruba demography with a model-
constrained method, using diverse one-parameter models of
growth, and then with a model-flexible method: the stairway
plot (Liu and Fu 2015). For the model-constrained method,
we test four different growth models derived from the stan-
dard neutral framework used in the vast majority of popula-
tion genetics studies, also compared with a more uncommon
type of model based on a branching process. Individual-based
models such as the branching process are widely used in
population ecology (Lambert 2010): the population is mod-
eled as individuals who die and give birth at given rates in-
dependently. These models are not commonly used in
population genetics although they provide interesting fea-
tures of fluctuating population sizes, for example, and benefit
from a strong mathematical framework.

Materials and Methods

1000 Genomes Project data

Variant calls from the 1000 Genomes Project phase 3 were
downloaded from the project ftp site (The 1000 Genomes
Project Consortium 2015). The sample size for the Yoruba
population is n ¼ 108 individuals (polymorphism data avail-
able for both genome copies of each individual, i.e., 2n ¼ 216
sequences).We kept all single nucleotide biallelic variants to plot
the sample SFS. The number of biallelic sites is S ¼ 20;417;698:
The average distance between two sites is 136 bp (median
81 bp). The number of sites for which the ancestral allele is
known is S9 ¼ 19;441;528. To avoid possible bias due to se-
quencing errors, we ignored singletons (mutations appearing in
only one chromosome of one individual in the sample) for the
rest of the study. The number of sites without singletons is
S2þ ¼ 15;915;401; including S92þ ¼ 15;216;929 sites for which
the ancestral allele is known. The implications of ignoring single-
tons are examined in the Discussion.

SFS definition and graphical representation

The SFS of a sample of ndiploid individuals is described as the
vector j ¼ ðj1; j2; . . . ; j2n21Þ, where, for i 2 ½1; 2n2 1�; ji is
the number of dimorphic (i.e., with exactly two alleles) sites
with derived form at frequency i=2n: To avoid potential ori-
entation errors, we assumed that the ancestral form is un-
known for all sites: weworkedwith a folded spectrum, where
we consider the frequency of the less frequent (or minor)
allele. In this case, the folded SFS is described as the vector
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h ¼ ðh1;h2; . . . ;hnÞ, where hi ¼ ji þ j2n2i for i 2 ½1; n2 1�
and hn ¼ jn: The folded SFS of the Yoruba sample is plotted
in Supplemental Material, Figure S1. For a better graphical
representation, all SFS were transformed as follows: we plot
fi normalized by its sum, where

for  unfolded  SFS; fi ¼ iji   for  i 2 ½1; 2n2 1�

for  folded  SFS;fi ¼ hi  
ið2n2 iÞ

2n
  for  i 2 ½1; n21�  and  fn ¼ nhn

The transformed SFS has aflat expectation (i.e., constant over
all values of i) under the standard neutral model (Nawa and
Tajima 2008; Achaz 2009).

Demographic models used for the
model-constrained methods

We inferred the demography of the Yoruba population using
five growthmodels (Figure 1), comparedwith the predictions
of the standard model with constant population size. Time is
measured in coalescent units of 2N generations, where the
scaling parameter N has the same dimension as the current
population size, which we will not estimate. Time starts at
0 (present time), and increases backward in time. Fourmodels
are based on the standard Kingman coalescent (Kingman
1982), amended with demography. Three of them are de-
scribed with an explicit demography: either Linear growth
since time t, Exponential growth at rate 1=t, or Sudden growth
from a single ancestor to the entire population at time t. We
also use anothermodel based on the Kingman coalescent, with
an implicit demography: the Conditionedmodel. This model is
based on a standard constant size model, but the Time to the
Most Recent Common Ancestor (TMRCA) is conditioned on be-
ing reached before time t. The fifth model, Birth-Death, is not
based on the standard Kingman coalescent, but on a critical
branching process measured in units of 2N generations. For-
ward in time, the process starts with a founding event of one
individual. Individuals give birth and die at equal rate 1. The
process is conditioned on not becoming extinct before a period
of time t, and on reaching, on average, 2N individuals.

Stairway plot inference on the Yoruba SFS

We applied the model-flexible stairway plot method devel-
oped by Liu and Fu (2015) to the unfolded Yoruba SFS. The
unfolded SFS is constructed with the subset of sites S9 for which
the ancestral base is available. Once folded, this SFS is highly
similar to the SFS constructed with the full set of sites S (their
square distance is d2 ¼ 3:93 1025; see below in the methods
for the computation of d2). Inferences are made on 200 SFS as
suggested by their method. We use the script they provide to
create 199 bootstrap samples of the Yoruba SFS.We also ignore
the singletons for this method, and use the default parameter
values suggested in their paper for the optimization.

SFS simulation with demography

Weused twodifferentmethods to simulate SFSunder the four
demographic models derived from the Kingman coalescent

(Linear, Exponential, Sudden, and Conditioned) or under a
piecewise-constant demography reconstructed by the stair-
way plot method.

Method 1: Simulate l independent topologies under the
Kingman coalescent on which mutations are placed at rate
u (population mutation rate) (Hudson et al. 1990). This al-
lows us to simulate the SFS of l independent loci.

Method 2: Anotherway to simulate SFS is using the following
formula:

E½ji� ¼
u

2

X2n2iþ1

k¼2

k  E½tk�  ℙðk; iÞ (1)

where u is the population mutation rate, tk is the time during
which there are k lines in the tree (hereafter named state k), and
ℙðk; iÞ is the probability that a randomly chosen line at state k
gives i descendants in the sample of size 2n (i.e., at state 2n) (Fu
1995). For all models, the neutrality assumption ensures that

ℙðk; iÞ ¼

�
2n2 i2 1

k2 2

�
�
2n21
k2 1

�

for i 2 ½1; 2n2 1� and k 2 ½2; 2n2 iþ 1�. Using this probabil-
ity allows us to average over the space of topologies. This
reduces computation time considerably since the space of topol-
ogies is very large, and produces smooth SFS for which only the
tk need to be simulated to obtain the expectations E½tk�:

The expectations E½tk� are obtained as follows: for
k 2 ½2; 2n�; times in the standard coalescent, t*k, are drawn

from an exponential distribution of parameter
�
k
2

�
. For

the Linear and Exponential models, and for the piecewise-
constant demographies reconstructed by the stairway plot

Figure 1 The five demographic models. Each model has one single time
parameter t.
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method, these times are then rescaled to take into account the
given explicit demography (see, e.g., Hein et al. 2004, Chap. 4).
For the Suddenmodel, we assume the coalescence of all lineages
at time t if the common ancestor has not yet been reached. For
the Conditioned model, we keep only simulations for whichP2n

k¼2t
*
k # t, where t is the model parameter. The expectations

E½tk� are obtained by averaging over 107 simulations. Alterna-
tively, the expectations E½tk� could also be obtained with analytic
formulae provided by Polanski and Kimmel (2003).

For the Birth-Deathmodel, we use the explicit formula for
the SFS given in Delaporte et al. (2016).

We normalize the SFS computed under all thesemodels so
that their sum equals 1. This normalization removes the de-
pendence on the mutation rate parameter u. Consequently,
the standard model has no parameters while all others have
exactly one (t).

Optimization of the parameter t

For each demographic model, we optimize the parameter t
by minimizing the weighted square distance d2 between the
observed SFS of the Yoruba population and the predicted SFS
under the model (simulated with Method 2). Both SFS are
normalized for comparison. The distance is computed for all t
values in the interval ½0:8; 3:0�, with a step of 0.01 (no specific
optimization method was used to find the minimum). With
~hmodel and ~hobs the folded and normalized SFS in the tested
model and in the data respectively

d2
�
~hmodel; ~hobs

�
¼

Xn
i¼2

�
~hmodel 
i 2  ~hobs

i

�2

~hmodel
i

The sum starts at i ¼ 2 because we ignore ~hobs
1 corresponding

to singletons. To calculate the distance d29 between the SFS
predicted by twomodels, A and B, weweight the terms by the
mean of the two models:

d29
�
~hA; ~hB

�
¼

Xn
i¼2

�
~hi
A  2  ~hi

B
�2

�
~hi
A þ ~hi

B
�.

2

Inference of the Yoruba demography with ∂a∂i

We inferred the demography of the Yoruba population with
the software @a@i v1.7 (Gutenkunst et al. 2009), testing the
three models of explicit demography (Linear, Exponential,
and Sudden). The demographic models were specified so that
the only parameter to optimize is t like for the distance-based
inference method. Singletons were masked and the method
was applied on the folded Yoruba SFS. Details on the demo-
graphic functions and parameter values used for the optimi-
zation in @a@i are provided in File S1. We ran the method
100 times for each model and kept the parameter value with
the best maximum log composite likelihood over the 100 runs.
In Figure S4, we plot the best log composite likelihood of the
100 runs.

Scaling of the coalescent time

Optimized values of the parameter t̂ for each model are
expressed in coalescent time units, i.e., scaled in 2Neð0Þ gen-
erations (please note that in a model population where all
individuals reproduce,Ne ¼ N). As the model population size
at time zero, 2Neð0Þ; is unknown, to scale these coalescent
time units in numbers of generations and consequently in
years, we used the expected number of mutations per site
M. From the dataset, we have Mobs ¼ S=L, where S is the
number of single nucleotide mutations (a k-allelic SNP ac-
counts for k21 mutations), and L is the length of the acces-
sible sequenced genome in the 1000 genomes project (90%
of the total genome length, The 1000 Genomes Project Con-
sortium 2015). For the theoretical value, we get that
Mtheo ¼ m  T̂tot   C; where we know the mutation rate m from
the literature, and the total tree length expressed in coales-
cent time units T̂tot from the SFS simulations. Here, C is the
coalescent factor, that is the number of generations per co-
alescent time unit, also corresponding to 2Neð0Þ, whereNeð0Þ
is the effective population size of a real population at present
time. The total number of generations in the tree is T̂tot   C,
from which we derive the total number of mutations per site
Mtheo: Thus, using the observed valueMobs;we can estimate C
by S=ðm  L  T̂totÞ: We assumed a mutation rate of 1:23 1028

per base pair per generation (Conrad et al. 2011; Campbell
et al. 2012; Kong et al. 2012). With the coalescent factor C,
we can then convert a coalescent time unit into a number of
generations, or into a number of years, assuming 24 years as
the generation time (Scally and Durbin 2012).

Graphical representation of the inferred demographies

To represent the inferred explicit demographies (models Lin-
ear, Exponential, and Sudden), we plot the shape of the de-
mography with the optimized value t̂ for each model. For the
implicit demographies (models Conditioned and Birth-Death),
as there is no explicit demographic shape, we plot the mean
trajectory of fixation of a new allele in the population: forward
in time, these fixation trajectories illustrate the expansion of
the descendance of the sample’s ancestor in the population
(see File S1 for details).

Comparing the model-constrained and model-flexible
methods to infer Linear growth

We applied both methods (the one-parameter inference
method and the stairway plot method) on SFS simulated
under Linear growth. To test the stairway plot method on a
Linear growth demography, we simulate 200 independent
SFS using Method 1, with sample size 2n ¼ 216; u ¼ 100
(arbitrary value removed by normalization) and a founding
time t ¼ 2:48 (estimated for the Yoruba population, see Re-
sults). The SFS are simulated with either 103; 104, or 105

independent loci. We scaled the simulated SFS to obtain a
total number of S ¼ 20;417;698 variants, so that the total
number of variants in the simulated SFS is the same as in the
Yoruba SFS. We ran the stairway plot method on these
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200 independent SFS with the default parameter values sug-
gested in the method, and with the same mutation rate
(1:23 1028 per base pair per generation) and generation
time (24 years) as in our study. Here, the singletons are
taken into account, because inferences are made on simu-
lated data. We report the median demography of these
200 independent inferences.

To test the one-parameter inference method on these SFS
simulated under the Linear model, we run the parameter
optimization on a SFS simulated with either 103; 104; 105,
or 106 loci. The search of the parameter value that mini-
mizes the distance d2 was optimized with a Newton-Raphson
algorithm. Derivatives were calculated at t  6  0:05, where t

is the parameter value being optimized. The optimization
stopped when the optimization step of the parameter value
was ,1023:

Data availability

The 1000 Genomes Project data used in this study is publicly
available at ftp://ftp.1000 genomes.ebi.ac.uk/vol1/ftp/
release/20130502/. The code in Python and C written for
the study is available at https://github.com/lapierreM/
Yoruba_demography. The code in C used for the Method 1
of SFS simulation is available upon request to G.A.

Results

We inferred the demography of the Yoruba population
(Africa), from the whole-genome polymorphism data of
108 individuals (data from the 1000 Genomes Project, The
1000 Genomes Project Consortium 2015), with SFS-based
methods, either model-constrained or model-flexible.

It has been shown that human populations have been
growing since their emergence in Africa, and that African
populationswere supposedly not affectedby theOut-of-Africa
bottleneck described for Eurasian populations (Marth et al.
2004; Atkinson et al. 2008; Gutenkunst et al. 2009; Gronau
et al. 2011; Tennessen et al. 2012). Analyses using the PSMC
method (Li and Durbin 2011) have shown a reduction in the
African population size after the divergence with non-African
populations. However, Mazet et al. (2016) have recently
shown that these analyses could be biased by population
structure. Based on this previous knowledge, for the model-
constrained method, we chose to infer the Yoruba demogra-
phywith simplemodels of growth, i.e., with only one phase of
growth characterized by a single parameter. These five mod-
els are: Linear, Exponential, or Sudden growth, a Conditioned
model, where the TMRCA is conditioned on being smaller than
the given parameter, and a critical Birth-Death model based
on a branching process (Figure 1). To infer the Yoruba de-
mography, we fit the SFS predicted under each model with
the observed Yoruba SFS (all SFS are folded). The SFS were
normalized to remove the population mutation rate parame-
ter u, so that each model is characterized by one single pa-
rameter t , which has the dimension of a time duration. We fit
this parameter by least-square distance between the observed

SFS and the predicted SFS, and by maximum likelihood
using the @a@i software (Gutenkunst et al. 2009). For the
model-flexible inference, we used the stairway plot method
developed recently by Liu and Fu (2015), which infers a
piecewise-constant demography based on the SFS. For this
method, the number of parameters to be estimated is deter-
mined by a likelihood-ratio test. It can range from 1 to 2n2 1,
where 2n is the number of sequences in the sample.

TheYorubaSFSwas constructed by taking into account the
entire genome. Removing the coding parts of the genome to
avoid potential bias due to selection does not affect the shape
of the SFS substantially (Figure S2), since the coding parts
represent a very small fraction of the human genome. The
first bin of the observed SFS, accounting for mutations found
in one chromosome of one individual in the sample (black dot
in the observed SFS in Figure 3B), seemed to lie outside the
rest of the distribution. This could be due to sequencing er-
rors being considered as singletons (Achaz 2008), and thus
we chose to ignore this value for the model optimization. We
have also made sure that the SFS shape was not affected
greatly by the sample size. We compared the SFS of a sub-
sample of half the Yoruba individuals (2n ¼ 108) with the
full sample SFS (2n ¼ 216) (Figure S3). This shows that
the only bin of the SFS that is affected by this subsampling is
thefirst one, containing the singletons. Aswe ignore singletons
in our study, the sample size should not influence our results.

The analysis of the Yoruba SFS with the stairway plot
method results in a complex demography with several bot-
tlenecks in the last 160,000 years (Figure 2). The effective
population size at time 0, Neð0Þ; is 28,500 (as we ignore
singletons, time 0 does not correspond to present time, see Dis-
cussion). The demographic history earlier than 160,000 years
ago shows spurious patterns that should not be interpreted,
according to Liu and Fu (2015).

The inference of the Yoruba demographywith one-parameter
models was done by minimizing the distance between ob-
served and predicted SFS. This gave an optimized value t̂ of
the parameter t (Figure 3A and Table 1) (with t̂ in coales-
cent units, Linear: t̂ ¼ 2:48; Exponential: t̂ ¼ 1:82; Sudden:
t̂ ¼ 1:36; Conditioned: t̂ ¼ 1:89;and Birth-Death: t̂ ¼ 2:28).
Plotting the predicted SFS with the optimized parameter
value t̂ confirmed their goodness-of-fit with the observed
Yoruba SFS (Figure 3B). Compared to the standard model
without demography, the addition of just one parameter
allows for a surprisingly good fit of the observed Yoruba
SFS. The Yoruba demography thus seems to be compatible
with a simple scenario of growth. On the other hand, the
demography inferred by the stairway plot predicts a SFS
that does not fit well the observed Yoruba SFS: the distance
between the observed Yoruba SFS and the expected SFS
under the stairway plot demography is 10 times the distance
between any of the one-parameter model SFS and the data
(Figure 3B and Table 1).

The best fitting SFS under each of the five demographic
models all have a square distance d2 of the order of 1024 with
the observed Yoruba SFS (Figure 3A and Table 1), and have
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highly similar shapes (Figure 3B). This suggests that the five
demographic models used to infer the demography of the
Yoruba are hard to distinguish based only on the observed
SFS. To validate the use of a least square distance to find the
best fitting SFS, we also inferred the Yoruba demography
using the @a@i software. This model-constrained method
based on the SFS uses a diffusion approximation to simulate
SFS and a likelihood framework for the parameter optimiza-
tion. We tested the threemodels of explicit demography (Lin-
ear, Exponential, and Sudden growth) parametrized in the
same way as in our method. The best parameter values found
by @a@i by maximum log composite likelihood are numeri-
cally indistinguishable from those found by our method
(with t̂ in coalescent units, Linear: t̂ ¼ 2:48; Exponential:
t̂ ¼ 1:82;and Sudden: t̂ ¼ 1:36). Moreover, the log compos-
ite likelihoods of the best fitting SFS under each model are on
the same scale (the likelihoods are directly comparable be-
cause the number of parameters is the same for each model):
Linear: lnðLÞ ¼ 2 3107; Exponential: lnðLÞ ¼ 2 3953; and
Sudden: lnðLÞ ¼ 2 3393 (Figure S4). They rank the explicit
demography models in the same order as the least square
distance d2 would rank them: the best model is Linear
growth, then Sudden, and finally Exponential growth.

We computed the expected TMRCA based on the predicted
SFS using (1): as the SFS predicted under each model are
very similar, it means that they have roughly the same esti-
mated time durations tk while there are k branches in the
coalescent tree of the Yoruba sample. From these expected
tk, we can compute TMRCA ¼ P2n

i¼2tk: This is the TMRCA of the
sample, but we can assume that it is the same as the TMRCA of
the population, because, with such a large sample size, the
probability that the TMRCA of the population is different from
the TMRCA of the sample becomes very small. Under each of
four models (excluding the Birth-Death model for which

there is no obvious common time scaling), the expected
TMRCA for the Yoruba population is 1.3 in coalescent units.
By using the number of mutations per site in the data, and the
total tree length inferred from the simulations, we scaled
back this TMRCA in number of generations and in years, as-
suming a mutation rate of 1:23 1028 per base pair per gen-
eration (Conrad et al. 2011; Campbell et al. 2012; Kong et al.
2012), and a generation time of 24 years (Scally and Durbin
2012) (see Materials and Methods). The TMRCA of the Yoruba
population inferred under the four demographic models is of
87,100 generations, corresponding to 1.7 million years
(MY). The inferred demographic models, with scaling in co-
alescent units, number of generations and number of years,
are shown in Figure 4. The coalescent unit of 67;000 esti-
mated to scale the inferred coalescent times in number of
years corresponds to a present effective population size
Neð0Þ of 33;500:

The demography inferred by the stairway plot method for
the Yoruba population is a piecewise-constant demography
showing much more complex patterns of growth and bottle-
necks than the one-parameter models (Figure 2). Moreover,
the expected SFS under this inferred demography does not fit
well to the observed Yoruba SFS (Figure 3B). To understand
what could produce such a complex demography, we simu-
lated SFS under a Linear growth with the founding time
t̂ ¼ 2:48 inferred for the Yoruba population. We simulated
three sets of 200 SFS, with respectively 103; 104; and 105 loci,
to obtain SFS with more or less noise (solid lines on Figure
5A). We applied the two inference methods on these SFS.
The median demographies inferred by the stairway plot
method are strongly affected by the noise of the SFS, as
shown on Figure 5B. When the number of simulated loci is
very large (median of 200 independent demographies
inferred with 106 loci), the stairway plot gives a good

Figure 2 Stairway plot inference of the Yoruba
demography. The inferred effective size Ne of the
Yoruba population is plotted from present time (0)
to the past. The inset is a zoom between 0 and
160,000 years. The thick brown line is the median
Ne; the light brown area is the ½2:5;97:5� percen-
tiles interval. The inference is based on 200 boot-
strap samples of the unfolded Yoruba SFS. The
singletons are not taken into account for the opti-
mization of the stairway plot.
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approximation of the true demography, and the expected SFS
under the inferred demography fits the input SFS. However,
for smaller numbers of loci (median of 200 independent de-
mographies inferred with 105 loci or less), the stairway plot
shows complex patterns of growth and bottlenecks incompat-
ible with the true demography, and the expected SFS under
the inferred demographies do not fit the input SFS. On the
contrary, the one-parameter method infers a Linear demog-
raphy with a founding time close to the true value for SFS
simulated with 104 loci or more (Table 2).

Discussion

In this study, we fit the SFS of the Yoruba population with five
simple demographic models of growth described by one
parameter. Surprisingly, even though these five models are
quite distinct in theway theymodel population growth,fitting
themon theYoruba data results in strongly similar SFS,which
all show an excellent goodness-of-fit with the observed
Yoruba SFS. Fitting the same SFS with the stairway plot
method (Liu and Fu 2015), a model-flexible method which
infers a piecewise-constant demography, resulted in a complex
demographywith several bottlenecks in the last 160,000 years.
The poor goodness-of-fit of the expected SFS under this
inferred demography with the Yoruba SFS indicates that
this complex demography is not to be trusted, and suggests
that the way the method estimates the number of change
points is too flexible.

The results obtained by themodel-constrained andmodel-
flexible methods showed some similarities: the current pop-
ulation size Neð0Þ of �30,000 inferred with the stairway plot

corresponds roughly to the coalescent unit of 67,000 gener-
ations (equivalent to 2Neð0Þ in the coalescent theory) found
with the one-parameter models. Similarly, the TMRCA of
�1.7 MY inferred with the one-parameter models seems to
match with the last time point of the stairway plot, at
�1.9 MY.

We hypothesize that the complexity of the demography
inferred by the stairway plot method is caused by the ir-
regularities of the observed Yoruba SFS. Two concurrent
nonexclusive explanations can be put forward for these
irregularities. First, they can be due to the sampling, and thus
be considered as noise that should not be interpreted as
evidence for demography. Second, these irregularities could
be biologically relevant, and result from a very complex de-
mographic history. To assess the impact of noise on the
stairway plot method, we tested it on simulated SFS under
a Linear growth. These SFS were simulated with different
numbers of independent loci: the more loci, the less noise
in the simulated SFS. The stairway plot inference on these
SFS shows that the method is strongly affected by the noise in
the SFS simulated data: whereas the demography inferred
for a smooth SFS (corresponding to a high number of inde-
pendent loci) corresponds to the true demography approxi-
mated as piecewise constant, the demographies inferred for
smaller numbers of loci show complex patterns of bottlenecks
and deviate strongly from the true demography. In the orig-
inal paper presenting the stairway plot (Liu and Fu 2015), the
method was tested on simulations resulting in unrealistically
smooth SFS, which is why it efficiently inferred the tested
demographies. It could be that this method captures the sig-
nal contained in these irregularities and infers a demography

Figure 3 Inference of the Yoruba demography with one-parameter models. (A) Weighted square distance d2ð~h; ~hobsÞ between the normalized Yoruba
SFS ~hobs and the normalized predicted SFS ~h under each of the five models, depending on the value of the parameter t (Purple: Sudden, Blue:
Conditioned, Red: Birth-Death, Yellow: Exponential, and Green: Linear). (B) Predicted SFS under each of the five models, with the optimized value t̂ of
the parameter, and under the demography inferred by the stairway plot (brown dotted line). The Yoruba SFS is shown as empty circles. The first dot,
colored in black, accounting for the singletons, was not taken into account for the optimization of t to avoid potential bias due to sequencing errors.
The gray dashed line is the expected SFS under the standard neutral model without demography. Colors match the plot beside (the predicted SFS under
the models Birth-Death and Conditioned are indistinguishable). The SFS are folded, transformed, and normalized (see Materials and Methods).
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taking them into account, whereas the one-parametermodels
fit the global trend of the SFS shape and can thus infer the
true demography for much smaller numbers of loci. One so-
lution could be to constrain the number of parameters
allowed for model-flexible methods: it seems that determin-
ing it by likelihood-ratio test, as it is done in the stairway plot
method, is not conservative enough, as it does not prevent
overfitting of the noise. If the number of parameters was
forced to be small, themethodmight capture the global trend
of the demography and avoid this issue. The SFS recon-
structed under the demographies inferred by the stairway
plot, however, differ strongly from the input SFS. If the issue
was the overfitting of noise, we would expect the recon-
structed SFS to fit the data more closely. The method is
clearly biased by noise on the SFS but it remains unclear
why. It would require further investigation to analyze how
the different characteristics of this particular method, such as
the parametrization of population size history, respond to
noise, and what is responsible for this bias.

The five one-parameter demographic models all predict
virtually the same SFS for the Yoruba population. Therefore,
they also predict the same TMRCA for the Yoruba population.
This TMRCA of �1.3 in coalescent units corresponds, with our
scaling of coalescent time based on the number of mutations
per site, to �1.7 MY. This estimation is similar to results
concerning the whole human population, obtained by Blum
and Jakobsson (2011) and reviewed in Garrigan and Hammer
(2006). Although the commonly acknowledged date of emer-
gence of the anatomically modern human is �200,000 years
ago, Blum and Jakobsson (2011) showed that finding a much
older TMRCA was compatible with the single-origin hypothesis,
assuming a certain ancestral effective population size. These
ancient times to most recent common ancestor could also be
explained by gene flow in a structured ancestral population
(Garrigan and Hammer 2006).

Although all five models predict the same TMRCA; the
inferred demographies differ substantially between the mod-
els (Figure 3A). In the time range further beyond the TMRCA;

no information is carried by the sample. Thus, the inferred
demographies differ in this time range (Figure 4), making the
inferred founding time of the Yoruba population unreliable.

Our results with one-parameter models are reproducible
with another model-constrained method, @a@i, which uses
different approaches both for the theoretical SFS simulations

(diffusion approximation) and the parameter optimization
(composite likelihood). This shows that, for models having
the same number of parameters, a distance-based approach
finds the same ranking of models as a likelihood framework,
while being computationally less intensive. Furthermore, the
distance-based approach allows for intuitive evidence on the
fact that these different models actually all perform very well
to fit the Yoruba SFS: the small differences of distance be-
tween the best SFS predicted by eachmodel and the observed
SFS could be due to the noise in the observed SFS, and thus
do not mean that one model is better than another. Our re-
sults raise potential interest in an in-depth comparative study
of likelihood-based methods, such as @a@i and the stairway
plot, and methods based on least square distance.

Among the five tested demographic models, two pairs
of models seem to predict particularly similar SFS (pairs
of models with the two smallest values of d2 in Table 1).
First, the Linear (L) and Exponential (E) growth models
predict almost identical SFS for the Yoruba population
(d2ð~hL; ~hEÞ ¼ 2:23 1025). Figure 4 shows that, in the time
range where information is conveyed by the mean coalescent
tree of the population, i.e., between present time and the
TMRCA; these two demographies are very similar. This ex-
plains why their SFS are almost indistinguishable, and shows
that, in this parameter range, it is impossible to distinguish
linear from exponential growth. Second, the SFS predicted
under the two models with implicit demography, Conditioned
(C) and Birth-Death (BD), are so similar that they are undis-
tinguishable in Figure 3B (d2ð~hC; ~hBDÞ ¼ 3:53 1026). This
raises the question of how these two models, based on differ-
ent processes — a Wright-Fisher model or a branching pro-
cess — compare and, in particular, why their SFS are so
similar.

Aswe compute thedistance statistic to optimize themodels
on normalized SFS, the information of the magnitude of the
SFS (often referred to as u, the population mutation rate) is
lost. However, as the inferred SFS under the five demo-
graphic models all have the same shape, the constant u by
which they should be multiplied to fit the real, not normal-
ized, Yoruba SFS would be the same for all five models. Thus,
this information would not allow us to choose which model
infers the most realistic value of u.

The outlying first bin of the Yoruba SFS, corresponding to
singletons, was removed from our inference because it can be

Table 1 Least-square distance d2 between pairs of observed Yoruba SFS and optimized SFS under the five demographic models or the
stairway plot method

Data Linear Exponential Sudden Conditioned Birth-Death

Linear 3:031024 0
Exponential 4:131024 2:231025 0
Sudden 3:431024 3:531024 5:531024 0
Conditioned 2:331024 1:631024 5:531024 3:731025 0
Birth-Death 2:231024 1:731024 3:131024 4:131025 3:53 1026 0
Stairway plot 2:931023 3:131023 3:331023 2:831023 2:83 1023 2:931023
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affected by sequencing errors. As the relatively low to mod-
erate coverage of the 1000 Genomes Project could also result
in an underestimation of doubletons and tripletons, we opti-
mized t masking also these values. It did not change the
estimation of t̂ and thus had no effect on the inferred demog-
raphies. As the first bin of the SFS accounts for the mutations
that occur in the terminal branches of the coalescent tree, a
large part of the excess of singletons can be due to very recent
and massive growth. Recent studies with deep sequencing
coverage have shown that there is a large abundance of rare
variants in human populations (Coventry et al. 2010; Nelson
et al. 2012; Gazave et al. 2014). As the dataset we used for this
study had a limited sample size and low-coverage, we focused
on the inference of demography in themore distant past. Thus,
because of both sequencing errors and incompatibility with
our one-parameter models, singletons were not taken into
account. Our inferences concern the population before this
recent and massive growth. It should also be noted that Liu
and Fu (2015) emphasize that the strength of their method is
in capturing recent demographic history. Thus, ignoring sin-
gletons, although it is an existing feature of their software,
might not be the most appropriate use of the stairway plot.

For non-African human populations, the SFS based on the
1000 Genomes Project data are not monotonous: their shape
is more complex than the SFS of the Yoruba population. Thus,
one-parameter models cannot capture the complexity of the
demographic histories underlying these types of observed
SFS. Even for the Yoruba population, capturing the recent
growth event, by taking into account the singletons, would

have required adding another parameter. The stairway plot
methodshowsmoreflexibility, andcouldcapture thesignal for
more complex demographic histories, provided that the num-
ber of independent loci is very large so that there is no bias due
to noise.

Overall, this study shows that, even in the case of a simple
demography, the scenario inferred by the stairway plot, a
model-flexiblemethod, can showspuriously complexpatterns
of growth and decline, and can predict SFS poorly fitting the
initial SFS data. This might be explained by overfitting of the
method to the noise present in the observed SFS,which can be
expected for a reasonable number of loci. We also show that
simple models described by one parameter can have an
excellent goodness-of-fit to the data, and avoid the issue of
noise overfitting. The results indicate that the demography of
the Yoruba population is compatible with simple one-parameter
models of growth, and that the expected TMRCA of this pop-
ulation can be estimated at �1.7 MY. However, the SFS is
not sufficient to determine whichmodel better characterizes
the Yoruba demographic growth, and estimations of the
founding time of the population, that depend on the chosen
model, are thus unreliable. More generally, this study illus-
trates the issue of nonidentifiability of demographies based
on the SFS of a finite sample.

Our comparison of a model-constrained method using one
parameter models with a model-flexible method using a
potentially large number of parameters highlights the impor-
tance of the model complexity. Howmany parameters should
we use to “properly” characterize a demography? We argue

Figure 4 Demographic histories and reconstructed tree estimated from the Yoruba SFS. The tree shown has internode durations tk, during which there
are k lineages consistent with the SFS (the topology was chosen uniformly among ranked binary trees with 2n tips). Time is given in coalescent units, and
scaled in number of generations and in millions of years. The demographic histories (solid lines: explicit models, dashed lines: implicit models) are plotted
with their optimized t̂ values. See File S1 for details on the demographic histories plotted for the models with implicit demographies (Birth-Death and
Conditioned).
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that low complexity models should be tested first. For model-
flexible methods, the number of parameters is usually un-
bounded, and determined by successive likelihood ratio tests.
This statistical framework implies that a certain risk is taken
at each successive step, and that with the repetition of steps,
errors can potentially be made. For example, these errors can
lead to spurious inferences in noisy data (i.e., any real data).
We recommend (visually) monitoring the improvement in
goodness-of-fit when adding new parameters on statistical
grounds. Examination of the intermediate steps of fitting
would likely prevent an unnecessary increase in the model
complexity.
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3.3 Annexes

3.3.1 Informations supplémentaires de l’article

Méthodes supplémentaires

Inference of the Yoruba demography with ∂a∂i Demographic function used for
the Linear model:

def linear_growth(params, n1, pts):

T = params

xx = dadi.Numerics.default_grid(pts)

phi = dadi.PhiManip.phi_1D(xx)

nu = 1e-9 #fixed initial population size

nu_func = lambda t: nu + ( ( 1.0 - nu ) * t ) / T

phi = dadi.Integration.one_pop(phi, xx, T, nu=nu_func)

sfs = dadi.Spectrum.from_phi(phi, ns, (xx,))

return sfs}

Demographic function used for the Exponential model:

def exponential_growth(params, n1, pts):

T = params

xx = dadi.Numerics.default_grid(pts)

phi = dadi.PhiManip.phi_1D(xx)

nu = 1e-1 #fixed initial population size

nu_func = lambda t: nu * ( ( 1.0 / nu ) ** ( t / T ) )

phi = dadi.Integration.one_pop(phi, xx, T, nu=nu_func)

sfs = dadi.Spectrum.from_phi(phi, ns, (xx,))

return sfs

Demographic function used for the Sudden model:

def sudden_growth(params, n1, pts):

T = params

xx = dadi.Numerics.default_grid(pts)

phi = dadi.PhiManip.phi_1D(xx)

Tb = 1.0 #fixed time before growth event
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nu = 1e-2 #fixed population size before growth event

nuF = 1.0 #fixed population size after growth event

phi = dadi.Integration.one_pop(phi, xx, Tb, nu=nu)

phi = dadi.Integration.one_pop(phi, xx, T, nu=nuF)

sfs = dadi.Spectrum.from_phi(phi, ns, (xx,))

return sfs

Interval for the parameter to optimize and initial value for optimization:
— Linear : T ∈ [0, 10] and T0 = 3

— Exponential : T ∈ [0, 25] and T0 = 5

— Sudden : T ∈ [0, 10] and T0 = 1

For the three models, the grid point settings for the extrapolation is [300,400,500].
The function used for the optimization is optimize_log with maxiter=3. The script for
each demographic model was run 100 times, and we kept the parameter value with the
best maximum log composite likelihood. For the exponential, to retrieve the rate of the
exponential growth as we had parametrized it in our model, we compute

τ = − Topt
ln(nu)

where Topt is the optimized parameter value and nu = 0.1 (see demographic function
above).

Fixation trajectories for the models with implicit demography For the Condi-
tioned model, we use the Wright-Fisher diffusion conditioned upon fixation (Lambert,
2008) to simulate trajectories of fixation :

dXt = (1−Xt)dt+
√
Xt(1−Xt) dBt

where Xt is the random variable accounting for the frequency of the allele at time t and
Bt is Brownian motion. We simulate the trajectories starting at X0 = 0 with dt = 0.0001

and we stop the trajectories when Xt reaches 1. To account for the specificity of the
Conditioned model, we keep only trajectories that reach fixation in a time smaller than
the optimized parameter value τ̂ . Similarly, for the Birth-Death model, we use the critical
Feller diffusion (Lambert, 2008) :

dXt =
√

2XtdBt

and we run trajectories until time reaches the optimized parameter value τ̂ . We keep
trajectories for which Xτ̂ ∈ (Un, Un+1), where Uk =

∑k
i=1 Vi and the Vi’s are independent
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exponential random variables with mean 1/n. This procedure amounts to conditioning
upon sampling n individuals at time τ̂ . Indeed, for mathematical reasons, the standard
way of sampling in a branching population is not to fix the sample size, but to sample each
individual in the population independently with the same probability p. Assuming that
individuals are linearly ordered, the number W of individuals between two consecutively
sampled individuals then follows a geometric law of parameter p. In the model used in
the paper and in Delaporte et al. (2016), we further condition on the sample size n with
the relation p = n/N . So if we measure W in units of N individuals, we are left with
V =

p

n
W . Now as p → 0 (sparse sampling), V converges to an exponential random

variable of parameter n. Thus, the individuals sampled in the population are separated
by exponential random variables of parameter n, and can thus be represented by the
points (Ui)i≥1. Therefore, sampling n individuals is equivalent to keeping trajectories for
which Xτ̂ ∈ (Un, Un+1).

For both models, we average over 5000 trajectories.
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Figures supplémentaires
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Figure S1 – Yoruba Site Frequency Spectrum. The SFS is folded. The total number of
sites in the SFS is S = 20 417 698.
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Figure S2 – Coding and non-coding Yoruba SFS. In blue, SFS for coding parts of the
genome. In green, SFS for the non-coding parts of the genome. The dashed purple line
is the whole-genome SFS. The grey dashed line is the expected SFS under the standard
neutral model without demography. The SFS are folded, transformed and normalized (see
Methods).
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Figure S3 – Subsample SFS of the Yoruba population. The green line is the SFS of
the whole sample (2n = 216). The blue line is the SFS of a subsample containing half of
the Yoruba individuals (2n = 108). The grey dashed line is the expected SFS under the
standard neutral model without demography (with 2n = 216). The SFS are folded, trans-
formed and normalized (see Methods). For comparison, the subsample SFS was divided
by 2 after normalization because it contains half as many values as the two other SFS.
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Figure S4 – Maximum log composite likelihood obtained by the ∂a∂i method for the
Sudden, Exponential and Linear models. We ran the method 100 times for each model.
For each run, we report the maximum log composite likelihood with the corresponding τ
value. The figure is zoomed on the best likelihood values (higher than -4200). The number
of points present in the plot (with log composite likelihood higher than -4200) is 75 for
the Sudden model, 93 for the Linear model and 95 for the Exponential model.

83



3.3.2 Analyses complémentaires

Au cours du processus de révision de l’article, plusieurs analyses complémentaires ont
été réalisées pour répondre aux remarques et questions des reviewers anonymes. Il me
semblait intéressant de les mentionner ici même si elles n’ont pas trouvé leur place dans
la version finale de l’article.

Spectres utilisés pour la validation du Stairway plot

Au sujet de la méthode Stairway plot qui semble être biaisée par le bruit, un des
reviewers a fait remarquer que dans l’article original présentant la méthode (Liu and
Fu, 2015), les auteurs avaient pris soin de tester le choix du nombre de paramètres sur
des données simulées. Leurs résultats (Figure Validation for parameter estimation dans
leurs informations supplémentaires) montraient que leur méthode choisissait un nombre
de paramètres parcimonieux pour ajuster les données.

Pour visualiser le spectre de fréquence sur lequel ils effectuaient cette validation, nous
avons simulé leur scénario démographique à deux époques avec le logiciel ms (Hudson,
2002) et représenté graphiquement le spectre de fréquence obtenu. Nous voulions en parti-
culier voir si ce spectre était bruité ou non. Dans leur simulation (ligne de commande 5.2
dans leurs informations supplémentaires), la démographie est caractérisée par une taille
de population actuelle de 25 636, une taille de population ancestrale de 7778 et un chan-
gement de taille instantané il y a 6809 générations. Le taux de mutation est de 1.2× 10−8

par base par génération, et le taux de recombinaison est de 0.8θ par base par généra-
tion. Le spectre de fréquence est construit à partir d’un échantillon de 30 séquences d’une
longueur de 10 millions de bases. 200 réplicats sont simulés. Le nombre moyen de sites
polymorphes dans ces simulations est de S = 24 158. Ces simulations donnent le spectre
moyen présenté dans la Figure S5. On voit qu’avec les valeurs de paramètres utilisées
dans cette simulation (représentatives de ce que les auteurs utilisent dans leur article), le
spectre de fréquence simulé est lisse, ce qui explique que leur méthode soit efficace lors-
qu’elle est appliquée à ce spectre. En effet, nous le montrons également dans la Figure 5B
de l’article, pour l’inférence médiane faite sur 200 spectres simulés avec 105 loci chacun :
le stairway plot ajuste bien la vraie démographie simulée, sans trouver l’optimum global
mais en s’arrêtant à un optimum local satisfaisant, qui approche la croissance linéaire par
une croissance constante par morceaux.
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Figure S5 – Exemple de spectre de fréquence simulé avec ms, avec les valeurs de para-
mètres utilisées par Liu et Fu (2015) pour le modèle à deux époques. La courbe marron
est le spectre moyen pour 200 simulations, pour un échantillon de 30 séquences de 10
millions de bases. La ligne grise pointillée est le spectre attendu sous le modèle standard
neutre sans démographie. Les spectres sont transformés et normalisés (voir Méthodes de
l’article).

Spectre plié et déplié des données Yoruba

Lorsque nous avons analysé le spectre de fréquence des Yoruba avec la méthode Stair-
way plot, celle ci n’était applicable qu’à des spectres dépliés. Comme les mutations du jeu
de données n’ont pas toutes un allèle ancestral inféré, le jeu de données utilisable pour le
spectre déplié est légèrement réduit. Pour s’assurer que cela n’avait pas trop d’influence
sur la forme du spectre, nous avons comparé le spectre plié construit avec tous les sites
(S = 20 417 698) avec le spectre plié construit uniquement avec les sites pour lesquels on
connait l’allèle ancestral (S ′ = 19 441 528). Ces spectres, représentés sur la Figure S6, sont
très proches, leur distance au carré est de d2 = 3.9× 10−5.
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Figure S6 – Spectre de fréquence plié de la population Yoruba, pour le jeu de don-
nées complet et pour le sous-ensemble des sites orientés. La courbe violette est le spectre
construit avec tous les sites. La courbe verte est le spectre construit uniquement avec les
sites pour lesquels la base ancestrale est connue. La ligne grise pointillée est le spectre
attendu sous le modèle standard neutre sans démographie. Les spectres sont pliés, trans-
formés et normalisés (voir Méthodes de l’article).

Comparaison approfondie des méthodes contraintes et flexibles appliquées

aux données Yoruba

Un des reviewers a suggéré qu’il pourrait être intéressant d’analyser le spectre des
Yoruba avec des modèles constants par morceaux par la méthode contrainte ∂a∂i, en va-
riant le nombre d’époques. Cela permettrait de voir quel est le nombre optimal d’époques
inféré pour la démographie des Yoruba par une analyse avec ∂a∂i, et de visualiser le
spectre de fréquence prédit sous le modèle optimal.

Nous avons donc fait quelques analyses préliminaires dans ce sens. Nous avons ajouté
une ou deux époques au modèle de croissance instantanée (Sudden déjà testé dans l’ar-
ticle, qui est un modèle à une époque). Les modèles testés sont décrits dans la Figure S7.
Les résultats (Table S1) montrent que l’ajout d’une deuxième époque améliore beaucoup
la vraisemblance du modèle. L’ajout d’une troisième époque améliore la vraisemblance
dans une moindre mesure, même après correction par test de ratio de vraisemblance pour
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Figure S7 – Modèles constants par morceaux avec une à trois époques, testés avec ∂a∂i.

le nombre de paramètres. On remarque également que les distances au carré (Table S1)
entre le spectre observé et le meilleur spectre prédit par ∂a∂i (représenté sur la Figure
S8) diminuent avec l’augmentation du nombre d’époques, et atteignent de plus petites
distances que celles obtenues avec les modèles à un paramètre dans l’article. Les vraisem-
blances sont également meilleures que celles obtenues avec les modèles à un paramètre. Les
démographies inférées par ∂a∂i pour chaque modèle (Figure S9) montrent que la première
étape (en remontant dans le temps) est la même pour les modèles à deux et trois époques
(diminution de la taille de population à ∼0.6 au temps ∼0.5). La comparaison des deux
scénarios les plus vraisemblables pour le modèle à trois époques (les deux démographies
en jaune) montre que la deuxième et la troisième étape peuvent varier en taille et en
longueur sans affecter la vraisemblance, ce qui semble indiquer que la première étape est
déterminante.

Ces résultats préliminaires soulignent l’intérêt potentiel d’une étude comparative plus
poussée de ∂a∂i et du stairway plot pour l’inférence de démographies constantes par
morceaux, en particulier pour le choix du nombre d’étapes.
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Une époque (Sudden) Deux époques Trois époques
Nombre de paramètres 1 3 5
Meilleure log vraisemblance -3393 -2119 -2100
d2 3.4× 10−4 1.8× 10−4 1.7× 10−4

Table S1 – Ajustement du spectre de fréquence des Yoruba par des modèles constants
par morceaux avec ∂a∂i. La meilleure log vraisemblance obtenue après 100 exécutions de
la méthode ∂a∂i est reportée. La distance au carré est calculée entre le spectre observé
des Yoruba et le meilleur spectre prédit par ∂a∂i.
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Figure S8 – Spectres de fréquence sous chaque modèle constant par morceaux, avec les
valeurs de paramètres correspondant à la meilleur log vraisemblance obtenue par ∂a∂i.
Le spectre des Yoruba est représenté par des ronds vides. Le premier point, coloré en
noir, représentant les singletons, n’a pas été pris en compte. La ligne grise pointillée est
le spectre attendu sous le modèle standard neutre sans démographie. Les spectres sont
pliés, transformés et normalisés (voir Méthodes de l’article).
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Figure S9 – Démographies constantes par morceaux inférées par ∂a∂i pour la population
Yoruba. Le scénario ayant la meilleure log vraisemblance est dessiné pour chaque modèle.
Deux scénarios de log vraisemblances égales sont présentés pour le modèle à trois époques.
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Chapitre 4

D’autres modèles pour expliquer la

diversité des données : l’exemple des

modèles à coalescences multiples

Dans cette partie, nous avons pour objectif de confronter des données de fréquences
alléliques, issues de projets de séquençage, à d’autres modèles que le modèle standard
neutre. L’idée est de montrer qu’à la diversité des données (espèces procaryotes ou euca-
ryotes, séquences codantes ou non-codantes) pourrait être associée une certaine diversité
de modèles nuls : toutes ces séquences n’évoluent pas de la même manière, il pourrait
donc être pertinent de ne pas les modéliser de la même manière.

Dans un premier temps, je présente les différents jeux de données rassemblés et uti-
lisés dans cette partie. Après avoir mis en évidence un biais possible dû aux erreurs de
séquençage, j’analyse ces données avec un modèle à deux paramètres, permettant de mo-
déliser de la démographie et des coalescences multiples. Les séquences sont différenciées
en séquences codantes et non-codantes, afin d’analyser séparément les processus évolutifs
différents qui les affectent. Enfin, je montre que les signatures qu’on pourrait attribuer à
de la sélection après optimisation du modèle peuvent aussi en partie être dues au phéno-
mène de biais de conversion GC. Ce chapitre est à l’état d’analyses préliminaires qui ne
font pas encore l’objet d’un article.

4.0.0 Représentation graphique du spectre de fréquence

Avant de passer aux méthodes et résultats de cette partie, je commence par un point
méthodologique sur la représentation des spectres de fréquence, qui sera différente de celle
utilisée dans les deux articles des chapitres 2 et 3.
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Soient ξobs le spectre observé et ξth un spectre théorique, qui dépend du modèle choisi.
On note ξ̃obs et ξ̃th les spectres normalisés, c’est-à-dire divisés par leur somme :

ξ̃obsi =
ξobsi∑n−1
i=1 ξ

obs
i

et ξ̃thi =
ξthi∑n−1
i=1 ξ

th
i

pour i ∈ [1, n− 1]

Dans cette partie, je représente le spectre résiduel par rapport à un spectre théorique
attendu. Ce spectre résiduel, nommé r, est défini comme :

ri =
ξ̃obsi − ξ̃thi

ξ̃thi
=
ξ̃obsi

ξ̃thi
− 1 pour i ∈ [1, n− 1] (4.1)

On représente les résidus entre les données et l’attendu théorique, remis à l’échelle de
l’attendu théorique. Cette représentation est similaire à la transformation utilisée dans
les articles des chapitres précédents, excepté que le spectre théorique n’était pas soustrait
à l’attendu. La transformation correspondait donc au premier terme de l’équation 4.1,
et les spectres étaient re-normalisés après cette transformation. L’attendu théorique est
maintenant la droite y = 0.

Deux exemples de spectres résiduels sont présentés dans la Figure 4.1, pour une grande
taille d’échantillon (n=196, Drosophila melanogaster) et une petite taille d’échantillon
(n=20, Armadillidium vulgare, cloporte commun). L’axe des abscisses sera dans cette
partie i, c’est à dire le nombre de séquences portant l’allèle dérivé dans l’échantillon (et
non la fréquence de l’allèle dérivé i/n), afin de visualiser la taille de l’échantillon, qui varie
selon le jeu de données utilisé.

Le fait de remettre les données observées à l’échelle des données théoriques permet de
visualiser la déviation de l’observé par rapport à l’attendu. Par exemple, pour Drosophila
melanogaster, l’excès de mutations à hautes fréquences par rapport à l’attendu du modèle
standard neutre paraît faible (Figure 4.1A gauche), mais une fois remis à l’échelle de
l’attendu théorique, on voit que cet excès est très important par rapport à l’attendu
(Figure 4.1A droite).

Dans ces exemples, comme dans le chapitre précédent, les résidus sont représentés par
rapport au modèle standard neutre. Avec cette nouvelle formalisation, le spectre théorique
ξth par rapport auquel on calcule les résidus peut être n’importe quel attendu théorique,
et pas nécessairement le modèle standard neutre.
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Figure 4.1 – Comparaison des spectres de fréquence de Drosophila melanogaster (A)
et Armadillidum vulgare (B), normalisés (à gauche) et résiduels (à droite). Le spectre de
fréquence du modèle standard neutre (ξi = 1/i) est représenté en pointillés gris.
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4.1 Données

4.1.1 Informations sur les données rassemblées

Pour l’étude que nous voulons réaliser, nous utilisons des données de polymorphisme
à l’échelle du génome complet, pour un grand nombre d’individus d’une même espèce.
Pour chaque espèce je pars de l’alignement des génomes séquencés, ou d’un fichier VCF
(Variant Call Format, qui répertorie toutes les positions variables trouvées dans les gé-
nomes séquencés par rapport à une séquence de référence) lorsqu’il est fourni par le projet
de séquençage. L’analyse de ces données de polymorphisme me permet de construire le
spectre de fréquence de l’échantillon. Je récupère par ailleurs sur des bases de données les
positions codantes du génome de l’espèce, afin de pouvoir distinguer les mutations qui af-
fectent ou non la séquence des acides aminés. Je détaille ci-dessous les données récupérées
pour les différentes espèces que nous avons étudiées dans le cadre de ce projet.

Arabidopsis thaliana

Séquences 1135 génomes complets d’Arabidopsis thaliana ont été séquencés dans le
cadre du projet « 1001 genomes: A Catalog of Arabidopsis thaliana Genetic Variation »
(http://1001genomes.org/, 1001 Genomes Consortium et al., 2016). Le jeu de données
complet étant très parcellaire (la plupart des sites ont au moins un des 1135 génotypes
manquant), j’ai travaillé avec un sous-jeu de données plus complet de 345 lignées (sé-
quences haploïdes ; http://1001genomes.org/projects/MPICWang2013/).

Positions codantes J’ai récupéré dans la base de données Ensembl Plants Genes 35
(http://plants.ensembl.org/biomart/martview/) les positions des gènes de la sé-
quence de référence d’Arabidopsis thaliana (TAIR10, The Arabidopsis Information Re-
source). Plus précisément, je récupère les positions des UTR (Untranslated Transcribed
Regions) et des exons, définis comme indiqués sur la Figure 4.2, ce qui me permet d’en
déduire les positions des CDS (Coding DNA Sequence) et des introns. Sur Ensembl j’ai
choisi deux filtres différents pour délimiter les gènes : un filtre strict (Genes with TAIR
gene name) qui nous permet de conserver les régions dont on est sûrs qu’elles sont codantes
et un filtre peu strict (with NCBI gene) qui nous permet par soustraction d’en déduire
les régions dont on est sûr qu’elles ne sont pas codantes. Pour les régions non codantes,
on ne prend pas en compte 1kb de part et d’autre des gènes, afin de limiter l’impact de la
liaison à des séquences pouvant être sous sélection. Pour les 5 chromosomes d’Arabidopsis
thaliana, avec la base de données TAIR gene name, on a 21.1% de séquence génique (on
considère le gène comme allant du 5’ au 3’ UTR, introns compris, voir Figure 4.2) et
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Figure 4.2 – Définition des composantes du gène dans la nomenclature utilisée sur
Ensembl. Les exons (en trait plein noir) rassemblent les UTR (Untranslated Transcribed
Regions, en points noirs) et les CDS (Coding DNA Sequence, en tirets noirs). Les introns
sont en gris.

11.1% de CDS. Avec la base de données NCBI gene, en excluant 1kb de part et d’autre
des gènes, on obtient 28.3% de séquence non codante.

Séquence d’Arabidopsis lyrata Afin d’orienter les mutations (voir section 4.2), j’ai
récupéré l’alignement de la séquence de référence d’Arabidopsis thaliana avec une es-
pèce proche, Arabidopsis lyrata (http://pipeline.lbl.gov/data/araTha04_Araly1/).
49.0% des sites sont orientés, c’est à dire qu’on a pu inférer leur base ancestrale à partir
de l’alignement.

Drosophila melanogaster

Séquences 196 génomes complets d’une population africaine de Drosophila melanogas-
ter ont été séquencés dans le cadre de la phase 3 du «Drosophila Population Genomics
Project » (Lack et al., 2015). Les séquences (haploïdes) ont été récupérées sur le site du
DPGP (http://www.johnpool.net/genomes.html, fichier «DPGP3 SEQ»).

Positions codantes Les positions codantes de la séquence de référence de Drosophila
melanogaster (BDGP6) ont été récupérées de la même façon que pour Arabidopsis tha-
liana, sur la base de données Ensembl Genes 89 (http://www.ensembl.org/biomart/
martview/). Pour le filtre strict j’ai gardé uniquement les gènes «with FlyBase annota-
tion IDs ». 49.1% de la séquence des 4 autosomes séquencés (2L, 2R, 3L et 3R) appartient
à un gène (au sens large) et 17.8% à un CDS. Avec le filtre non strict (with FlyBase gene
IDs), on obtient 29.1% de séquence non codante (et à plus d’1kb d’un gène).

Séquence de Drosophila simulans La séquence d’une espèce proche de Drosophila
melanogaster, Drosophila simulans, alignée sur le génome de référence de Drosophila me-
lanogaster, a été récupérée sur le site du DPGP (fichier « SIMULANS SEQ», Stanley and
Kulathinal, 2016). Elle permet d’inférer la base ancestrale de 93.3% des SNP.
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Escherichia coli

Séquences J’ai repris les 71 séquences d’Escherichia coli utilisées dans le chapitre 2
issues de RefSeq. Ces séquences sont codantes.

Séquence ancestrale Les séquences sont alignées avec l’espèce sœur Escherichia fer-
gusonii, ce qui permet d’inférer la base ancestrale de 92.6% des SNP.

Homo sapiens

Séquences J’ai continué à travailler avec les 108 génomes diploïdes de la population
Yoruba, issus du projet 1000 génomes et déjà utilisés dans le chapitre 3.

Positions codantes Sur la base de données Ensembl Genes 89 de la séquence de ré-
férence GRCh37 du génome humain (qui est celle utilisée par le projet 1000 génomes ;
http://grch37.ensembl.org/biomart/martview/), j’ai utilisé le filtre «with RefSeq
peptide ID only ». 32.8% de la séquence des autosomes appartient à un gène (au sens
large) et 1.09% à un CDS. 66.1% de la séquence est non-codante et à plus d’1kb d’un
gène.

Séquence ancestrale L’allèle ancestral est fourni dans le fichier VCF du projet 1000
génomes. On connait ainsi la base ancestrale de 95.2% des SNP.

Espèces non modèles

Séquences Dans le cadre du projet de séquençage d’espèces non-modèles décrit dans
Romiguier et al. (2014), les transcriptomes d’une dizaine d’individus ont été séquencés
pour 12 espèces, donnant ainsi accès à leurs séquences codantes. Les espèces choisies, les
espèces sœurs séquencées et les tailles d’échantillons sont décrites dans la Table 4.1.

Séquence ancestrale Les transcriptomes d’un ou plusieurs individus d’une espèce
sœur sont disponibles pour chaque espèce étudiée, comme précisé dans la Table 4.1. Le
nombre de SNP pour chaque espèce et le pourcentage de SNP orientés sont donnés dans
la Table 4.2.

4.1.2 Spectres de fréquence observés

Les spectres de fréquence résiduels (voir section 4.0.0) des données décrites ci-dessus
sont présentés dans les Figures 4.3 à 4.6.
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Table 4.1 – Jeu de données d’espèces non-modèles issu de Romiguier et al. (2014). On
note n la taille de l’échantillon pour chaque espèce et nout la taille de l’échantillon pour
l’espèce sœur choisie. Toutes les espèces sont diploïdes, le nombre de transcriptomes est
donc 2n (et 2nout pour l’espèce sœur).

Espèce étudiée n Espèce sœur nout

Aptenodytes patagonicus (Manchot royal) 10 Aptenodytes forsteri 1
Armadillidium vulgare (Cloporte commun) 10 Armadillidium nasatum 2
Artemia franciscana (Artémie) 10 Artemia sinica 2
Caenorhabditis brenneri 10 Caenorhabditis sp.10 2
Culex pipiens (Moustique commun) 10 Culex torrentium 2
Emys orbicularis (Cistude ou tortue de Brenne) 10 Trachemys scripta 2
Halictus scabiosae (Abeille) 11 Halictus simplex 1
Lepus granatensis (Lièvre ibérique) 10 Lepus americanus 1
Ostrea edulis (Huître plate) 10 Ostrea chilensis 2
Parus caeruleus (Mésange bleue) 10 Parus major 1
Physa acuta (Escargot d’eau douce) 9 Physa gyrina 2
Sepia officinalis (Seiche commune) 9 Sepiella japonica 1

Table 4.2 – Valeurs caractéristiques du polymorphisme des différentes espèces étudiées
(désignées par leur genre). On note ng le nombre de copies de génomes dans l’échantillon,
S le nombre total de sites polymorphes, dont je donne le pourcentage pour lesquels on
connaît la base ancestrale (% orienté), et π la distance moyenne par paire de séquences,
normalisée par la longueur totale de la séquence.

Espèce étudiée ng S % orienté π

Aptenodytes 20 1644 77.7% 0.95%�
Arabidopsis 345 8 246 331 49.0% 2.9%�
Armadillidium 20 27 193 85.8% 5.1%�
Artemia 20 6666 86.2% 3.0%�
Caenorhabditis 20 2086 64.2% 7.5%�
Culex 20 12 670 43.0% 10.5%�
Drosophila 196 4 998 681 93.3% 5.0%�
Emys 20 647 79.6% 1.2%�
Escherichia 71 102 331 92.6% 16.6%�
Halictus 22 795 89.6% 0.52%�
Homo 216 20 417 698 95.2% 0.98%�
Lepus 20 1066 72.1% 1.0%�
Ostrea 20 1135 82.7% 1.8%�
Parus 20 1097 78.9% 1.6%�
Physa 18 5343 82.1% 6.1%�
Sepia 18 2112 82.4% 0.59%�
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Figure 4.3 – Spectres de fréquence résiduels d’Arabidopsis thaliana (n=345), Homo
sapiens (Population Yoruba, 2n=216), Drosophila melanogaster (n=196) et des séquences
codantes d’Escherichia coli (n=71). L’attendu théorique (en pointillé gris) correspond au
modèle standard neutre.
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Figure 4.4 – Spectres de fréquence résiduels des séquences codantes d’Armadillidium
vulgare (2n=20), Artemia franciscana (2n=20), Caenorhabditis brenneri (2n=20) et Ha-
lictus scabiosae (2n=22). L’attendu théorique (en pointillé gris) correspond au modèle
standard neutre.
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Figure 4.5 – Spectres de fréquence résiduels des séquences codantes de Lepus granaten-
sis (2n=20), Ostrea edulis (2n=20), Sepia officinalis (2n=18) et Physa acuta (2n=18).
L’attendu théorique (en pointillé gris) correspond au modèle standard neutre.
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Figure 4.6 – Spectres de fréquence résiduels des séquences codantes de Culex pipiens
(2n=20), Emys orbicularis (2n=20), Parus caeruleus (2n=20) et Aptenodytes patagonicus
(2n=20). L’attendu théorique (en pointillé gris) correspond au modèle standard neutre.
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Dans la majorité des spectres résiduels observés (Figures 4.3, 4.4 et 4.5), on constate
un fort excès de mutations à fortes fréquences, parfois associé à un excès plus modeste
de mutations à faibles fréquences. Deux spectres résiduels (P. caeruleus et A. patagonicus,
Figure 4.6) présentent un excès de mutations à faibles fréquences aussi ou plus important
que l’excès de mutations à fortes fréquences. Enfin, un spectre résiduel (E. orbicularis, Fi-
gure 4.6) semble être compatible avec l’attendu théorique du modèle standard neutre : les
écarts autour de l’attendu (0) sont faibles, et alternent entre valeurs positives et négatives.
Ils pourraient donc être dûs au bruit, étant donné le faible nombre de sites polymorphes
pour cette espèce (S=647).

Le spectre résiduel de C. pipiens (Figure 4.6) montre un excès de mutations à fréquence
1/2. C’est un signe de structuration de la population : cet excès est vraisemblablement
dû à des mutations apparues et fixées dans un sous-groupe d’individus, et absentes dans
l’autre sous-groupe. L’arbre reconstruit de l’échantillon (Neighbour-Joining Tree) montre
bien cette structuration en deux groupes de 5 individus chacun (Figure 6.1 en Annexe).
Le premier groupe est constitué d’individus provenant de France (2 individus), de Tunisie,
d’Algérie et d’Israël. Le deuxième groupe est constitué d’individus provenant de Chine,
de La Réunion, des Philippines, du Costa Rica et du Burkina Faso. Cette structuration
peut également expliquer le π élevé calculé pour C. pipiens (Table 4.2).

Avec les jeux de données de génomes complets (A. thaliana, D.melanogaster et popu-
lation Yoruba de H. sapiens), on peut construire les spectres de fréquence des données
codantes et non-codantes (Figure 4.7). Plus précisément, les spectres « codants » sont
construits uniquement avec les sites non-synonymes (c’est-à-dire pour lesquels la muta-
tion modifie l’acide aminé, et qui peuvent donc potentiellement être sous sélection). Les
spectres « non-codants » sont construits uniquement avec les sites situés à plus d’1 kb d’un
gène (voir description des données, section 4.1.1). Chez A. thaliana et H. sapiens, l’excès
de mutations à fortes fréquences est plus important dans les séquences non-codantes que
dans les séquences codantes. Chez H. sapiens, on note cependant un excès de mutations
à faibles fréquences dans les séquences codantes par rapport aux séquences non-codantes,
que l’on ne retrouve pas chez A. thaliana ou D.melanogaster. Enfin chez D.melanogaster,
l’excès de mutations à fortes fréquences est légèrement plus important dans les séquences
codantes.

4.1.3 Virus : spectre de fréquence inadapté

Les virus ayant un génome court, très variable et quasiment dépourvu de séquences
non-codantes pour certains, les hypothèses du modèle neutre sont particulièrement in-
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Figure 4.7 – Spectres de fréquence résiduels des séquences codantes (en bleu) et non
codantes (en vert) d’Arabidopsis thaliana (n=345), Homo sapiens (Population Yoruba,
2n=216) et Drosophila melanogaster (n=196). L’attendu théorique (en pointillé gris) cor-
respond au modèle standard neutre.
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Table 4.3 – Nombre de sites polymorphes issus des données du VIH (pour les nombres
de sites bi-, tri- et quadri-alléliques, le pourcentage est calculé par rapport au nombre
total de sites polymorphes).

nombre de séquences 170
longueur du génome aligné 11 027

nombre de sites polymorphes 4478
sites bi-alléliques 1947 (43%)
sites tri-alléliques 1335 (30%)

sites quadri-alleliques 1196 (27%)

adaptées pour analyser les données de variation génétique virales. On a vu en intro-
duction les incohérences auxquelles on aboutissait pour la taille efficace des virus, cal-
culée à partir de données génomiques. Nous avons donc cherché à récolter des données
de génomes viraux pour les inclure dans cette étude. J’ai commencé par les données
du Virus de l’Immunodéficience Humaine (VIH), trouvées sur le site HIV databases
(https://www.hiv.lanl.gov/content/index). On y trouve un alignement de référence
(Subtype Reference Alignement) de 170 séquences de VIH, représentant la diversité des
sous-types du virus (article présentant les données : Leitner et al., 2005).

La Table 4.3 donne quelques chiffres sur le polymorphisme de ce jeu de données. On
constate que le nombre de sites tri- et quadri-alléliques est du même ordre de grandeur
que le nombre de sites bi-alléliques (chacun représentent environ un tiers du nombre total
de sites polymorphes). On est donc hors du cadre de l’hypothèse des sites infinis, et ne
considérer que les sites bi-alléliques (pour construire le spectre de fréquence) serait très
incomplet. De plus, se pose la question de l’orientation de ces mutations (voir section 4.2) :
comme les séquences évoluent très rapidement, la reconstruction de l’allèle ancestral pa-
raît compromise. Ainsi, l’étude de l’évolution moléculaire des génomes viraux nécessite le
développement d’outils différents, qui sortent du cadre de cette thèse. Le spectre de fré-
quence n’est pas une statistique adaptée à la représentation et à l’analyse de ces données.

4.2 Les erreurs d’orientation

4.2.1 Allèle ancestral

Le spectre de fréquence est la distribution des fréquences alléliques dans la population.
On entend par fréquence allélique la fréquence de l’allèle dérivé, par opposition à l’allèle
ancestral. Or, connaître la fréquence dans la population des deux allèles existants ne suffit
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Figure 4.8 – Inférer l’allèle ancestral à partir d’une espèce sœur

pas pour connaître la fréquence de l’allèle dérivé. Il faut pour cela identifier quelle est la
version ancestrale de l’allèle, c’est à dire l’allèle qui était porté par toute la population
avant qu’une mutation fasse apparaître un deuxième allèle, que l’on appelle dérivé.

Pour inférer l’allèle ancestral, on se base en général sur la comparaison avec la sé-
quence d’un individu d’une espèce sœur de l’espèce étudiée (Figure 4.8). Dans le cas
« parcimonieux », on suppose qu’une seule mutation a eu lieu, dans l’espèce étudiée, et
que l’allèle observé chez l’espèce sœur est l’allèle ancestral. Cependant, si il y a eu deux
mutations, une dans l’espèce étudiée et une dans la branche de l’espèce sœur, et que ces
mutations ont donné la même base (A dans l’exemple de la Figure 4.8), on commet une
erreur en supposant que l’allèle ancestral est le même que l’allèle porté par l’espèce sœur.
C’est ce que l’on appelle une erreur d’orientation.

Dans un troisième cas de figure, on peut avoir dans l’espèce sœur un autre allèle, qui
ne correspond à aucun des deux allèles trouvés dans l’espèce étudiée (dans l’exemple de
la Figure 4.8, c’est le cas où l’espèce sœur a une base G ou C). Dans ce cas, on ne peut
rien dire sur la base ancestrale, mais on sait qu’on se trouve dans un cas à (au moins)
deux mutations.

4.2.2 Effets des erreurs sur le spectre de fréquence

Pour déterminer l’effet que peuvent avoir les erreurs d’orientation sur la forme du
spectre de fréquence, nous avons simulé des spectres avec un certain taux d’erreur. Soit f
ce taux d’erreur, c’est à dire la fraction de mutations mal orientées présente dans chaque
case du spectre. On peut exprimer le spectre de fréquence avec erreurs, ξerr en fonction
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Figure 4.9 – Spectre de fréquence résiduel du modèle standard neutre avec erreurs
d’orientation à taux f

du vrai spectre sans erreurs ξ :

ξerri = fξn−i + (1− f)ξi

où n est la taille de l’échantillon et i ∈ [1, n− 1].

La Figure 4.9 montre l’effet des erreurs d’orientation sur le spectre résiduel par rapport
au modèle standard neutre. Plus le taux d’erreur f est grand, plus on observe un excès
apparent de mutations à hautes fréquences, bien que le phénomène des erreurs d’orienta-
tion soit symétrique. Cela est dû à l’attendu théorique, qui est de la forme 1/i : pour des
grandes valeurs de i, les résidus entre le spectre avec erreur et le spectre théorique, remis
à l’échelle de l’attendu théorique, sont plus importants.

Si on introduit des erreurs d’orientation dans un spectre de fréquence simulé avec de
la croissance linéaire, à partir d’un certain taux d’erreur, on obtient un spectre « en U»
(excès de mutations à faibles et fortes fréquences, Figure 4.10).
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Figure 4.10 – Spectre de fréquence résiduel sous croissance linéaire (temps de fondation
d’une unité coalescente) avec erreurs d’orientation à taux f .

4.2.3 Estimer et corriger les erreurs à partir des données

Lorsque l’on aligne les séquences de l’espèce étudiée avec une espèce sœur pour déter-
miner la forme ancestrale des allèles, on trouve un certain nombre de sites pour lesquels
l’allèle porté par l’espèce sœur ne correspond à aucun des deux allèles de l’espèce étudiée.
Ces cas de figure correspondent au cas à deux mutations présenté Figure 4.8, et pour
lequel la mutation sur la branche de l’espèce sœur a fait apparaître un allèle différent
(G ou C dans l’exemple de la figure) de celui apparu dans l’espèce étudiée (A ou T).
Notons S le nombre de sites bi-alléliques dans l’échantillon de l’espèce étudiée. Parmi ces
S sites, on peut distinguer S= sites pour lesquels l’espèce sœur porte un allèle identique
à un des deux allèles de l’espèce étudiée, et S6= sites pour lesquels l’espèce sœur porte un
allèle différent des deux allèles de l’espèce étudiée. Parmi les S= sites, on cherche à savoir
combien de sites correspondent au cas à deux mutations présenté dans la Figure 4.8 et
pour lesquels on a donc fait une erreur d’orientation. On peut estimer, dans un modèle de
mutation de Jukes-Cantor (Jukes et al., 1969) où toutes les mutations sont équiprobables,
que parmi les S= sites, on a S6=/2 sites pour lesquels on est dans le cas de figure à deux
mutations. En effet, en reprenant l’exemple de la Figure 4.8, si la branche de l’espèce sœur
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mute vers un G ou un C, on comptabilisera ces sites dans S6=. On peut donc dire que la
mutation s’est faite vers un A deux fois moins souvent que vers un G ou un C, c’est à dire
S6=/2 fois. La fraction de sites mal orientés est donc

f̂jc =
S6=/2

S

Si on prend l’exemple des données de D.melanogaster (n = 196), on a S= = 4 662 706

et S6= = 151 138, d’où un taux d’erreurs d’orientation estimé à f̂jc = 0.0157.

On peut raffiner cette correction en prenant un modèle de mutation plus réaliste,
qui tient compte des taux différents de transversion et de transition (Kimura, 1980). En
notant α le nombre de transitions et β le nombre de transversions, on a

f̂k2p =
q̂S6=
S

où q̂ =
α2 + 2β2

2β(2α + β)
(Baudry and Depaulis, 2003)

Toujours avec les données de D.melanogaster, on a α = 2 689 865 et β = 2 308 816, ce qui
donne un taux d’erreurs d’orientation estimé à f̂k2p = 0.0158, qui n’est dans cet exemple
que subtilement différent du taux estimé avec le modèle de Jukes-Cantor.

Avec le taux d’erreurs d’orientation estimé, on peut corriger le spectre observé de
D.melanogaster ξobs, qui s’exprime en fonction du « vrai » spectre corrigé ξcorr comme :{

ξobsi = (1− f̂)ξcorri + f̂ ξcorrn−i

ξobsn−i = f̂ ξcorri + (1− f̂)ξcorrn−i

On peut donc exprimer le spectre corrigé ξcorr en fonction du spectre observé ξobs :

ξcorri =
(1− f̂)ξobsi − f̂ ξobsn−i

1− 2f̂
(4.2)

Le spectre de fréquence corrigé de D.melanogaster est présenté dans la Figure 4.11.
À gauche, les spectres résiduels avant et après correction sont présentés par rapport au
modèle standard neutre. La correction diminue sensiblement l’excès de mutations à hautes
fréquences. À droite, le spectre observé résiduel est représenté par rapport au modèle
standard neutre avec erreurs d’orientation : le modèle théorique est donc un modèle neutre
sans démographie mais tenant compte de l’existence d’erreurs d’orientation à taux f̂ . Cela
permet de visualier d’une autre façon le signal restant à expliquer dans ces données, après
prise en compte des erreurs d’orientation.

En raison de la faible différence observée sur nos données entre f̂k2p et f̂jc, et comme
ce projet cherche à capturer des tendances et non à faire des inférences particulièrement
précises, j’ai calculé et utilisé f̂jc dans la suite du projet. La Table 4.4 présente les f̂jc
inférés pour les espèces étudiées.
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Figure 4.11 – Spectre de fréquence résiduel de Drosophila melanogaster. À gauche, sans
et avec correction (modèle Kimura à deux paramètres, f̂k2p = 0.0158) par rapport au
modèle standard neutre. À droite, sans correction, par rapport au modèle standard neutre
avec erreurs d’orientation à taux f̂k2p = 0.0158.

Table 4.4 – Taux d’erreurs d’orientation f̂jc estimé pour les espèces étudiées

Espèce étudiée f̂jc

A. patagonicus 0.005
A. thaliana (sites non-synonymes) 0.025
A. thaliana (régions non-codantes) 0.058
A. vulgare 0.015
A. franciscana 0.021
C. brenneri 0.037
D.melanogaster (sites non-synonymes) 0.016
D.melanogaster (régions non-codantes) 0.016
E. orbicularis 0.013
E. coli 0.037
H. scabiosae 0.007
H. sapiens (sites non-synonymes) 0.001
H. sapiens (régions non-codantes) 0.003
L. granatensis 0.007
O. edulis 0.014
P. caeruleus 0.011
P. acuta 0.019
S. officinalis 0.015
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4.3 Ajuster les données avec des coalescences

multiples et de la démographie

Une majorité des spectres de fréquence des données rassemblées présentent un excès de
mutations à fortes fréquences, qui est incompatible avec un modèle standard neutre, même
avec de la démographie. On a vu en introduction que le spectre de fréquence des modèles
à coalescences multiples présentait un excès de mutations à fortes fréquences. Dans cette
partie, on cherche donc à ajuster un modèle beta-coalescent avec de la démographie à
l’ensemble des données que nous avons décrites ci-dessus.

4.3.1 Méthodes

Description mathématique d’un coalescent multiple

Soit λn,k le taux auquel chaque ensemble fixé de k lignées d’un échantillon de taille n
coalescent :

λn,k =

∫ 1

0

xk−2(1− x)n−kΛ(dx) avec 2 6 k 6 n (4.3)

où Λ est une mesure de probabilité sur [0, 1] qui détermine la probabilité avec laquelle les
évènements d’une fréquence donnée se produisent.

Cette formule est générale à l’ensemble des coalescents, multiples ou non. Pour le
coalescent de Kingman, on peut exprimer Λ comme étant la mesure de Dirac en 0, notée
Λ(dx) = δ0(dx). Ainsi, on a λn,k = 0 pour 3 6 k 6 n et λn,2 = 1 : seules les coalescences
de 2 lignées simultanément sont possibles.

Les beta-coalescents sont une des classes de modèles à coalescences multiples, pour
lesquels Λ suit une loi Beta de paramètres (α, 2−α) avec 1 6 α 6 2 (Schweinsberg, 2003;
Birkner and Blath, 2008) :

Λ(dx) =
1

Γ(2− α)Γ(α)
x1−α(1− x)α−1dx (4.4)

où Γ est la fonction gamma. Le coalescent de Kingman est un beta-coalescent avec α = 2,
c’est-à-dire une loi Beta de paramètres (2, 0). Le cas où α = 1 est appelé coalescent de
Bolthausen-Sznitman (Bolthausen and Sznitman, 1998) et correspond à une distribution
uniforme de l’intensité à laquelle les coalescences d’une certaine taille k se produisent.

La Figure 4.12 présente les spectres de fréquence résiduels d’un beta-coalescent, ob-
tenus par simulation, par rapport au modèle standard neutre, pour différentes valeurs de
α entre 1 et 2. Pour α = 2, on retrouve bien un spectre équivalent au modèle standard
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Figure 4.12 – Spectres de fréquence résiduels d’un beta-coalescent pour différentes va-
leurs du paramètre α, par rapport au modèle neutre.

neutre. Plus α diminue, plus le spectre résiduel présente un excès de mutations à faibles
et fortes fréquences, c’est-à-dire une forme en U.

Modèle à coalescences multiples et démographie

Guillaume Achaz a implémenté un simulateur de beta-coalescent avec démographie.
Le beta-coalescent est caractérisé par le paramètre α, qui peut varier entre 1 et 2 et dont
on a vu l’effet sur le spectre de fréquence dans la Figure 4.12. La démographie est expo-
nentielle, croissante ou décroissante, caractérisée par son taux g tel que la démographie
s’exprime comme N(t) = N0exp(−gt). En temps retrospectif, avec g positif, quand t aug-
mente, la taille de la population diminue : cela correspond à une population croissante en
temps prospectif. Inversement quand g est négatif on modélise une décroissance de popu-
lation. L’échelle de temps n’est pas linéaire avec N comme dans un modèle de Kingman,
la remise à l’échelle des temps coalescents se fait par un facteur 1/Nα−1, c’est-à-dire qu’on
mesure le temps en unités de Nα−1 générations.
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Ajustement des données

L’ajustement aux données se fait en minimisant la distance au carré d2 entre le spectre
observé et le spectre prédit, comme dans l’article du Chapitre 3 (voir Méthodes de cet
article). Cette fois-ci, le modèle a deux paramètres (α et g), l’optimisation se fait donc
en deux dimensions. Comme ce travail est préliminaire, je n’ai pas utilisé de méthode
d’optimisation particulière, je parcours l’espace par une grille grossière, que je raffine peu
à peu en fonction des résultats. Les données utilisées sont les spectres corrigés pour les
erreurs d’orientation, ce qui explique les différences entre les spectres observés représentés
dans cette section et ceux présentés dans les Figures 4.3 à 4.6 qui n’étaient pas corrigés.

4.3.2 Résultats

Populations en croissance avec α 6= 2

L’ajustement du modèle à deux paramètres au spectre corrigé des séquences codantes
d’A. patagonicus est présenté Figure 4.13. Pour les valeurs optimisées des paramètres
α̂ = 1.32 et ĝ = 6.8, on obtient un spectre prédit qui ajuste bien le spectre observé, même
si celui-ci est bruité. On constate que le spectre résiduel observé par rapport au spectre
optimisé (Figure 4.13B droite), ne semble plus présenter de signal, mais uniquement du
bruit (ou une structuration complexe, voir discussion). Ces données peuvent donc s’expli-
quer par un modèle incluant des coalescences multiples et de la croissance démographique
forte.

Si l’on ajuste un modèle purement démographique sans coalescences multiples (voir
modèle Exponentiel du Chapitre 3), on trouve un taux de croissance de g = 17 : si l’on
n’autorise pas les coalescences multiples, on surestime le taux de croissance. Par ailleurs,
on voit sur la Figure 4.13A que le paramètre déterminant pour la distance entre l’observé
et le modèle est le paramètre α : c’est selon cet axe que l’on observe les plus grandes
variations de d2, le paramètre de démographie g ayant un effet plus modéré sur d2.

La Figure 4.14 montre la distance entre le spectre observé d’A. patagonicus et les
spectres prédits sous les différents modèles testés, avec ou sans les paramètres de croissance
(g) et de coalescences multiples (α).

On obtient des résultats similaires pour les séquences codantes de P. caeruleus, dont
le spectre de fréquence est aussi en U. Pour cette espèce, on estime α = 1.22 et g = 0.40

(voir Figure 6.2 en Annexe).
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Figure 4.13 – A) Distance au carré entre le spectre corrigé d’Aptenodytes patagonicus et
le spectre théorique du modèle beta-coalescent avec démographie, en fonction des para-
mètres α et g. Les lignes rouges indiquent les coordonnées du minimum, d2 = 0.036. B) À
gauche, spectre résiduel corrigé d’Aptenodytes patagonicus et du modèle beta-coalescent
optimisé avec α = 1.32 et croissance exponentielle à taux g = 6.8 par rapport au mo-
dèle standard neutre. À droite, spectre résiduel d’Aptenodytes patagonicus par rapport
au modèle beta-coalescent optimisé avec α = 1.32, g = 6.8 et taux d’erreurs d’orientation
f = 0.005.
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Figure 4.14 – Distance au carré d2 obtenue entre le spectre observé d’Aptenodytes pa-
tagonicus et le spectre prédit par 5 modèles : K représente le modèle de Kingman, f les
erreurs d’orientation (f=0.005), α le modèle beta-coalescent et g la croissance exponen-
tielle. Les deux seuls paramètres optimisés sont g et α, les deux premiers modèles (K et
K+f) ne sont donc pas optimisés. Dans le modèle K+f+g, ĝ = 17. Dans le modèle α+f ,
α̂ = 1.03. Dans le modèle α+f+g, α̂ = 1.32 et ĝ = 6.8.

Populations en croissance avec α= 2

On avait vu que le spectre de fréquence d’E. orbicularis semblait compatible avec le
modèle standard neutre (Figure 4.6). Lorsqu’on ajuste un modèle beta-coalescent à ces
données, on trouve bien un α optimisé de 2, c’est à dire un coalescent de Kingman. Le
modèle optimisé a un taux de croissance exponentielle de g = 0.35 qui améliore légère-
ment la distance au carré (Figure 4.15, sans démographie, d2 = 0.078 et avec croissance
exponentielle, d2 = 0.061).

Modéliser de la décroissance exponentielle

Pour certaines espèces, comme A. vulgare, le modèle qui semble convenir le mieux
est un beta-coalescent dans une population en décroissance. En effet, on observe sur
la Figure 4.16A que la plus petite valeur de d2 est obtenue pour un g négatif, c’est-à-
dire une population en décroissance exponentielle. Cependant, on constate que dans une
partie de la grille de valeurs de paramètres, d2 n’a pas pu être calculé. Pour ces valeurs
de paramètres, le modèle beta-coalescent avec démographie n’a pas pu être simulé, à
cause de la remise à l’échelle des temps coalescents. En effet, lorsqu’on modélise une
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Figure 4.15 – À gauche, spectre résiduel corrigé d’Emys orbicularis et du modèle beta-
coalescent optimisé avec α = 2.0 et croissance exponentielle à taux g = 0.35 (d2 = 0.061)
par rapport au modèle neutre. À droite, spectre résiduel d’Emys orbicularis par rapport
au modèle beta-coalescent optimisé avec α = 2.0, g = 0.35 et taux d’erreurs d’orientation
f = 0.013.

population en décroissance, la remise à l’échelle des temps coalescents pour tenir compte
de cette décroissance peut aboutir à de trop grandes valeurs, c’est-à-dire à des temps
infinis. Ainsi, vu la forme de la surface de d2 en fonction des paramètres, il semble que l’on
n’ait pas atteint le minimum, qui serait atteint pour des taux de décroissance exponentielle
plus importants, que l’on ne peut pas simuler. Avec les valeurs de paramètres obtenues,
l’ajustement aux données n’est pas très satisfaisant (Figure 4.16B) : une grande partie
du signal d’excès de mutations à fortes fréquences n’a pas été expliqué par le modèle, et
le spectre résiduel des données par rapport au modèle optimisé (à droite) présente donc
encore un signal.

On obtient des résultats similaires pour A. franciscana, C. brenneri, E. coli, H. sca-
biosae, L. granatensis, O. edulis, P. acuta et S. officinalis (voir Figures 6.3 à 6.10 en An-
nexe).

Comparaison des séquences codantes et non-codantes

Pour A. thaliana, D.melanogaster et H. sapiens, j’ai analysé séparément les données
codantes et non-codantes. Les résultats de l’ajustement avec le modèle beta-coalescent
avec démographie pour D.melanogaster et H. sapiens sont présentés dans la Figure 4.17.
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Figure 4.16 – A) Distance au carré entre le spectre corrigé d’Armadillidium vulgare et le
spectre théorique en fonction des paramètres α et g. Les lignes rouges indiquent les coor-
données du minimum, d2 = 0.113. B) À gauche, spectre résiduel corrigé d’Armadillidium
vulgare et du modèle beta-coalescent optimisé avec α = 1.6 et croissance exponentielle
à taux g = −0.12 par rapport au modèle standard neutre. À droite, spectre résiduel
d’Armadillidium vulgare par rapport au modèle beta-coalescent optimisé avec α = 1.6,
g = −0.12 et taux d’erreurs d’orientation f = 0.015.
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Figure 4.17 – Ajustement d’un modèle beta-coalescent avec démographie aux données
codantes (sites non-synonymes) et non codantes de Drosophila melanogaster et Homo
sapiens. Les spectres résiduels observés corrigés sont en bleu (codants) ou vert (non-
codant). Les spectres résiduels prédits sous le modèle beta-coalescent (avec les valeurs de
paramètres précisés en légende) sont en orange.
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Drosophila melanogaster L’excès de mutations à fortes fréquences est environ deux
fois plus important dans les séquences codantes que dans les séquences non-codantes, tan-
dis que l’excès de mutations à faibles fréquences est à peu près identique dans les deux
cas. Pour ces deux spectres (nommés c pour codant et nc pour non codant), l’ajustement
du modèle beta-coalescent avec démographie aboutit à deux estimations de α similaires
(α̂c = 1.59 et α̂nc = 1.62) mais à deux taux de croissance exponentielle différents d’un
facteur 10 (ĝc = 0.05 et ĝnc = 0.6). Ce n’est pas ce à quoi l’on s’attend, du moins biolo-
giquement : les variations démographiques affectent la généalogie de toutes les séquences,
codantes et non-codantes. Le paramètre α des coalescences multiples peut expliquer aussi
des phénomènes neutres, comme la reproduction sweepstake (forte variance du succès re-
productif), qui affecteront tout le génome, mais également des phénomènes sélectifs, qui
eux n’affectent que les séquences codantes (et plus spécifiquement les sites sous sélection
avec lesquels j’ai construit le spectre codant). On pourrait donc s’attendre à ce que l’es-
timation de g soit la même pour les deux spectres, et que ce soit α qui diffère entre les
séquences codantes (avec sélection) et non-codantes.

Dans cette optique, j’ai optimisé α sur le spectre codant, avec g fixé à sa valeur estimée
sur le spectre non-codant. Le spectre non-codant sert ainsi d’étalonnage : on y estime la
valeur des paramètres α et g pour les processus neutres. On fixe ensuite g qui devrait
être le même pour les séquences codantes, et on ré-estime α qui peut aussi expliquer des
phénomènes sélectifs, et donc être différent pour les séquences codantes. On estime alors
α = 1.64 : ainsi, quand on force g à être le même que pour les régions non-codantes, on
trouve un α plus élevé dans les régions codantes. Cependant, la différence n’est pas très
marquée, et l’ajustement aux données est bien sûr un peu moins bon (d2 = 0.012 , alors
qu’avec les deux paramètres libres on trouve d2 = 0.007).

Homo sapiens Pour la population Yoruba, on a vu que l’excès de mutations à faibles
fréquences est trois fois plus important dans les séquences codantes, et qu’à l’inverse l’excès
de mutations à fortes fréquences est deux fois plus important dans les séquences codantes.
L’ajustement du modèle beta-coalescent avec démographie aboutit donc à des résultats
très différents pour ces deux jeux de données : pour les séquences codantes, α̂c = 1.65 et
ĝc = 0.4 tandis que pour les séquences non-codantes, α̂nc = 1.85 et ĝc = −0.1.

Pour les séquences non-codantes, on est dans la situation expliquée dans la section
précédente, avec un taux de décroissance qu’on ne peut pas optimiser à cause du simula-
teur. Le g estimé n’était donc pas le meilleur, on ne peut pas tester la même procédure
que pour D.melanogaster, en fixant le g estimé dans les séquences non-codantes pour
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l’ajustement de α dans les séquences codantes.

4.4 Le biais de conversion génique

Le biais de conversion génique (ou gBGC pour GC-biased gene conversion) est un
processus associé à la recombinaison méiotique qui favorise les bases G:C par rapport
aux bases A:T au moment de la réparation des mésappariements (Marais, 2003; Lesecque
et al., 2013). Ce mécanisme tend à augmenter le taux de GC et le taux de substitutions
A:T→G:C dans les régions à fort taux de recombinaison. Il est équivalent à de la sélection
naturelle favorisant les allèles G:C, en augmentant leur fréquence et leur probabilité de
fixation (Nagylaki, 1983). Il peut donc en mimer les effets, en particulier sur le spectre de
fréquence.

Pour déterminer si les signatures de sélection que nous détectons sur les spectres
observés (avec α 6= 2) peuvent être dues au gBGC, j’ai compté les types de mutations
(A→T, A→G, A→C, etc...), et ce pour trois catégories de fréquences : moins de 10%,
entre 10% et 90% et plus de 90%. Les résultats pour A. thaliana sont présentés dans la
table 4.5.

Comme précédemment observé dans d’autres études (Katzman et al., 2011; Glémin
et al., 2015), on constate une sur-représentation des catégories A→G et T→C pour les
mutations présentes à plus de 90% dans l’échantillon (valeurs encadrées dans la table 4.5).
On obtient des résultats semblables pour D.melanogaster et H. sapiens, population Yo-
ruba (voir Tables 6.1 et 6.2 en Annexe). On peut donc en déduire qu’une partie de l’excès
de mutations à fortes fréquences observé chez ces espèces est due au phénomène de conver-
sion biaisée, qui mime de la sélection en faveur des allèles G:C (Galtier and Duret, 2007;
Berglund et al., 2009; Ratnakumar et al., 2010; Kostka et al., 2012). Ratnakumar et al.
(2010) ont estimé que jusqu’à 20% des signatures de sélection positive dans le génome
humain pouvaient être expliquées par le gBGC.

Pour voir l’effet de ce mécanisme sur le spectre de fréquence, j’ai construit le spectre
des mutations qui n’affectent pas le taux de GC, c’est-à-dire uniquement les mutations
A↔T et C↔G, et ce pour les régions codantes, dans lesquelles on s’attend à trouver des si-
gnatures de sélection, et pour les régions non-codantes. Les résultats pour D.melanogaster
sont présentés dans la Figure 4.18.

Avec la correction des erreurs d’orientation, pour les mutations qui n’affectent pas
le taux de GC, l’excès de mutations à hautes fréquences disparaît complètement (Fi-
gure 4.18B). Les valeurs négatives sont dues à la correction : en effet, d’après l’équa-
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Table 4.5 – Nombre de mutations d’une base (en ligne) vers une autre (en colonne) pour
différentes catégories de fréquences alléliques chez A. thaliana. Les pourcentages indiqués
entre parenthèses sont calculés par rapport au total de la catégorie de fréquence. Les deux
valeurs encadrées sont les plus significatives dans un test du khi-deux.

(a) Fréquence inférieure à 10%

A T G C

A 262 125 (8.8%) 341 335 (11.5%) 170 605 (5.7%)
T 262 196 (8.8%) 171 789 (5.8%) 341 347 (11.5%)
G 451 038 (15.2%) 153 061 (5.1%) 109 396 (3.7%)
C 152 225 (5.1%) 451 518 (15.2%) 110 074 (3.7%)

(b) Fréquence comprise entre 10 et 90%

A T G C

A 59 369 (9.3%) 83 073 (13.1%) 34 908 (5.5%)
T 58 970 (9.3%) 34 621 (5.4%) 83 002 (13.1%)
G 86 247 (13.6%) 33 844 (5.3%) 20 957 (3.3%)
C 33 808 (5.3%) 85 965 (13.5%) 20 916 (3.3%)

(c) Fréquence supérieure à 90%

A T G C

A 34 611 (8.0%) 87 416 (20.3%) 20 537 (4.8%)
T 34 436 (8.0%) 20 674 (4.8%) 87 218 (20.2%)
G 46 098 (10.7%) 16 867 (3.9%) 10 248 (2.4%)
C 16 643 (3.9%) 46 080 (10.7%) 10 364 (2.4%)

tion 4.2, si ξi/ξn−i < f̂/(1 − f̂), ξcorri est négatif. On peut donc supposer que dans le
cas de D.melanogaster, une grande partie de l’excès de mutations à hautes fréquences
pourrait être dû au mécanisme de gBGC, puisque dans les mutations non affectées par ce
mécanisme, la correction des erreurs d’orientation suffit à faire disparaître cet excès, et ce
même dans les régions codantes.

Ce résultat se retrouve pour H. sapiens, population Yoruba (voir Figure 6.11 en An-
nexe). À l’inverse, chez A. thaliana, l’excès de mutations à hautes fréquences persiste
même après correction (voir Figure 4.19).

Des méthodes plus complexes existent pour estimer l’intensité du gBGC à partir du
spectre de fréquence. Glémin et al. (2015) ont développé une méthode qui tient compte
de la démographie, des erreurs d’orientation, en particulier dues à l’hypermutabilité des
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Figure 4.18 – Spectres de fréquence résiduels des mutations A↔T et C↔G chez Droso-
phila melanogaster pour les régions codantes (CDS, en violet) et non codantes (en vert).
En haut (A), spectre non corrigé, et en bas (B), spectre corrigé. Pour les CDS, f̂jc = 2.2%.
Pour le non codant, f̂jc = 2.0%.
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Figure 4.19 – Spectres de fréquence résiduels des mutations A↔T et C↔G chez Arabi-
dopsis thaliana pour les régions codantes (CDS, en violet) et non codantes (en vert). En
haut (A), spectre non corrigé, et en bas (B), spectre corrigé. Pour les CDS, f̂jc = 3.4%.
Pour le non codant, f̂jc = 7.2%.
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CpG, et de l’hétérogénéité du gBGC à l’échelle du génome. L’utilisation de telles méthodes
sortait du cadre de ce travail exploratoire mais il nous semble intéressant de souligner
l’existence de ce mécanisme, souvent ignoré, et qui peut fortement biaiser les inférences
de sélection à partir du spectre de fréquence.

4.5 Discussion

Intérêt des modèles à coalescences multiples pour l’analyse des données de

diversité génétique

On a montré dans ce travail préliminaire qu’un modèle à coalescences multiples (ici
un beta-coalescent) et démographie pouvait, avec seulement deux paramètres, améliorer
nettement l’ajustement aux données observées par rapport au modèle standard neutre.
Dans la majorité des spectres observés pour les jeux de données étudiés, le spectre de
fréquence présente un excès de mutations à fortes fréquences, avec une forme en U (3
des 16 spectres) ou « en J » (uniquement excès de mutations à fortes fréquences, 11 des
16 spectres). Seule une espèce (E. orbicularis) présente un spectre qui semble compatible
avec le modèle standard neutre.

Devant ces observations, il paraît raisonnable de se questionner sur la pertinence du
modèle neutre pour l’étude de ces données. Avec ce travail, nous suggérons qu’un modèle
simple (à 2 paramètres) pouvant modéliser des coalescences multiples et de la démogra-
phie, pourrait servir de modèle de référence à l’analyse de ces données. Ce modèle est en
tout cas plus à même d’ajuster les données observées, même s’il reste beaucoup à faire
pour en faire un outil aussi développé que le modèle standard neutre.

Interprétation du paramètre α

On a vu en introduction que les coalescences multiples pouvaient survenir dans des pro-
cessus neutres (reproduction sweepstake) ou faisant intervenir de la sélection (balayages
sélectifs). Si on veut promouvoir l’utilisation de ces modèles en génétique des populations
pour l’analyse des données, il sera nécessaire de développer des outils qui permettront de
distinguer ces mécanismes : il n’est pas suffisant de savoir qu’un modèle à coalescences
multiples s’ajuste mieux aux données qu’un modèle coalescent standard, encore faut-il
savoir pourquoi. Est-ce une signature de sélection ou d’un mode de reproduction particu-
lièrement variable ? Pour répondre à cette question, j’ai comparé quand cela était possible
les données codantes et non-codantes, pour essayer de démêler les effets des deux types
de processus, ceux qui affectent le génome entier et ceux qui n’affectent que les zones
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codantes. Cependant, on a vu également que des mécanismes moléculaires qui affectent
tout le génome, comme le biais de conversion génique, pouvaient mimer l’effet de la sé-
lection : ainsi, même dans les régions non-codantes, un α différent de 2 peut être le reflet
de différents mécanismes.

4.6 Perspectives

Autres données disponibles

Les projets de séquençage se mutlipliant, il va être possible dans les années futures
d’élargir ce type d’étude à un grand nombre d’espèces. Dans ce travail préliminaire, j’ai
principalement étudié des organismes modèles (H. sapiens, D.melanogaster, A. thaliana
et E. coli), pour lesquels les projets de séquençage sont déjà bien avancés voire achevés,
et les données annexes (régions codantes, bases ancestrales) sont bien documentées, ainsi
qu’un jeu de données d’espèces non-modèles.

Je liste ici d’autres données qui pourraient être analysées dans le cadre de ce projet.
Certaines vont être prochainement disponibles, d’autres le sont déjà mais n’ont pas été
traitées dans cette thèse faute d’informations disponibles sur les régions codantes ou la
séquence ancestrale (alignement avec une espèce proche) :

— Caenorhabditis elegans : 152 génomes complets (diploïdes) sont disponibles sur le
site du projet «Caenorhabditis elegans Natural diversity Resource » (Cook et al.,
2017, https://elegansvariation.org/data/).

— Grands singes : dans le cadre du «Great Ape Genome Project », 13 bonobos (Pan
paniscus), 27 gorilles (Gorilla gorilla gorilla), et 25 chimpanzés (Pan troglodytes)
ont été séquencés (Prado-Martinez et al., 2013, http://biologiaevolutiva.org/
greatape/data.html).

— Saccharomyces cerevisiae : le projet «The 1002 Yeast Genomes Project » est achevé,
et les 1011 génomes séquencés seront bientôt disponibles (http://1002genomes.
u-strasbg.fr/).

— Solanum lycopersicum (Tomate) : 54 génomes ont été séquencés dans le cadre du
projet «The 100 Tomato Genome Sequencing Consortium» (Aflitos et al., 2014,
http://www.tomatogenome.net/).

— Taeniopygia guttata (Diamant mandarin) : 20 individus ont été séquencés dans le
cadre d’une étude sur les points chauds de recombinaison (Singhal et al., 2015,
http://www.ebi.ac.uk/ena/data/view/PRJEB10586).

123

https://elegansvariation.org/data/
http://biologiaevolutiva.org/greatape/data.html
http://biologiaevolutiva.org/greatape/data.html
http://1002genomes.u-strasbg.fr/
http://1002genomes.u-strasbg.fr/
http://www.tomatogenome.net/
http://www.ebi.ac.uk/ena/data/view/PRJEB10586


Modélisation de la décroissance exponentielle

Une des principales limites de cette étude a été que dans un grand nombre d’espèces
étudiées, le modèle qui semblait convenir le mieux était un beta-coalescent dans une popu-
lation en décroissance exponentielle. Or le simulateur ne permettait pas de modéliser des
décroissances importantes, et nous n’avons donc pas pu parcourir l’ensemble de l’espace
des paramètres pour en trouver le minimum. Cette limite devrait pouvoir être contour-
née par la suite : pour atteindre moins rapidement des temps infinis au moment de la
remise à l’échelle des temps coalescents, il faudrait changer l’échelle du temps au départ,
en prenant une taille de population actuelle (arbitraire) plus petite.

Autres modèles à coalescences multiples

On s’est limité ici à l’étude d’un modèle beta-coalescent, avec 1 < α 6 2. De futures
améliorations du simulateur pourront permettre de tester des valeurs de α inférieures
à 1, qui permettent de simuler des excès importants de mutations à faibles fréquences,
que l’on observait peu dans les données traitées ici. Par la suite, la comparaison avec
d’autres types de coalescents multiples, paramétrés différemment (Ψ-coalescent) ou au-
torisant les coalescences multiples simultanées (Ξ-coalescent), permettront d’évaluer plus
généralement quels coalescents multiples permettent d’ajuster quels types de spectres de
fréquence observés.
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Chapitre 5

Conclusion générale et discussion

Dans cette thèse, j’ai cherché à comprendre comment le cadre théorique du modèle
standard neutre était utilisé en évolution moléculaire, quelles pouvaient être ses limites
et quelles alternatives existaient pour l’analyse de la diversité génétique des populations.

En prenant l’exemple de l’inférence démographique à partir du modèle standard neutre,
j’ai ainsi mis en évidence certains biais liés à l’utilisation de ce cadre théorique. Certains
de ces biais étaient connus mais méritaient d’être soulignés dans un exemple d’applica-
tion à des données. C’est le cas de la recombinaison dans les analyses démographiques de
données microbiennes (Chapitre 2) : même s’il est connu que la recombinaison modifie
l’arbre reconstruit d’alignements de génomes complet, la méconnaissance des hypothèses
du cadre théorique ou l’utilisation systématique de méthodes connues, sans vérification
de ses hypothèses, aboutit à des inférences démographiques biaisées. De façon plus insi-
dieuse, on a montré que l’utilisation de ClonalFrame, dans le but de produire des arbres
« sans recombinaison », aggravait le biais dû à la recombinaison dans l’inférence avec le
skyline plot.

Dans le Chapitre 3, j’ai soulevé la question de l’identifiabilité des histoires démogra-
phiques à partir du spectre de fréquence. Cette question avait déjà été abordée de façon
théorique, mais bien que ces études théoriques soient quasiment systématiquement citées
dans les études de démographie appliquées à des données, leurs conclusions n’avaient pas
été vraiment confrontées à un cas réel. Nous avons ainsi mis en évidence que ce pro-
blème d’identifiabilité n’était pas uniquement théorique, mais qu’avec des données réelles
on pouvait se retrouver dans une situation où l’on n’est pas capable, avec le spectre de
fréquence, de distinguer une croissance linéaire d’une croissance exponentielle, ou même
d’une croissance soudaine pourtant peu réaliste biologiquement.

La comparaison avec une méthode flexible a mis en lumière l’importance de la question
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Figure 5.1 – Représentation en histogramme des spectres de fréquence pliés et normalisés
du modèle standard neutre (gris), de la population Yoruba (blanc) et optimisé avec un
modèle naissance-mort critique (rouge). Les valeurs pour i > 80 sont regroupées.

de la complexité des modèles testés, via le choix du nombre de paramètres. On a ainsi mis
en évidence un autre biais possible dans l’étude des spectres de fréquence, lié au bruit dû
au nombre limité de « loci indépendants ».

Enfin, dans le but d’étudier des modèles alternatifs au modèle standard neutre, j’ai
confronté les données à deux autres types de modèles, les processus naissance-mort (Cha-
pitre 3) et les modèles à coalescences multiples (Chapitre 4).

Je reviens dans cette conclusion générale sur quelques uns des points transversaux
aux trois parties de cette thèse. Je finirai par quelques réflexions plus générales sur les
implications futures de ce travail.

Représentation des spectres de fréquence

La représentation communément utilisée du spectre de fréquence est l’histogramme.
Lorsque l’on souhaite comparer plusieurs spectres de fréquence, on les juxtapose, aboutis-
sant parfois à des résultats peu lisibles et difficilement interprétables. De plus, du fait de
la forme attendue du spectre en 1/x, les valeurs pour les grandes fréquences sont faibles.
Elles sont donc souvent omises, et seules les valeurs des premières cases du spectre, c’est-à-
dire pour de petites fréquences, sont représentées, ou parfois les dernières cases du spectre
sont groupées. Par exemple, la Figure 5.1 présente les mêmes résultats que la Figure 3B
du Chapitre 3 mais sous forme d’histogramme.

Même en groupant les dernières cases du spectre et en ne représentant qu’un seul des
modèles testés (Birth-Death), l’analyse de la figure n’est pas évidente. La représentation

126



graphique des résultats est une partie importante du travail : si celle des spectres de
fréquence était plus facile à analyser, on aurait peut-être plus facilement tendance à vérifier
l’ajustement au modèle, ce qui n’a pas été fait par exemple dans l’article présentant la
méthode stairway plot (Liu and Fu, 2015).

Dans cette thèse, j’ai utilisé une représentation du spectre « transformée », que l’on a
formalisée plus généralement dans le Chapitre 4 sous le nom de spectre résiduel. Cette
représentation vise à représenter les spectres, observés ou prédits, par rapport à un attendu
théorique. Cette remise à l’échelle permet de mieux visualiser les différences entre l’attendu
et l’observé, par rapport à l’histogramme qui rend cette comparaison difficile.

De plus, cette représentation graphique permet, dans un processus d’optimisation, de
visualiser l’amélioration de l’ajustement au fur et à mesure de l’optimisation. Dans le
Chapitre 3, on avait suggéré que le stairway plot pourrait bénéficier d’une visualisation
de l’ajustement du modèle aux données, et ce au fur et à mesure de l’optimisation. Grâce à
cette représentation, on pourrait voir à chaque étape de l’optimisation dans quelle mesure
on a amélioré l’ajustement aux données, s’il reste un signal à expliquer ou non, et ainsi
s’arrêter à un nombre de paramètres raisonnable qui pourrait permettre d’éviter le biais dû
au bruit. Dans le Chapitre 4, on a ainsi pu visualiser, avant et après optimisation, le spectre
résiduel par rapport à un modèle sans ou avec coalescences multiples et démographie.
Dans certains cas, les erreurs d’orientation, les coalescences multiples et la démographie
semblaient expliquer tout le signal présent dans les données initiales. Dans d’autres cas,
plus nombreux, le spectre résiduel final montrait que tout le signal n’avait pas été expliqué.

Il est fort probable qu’à l’avenir, avec la multiplication des projets de séquençage, le
spectre de fréquence devienne une statistique résumée très utilisée pour l’inférence en gé-
nétique des populations (éventuellement combinée à d’autres statistiques, voir ci-dessous).
Le fait d’adopter une représentation graphique plus facilement analysable, et adaptée aux
grandes tailles d’échantillon (plus n est grand, moins les histogrammes tels que celui
représenté dans la Figure 5.1 deviennent lisibles) pourrait donc se révéler primordial.

Diversification des modèles en génétique des populations

Dans le Chapitre 3 on a montré le potentiel d’un modèle basé sur un processus
naissance-mort critique pour l’analyse de données de diversité génétique. En effet, même
si le modèle n’était pas meilleur que les autres, puisqu’ils ajustaient tous les données de
façon satisfaisante, c’est le seul pour lequel on dispose d’une formule analytique pour le
spectre de fréquence, et donc pour lequel l’ajustement du paramètre aux données est quasi-
instantané. De plus, ces modèles présentent l’avantage d’une grande flexibilité puisque la
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démographie n’est pas fixée : la taille de population peut varier aléatoirement entre le
temps de fondation et le temps présent. Ainsi, on peut analyser le spectre de fréquence
observé sans idée préliminaire sur la démographie de la population.

Sa flexibilité et sa caractérisation mathématique simple en font un modèle potentielle-
ment très puissant pour le développement d’un nouveau modèle nul qui tiendrait compte
de la démographie par exemple. Un des inconvénients, qui découle de sa flexibilité, et
qu’une fois qu’on a optimisé le modèle, par exemple le temps de fondation comme dans
le Chapitre 3, on ne connait pas pour autant la démographie de la population. Dans ce
chapitre nous avions simulé la trajectoire de fixation d’un nouvel allèle dans la population
pour approximer la démographie, mais il faudrait préciser ces méthodes afin qu’on puisse
avoir accès à la démographie sous-jacente d’un processus naissance-mort donné.

Nous avons également confronté à un ensemble de données plus large les modèles à
coalescences multiples (un beta-coalescent plus précisément). Cette étude préliminaire a
mis en évidence que dans la majorité des cas, le spectre de fréquence de ces populations
n’était pas en adéquation avec la prédiction du modèle standard neutre. L’ajout de deux
paramètres (coalescences multiples et démographie) permet d’améliorer l’ajustement aux
données. Sans avoir l’ambition d’expliquer entièrement les données avec deux paramètres,
l’idée est plutôt de donner une première approche vers un nouveau modèle de référence,
légèrement plus complexe mais bien plus en adéquation avec ce qui semble être une dis-
tribution répandue des fréquences alléliques (excès de mutations à hautes fréquences par
rapport à la prédiction du modèle standard neutre, forme « en J »).

Tenir compte de l’information de liaison

On a vu que grâce à la recombinaison, l’information contenue dans le spectre de
fréquence était un résumé, une moyenne des informations contenues dans tous les loci
indépendants qui composent un génome recombinant. Depuis l’essor du séquençage, on a
accès avec les génomes complets à un grand nombre de loci indépendants, ce qui n’était
pas le cas quand les régions séquencées étaient beaucoup plus réduites. On voit sur la
Figure 5.2 l’effet de l’augmentation du nombre de loci sur le spectre de fréquence d’une
population en croissance linéaire.

Quand on simule le spectre de fréquence d’un seul locus, on a accès à l’information d’un
seul arbre, ce qui explique que certaines cases du spectres soient vides (voir Figure 1.6 en
Introduction). Cela illustre le peu d’information dont on disposait avant l’ère du séquen-
çage massif pour faire des inférences à partir du spectre de fréquence, et donc la remise
en cause nécessaire maintenant que l’on dispose d’une grande quantité d’information.

128



ri

 Modèle standard neutre 
 1 locus 
 10 loci 
 100 loci

0 0.1 0.2 0.3 0.4 0.5
0.007

0.008

0.009

0.010

0.011

0.012

0.013

0.014

0.015

i

Figure 5.2 – Spectres résiduels d’un échantillon de n = 100 individus d’une population
en croissance linéaire (temps de fondation τ = 1) par rapport au modèle neutre. Les
spectres sont simulés avec 1, 10 ou 100 loci indépendants.

Dans les simulations, on choisit un nombre de loci, pour lesquels on simule des histoires
indépendantes. Dans un génome réel, il est moins évident de définir ce que seraient ces
loci indépendants : à part les chromosomes qui évoluent indépendamment, au sein d’un
chromosome on ne peut pas pointer un endroit précis de part et d’autre duquel les loci
seraient indépendants. Chaque locus est lié à ses voisins, qui sont eux mêmes liés à leurs
voisins. Cependant, à partir d’une certaine distance, les loci évoluent de façon indépen-
dante. Grâce au bruit observé sur le spectre des données, on pourrait estimer ce nombre
de loci indépendants qui pourrait nous renseigner sur l’étendue de la liaison au sein du
génome étudié.

Maintenant que l’on dispose de génomes entiers séquencés, on a également accès à
l’information de liaison entre les sites, qui n’est pas exploitée quand on utilise le spectre
de fréquence. L’accès à l’information de liaison dans des génomes diploïdes nécessite que
les données soient phasées, c’est-à-dire que l’on sait quel allèle est porté par quelle copie
du chromosome, ce qui peut introduire des biais. Récemment, Boitard et al. (2016) ont
montré que dans le cadre d’une inférence ABC, la combinaison du spectre de fréquence
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avec l’information de liaison était efficace pour inférer la démographie à partir d’un grand
échantillon, sans avoir besoin de l’information d’orientation ou de phasage des mutations.
La combinaison de ces deux statistiques permet d’inférer à la fois la démographie récente
et ancienne.

Effet de la structuration de population

Dans cette thèse, on a cherché à expliquer des données observées de diversité géné-
tique essentiellement par des processus démographiques. Un des aspects majeurs dont
nous n’avons pas tenu compte est la structuration de population. Il a été montré que la
structuration était un paramètre confondant dans les analyses démographiques de diver-
sité des populations (Mazet et al., 2016) : si les populations sont structurées, les individus
ne coalescent pas à la même vitesse selon qu’ils font partie ou non de la même sous-
population. Ainsi, négliger l’existence de ces sous-populations biaise l’analyse des taux de
coalescences inférés.

Nous avons en quelque sorte abordé le problème de la structuration dans le Chapitre 2
en étudiant les effets des différents biais d’échantillonnages, ce qui soulevait la question
de la définition d’une population pour les espèces bactériennes.

Dans le Chapitre 4, le problème a été contourné puisque nous n’avons pas analysé les
données de Culex pipiens dont le spectre de fréquence présentait un signal clair de struc-
turation, pour l’analyse duquel notre modèle beta-coalescent avec démographie n’était
pas adapté. On pourrait ajouter un ou plusieurs paramètres pour tenir compte de la
structuration, ce qui nous renvoie à la question de la complexité des modèles abordée
dans le Chapitre 3. Pour ce travail on aurait également pu ajouter à nos modèles de la
structuration, mais l’objectif était de montrer qu’en revenant à des modèles simples, ici
décrits par un unique paramètre, on pouvait très bien expliquer les données observées.

Les modèles à coalescences multiples peuvent s’adapter à l’étude de populations struc-
turées, comme cela est fait actuellement avec le coalescent de Kingman. L’idée d’un modèle
de référence basé sur des modèles à coalescences multiples est ainsi compatible avec, dans
un deuxième temps, l’ajout de paramètres de structuration quand cela semble indiqué
pour la population étudiée.

Modèle « standard » : depuis quand, jusqu’à quand ?

Dans l’introduction, j’ai rappelé le contexte historique de l’émergence de la théorie
neutraliste, qui a remplacé le pan-sélectionnisme qui était majoritaire dans les années 1960.
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Ce remplacement s’est fait relativement rapidement : la théorie a été exposée en 1968, et
une quinzaine d’année plus tard, lorsque Kimura publie son ouvrage The neutral theory
of molecular evolution, elle est déjà largement acceptée. John H. Gillespie écrit dans sa
critique du livre, publiée la même année dans Science, que «Cette théorie est aujourd’hui
invoquée aussi systématiquement que l’était la sélection il y a quelques années. » Dans le
chapitre 2 de cet ouvrage, Kimura déclare à propos de la théorie pan-sélectionniste :

«Avec le recul, je pense que c’est une caractéristique curieuse de la nature
humaine que si une certaine doctrine est constamment défendue par une ma-
jorité, approuvée par les meilleurs experts dans leurs livres, et enseignée aux
étudiants, alors une croyance est construite graduellement dans les esprits,
devenant finalement le principe directeur et la base du jugement de valeur. »

C’est une observation pertinente, que l’on peut maintenant appliquer à la théorie neu-
traliste qui est véritablement devenue « le principe directeur et la base du jugement de
valeur », à tel point qu’on ne s’interroge plus guère sur certaines de ses hypothèses et des
conséquences qu’elles peuvent avoir.

Aujourd’hui le modèle neutre est utilisé comme modèle standard dans la majorité des
études de génétique des populations, et plus largement d’évolution moléculaire. Dans la
majorité des cas il est pris comme hypothèse nulle, que l’on cherche à rejeter pour montrer
la présence de sélection, de structuration de population, ou de démographie par exemple.
Plusieurs problèmes méthodologiques se posent : d’une part, de par sa grande variabilité,
le modèle standard neutre est difficile à rejeter statistiquement. Cette « robustesse » est
peut-être une des raisons de sa popularité, mais ne pas rejeter l’hypothèse nulle ne veut
pas dire que l’hypothèse nulle est vraie : il faut donc encourager à la prudence face à ces
glissements méthodologiques.

Dans cette même idée de prudence, le Chapitre 3 est une bonne illustration des erreurs
que l’on peut commettre en supposant que puisqu’un modèle ajuste bien les données, il
est vrai. Dans ce cas, 5 modèles de démographies ajustaient tous aussi bien les données,
or ils ne peuvent pas être tous vrais, il est même certain qu’ils sont tous faux. Mais bien
souvent, on se contente de tester un modèle démographique, et de le considérer vrai s’il
est meilleur que le modèle standard pour ajuster les données.

En introduction j’avais parlé des incohérences qui émergeaient dans le calcul de la taille
efficace Ne. Il est intéressant de voir l’importance qu’a pris ce paramètre en génétique des
populations : on lui attribue aujourd’hui souvent une réalité propre alors que ce n’est
qu’une taille fictive, la taille que devrait avoir la population pour se comporter comme
une population idéale de Wright-Fisher. On s’attache donc le plus souvent à rejeter le
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modèle neutre, tout en considérant comme une vérité ce paramètre Ne qui y est pourtant
lié. Ce paramètre est aussi à l’origine, ou en tout cas en partie responsable, de certaines
erreurs, comme celles mises en évidence dans le Chapitre 2 ou dans l’article de Mazet et al.
(2016) : des méthodes qui se basent sur l’inverse des taux de coalescences pour inférer la
démographie sont biaisées par d’autres forces qui influent ces taux de coalescences. En
faisant le raccourci que Ne est l’inverse du taux de coalescence, et que Ne est une taille
de population, ces méthodes analysent le taux de coalescence purement en termes de
démographie. Mazet et al. (2016) proposent une nouvelle statistique, le taux de coalescence
instantanée inverse, qui n’est équivalent à une taille de population que dans les modèles
panmictiques. Cette démarche va dans le sens de prendre de la distance vis-à-vis de la
taille efficace.

On semble mettre en évidence dans le Chapitre 4 que le modèle standard neutre
n’est finalement (quasiment) jamais en adéquation avec les données, qu’elles soient de
vertébrés, d’invertébrés, de végétaux, ou encore de bactéries. De nombreuses études ont
montré ses limites, des modèles alternatifs existent et commencent à être utilisés. On peut
alors se demander jusqu’à quand ce modèle va rester le modèle standard, de référence ? Il
semblerait que pour l’instant, le seuil critique n’ait pas encore été atteint pour le remettre
en cause, que ce soit en termes de quantité de « preuves » qui le remettent en cause
qu’en termes de développement des modèles qui le remplaceront. En effet, étant donnée
sa popularité actuelle, il ne pourra être remplacé que si les modèles alternatifs développés
à sa place deviennent aussi performants et faciles d’utilisation et d’interprétation.

Il faut souligner que son statut est différent de celui que pouvait avoir le pan-sélection-
nisme dans les années 1960. À l’époque, c’étaient vraiment les bases biologiques de la
théorie qui étaient largement admises : on pensait que la sélection était la cause de la
diversité observée. Aujourd’hui, plutôt que sur ses bases biologiques, je pense que la
domination de la théorie neutraliste repose plutôt sur ses bases méthodologiques : le
modèle de Wright-Fisher et le coalescent de Kingman sont tellement profondément ancrés
dans notre vision de l’évolution moléculaire que même lorsque l’on pense rejeter le modèle
neutre, on continue à utiliser certaines propriétés qui en découlent comme la taille de
population efficace. La solution pour prendre du recul sur la théorie neutraliste viendra
donc peut-être du développement de nouveaux modèles, plus souples, pouvant prendre en
compte des forces évolutives variées, et j’espère que ce travail donne quelques pistes de
réflexion en ce sens.

132

http://www.rapport-gratuit.com/


133



Chapitre 6

Annexes

 Culex pipiens|GA34I|Allele 2

 Culex pipiens|GA34A|Allele 2

 Culex pipiens|GA34F|Allele 2

 Culex pipiens|GA34E|Allele 2

 Culex pipiens|GA34G|Allele 1

 Culex pipiens|GA34G|Allele 2

 Culex pipiens|GA34E|Allele 1

 Culex pipiens|GA34F|Allele 1

 Culex pipiens|GA34I|Allele 1

 Culex pipiens|GA34A|Allele 1

 Culex pipiens|GA34J|Allele 1

 Culex pipiens|GA34J|Allele 2

 Culex pipiens|GA34B|Allele 2

 Culex pipiens|GA34B|Allele 1

 Culex pipiens|GA34D|Allele 1

 Culex pipiens|GA34D|Allele 2

 Culex pipiens|GA34H|Allele 2

 Culex pipiens|GA34H|Allele 1

 Culex pipiens|GA34C|Allele 1

 Culex pipiens|GA34C|Allele 2

 Culex torrentium|GA34M|Allele 2

 Culex torrentium|GA34N|Allele 2

 Culex torrentium|GA34M|Allele 1

 Culex torrentium|GA34N|Allele 1

0.0050

Figure 6.1 – Arbre Neighbour-joining des échantillons de Culex pipiens (2n=20) et de
son espèce sœur Culex torrentium (2n=4) (obtenu avec MEGA 7, Kumar et al., 2016).
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Figure 6.2 – À gauche, spectre résiduel corrigé de Parus caeruleus et du modèle beta-
coalescent optimisé avec α = 1.22 et croissance exponentielle à taux g = 0.40 (d2 = 0.022)
par rapport au modèle neutre. À droite, spectre résiduel de Parus caeruleus par rapport
au modèle beta-coalescent optimisé avec α = 1.22, g = 0.40 et taux d’erreurs d’orientation
f = 0.011.
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Figure 6.3 – À gauche, spectre résiduel corrigé d’Artemia franciscana et du modèle
beta-coalescent optimisé avec α = 1.6 et croissance exponentielle à taux g = −0.14 (d2 =
0.066) par rapport au modèle neutre. À droite, spectre résiduel d’Artemia franciscana par
rapport au modèle beta-coalescent optimisé avec α = 1.6, g = −0.14 et taux d’erreurs
d’orientation f = 0.021.
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Figure 6.4 – À gauche, spectre résiduel corrigé de Caenorhabditis brenneri et du modèle
beta-coalescent optimisé avec α = 1.5 et croissance exponentielle à taux g = −0.15
(d2 = 0.237) par rapport au modèle neutre. À droite, spectre résiduel de Caenorhabditis
brenneri par rapport au modèle beta-coalescent optimisé avec α = 1.5, g = −0.15 et taux
d’erreurs d’orientation f = 0.037.
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Figure 6.5 – À gauche, spectre résiduel corrigé d’Escherichia coli et du modèle beta-
coalescent optimisé avec α = 1.75 et croissance exponentielle à taux g = −0.1 (d2 = 0.300)
par rapport au modèle neutre. À droite, spectre résiduel d’Escherichia coli par rapport au
modèle beta-coalescent optimisé avec α = 1.75, g = −0.1 et taux d’erreurs d’orientation
f = 0.037.
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Figure 6.6 – À gauche, spectre résiduel corrigé d’Halictus scabiosae et du modèle beta-
coalescent optimisé avec α = 1.75 et croissance exponentielle à taux g = −0.11 (d2 =
0.076) par rapport au modèle neutre. À droite, spectre résiduel d’Halictus scabiosae par
rapport au modèle beta-coalescent optimisé avec α = 1.75, g = −0.16 et taux d’erreurs
d’orientation f = 0.007.
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Figure 6.7 – À gauche, spectre résiduel corrigé de Lepus granatensis et du modèle beta-
coalescent optimisé avec α = 1.5 et croissance exponentielle à taux g = −0.13 (d2 = 0.145)
par rapport au modèle neutre. À droite, spectre résiduel de Lepus granatensis par rapport
au modèle beta-coalescent optimisé avec α = 1.5, g = −0.13 et taux d’erreurs d’orientation
f = 0.007.
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Figure 6.8 – À gauche, spectre résiduel corrigé d’Ostrea edulis et du modèle beta-
coalescent optimisé avec α = 1.75 et croissance exponentielle à taux g = −0.11
(d2 = 0.032) par rapport au modèle neutre. À droite, spectre résiduel d’Ostrea edulis
par rapport au modèle beta-coalescent optimisé avec α = 1.75, g = −0.11 et taux d’er-
reurs d’orientation f = 0.014.
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Figure 6.9 – À gauche, spectre résiduel corrigé de Physa acuta et du modèle beta-
coalescent optimisé avec α = 1.5 et croissance exponentielle à taux g = −0.15 (d2 = 0.018)
par rapport au modèle neutre. À droite, spectre résiduel de Physa acuta par rapport au
modèle beta-coalescent optimisé avec α = 1.5, g = −0.15 et taux d’erreurs d’orientation
f = 0.019.
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Figure 6.10 – À gauche, spectre résiduel corrigé de Sepia officinalis et du modèle beta-
coalescent optimisé avec α = 1.85 et croissance exponentielle à taux g = −0.09 (d2 =
0.133) par rapport au modèle neutre. À droite, spectre résiduel de Sepia officinalis par
rapport au modèle beta-coalescent optimisé avec α = 1.85, g = −0.09 et taux d’erreurs
d’orientation f = 0.015.
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Figure 6.11 – Spectres de fréquence résiduels des mutations A↔T et C↔G chez Homo
sapiens, population Yoruba, pour les régions codantes (CDS, en violet) et non codantes
(en vert). En haut (A), spectre non corrigé, et en bas (B), spectre corrigé. Pour les CDS,
f̂jc = 4.5%. Pour le non codant, f̂jc = 4.5%.
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Table 6.1 – Nombre de mutations d’une base (en ligne) vers une autre (en colonne) pour
différentes catégories de fréquences alléliques chez Drosophila melanogaster. Les pour-
centages indiqués entre parenthèses sont calculés par rapport au total de la catégorie de
fréquence. Les deux valeurs encadrées sont les plus significatives dans un test du khi-deux.

(a) Fréquence inférieure à 10%

A T G C

A 284 140 (7.6%) 321 528 (8.6%) 127 635 (3.4%)
T 284 567 (7.6%) 127 128 (3.4%) 321 367 (8.6%)
G 679 472 (18.1%) 300 613 (8.0%) 161 143 (4.3%)
C 300 072 (8.0%) 679 485 (18.1%) 161 421 (4.3%)

(b) Fréquence comprise entre 10 et 90%

A T G C

A 55 426 (7.3%) 73 164 (9.6%) 26 876 (3.5%)
T 55 288 (7.2%) 26 647 (3.5%) 73 310 (9.6%)
G 146 111 (19.1%) 51 114 (6.7%) 28 868 (3.8%)
C 50 822 (6.7%) 147 039 (19.3%) 28 615 (3.7%)

(c) Fréquence supérieure à 90%

A T G C

A 9938 (6.6%) 25 489 (16.9%) 7306 (4.8%)
T 10 084 (6.7%) 7430 (4.9%) 25 248 (16.7%)
G 22 150 (14.7%) 6213 (4.1%) 4292 (2.8%)
C 6093 (4.0%) 22 158 (14.7%) 4454 (3.0%)
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Table 6.2 – Nombre de mutations d’une base (en ligne) vers une autre (en colonne) pour
différentes catégories de fréquences alléliques chez Homo sapiens (population Yoruba). Les
pourcentages indiqués entre parenthèses sont calculés par rapport au total de la catégorie
de fréquence. Les deux valeurs encadrées sont les plus significatives dans un test du khi-
deux.

(a) Fréquence inférieure à 10%

A T G C

A 454 808 (3.4%) 1 794 134 (13.6%) 476 762 (3.6%)
T 455 412 (3.4%) 476 334 (3.6%) 1 790 357 (13.6%)
G 2 701 863 (20.5%) 611 214 (4.6%) 569 861 (4.3%)
C 609 759 (4.6%) 2 699 561 (20.4%) 569 471 (4.3%)

(b) Fréquence comprise entre 10 et 90%

A T G C

A 202 143 (3.6%) 856 381 (15.1%) 219 764 (3.9%)
T 201 988 (3.6%) 219 134 (3.9%) 855 569 (15.1%)
G 1 066 443 (18.8%) 248 764 (4.4%) 240 405 (4.2%)
C 248 974 (4.4%) 1 066 094 (18.8%) 239 392 (4.2%)

(c) Fréquence supérieure à 90%

A T G C

A 18 620 (3.3%) 121 587 (21.4%) 20 264 (3.6%)
T 19 042 (3.4%) 20 355 (3.6%) 121 021 (21.3%)
G 84 186 (14.8%) 19 656 (3.5%) 19 109 (3.4%)
C 19 954 (3.5%) 84 286 (14.9%) 18 861 (3.3%)
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