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Introduction : Les problemes
statistiques posés par les études de
biothérapie dans la maladie de

Huntington

Les données longitudinales sont des mesures d’'une méme variable, chez les mémes
patients, au cours du temps. Le traitement statistique des données longitudinales doit
tenir compte de la variabilité intra-patients et la variabilité inter-patients comme sources
d’hétérogénéité des données. Lorsque les données proviennent d’études observationnelles
ou d’essais cliniques, elles permettent de mettre en évidence des marqueurs pronostiques de
I’évolution de la maladie et des marqueurs prédictifs de 'efficacité du traitement contre
la progression de la maladie. La validation de ces marqueurs nécessite des méthodes
statistiques pour (i) identifier des sous-groupes de patients et (ii) concevoir des essais
cliniques adaptés.

Nous nous sommes intéressés a ces questions dans le cadre spécifique des petits effectifs,
avec comme application les biothérapies dans la maladie de Huntington. Cette maladie
rare est multifacette et de durée d’évolution longue, induisant une grande hétérogénéité
entre les patients que ce soit sur la présentation de la maladie ou sur son évolution. Les
biothérapies en cours d’essai pour cette maladie sont réalisées sur des petits effectifs, avec
un effet mesurable a long terme et hétérogene. Identifier des marqueurs d’évolution de la
maladie et de réponse au traitement permettrait de mieux comprendre et d’améliorer les

résultats des études de biothérapie dans la maladie de Huntington.

La maladie de Huntington

La maladie de Huntington est une maladie neurodégénérative génétique rare orpheline
et se traduit cliniquement par des troubles moteurs (mouvements anormaux involontaires,
trouble de I’équilibre,...), cognitifs (perte de mémoire, désorientation dans ’espace,...),

et/ou psychiatriques (dépression, irritabilité,...). La maladie se déclare en moyenne autour
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de 30-50 ans et les troubles s’accumulent progressivement entrainant une perte d’auto-
nomie et conduisant au déces du patient en 15 a 20 ans. On définit cing stades de la
maladie [1] :
e Stade 1 : vie familiale et professionnelle normale, parfois des problemes comporte-
mentaux
e Stade 2 : possible vie professionnelle avec facultés réduites, accomplissement des
taches de la vie quotidienne avec quelques difficultés, apparition des premiers symp-
tOmes graves
e Stade 3 : impossibilité de travailler, de faire des taches ménageres et de gérer des
affaires financieres courantes, altération des fonctions vitales
e Stade 4 : impossibilité d’accomplir seul les activités de la vie quotidienne, aide
professionnelle minimale, communication verbale impossible
e Stade 5 : besoin d’une aide permanente pour toutes les activités de la vie quotidienne,
nécessité de séjour dans un centre de soins prolongés, communication pratiquement
nulle
La maladie de Huntington est une maladie génétique autosomique dominante due a la
mutation du gene IT15 sur le bras court du chromosome 4 (4p16.3), codant la Huntingtine
(Htt). Ce gene contient de 6 a 35 répétitions du trinucléotide Cytosine-Adénine-Guanine
(CAG) et le nombre de répétitions est augmenté dans le cas de la maladie de Hunting-
ton [2]. La pénétrance de la maladie varie en fonction du nombre de répétitions de CAG [3].
La pénétrance est incomplete de 36 a 40 répétitions et complete a partir de 40 répéti-
tions, c’est-a-dire que tous les individus exprimeront le phénotype de la maladie au cours
de leur vie [4]. De 27 & 35 répétitions, on parle de cas intermédiaires, car les sujets, bien
qu’ils ne manifestent pas les signes de la maladie, pourraient transmettre la mutation a
leurs enfants [5]. Plus le nombre de répétitions est important, plus la maladie apparaitra
précocement et plus sa progression sera rapide [6, 7]. Lorsque la maladie se développe
avant 20 ans (souvent associée a plus de 60 répétitions), on parle de forme juvénile [8; 9].
Il est possible de réaliser un test génétique afin de savoir si ’on est porteur de la mala-
die. Cette demande est encadrée par une équipe pluridisciplinaire (généticien, psychiatre,
neurologue) et se déroule sur plusieurs mois du fait de 'impact du résultat sur le sujet a

risque et sa famille [10].

La physiopathologie de la maladie reste inconnue a ce jour, mais les recherches ont
montré un role protecteur de la protéine Htt et un role délétere de la protéine huntingtine
mutée (Httm) dans le cerveau. La Htt interviendrait dans le transport de vésicules conte-
nant un facteur neurotrophique essentiel a la survie des neurones [11]. Dans le cas de la
maladie de Huntington, la Htt formerait des agrégats entravant les fonctions normales de
la protéine et induisant la mort neuronale. Les régions les plus atteintes sont les ganglions

de la base (notamment le striatum, voir Figure 1), puis le cortex (couches périphériques
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du cerveau) au fur et a mesure de I’évolution de la maladie. A terme, on observe une

atrophie dans toutes les structures du cerveau.

vue latérale
http://lecerveau.mcgill.ca/

FIGURE 1 — Le striatum

Le striatum, au centre du cerveau, est composé du noyau caudé et du putamen.

Un suivi longitudinal de la maladie grace au centre de référence et aux centres

de compétences pour les maladies rares

La prévalence de la maladie de Huntington est de 2,71 [1,55 - 4,72] malades pour
100000 au sein de la population mondiale, mais varie géographiquement, de 0,25 [0,14
- 0,42] pour la Chine a 12,08 [9,08 - 15,76] pour 1’Australie [12]. En France, on estime
le nombre de personnes atteintes de la maladie de Huntington a environ 6000 (soit 9
personnes pour 100000) tandis que 12000 personnes pourraient étre porteuses du gene
muté.

La rareté et la complexité de la maladie sont des freins pour la recherche de nouveaux
traitements mais aussi pour la prise en charge des patients. Cette maladie nécessite un
suivi par des experts. En France, la mise en place des centres de référence et de com-
pétence pour les maladies rares a permis de simplifier et d’intensifier les recherches sur
ces maladies. Le centre national de référence pour la maladie de Huntington est situé sur
quatre hopitaux : I’hopital Henri Mondor de Créteil pour le suivi des patients et la coordi-
nation, 'hépital Albert Chenevier de Créteil pour les formes avancées, I'hopital Armand
Trousseau de Paris pour les enfants et I'Institut du Cerveau et de la Moelle épiniere de
Paris pour la génétique. Ces centres développent chacun des compétences spécifiques dans
la maladie de Huntington et exercent une attraction interrégionale, nationale ou interna-
tionale, permettant le suivi d’une grande cohorte de patients. Dans cette maladie, le suivi
longitudinal des patients est extrémement important pour mieux appréhender leur déclin
tout au long du processus de la maladie.

En France, la premiere cohorte de patients a débuté en 2002 avec le Réseau Hun-
tington de Langue Francaise (RHLF), coordonné a I’hépital Henri Mondor de Créteil,
et comportant aujourd’hui plus d’un millier de patients. Cette cohorte a été intégrée a
REGISTRY, la cohorte de I’ Furopean Huntington’s Disease Network en 2005 qui elle-
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méme sera une composante de ENROLL, une cohorte mondiale, des 2015. Au centre de
référence Henri Mondor, nous avons acces aux données des patients francophones. Ces
données regroupent les caractéristiques socio-démographiques et génétiques des patients
ainsi que leurs antécédents personnels et familiaux. Les patients ont une visite annuelle
ou sont évaluées leurs capacités motrices, fonctionnelles et cognitives ainsi que leur état
psychiatrique grace a des échelles d’évaluation standardisées tel que 'UHDRS (Unified
Huntington’s Disease Rating Scale) [13]. Les échelles d’évaluation utilisées dans la mala-
die de Huntington sont détaillées en Annexe A.1. Ces échelles constituent des marqueurs

de I'évolution de la maladie.

Les biothérapies

Actuellement, des traitements symptomatiques peuvent améliorer 1’état des patients.
Par exemple les neuroleptiques permettent de limiter les mouvements anormaux et les
troubles psychiatriques tandis que les antidépresseurs peuvent prémunir les patients contre
la dépression ou 'anxiété, d’autant que le risque de suicide est accentué par la maladie [14].
Cependant aucun traitement curatif n’existe. Les recherches de ces dernieres années se
tournent, entre autres, vers la neuroprotection et les biothérapies.

Les biothérapies sont une nouvelle classe de thérapeutiques regroupant a la fois les thé-
rapies géniques (transfert de genes, intervention sur les génes) [15], les thérapies cellulaires
ou tissulaires substitutives (manipulation de cellules souches ou différenciées) [16, 17, 18],
et de maniere générale tous les traitements modifiant les parametres biologiques du pa-
tient. Cette classe thérapeutique bouleverse le paysage des essais cliniques. Trois aspects
compliquent I’évaluation de l'efficacité du traitement. Premierement, la complexité et les
cotlits engendrés par ces traitements impliquent de réaliser des essais cliniques sur de petits
effectifs de patients. Deuxiemement, la multitude des étapes nécessaires a la mise en place
du traitement, tres dépendantes du patient, ajoute de la variabilité. Enfin, ces thérapies
nécessitent des actes de chirurgie, rendant 1’essai difficilement réalisable en aveugle. Bien
que ce type d’essai en double aveugle ait déja été utilisé [19], cela pose des problémes
d’éthique. En effet, un des critéres du traitement de référence ou du placebo est qu’il ne
doit pas nuire aux patients, les actes d’anesthésie et de chirurgie comprenant tous les deux
des risques [20].

De plus, l'effet de ces traitements peut étre lié aux caractéristiques individuelles du
patient, qu’elles soient cliniques, génétiques, biologiques ou immunitaires, incitant a déve-
lopper différentes stratégies thérapeutiques en parallele et a définir pour chaque patient,
celle qui lui sera favorable. Cela passe par une modification des plans expérimentaux uti-
lisés dans les essais cliniques. On ne valide plus seulement le traitement mais aussi des

marqueurs d’efficacité du traitement et I'utilité de recourir a une médecine stratifiée [21].
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Les greffes de neurones pour la maladie de Huntington

L’une des biothérapies proposées dans plusieurs essais cliniques de phase I ou II sur
la maladie de Huntington est la transplantation de cellule foetales. L’allogreffe consiste
a implanter dans le striatum atrophié des patients, des neurones homologues issus de
I’éminence ganglionnaire, zone de formation du striatum, provenant de feetus humain
apres interruption volontaire de grossesse. L’idée sous-jacente est que les neurones foetaux
se différencient en neurones striataux et établissent des connexions neuronales fonction-
nelles. Les études sur les animaux ont montré un bénéfice de cette technique chez des
macaques pour lesquels une lésion striatale a été induite [22] ainsi que chez des sou-
ris transgéniques exprimant le génotype de la maladie humaine [23]. Depuis 1998, sept
études utilisant ce procédé chez les humains ont été publiées, incluant de 2 a 10 pa-
tients [24, 25, 26, 27, 28, 29, 30]. Les résultats restent variables aussi bien entre les études
qu’au sein d’une méme étude [18]. Les techniques utilisées different et aucune recomman-
dation officielle n’existe. La premiere étude montrant un bénéfice chez des patients a été
réalisée en France [25] en 2000 avec trois patients sur cing ayant un bénéfice de la greffe a
long-terme [31]. Les bonnes performances cliniques correlent avec le métabolisme striatal
observé en fluorodesoxyglucose (FDG) par tomoscintigraphie par émission de positrons
(TEP).

Les résultats encourageants de 1’étude pilote réalisée a I’hopital Henri Mondor de Cré-
teil sur cing patients [25, 31], ont conduit & réaliser un essai clinique contrdlé et randomisé
chez un plus grand nombre de patients afin de démontrer 'efficacité de I’allogreffe. L’essai
clinique multicentrique de greffe intracérébrale de neurones foetaux pour le traitement
de la maladie de Huntington (Multicentric Intracerebral Grafting in Huntington’s Disease,
MIG-HD) a commencé en 2001 (NCT00190450). C’est un essai ouvert en « delayed-start »,
comprenant trois phases pour une durée de suivi de 52 mois (Figure 2). En premier lieu,
tous les patients sont suivis sans traitement pendant un an. Puis, les patients sont rando-
misés soit dans le groupe « greffe précoce » soit dans le groupe « greffe tardive », le groupe
« greffe précoce », greffé a M13 et M 14 et le groupe « greffe tardive », greffé a M33 et M34.
Entre M12 et M32, le groupe « greffe tardive » constitue un groupe controle. Compte tenu
de la durée de 'essai et du déclin pressenti des patients non traités, le comité d’éthique a
jugé nécessaire que tous les patients soient greffés. Dans cet essai, le groupe controle n’a

pas subi d’intervention placebo.
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Greffes du groupe précoce Greffes du groupe tardif
M13-M14 M33-M34
Suivi de Greffe + suivi du Suivi du
tous les groupe greffe précoce (N=27) groupe greffe précoce |:| patients greffés
- \ atients non greffés
patients Suivi du Greffe + suivi du L Ip &
(N=54) groupe greffe tardive (N=27) groupe greffe tardive
MO M1 M12  Phase de randomisation M32 Phase de complétion M52
Inclusion Randomisation

FIGURE 2 — Le plan expérimental de I'essai MIG-HD

Les patients sont inclus et testés pour la premiere fois & MO0. Ils sont testés une seconde fois & M1 afin
de limiter un éventuel effet d’apprentissage des tests. Des critéres d’exclusion sont proposés a M1 et au
moment de la randomisation (M12). Les patients ont un bilan complet & M0, M1, M12, M32 et M52
et des bilans intermédiaires environ tous les six mois, ainsi qu'un entretien avec le neurologue tous les
trois mois. A chaque bilan complet, les données recueillies pour chaque patient comportent la clinique,
I’imagerie, la biologie et 1’électrophysiologie. Par patient et par bilan complet, le nombre de données,
toutes sources confondues, s’éleve a plus de 400 données brutes ce qui revient a plus de 200000 données
brutes pour les 54 patients inclus dans 1’étude.

Problématiques statistiques liées a 1’étude de I’effica-

cité des greffes

Hétérogénéité de l'efficacité du traitement : identification des répondeurs

La premiere question a ’origine de notre travail est la définition de patients répondeurs
a la greffe. En effet, 'hétérogénéité intra-étude observée dans les précédents essais [18]
semble se confirmer avec 1’essai MIG-HD. Nous voulons développer une méthode d’appren-
tissage non supervisée (clustering) permettant de définir des sous-groupes (« clusters »)
de patients, cette approche étant ensuite appliquée aux données de ’essai MIG-HD. Les
méthode de clustering permettent d’identifier des sous-groupes de patients sans a priori.
Le clustering cherche & maximiser la cohésion interne (c’est-a-dire minimiser la variabilité
au sein de chaque cluster) et l'isolation externe (c’est-a-dire maximiser la variabilité entre
les clusters) tel que le représente la Figure 3 [32].

Les premiers algorithmes de clustering, développés des les années 1960, permettent de
classer les patients selon des criteres fixes. Nous nous intéressons plutot a la progression

naturelle de la maladie et la modification de son évolution grace a un traitement. Nous
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FIGURE 3 — Représentation schématique de I'isolation externe et de la cohérence interne

La cohérence interne mesure la ressemblance entre les individus d’'un méme groupe. L’isolation externe
mesure la dissimilarité entre les individus de groupes différents. Un point bleu ou rouge représente un
patient.

voulons garder le maximum d’information possible, et donc étudier ’entiereté de 1’évolu-
tion des scores obtenus par le patient sur une période donnée. Cela nécessite I'utilisation
de méthodes statistiques pour ’analyse des données longitudinales, car nous utilisons plu-
sieurs mesures a des temps différents par patient. Des méthodes de clustering pour données
longitudinales, paramétriques et non paramétriques, ont été développées ces quinze der-
niéres années. On peut notamment citer les algorithmes des K-moyennes pour les données
longitudinales [33, 34] et les modeles mixtes par classes latentes [35]. Ces méthodes sont de
plus en plus utilisées dans le domaine biomédical [36, 37, 38, 39, 40]. Dans le cas de I’étude
du bénéfice des greffes chez les patients Huntington, et dans toutes les études ou 'effet
du traitement est modélisé par un changement de pente, ces méthodes ne sont pas satis-
faisantes car elle ne prennent pas en compte l'information de la pente pré-traitement qui
est essentielle dans le cas ol les patients n’ont pas le méme profil d’évolution avant traite-
ment. De plus, 'hétérogénéité intra-patient et 'hétérogénéité du déclin naturel s’ajoutent
a I’hétérogénéité de l'effet du traitement.Ces deux sources additionnelles d’hétérogénéité

sont a l'origine des profils d’évolution observés (Figure 4).

TMS

Temps en mois

FIGURE 4 — Evolution du score moteur de 'UHDRS (Total Motor Score, TMS) chez des
patients atteints de la maladie de Huntington



Introduction

Ceci a motivé le développement d’une nouvelle méthode de clustering permettant d’iden-
tifier des sous-groupes de patients selon la réponse a un traitement quand l'effet de ce
dernier se traduit par un changement dans la progression de la maladie. En particulier, elle
doit pouvoir s’utiliser dans la recherche de patients répondeurs a la greffe dans le cas de
la maladie de Huntington, c’est-a-dire tenir compte de toutes les sources d’hétérogénéité,
y compris les délais entre deux visites et les données manquantes, et cela méme pour de
petits effectifs de patients. La notion de petits effectifs est importante pour deux raisons.
La premiere est que la méthode doit pouvoir s’appliquer sur un petit échantillon de pa-
tient. La seconde est que la méthode doit pouvoir identifier un faible taux de répondeurs

au sein d’un échantillon de patients.

Amélioration des plans expérimentaux des futurs essais cliniques

La seconde question a l'origine de notre travail est I’amélioration des plans expéri-
mentaux pour les futurs essais cliniques de greffe dans la maladie de Huntington. Il s’agit
notamment d’inclure si possible les marqueur prédictifs d’efficacité de la greffe, les mar-
queurs pronostiques de I’évolution de la maladie et les mesures du déclin cognitif. En
effet, le critere de jugement principal pour la maladie de Huntington et pour les maladies
neurodégénératives en général, repose, plus souvent, sur un score moteur ou fonctionnel
(Annexe A.2, Table 10), que sur un critére cognitif bien que le déclin cognitif soit la
principale cause de désinsertion sociale des patients. Nous ne mentionnerons pas ici les
aspects relatifs a I'utilisation de marqueurs ou biomarqueurs dits de substitution (« sur-
rogate biomarker ») qui permettent de raccourcir la durée d’une étude en substituant le
critere de jugement principal mesurable a long terme par un critere qui lui est corrélé et
mesurable a court terme.

Actuellement, le plan d’expérience le plus utilisé dans la maladie de Huntington est
le plan parallele (Annexe A.2, Table 9). Dans le cas de petits effectifs, d’autres plans
expérimentaux peuvent étre préférés [41].

Parmi ces plans, nous pouvons citer le « cross-over » (Figure 5.B) ou chaque patient
recoit les deux traitements et ou la randomisation définit I'ordre d’administration des
traitements. De méme, nous pouvons citer le plan « N-of-1 » (Figure 5.C) ou un seul
patient recoit plusieurs traitements [42, 43, 44, 21]. Ce plan expérimental est utilisé lorsque
I'on cherche a déterminer le meilleur traitement au niveau individuel. Il peut devenir tres
intéressant lorsque qu’il n’existe que peu de cas connus dans le monde. Pour ces deux plans
expérimentaux, une période de latence (« wash-out ») entre les traitements est nécessaire
afin que les effets du second traitement ne soient pas influencés par les effets du premier
et que I'état du patient soit le méme a chaque administration d'un traitement. Ces plans

expérimentaux ne peuvent pas convenir dans les études de biothérapies dans la maladie
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FIGURE 5 — Exemple de plans expérimentaux

de Huntington, car il s’agit principalement de traitements irréversibles, et méme dans le
cas ou ils seraient réversibles, 'efficacité du traitement s’évaluant sur une période longue,
le déclin naturel lié a la maladie ne garantit pas la comparabilité de I’état du patient a
I'initiation de chaque traitement.

Les plans expérimentaux adaptatifs (Figure 5.D) constituent une autre approche en
utilisant les données accumulées au cours de l'essai dans le but d’apporter des modi-
fications a l’essai en cours. Ainsi le nombre de patients a inclure dans chaque bras de
traitement peut varier au cours de I'essai. Cela peut induire des groupes déséquilibrés et
donc réduire la puissance de I’étude, mais le nombre final de patients a inclure est souvent
bien inférieur a celui nécessaire dans les essais en parallele classique en particulier dans
le groupe recevant le traitement le moins efficace [45, 46, 47]. Cette stratégie requiert des
contraintes statistiques strictes comme par exemple le contréle du risque « lors des ana-
lyses intermédiaires. De plus, il nécessite une réponse rapide de l'efficacité du traitement,
ce qui est incompatible avec les greffes de cellules dans la maladie de Huntington.

Dans un plan d’expérience en « delayed-start » (Figure 5.E), I'essai clinique possede

deux phases [48, 49, 50]. La premiere phase correspond & un plan parallele classique ou
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les patients sont randomisés entre le nouveau traitement et le traitement de référence ou
le placebo. Lors de la seconde phase, les deux groupes de patients recoivent le nouveau
traitement. Ce plan expérimental permet d’évaluer 'effet du traitement a la fois sur les
symptomes mais aussi sur I’évolution de la maladie. Il permet de donner a tous les patients
inclus dans ’essai le traitement a 1’étude, la seconde phase se faisant forcément en levée
de l'aveugle. Ce plan expérimental est celui qui a été utilisé dans MIG-HD et semble
étre le plus approprié actuellement pour un essai greffe dans la maladie de Huntington.
L’ajout d’une phase de pré-randomisation dans MIG-HD a permis de doubler le nombre
de patients dans une comparaison avant/apres traitement.

Tous les plans expérimentaux cités ci-dessus (Figure 5) font ’hypotheése d'un effet
du traitement identique chez tous les patients et ne tiennent pas compte d’une possible
interaction entre l'efficacité du traitement et un facteur individuel. De nouveaux plans
expérimentaux basés sur des principes de médecine stratifiée émergent. Ils supposent que
I’on connaisse des marqueurs prédictifs de I'efficacité du traitement et testent les stratégies
associées au fait de ne donner le traitement qu’aux patients possédant ce marqueur. La
possible mise en place de ces plans stratifiés dans de futurs essais nécessite de les étudier
et de les comparer dans le cas de petits effectifs. Nous avons donc identifié les principaux
plans expérimentaux intégrant un marqueur prédictif. Outre le calcul du nombre de sujets
nécessaires, ce travail a pour but 'identification des conséquences d’une mauvaise utilisa-
tion de ces plans expérimentaux et des parametres diminuant la puissance en présence de

petits effectifs.

En plus des facteurs prédictifs de 'efficacité du traitement, les facteurs pronostiques de
la vitesse d’évolution de la maladie induisent une hétérogénéité supplémentaire. Cette hé-
térogénéité peut conduire a des différences de déclin naturel entre les groupes de patients
d’un essai clinique, et cela malgré la randomisation, du fait des petits effectifs. Si les pa-
tients du groupe greffé ont une progression plus rapide de la maladie, cela peut conduire
a une conclusion erronée de non-efficacité du traitement; ou a une fausse efficacité du
traitement dans le cas contraire [51]. La randomisation stratifiée sur des facteurs prédic-
tifs du déclin permet de garantir un déclin naturel similaire entre les deux groupes de
randomisation et ainsi mesurer l'effet réel du traitement [52]. Ainsi, nous avons évalué le
déclin naturel des patients en fonction d’un polymorphisme génétique (le polymorphisme
Val'®®Met sur le gtne COMT). Ce travail a pour but de mettre en avant un nouveau

marqueur pronostique du déclin chez les patients atteints de la maladie de Huntington.

Enfin, les critéres cognitifs sont peu utilisés dans les essais cliniques de par la difficulté
de mesure du déclin cognitif avec les échelles actuelles. L’une des hypothéses qui a été
formulée est que l'effet « retest », c’est-a-dire 'amélioration des performances entre la

premiére et la seconde passation du test empéche de mesurer le déclin cognitif [53]. Le

10



Introduction

plan expérimental de MIG-HD propose d’utiliser une double visite a 'inclusion (avec un
mois d’écart) pour homogénéiser les performances des patients en les familiarisant avec
les tests (Figure 2). En effet, certains patients auront déja passé ces tests plusieurs fois
avant d’étre inclus dans I’étude tandis que d’autres les découvriront pour la premiere
fois lors de la visite d’inclusion. Grace a ce plan particulier, nous pouvons d’une part
évaluer l'effet retest sur un mois pour différentes échelles évaluant les troubles moteurs,
fonctionnels, psychiatriques et cognitifs, et d’autre part évaluer I'impact de ce plan sur le
mise en évidence d'un déclin cognitif chez les patients Huntington en un an. Ce travail
a pour but d’identifier les conséquences de l'effet « retest » dans les essais cliniques et
comment il peut étre neutralisé de sorte a pouvoir utiliser les mesures cognitives dans les

futurs essais de greffe pour la maladie de Huntington.

Description des chapitres

Notre travail a pour but d’une part de développer une méthode de clustering pour
Iefficacité d’un traitement dans le cadre de données longitudinales et d’autres part de
donner des axes d’amélioration pour les futurs essais de greffes dans la maladie de Hun-
tington. Les analyses statistiques réalisées s’appuient sur les résultats obtenus dans I’essai
MIG-HD ou dans la cohorte frangaise des patients atteints de la maladie de Hunting-
ton (RHLF). Le manuscrit se divise en deux parties. La premiere concerne 'analyse de
I'effet d’'un traitement pour identifier des sous-groupes de patients répondeurs dans le
cas de données longitudinales. Elle commence par un état de l'art de la modélisation
des données longitudinales (Chapitre 1) et des méthodes de clustering (Chapitre 2). Puis
nous y développons une méthode de clustering pour 'effet d’un traitement sur des don-
nées quantitatives continues longitudinales tenant compte de I'information pré-traitement
(Chapitre 3).

La seconde partie concerne l'intégration marqueurs pronostique et/ou prédictif dans
la conception des plans expérimentaux des essais cliniques. Elle commence par définir
les marqueurs prédictifs et pronostiques (Chapitre 4). Nous démontrons que le polymor-
phisme Val'®®*Met est un marqueur pronostique de la progression de la maladie de Hun-
tington et montrons comment il peut étre introduit dans les futurs essais cliniques (Cha-
pitre 5). Puis nous comparons les plans expérimentaux intégrant un marqueur prédictif
en terme de nombre de sujets nécessaires et d’impact de mauvaises connaissances des pro-
priétés prédictives et pronostiques des marqueurs sur la puissance des études (Chapitre 6).
Enfin, nous mettons en évidence l'effet « retest » dans les tests neuropsychologiques et

montrons comment un plan expérimental adapté peut le neutraliser (Chapitre 7).
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Chapitre 1

Modélisation des données
longitudinales (Etat de l’art)

Les données longitudinales sont des mesures d’'une méme variable, chez les mémes
patients, au cours du temps. Dans le cas des maladies neurodégénératives, il s’agit princi-
palement de critéres de jugement quantitatifs (scores), obtenus a 'aide de tests construits
pour refléter I’évolution de la maladie (par exemple le score moteur de 'UHDRS dans la
maladie de Huntington [54], le Mini Mental Status Examination (MMSE) dans la mala-
die d’Alzheimer [55], ...). Les effets plancher et plafond associés a ces tests ne permettent
pas de considérer les scores comme des données linéaires et continues lorsque la période
d’observation est longue (par exemple I'observation de 1’évolution de la maladie dés I’ap-
parition des premiers symptomes jusqu’au déces du patient). Cependant, dans le cas d’une
durée d’observation courte, comme dans le cas d’un essai clinique, I'hypothése d’une évo-
lution linéaire des scores est admise. Cette hypothese permet d’interpréter plus facilement
les résultats et de réduire le nombre de parametres a estimer, ce qui est important dans
les études de petits effectifs.

La corrélation entre les mesures d’'un méme patient et la présence de données man-
quantes sont deux caractéristiques des données longitudinales. Le modele a effets mixtes
permet de considérer séparément les termes issus de la variabilité inter-patients de ceux
issus de la variabilité intra-patient. L’algorithme d’espérance-maximisation (FEzpectation-
Mazimization, EM) permet d’estimer le modele en présence de données incomplétes et par
extension lorsque les patients ne sont pas suivis au méme moment [56]. Nous posons ici les
bases d'un modele linéaire a effets mixtes et montrons comment un modeéle mixte linéaire
par morceaux avec deux pentes permet d’estimer l'effet d’un traitement sur 1’évolution

d’une maladie.
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1.1. Le modele linéaire a effets mixtes

1.1 Le modéle linéaire a effets mixtes

1.1.1 Notations et modélisations

Soit le patient ¢ € {1,...,N} et n; le nombre d’observations pour le patient i. Soit y;;
le score du patient ¢ mesuré au temps ¢;;, ou j € {1,...,n;}. La trajectoire du patient i est
Y = (Yi1.--Yin,), le vecteur composé de toutes ses observations. Soit X; et Z; les matrices
des covariables pour le patient i, de dimension (n; X p) et (n; X q), associées respectivement
aux effets de population (p effets fixes) et aux effets individuels (g effets aléatoires). De

maniére générale, le modele linéaire mixte s’écrit [57] :

ou B € RP est appelé vecteur des effets fixes et b; € R? vecteur des effets aléatoires spé-
cifique au patient i. Les hypotheses de ce modele sont b; ~ N(0,D), ;; ~ N(0,3;) (N
représente la distribution de la loi normale) et by,...,by,c1,....6y indépendants. Condition-
nellement & b;, le vecteur Y; suit une loi normale d’espérance X;3 + Z;b; et de matrice de

variance-covariance ;.
Dans le cas ou 'on s’intéresse uniquement a l’effet du temps, le modele peut s’écrire :
Yij = (Bo + boi) + (B + big) X by + &5 (1.2)

ou f3y représente le score moyen au début de 'étude (¢t = 0, baseline), 8; la pente d’évolu-
tion moyenne, by; l'effet individuel par rapport au score a baseline et by; 1'effet individuel
par rapport a la pente d’évolution moyenne. Les variances des effets individuels permettent
de tenir compte de I'hétérogénéité des patients en terme d’évolution mais aussi en terme
de performances a l'inclusion. Enfin le terme ¢;; permet de tenir compte de la variabilité

intra-patient.

1.1.2 Estimation des parameétres du modeéle marginal

Le modele marginal s’écrit :

Y; ~ N (X, Z:DZ] + %) (1.3)
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1.1. Le modele linéaire a effets mixtes

Vraisemblance du modeéle

Notons R la matrice de variance-covariance du modele marginal, matrice diagonale par
Z

blocs des Ry,....Ry. Alors R=2ZDZ" +Y ou Z = : et X est la matrice diagonale
Zy

par blocs des X1,...,X 5. Lorsque les parametres de variance, notés 6 sont inconnus, la

matrice R dépend de 6. Nous la notons R(f). La vraisemblance du modele s’écrit :

1 - .
(e)\% “rp {‘20?‘ = XiB) Ri(0) 7 (Yi = Xm} (1.4)

N
L(B,0;Y) = H
= 27T

g
2

i

et la log-vraisemblance s’écrit :
n 1 1
[(B,6;Y) = =5 log(2m) = Slog| R(O)| = 5 (V = XB)"R(O) (Y = XB)  (1.5)

N .
avec |R(0)| le déterminant de la matrice R(f) et n = Y n;. Soit 5 'estimateur de § par
i=1

maximum de vraisemblance, alors [ vérifie I’équation :

op.o;Y)
R =0 (1.6)
ce qui est équivalent a :
B=(XTR(O)'X)'XTR(H)'Y (1.7)

avec 3 = 3(9) Estimer § nécessite de connaitre R(#) et donc d’estimer les parametres
de variance 6. Deux méthodes permettent d’estimer 6 : la méthode du maximum de
vraisemblance (Mazimum Likelihood, ML) et la méthode du maximum de vraisemblance
restreinte (RFEstricted Mazimum Likelihood, REML).

Estimation de 0 par la méthode ML

La méthode ML consiste a estimer 6 par le parametre maximisant la vraisemblance (1.4)

c’est-a-dire vérifiant % = 0 ou S est remplacé par (1.7). Cette méthode pose un biais
(sous-estimation) dans I’estimation des variances des effets aléatoires. En effet elle ne tient

pas compte des degrés de liberté perdus dans 'estimation de 5. Ce probleéme est corrigé
dans la méthode REML.

Estimation de # par la méthode REML

Soit r le rang de la matrice X. La méthode REML estime 6 non plus en maximisant

la vraisemblance des données Y (1.4) mais la vraisemblance restreinte qui correspond a la
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1.2. Le modele a effets mixtes linéaire par morceaux

vraisemblance des données définies par AY ol A est une matrice de dimension (nxn—r)
telle que ATX =0. Si Y ~ N(XB,R), alors ATY ~ N(0,ATRA). Ainsi la vraisemblance

restreinte ne dépend plus de 5.

Les méthodes ML et REML aboutissent a des équations non linéaires en € pour les-
quelles il n’existe pas de solution simple. Des algorithmes itératifs, tel que ’algorithme

EM sont alors utilisés pour résoudre ces équations et estimer 6.

1.1.3 Estimation des effets aléatoires

En ce qui concerne les effets aléatoires, leur variance est souvent le parametre d’intérét.
Mais il est possible de prédire les valeurs des effets aléatoires de chaque niveau. Les sources
d’information permettant de prédire 'effet aléatoire associé au patient i sont les données
observées pour le patient ¢ ainsi que les parametres de la distribution dont sont issus les

effets aléatoires a savoir N(0,D). Les effets aléatoires sont prédits par :

b=DZ"(ZDZT +¥)"Y(Y — XB) (1.8)

1.2 Le modele a effets mixtes linéaire par morceaux
pour modéliser I'effet d’un traitement sur I’évo-

lution de la maladie

1.2.1 Notations et modélisations

L’effet d'un traitement sur I’évolution d’un score continu peut se modéliser par un
changement de pente. Le modele linéaire par morceaux estime une premiere pente corres-
pondant a la pente d’évolution pré-traitement et une seconde pente correspondant a la
pente d’évolution post-traitement. Nous simplifions le modele polynomial par morceaux

proposé par Madsen et al. [58] pour obtenir le modele linéaire par morceaux ci-dessous :

Yij = (ﬁo + bol) + (ﬁl + bh) X tij + (62 + bgl) X (Zfij — T) X ]l(tzj Z 7') + Eij (19)
ou y;; correspond a la jéme observation du patient ¢ au temps t;; et 7 représente le temps
de début du traitement, commun a tous les patients. 8 = (fy,01,02) est le vecteur des

effets fixes et b; = (bg;,b14,b2;) est le vecteur des effets aléatoires spécifiques au patient i

tel que b; ~ N(0,D). Enfin, &;; ~ N(0,%;) correspond & la variabilité des mesures. Les
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1.2. Le modele a effets mixtes linéaire par morceaux

interprétations des parametres 5y, 81, bg et by restent les mémes que pour 1’équation (1.2).
Les parameétres (35 et by sont associés au différentiel de pentes pré- et post-traitement avec
By le différentiel moyen et by; l'effet individuel du patient 7. La variance associée a by

représente ’hétérogénéité de l'effet du traitement autour de I'effet moyen.

1.2.2 Application a MIG-HD

Dans l'essai clinique MIG-HD, les patients sont tous suivis avant et apres traitement
mais ne sont pas tous greffés au méme moment. Les patients du groupe « greffe précoce »
sont greffés apres 13 mois de suivi tandis que les patients du groupe « greffe tardive » sont
greffés apres 33 mois de suivi. Nous proposons d’aligner les données des deux groupes sur

la date de la premiere greffe qui deviendra le temps ¢t = 0 (baseline) comme le montre la

figure 6.
A. Alignement des patients sur I'inclusion B. Alignement des patients sur la date de premiére greffe
inclusion date de la premiére greffe
\ \
Données groupe X Données groupe | ] >
« greffe précoce » : Greffe : M13-M14 > « greffe précoce » : reffe : M13-M14
e mig M32 ms2! Mo Mli M32 ms2"
\ \
Données groupe I Données groupe
« greffe tardive » : reffe : M33-M34 « greffe tardive » : |Greffe : M33-M34
0 m1% M32 ms2! Mo M12 Ve ms2!

randomisation

[ patients greffés [Jpatients greffés
[ patientsnon greffés [Jpatients non greffés

FIGURE 6 — Réalignement des données des groupes « greffe précoce » et « greffe tardive »

A. Alignement sur la date d’inclusion; B. Alignement sur la date de la premiere greffe. En alignant les
données sur la date de la premiere greffe, les données pré-greffe seront majoritairement du groupe « greffe
tardive » tandis que les données post-greffe seront majoritairement du groupe « greffe précoce ».

En adaptant le modele (1.9) a ces données, nous modifions 'interprétation des para-
metres. Le tableau 1 résume l'interprétation des parametres du modele (1.9) dans le cas
standard développé par Madsen et al. et dans le cas de son adaptation aux données de
MIG-HD.

De fagon plus générale, ce modele peut étre utilisé sur des données issues du bras de
randomisation « traitement » d’un essai clinique longitudinal avec une période d’obser-
vation pré-traitement ou des deux bras de randomisation dans le cas d’un essai clinique
« delayed-start ». Il peut aussi s’appuyer sur des données observationnelles de suivi de

cohorte.

Lors de 'analyse de I'essai MIG-HD, nous avons appliqué ce modele pour évaluer I'effet

du traitement sur la pente d’évolution du score moteur de 'UHDRS. Ce modele nous a

17



1.2. Le modele a effets mixtes linéaire par morceaux

TABLE 1 — Interprétation des parametres du modele (1.9)

Modele présenté par Madsen et
al.

Modele adapté a MIG-HD

Interprétations modifiées :

t temps depuis l'inclusion

T délai entre 'inclusion et le traite-
ment

Bo score moyen a l’'inclusion

Interprétations non modifiées :
B pente moyenne pré-traitement

Ba différentiel de pente moyen

temps depuis la premieére greffe (les
temps pré-greffe sont négatifs)

délai entre l'initiation du traitement et
Peffet du traitement

score moyen a l'initiation du traitement

pente moyenne pré-traitement

différentiel de pente moyen

permis de tenir compte a la fois du plan expérimental en « delayed-start » et des temps

de mesures décalés et/ou rajoutés suite a la difficulté de programmer les greffes. Lors de

cette analyse, nous avons fait 'hypotheése d’un effet immédiat de la greffe, soit 7 = 0.

Nous n’avons pas mis en évidence de différence de pente pré- et post-traitement dans cet

essal.
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Chapitre 2

Clustering des données quantitatives
(Etat de I’art)

Le clustering est le terme générique désignant les méthodes d’apprentissage non super-
visée permettant de construire des sous-groupes de données homogenes. Ces méthodes,
ou les sous-groupes ne sont pas pré-définis, se différencient des méthodes d’apprentissage
supervisées qui visent a prédire des regles de classification a partir d’exemples de sous-
groupes déja définis. En général, les méthodes classiques de clustering s’appliquent sur
des données transversales. Certaines études longitudinales de clustering s’intéressent aussi
a des données transversales en résumant 'information par exemple par un coefficient de
pente ou une durée de survie (méthode en deux étapes). D’autres, a I'inverse, vont uti-
liser les données longitudinales dans le clustering en y intégrant les mesures répétées.
Parce qu’aucune de ces méthodes de clustering pour données longitudinales n’est satisfai-
sante dans notre cas, ol I’on souhaite trouver des patients répondeurs a un traitement,
nous avons proposé une nouvelle méthode. Notre méthode appartient a la catégorie des
méthodes en deux étapes et sera décrite au chapitre 3. Parce que nous utiliserons des
méthodes pour données quantitatives transversales et que nous comparerons nos résultats
avec les méthodes pour données quantitatives longitudinales, nous faisons ici une revue
de ces méthodes. Les algorithmes que nous décrivons appartiennent aux grands groupes

de méthodes représentés sur la figure 7.
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2.1. Mesures de dissimilarité entre deux observations

Méthodes d’apprentissage

Apprentissage supervisé /\ Apprentissage non supervisé (Clustering)

Données transversales Données longitudinales
Algorithmes non Algorithmes Algorithmesnon Algorithmes
paramétriques paramétriques paramétriques paramétriques
Algorithmes Algorithmes a Algorithmes basés Algorithme des Modéles a classes
hiérarchiques partitionnements  sur des modéles k-moyennes pour latentes
données longitudinales
(Section 2.2.1) (Section 2.2.1) (Section 2.2.2) (Section 2.3.1) (Section 2.3.2)

FIGURE 7 — Schématisation de la place des algorithmes que nous décrivons parmi les
techniques d’apprentissage

2.1 Mesures de dissimilarité entre deux observations

Les algorithmes de clustering se basent sur des mesures de similarité (s) ou de dissimi-
larité (d) entre deux observations. Pour les algorithmes non paramétriques, d est une appli-
cation, appelée distance, a valeurs dans ’ensemble des réels positifs (d : Ex E — RT) ou
E C RP représente I'ensemble de nos observations. L’application d vérifie les propriétés :

e de symétrie : V(i,5) € E?,d(i,j) = d(j,i);

e de séparation : V(i,7) € E?,d(i,j) =0&i=j;

e d’inégalité triangulaire : V(i,j,m) € E3,d(i,j) < d(i,m) + d(m,j).

Soit z; un vecteur de dimension p des caractéristiques de 1’observation ¢ ol z;1,...,2;, sont
des valeurs quantitatives continues (scores). La distance entre deux observations i et j
se calcule a partir de ces scores. La distance est d’autant plus faible que les scores sont
proches. La table 2 présente les principales distances pouvant étre utilisées au sein des
algorithmes non paramétriques [59, 60].

La distance euclidienne, aussi appelée norme Lo, est la distance la plus connue. Elle
peut étre assimilée a la distance parcourue a vol d’oiseau entre deux points A et B, tandis
que la distance de Manhattan [61], ou norme L4, serait assimilée & la distance parcourue en
marchant dans des rues suivant un quadrillage. La distance de Chebyshev, ou norme L ,
correspond a la plus grande projection de B sur les axes de ’espace dont le centre serait
défini par A (voir Figure 8 pour un exemple en dimension 2). Les distances euclidienne,
de Manhattan et de Chebyshev sont des cas particuliers de la distance de Minkowski avec
respectivement le parametre de Minkowski r égal a 1, 2 et +00. Lorsque p = 1 la distance

de Minkowski est la valeur absolue de la différence de scores entre les deux observations
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2.1. Mesures de dissimilarité entre deux observations

TABLE 2 — Exemples de distances pouvant étre utilisées au sein des algorithmes non
paramétriques pour les données quantitatives

Distance d(i,j) Distance d(i,j)
P 1/r p
Minkowski <Z | o — 204 |”) r>1 Euclidienne Y| wei— ey |2
=1 =1
P o P
Canberra > we(i,7) | i — ey | Manhattan > | xp; — ¢ |
/=1 /=1

0 si xp;=24,=0
. . b 7]
we(i,j) = Chebyshev max | To; — 20 |

———— sinon
[ze,s|+|ze, ;1

Corrélation 1 — —-20(@i2))

(p>1)

Pearson
(p>1)

var(x;))var(x;)

d(i,j) est la distance entre deux observations ¢ et j lorsque x,, et xy; représentent les scores & la
caractéristique £ avec ¢ € {1,...,p}. Les distances de Pearson et de Corrélation ne sont pas définies pour
p = 1. Les formules présentées dans ce tableau n’utilisent pas de terme de pondération, supposant que le
méme poids est donné a toutes les caractéristiques £ € {1,...,p}.

quel que soit r. Les distances euclidienne, de Manhattan et de Chebyshev sont donc égales
dans le cas p = 1.

La distance de Canberra [62] peut étre vue comme une version pondérée de la distance
de Manhattan. Le dénominateur assure une forte sensibilité aux faibles variations lorsque
(X;,X;) est proche de (0,0). Pour p = 1, cette distance est a valeur dans [0;1] ou 1 est
atteint des que X; et X; sont de signes opposés.

La distance de Pearson, aussi appelée distance de Pearson non centrée, ou distance angu-
laire est égale a 1 —cos(f) ou 6 est I'angle entre les deux vecteurs X; et X;. Cette distance
est a valeur dans [0,2]. La distance de corrélation, aussi appelée distance de Pearson cen-

trée est a valeur dans [0,2].

Différentes distances appliquées sur les mémes données dans le but de construire des
sous-groupes homogenes peuvent conduire a des résultats différentes. Il n’y a pas une
mesure qui soit optimale par rapport aux autres, sauf peut-étre d’utiliser celle qui semble

donner la meilleure interprétation [63].

21



2.2. Cas des données transversales

B Manhattan
—— BEuclidienne
- - BChebyshev

AsUsAgay0

FIGURE 8 — Schématisation des distances euclidienne, de Manhattan et de Chebyshev
dans un espace de dimension 2

Soit z une distance fixée, A un point et B lensemble des points B tel que d(A4,B) = z. Alors, en
dimension 2, B est défini par un cercle pour la distance euclidienne, un losange dont les sommets sont sur
les axes qui définissent I’espace centré en A pour la distance de Manhattan ou un carré dont les centres
des cOtés sont sur les axes qui définissent ’espace centré en A pour la distance de Chebyshev. A noter
qu’en dimension 1, B est défini par les bornes d’un segment pour les trois distances et en dimension 3,
B est défini par une sphére (distance euclidienne), un octoedre (distance de Manhattan) ou un cube
(distance de Chebyshev).

2.2 Cas des données transversales

2.2.1 Algorithmes non paramétriques

Les principaux algorithmes non paramétriques se divisent en deux familles : les algo-

rithmes a partitionnement et les algorithmes hiérarchiques.
e Les algorithmes a partitionnement centroides

Soit O un ensemble de n observations chacune déterminée par un vecteur x; =
(wi1...w;p) € RP. Les algorithmes & partitionnement rigide divisent O en un nombre pré-
défini K de clusters C = (Cy,...,Cx), aussi appelés partitions. Chaque observation de O
appartient a un et un seul cluster (c’est-a-dire V(k,k') € {1. K} \ k # K ,CkNCx = 0 et
U Cr = O). Chaque cluster C; possede un centre appelé noyau et noté zj. Les clusters
Sont d’abord déterminés aléatoirement puis redéfinis en attribuant chaque observation au
cluster le plus proche (c’est-a-dire le cluster pour lequel la distance entre lui-méme et le
noyau est minimale) itérativement, jusqu’a la stabilité des clusters.

L’algorithme a partitionnement le plus connu est celui des K-moyennes [64, 65]. Dans
cet algorithme le noyau est défini par la moyenne de tous les points appartenant au cluster

(Vk e {1.K} 2z = d card@o) | Z x;). Les étapes de cet algorithme sont détaillées ci-dessous.

22



2.2. Cas des données transversales

1. Initialisation : £ =0

. , . . , e Y4 l
Tirer aléatoirement K observations représentant les noyaux initiaux zg ),...,zﬁ()

2. Assigner chaque observation ¢ au cluster le plus proche :

VECY = € O\ k= arg min(d(z;,20))
Kel.K

o er1) ¢
3. Définir les nouveaux noyaux z,g ™ qui sont les moyennes des cluster c,i )
(e+1) _ 1
VEiz, =y X T
card(Cy ) )
xieck

Tant que 3k € {1..K} \z,(fﬂ) # z,(f), répéter les étapes 2 et 3.

Les étapes 2 et 3 sont répétées jusqu'a convergence de l'algorithme, c’est-a-dire jusqu’a

ce que les clusters restent inchangés. La figure 9 illustre cet algorithme.

o] L L] L
[s] [s] [a] L] » L] L] L] » L] L] L]
[+ (=] [ [+ L ] * L] L ] * * * L] * L ] L ] *
Q R o] o Q L ] x L ] L] L] * 0 L] L ] L] * @ L] L ] L ]
[a] =] L] L] L ] L] X L] L] X
o o o R © . . *« X ® . . e * ° . . « * ®
o o o o @ * * @ . * * .X [ . * . .X * . *
[s] (sl ] L] LN L] * o L] * &
[+ [+ L] L ] L ] * * L ]
1. Choisir deux centres 2. Assigner chague observation 3. Recalculer les moyennes 4. Assigner chague observation
au hasard au centre le plus proche de chague cluster au centre le plus proche
L] * L ]
L ] L] L ] L] L ] L] L] L] L ]
L] L] L] L] L] L ] L] L] L ] L] L] L]
L N * e o * @ * Ko o * @ e Xo o 2 Données
L ] L ] L] L] L ] L ]
. . e . . ¢ 0 . e o 0 X Moyennes
o oXe o ¢ e o Xe o * e o Xe o @ Y
L ] L L] * e L] LN
L L L L ] L] L

5 Recalculer les moyennes 6 Assigner chague observation 7 Recalculer les moyennes
de chague cluster au centre le plus proche de chague cluster(convergence)

F1GURE 9 — L’algorithme des K-moyennes

Dans cet exemple chaque point représente une observation dans un espace de dimension 2. La distance
utilisée pour la réalisation de cette figure est la distance euclidienne.

L’avantage de cette méthode réside dans sa simplicité et sa capacité a toujours conver-
ger [66]. Cependant, 1'algorithme peut converger vers des optima locaux différents des lors
que les parametres de l'initialisation changent et donc ne pas converger vers la meilleure
classification. Tester plusieurs parametres d’initialisation ou utiliser un algorithme permet-
tant de définir les meilleurs parametres d’initialisation peut pallier ce probleme [67, 68].

De plus, l'algorithme des K-moyennes est tres sensible aux valeurs aberrantes (« out-
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2.2. Cas des données transversales

liers »). L’impacte des valeurs extrémes ou aberrantes peut étre minimisé en remplagant
la moyenne par la médiane. L’algorithme a partitionnement K-médoides fonctionne sur
le méme principe que les K-moyennes a la différence que le noyau de chaque cluster n’est
plus représenté par la moyenne du cluster mais par la donnée la plus centrale (médoide)

du cluster [69]. La médoide z; du kéme cluster est définie par z; = argmin > d(z;,z;).
LE]'ECk mieck

La médoide peut étre assimilée a une médiane. Ainsi, cet algorithme est considéré comme
plus robuste que l'algorithme des K-moyennes [70]. De plus, cet algorithme reste efficace

méme dans le cas de petits effectifs.

Ces algorithmes peuvent s’étendre a des algorithmes a frontieres floues autorisant une

observation a appartenir a plusieurs clusters avec un certain degré d’appartenance [71]. Si

on note ¢; i le degré d’appartenance de z; au cluster Cy, alors 0 < ¢;, <1 et f} cir = 1.
Les algorithmes a partitionnement rigide sont un cas particulier ou ¢;; ne pgatl prendre
que les valeurs 0 ou 1. L’avantage des algorithmes a frontieres floues réside dans le fait
qu’on peut combiner I'information donnée par c¢;j avec les a priori sur les observations

pour déterminer le meilleur cluster auquel assigner chaque observation.

Toutes ces méthodes nécessitent de connaitre le nombre de clusters et ne peuvent pas

identifier des groupes non convexes.
e Les algorithmes a partitionnement par densité

Les algorithmes a densité ont émergé a la fin des années 90 et reposent sur le principe
qu’un cluster est formé de nombreuses observations trés proches et que les observations

isolées sont des données aberrantes [72]. Ainsi, toutes les observations n’appartiennent pas
K
forcément a un cluster ( U Cr € O |. L’algorithme visite les données une par une en leur

k=1
appliquant les régles suivantes, ot ¢ et € sont des parametres prédéfinis par 1'utilisateur :

1. une observation x € O peut définir un cluster si au moins ¢ observations sont a une

distance inférieure a ¢ de .

2. une observation y, € O appartient a un cluster si elle peut le définir ou si le cluster
lui est accessible, c’est-a-dire s’il existe un chemin yy,...,y, tel que y; peut définir un

cluster et que Vi = 1..p — 1, la distance entre y; et y;,1 est inférieure a e.

3. une observation z est une donnée aberrante si elle ne peut ni définir un cluster ni

avoir un cluster accessible.

La figure 10 schématise ces définitions.
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2.2. Cas des données transversales

B ’ \\
C .
\ /
\ /7
~ -

FIGURE 10 — Schématisation de ’algorithme a partitionnement par densité

Si ¢ = 3, les observations bleues forment un cluster dont la seule observation qui le définit est ’observation
A (seule observation avec au moins 3 observations & une distance inférieure & ). L’observation B appar-
tient a ce cluster car le cluster lui est accessible via la suite d’observations A-i-j-k-B. Enfin, I’observation
C est considérée comme une donnée aberrante.

L’algorithme mis en place est le suivant :

Soit ¢ le nombre minimal d’observations de O d’une distance inférieure a € de v € O
nécessaires a la formation d'un cluster.
Vr € O n’ayant pas été visitée :
e Considérer x comme ayant été visitée.
e Soit V, = {y € O\ d(z,y) < e} le voisinage de x
e Si Card(V,) < q, alors z est considérée comme une donnée aberrante.
e Si Card(V,) > q, alors « appartient au cluster C,
Yy eV, :
e Si y n’a pas été visitée :
e Soit V, = {z € O\ d(y,z) < ¢} le voisinage de y
o Si Card(V,) > g, alors V, <V, UV, :

e Si y n’appartient a aucun cluster, alors y € C,

L’un des avantages de cet algorithme est qu’il est capable d’identifier des structures
de clusters non convexes. De plus, il définit lui-méme le nombre de clusters. Cependant le
nombre de clusters dépendra des parametres choisis pour q et €. Lorsque les clusters ont

des densités différentes, cet algorithme donne de mauvais résultats.

e Les algorithmes hiérarchiques

Le Clustering Ascendant Hiérarchique (CAH) est un algorithme déterministe qui part
d’un état ou il y a n clusters, chacun étant une observation de O pour arriver a un
état ou il n’y a qu’'un seul cluster 0. L’algorithme regroupe au fur et & mesure les deux
clusters les plus proches jusqu’a n’en former qu’un seul, comme le montre le dendrogramme

de la figure 11. Il crée une décomposition hiérarchique des observations. Contrairement
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2.2. Cas des données transversales

aux K-moyennes et K-médoides, cet algorithme ne suppose pas de nombre de clusters a

priori [73].
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FI1GURE 11 — Un dendrogramme, résultat de ’algorithme ascendant hiérarchique

Dans cet exemple chaque point représente une observation dans un espace de dimension 2 de coordonnées
(z;y). La distance utilisée pour cette figure est la distance euclidienne. Il s’agit des mémes coordonnées
utilisées dans la figure 9. Les couleurs rouge et bleue font référence aux clusters définis par 1’algorithme des
K-moyennes. Les noeuds du dendrogramme représentent les clusters tandis que la hauteur des branches
représente la distance a laquelle les clusters sont fusionnés.

Les distances entre les clusters peuvent avoir plusieurs définitions. Dans la méthode
dite « lien simple » (« single linkage »), ou technique du plus proche voisin, la distance
entre deux clusters est la plus petite distance entre les observations de chaque cluster [74].
Mathématiquement, cela se traduit par d(C,C’') = min {d(z;,z;),z; € C,x; € C'}. Dans la
méthode dite « lien complet » (« complete linkage »), la distance entre deux clusters est la
plus grande distance entre les observations de chaque cluster [75]. Mathématiquement, cela
se traduit par d(C,C’) = max {d(z;,x;),x; € C,x; € C'}. Ces deux méthodes ne tiennent pas
compte de la structure des clusters. Dans la méthode dite centroide, la distance entre deux
clusters est la distance entre les moyennes de chaque cluster. Mathématiquement, cela se

traduit par d(C,C") = d(z,2’) avec T = —— > x;et 2/ = —L— > ;. Dans cette mé-
card(C) Pv=re card(C’) @€ J

thode, la fusion de deux clusters est dominée par le cluster ayant le plus d’observations [76].
Enfin, la méthode dite « lien moyen » (« average linkage »), définit la distance entre deux
clusters comme la moyenne des distances entre chaque observations des clusters. Mathé-
ﬁ(p) dgpd ou D = {d(x;,x;),z; € C,x; € C'}.

Cette méthode semble étre la plus robuste. Ces définitions sont représentées sur la fi-

matiquement, cela se traduit par d(C,C") =

gure 12.

A la suite de ces méthodes, plusieurs extensions ont émergé, comme par exemple
I'utilisation de la valeur médiane ou d’'un systéme de pondération [77, 78, 79]. Toutes
les méthodes développées pour le CAH peuvent se transposer au clustering descendant

hiérarchique. L’algorithme est similaire a I’exception qu’il part d’un état ou il n'y a qu'un
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2.2. Cas des données transversales

seul cluster O qui regroupe toutes les données, pour arriver a un état ou chaque observation
de O représente un cluster. L’algorithme dissocie au fur et a mesure les deux clusters les

plus éloignés.

A. Liensimple B. Lien complet
O O QO
O
C c’ C c
C. Lien centroide D. Lien moyen

F1GURE 12 — Représentation schématique des définitions des distances ente deux clusters
utilisées dans l'algorithme ascendant hiérarchique

2.2.2 Algorithmes paramétriques

Les algorithmes paramétriques se basent sur I'écriture de modeles dont peuvent étre
issues les observations de I’ensemble O. Par rapport aux algorithmes non paramétriques,
ceux-ci ont 'avantage de pouvoir réaliser des inférences et des tests statistiques sur O.
Certains algorithmes non paramétriques peuvent étre vus comme des approximations d’al-

gorithmes paramétriques.
e Les modeles de mélange

Les modeles de mélange fini considerent que les observations z; € O forment des
clusters chacun ayant une distribution de probabilité différente. Les distributions peuvent
ne pas appartenir a la méme famille, ou appartenir a la méme famille mais différer dans
les valeurs des parametres. La densité (f) de la loi de probabilité dont sont issues les

observations s’écrit :

f(z;m,0) Zﬂ'kfk (x,0k) (2.1)
ou K est le nombre de clusters, fj est la densﬁ:e de la loi de probabilité pour les observa-
tions du Cluster Cy. et 7 est la probabilité pour qu’une observation appartienne au cluster
C;, et vérifie Z T, = 1.

Nous devkéloppons ici le cas d’'un mélange de lois gaussiennes. En dimension 1, Hk =
(,uk;ak) ou py est la moyenne du cluster Cy et o son écart-type, tel que Vi,k \ z;

Cr, x; ~ N (u,0%). Les hypothéses considérées sont I’égalité ou I'inégalité des variances
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2.2. Cas des données transversales

entre chaque cluster. En dimension >2, 6, = (ug; 2x) ou py et Xy sont la moyenne et
la matrice de variance-covariance associées aux observations du cluster Cy. La densité fy

s’écrit alors :

1 1
i3 00) = ———cap { (o — )5 @ — ) (2.2)
\/det(2m¥y) 2 :
La matrice de variance-covariance peut s’écrire sous la forme :
Sk = MQrDrQy " (2.3)

ol @, est la matrice inversible des vecteurs propres de Y5, et A\, D), est la matrice diagonale
des valeurs propres de Y, tel que det(Dy) = 1. Alors A\, = {/det(Z) ou det(Xy) est le
produit des valeurs propres de ¥y [80]. L’écriture sous la forme 2.3 permet de définir un
volume (M), une forme (Dy) et une orientation (Qy). La figure 13 représente les don-

nées (x,y) dans un espace de dimension 2 pour différentes hypotheses sur Ay et Dy ou

ke {1,2} [81].

A)Modéle Ell : Z,=Al B) Modele VII : Z =yl C)Modéle EEI : =D

D) Modéle EVI : £,=.D;

F1GURE 13 — Représentation schématique de données dans un espace de dimension 2 pour
k€ {1,2}, Qr = I et différentes hypotheses sur Ay et Dy,

Les points rouges correspondent aux observations du cluster 1 et les points bleus aux observations du
cluster 2. Les ellipses noires correspondent aux ellipses d’équidensités (de grand rayon /A Dg[1,1] et de
petit rayon /ApDg[2,2]) associées & la matrice de variance covariance de chaque cluster. Ces modeles
s’écrivent sous la forme Volume (E=égal; V=variable)/ Forme (E=égale; V=variable; I=sphérique)/
Direction (E=égale; V=variable; I=Paralléle & un axe). Tous ces modeles correspondent & des cas ol
les variables z et y sont non corrélés (matrice X diagonale) d’ou Direction=I. Dans les cas A et B, les
variances de x et y sont égales au sein de chaque cluster avec en plus égalité entre les clusters pour le cas

A.

28



2.3. Cas des donnés longitudinales

L’estimation des parametres se fait via l'algorithme EM pour estimer le maximum
de vraisemblance en présence de données incompletes. Les observations x; sont supposées
incompleétes et les données complétes sont le couple (z;,2;) ou z; est un vecteur de longueur
K tel que: z;, = 1siz; € Cp, et z; = 0 sinon. Ainsi, la fonction de densité pour les données

completes est :

K 1 1 e Zik
flz;m,0) = ;::17@ (det(%@k)exp {—Q(z — ) X (- ,uk)}) (2.4)

L’algorithme EM a la méme forme quel que soit le modele considéré. Seul I'estimation
de Y change [82]. Par exemple, pour le modele VII (X, = A\iI), l'algorithme EM se
résume comme ci-apres (ou les étapes M et E se répétent jusqu’a convergence), ou n est

le nombre d’observations dans un espace de dimension p.

e Initialisation : Z;;

e Etape M : maximisation de la vraisemblance, connaissant Z;;
A n A
N = 22 Zik
i=1

A

ﬁ'k<—

3

n
> Zigwi

i <= ==

Nk

Wi + ; zi (s — ) (@ — fi)”

b S
ik — ;\k[
e Etape E : estimation de Z;;
K

Zik <
3w fi(mishy, S5)
=1

2.3 Cas des donnés longitudinales

Lorsque les observations sont des évolutions d’un score dans le temps, nous cherchons
a construire des sous-groupes de trajectoires. Plusieurs algorithmes de clustering ont été

développés pour les données longitudinales. Nous présentons ici deux algorithmes, I'un
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2.3. Cas des donnés longitudinales

non paramétrique et l'autre paramétrique.

2.3.1 Un algorithme non paramétrique : clustering des données

longitudinales par K-moyennes

L’idée de l'algorithme KML (K-Means for Longitudinal data) est d’appliquer 1'algo-
rithme des K-moyennes aux observations y; = (y;1,-..,4ir) OU y; est le score obtenu par
le patient 7 au temps t. La distance entre deux patients ¢ et j est calculée par la distance
euclidienne ou la distance de Manhattan appliquée aux observations y; et y; [34]. Pour
pallier le probleme des données manquantes, les distances utilisent 1’ajustement de Go-

wer [83] ci-dessous :

(2.5)

1 iy et y;; ne sont pas manquntes
Wit = .
0 sinon

Distance euclidienne avec ajustement de Gower :

- 1
d(i,j) = T Zwijt(yit — Yjt)? (2.6)
> wigy =1

Distance de Manhattan avec ajustement de Gower :
- 1<
d(i,j) = T Zwijt|yit - yjt| (2.7)

5 Wy =1
t=1

Cet algorithme montre de bonnes performances en étude de simulation quelle que soit
I’allure des trajectoires. Cette méthode peut utiliser toute autre distance et peut étre

extrapolée au cas d'une évolution conjointe de deux variables continues [84].

2.3.2 Un algorithme paramétrique : clustering des données lon-

gitudinales par modele mixte a classes latentes

Le modele LCMM (Latent Class Mized Model) modélise la trajectoire des patients par
un modele linéaire mixte, en supposant que la trajectoire différe d’un cluster a 'autre [35].
Cette méthode estime conjointement deux modeles qui sont :

e la trajectoire conditionnellement au cluster

e la probabilité d’appartenir a chaque cluster
Les trajectoires spécifiques et les probabilités d’appartenance a un cluster peuvent étre

modélisées en fonction de covariables.
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2.4. Estimation du nombre de clusters

Soit y,; la jéme observation du patient ¢ au temps ¢;;. Alors y; correspond a la trajec-
toire du patient ¢. Si le patient ¢ appartient au cluster Cj, I’évolution de y;; se modélise

conditionnellement au cluster :
k k k k
vilCe = (B +b0)) + (B + b)) x ti; + ey (2.8)

ol (ﬁék), fk)) est le vecteur des effets fixes et (b(()k),bgk)) celui des effets aléatoires avec
0
(bé’?,bg’f)) ~ N( 0 ,2k). X représente la variance-covariance spécifique au cluster k.
Enfin le terme d’erreurs est défini par &;; ~ N (0,02).
La probabilité pour le patient ¢ d’appartenir au cluster k (m;) s’explique grace aux

covariables X; par un modele de régression logistique multinomial :

exp(ozék) + XiTagk))

K
521 e:cp(a((f) + XTI a&z))

ou a(() ) et ag ) sont les coefficients de régressions associés a la régression logistique multi-

nomiale. Soit K la classe de référence tel que Oz((]K) = agK) =0.

L’estimation par maximum de vraisemblance peut se faire via ’algorithme EM [85] ou

par la maximisation directe de la vraisemblance observée [86].

2.4 Estimation du nombre de clusters

Toutes les méthodes que nous avons décrites ci-dessus, a l’exception du modele a
partitionnement par densité, nécessitent de connaitre a ’avance le nombre de clusters.
Cependant, nous ne pouvons pas toujours connaitre ce nombre. Il convient alors de consi-
dérer plusieurs nombres de clusters et de choisir le meilleur sur la base d’un critere. Pour
les méthodes non paramétriques le critere le plus souvent utilisé est le critere de Calinski
et Harabasz [87]. Pour les méthodes non paramétriques, le critére le plus utilisé est le

critére d’information bayésien (BIC, Bayesian Information Criterion) [88, 89].
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Chapitre 3

Méthode de clustering pour Deffet
d’un traitement prenant en compte
I’information pré-traitement dans le

cadre de données longitudinales

Les méthodes de clustering pour données longitudinales permettent de définir des
sous-groupes de trajectoires homogenes (Section 2.3). Nous nous sommes intéressés aux
trajectoires modélisées par deux pentes et nous avons cherché a définir des sous-groupes
homogenes selon le changement de pente, induit par un traitement. Nous avons donc
développé une nouvelle méthode de clustering pour données longitudinales a partir de ce
changement de pente, utilisant ’enticreté de la trajectoire pré- et post-traitement. De plus,
nous souhaitions que la méthode développée soit robuste dans le cas de petits effectifs et

de sous-groupes déséquilibrés.

3.1 Article « CLEB: a new method for treatment ef-

ficacy clustering in longitudinal data »

Problématique

Cette méthode a été développée dans le cadre de I’étude de 'efficacité des greffes dans
la maladie de Huntington. Le critere de jugement pour évaluer 'efficacité de la greffe sur
le plan clinique est le score moteur de 'UHDRS et 1’évolution des performances motrices
des patients au cours du temps. Cette échelle présente une forte variabilité intra-patient
sur le plan longitudinal, qui additionnée a I’hétérogénéité d’évolution inter-patients, rend
difficile I'identification des patients répondeurs a la greffe. Les 45 patients greffés de I’'étude

MIG-HD sont suivis longitudinalement pré- et post-greffe, ce qui nous permet de modéliser
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3.1. Article « CLEB: a new method for treatment efficacy clustering in
longitudinal data »

I’évolution de leur performances motrices au cours du temps ainsi que le changement de
pente au moment de la greffe. Dans le cas ou la greffe n’est pas a effet immédiat, notre
méthode de clustering doit tenir compte du délai entre I'initiation du traitement (la greffe)

et sa prise d’effet.

Hypotheses

Une diminution des performances motrices se traduit par une augmentation du score
moteur de 'UHDRS. Nous supposons qu’en I’absence de traitement ce score évolue linéai-
rement avec le temps (Figure 14.A). Bien que I’évolution du score moteur n’est pas linéaire
sur toute la durée de la maladie, I’hypothese de linéarité sur une durée plus courte, comme
celle de MIG-HD, est acceptable. Si la greffe a un effet bénéfique, elle modifie I’évolution
du score, soit en ralentissant sa progression, soit en stabilisant le score, soit en inver-
sant son évolution (Figure 14.B). Si l'effet n’est pas le méme chez tous les patients, on

peut voir apparaitre différents profils d’évolution apres l'effet du traitement (Figure 14.C).

2. Initiation du Effet du 2 Initiation du Effetdu
traitement traitement traitement traitement

_ pasdeffet
T effetbénéfique

Score
Score
Score

Temps (depuis I'initiation du traitement) Temps (depuis I'initiation du traitement)

FIGURE 14 — Exemples d’évolution du score moteur de 'UHDRS avec ou sans effet du
traitement (données simulées).

Les trois graphes sont des données simulées représentant ’évolution d'un score clinique (ici le score
UHDRS moteur) en fonction du temps. (A) Evolution en I’absence de traitement. (B) Evolution avec
effet bénéfique du traitement chez tous les patients ou le score diminue apres Peffet du traitement. (C)
Evolution avec effet du traitement différent selon deux sous-groupes. Dans le sous-groupe avec un effet
bénéfique du traitement (en rouge), le score diminue apres leffet du traitement. Dans le sous-groupe
sans effet du traitement (en bleu), la pente d’évolution du score post-traitement est identique & la pente
pré-traitement.

Lorsque leffet du traitement est identique chez tous les patients, le modele (1.9) estime
correctement cet effet. Lorsque le traitement n’a pas le méme effet chez tous les patients, ce
modele modélise uniquement ’effet moyen du traitement et ne permet d’estimer 'effet du
traitement spécifique a chaque sous-groupe. De plus, dans ce cas, I’hypothese de normalité

des effets aléatoires n’est plus vérifiée [90]. Soit by, Vestimation de Peffet aléatoire associé au
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changement de pente dans le modele (1.9). En présence de K sous-groupes de patients avec
différents effets du traitement, nous supposons que la distribution de by est un mélange

de K lois Gaussiennes (Figure 15).

FIGURE 15 — Distribution des effets aléatoires by selon I’hétérogénéité de 'effet du traite-
ment (données simulées)

(A) Les sous-groupes rouge et bleu ont le méme effet du traitement. La distribution des effets aléatoires
by suit une loi normale. (B) Les sous-groupes rouge et bleu ont un effet différent du traitement. La
distribution des effets aléatoires by est un mélange de deux lois normales, chacune correspondant a un
sous-groupe.

Le coefficient bo; représente 1’écart du changement de pente du patient ¢ par rapport
au changement de pente moyen de ’échantillon. Ainsi les plus grandes valeurs de b
correspondent aux patients ayant le moins de bénéfice de la greffe tandis que les plus
petites valeurs de bosi correspondent aux patients ayant le plus grand bénéfice de la greffe.
Notre idée consiste a utiliser les valeurs de ces effets aléatoires 1321- pour construire les
sous-groupes de patients en fonction de la réponse au traitement en les utilisant comme
entrée dans les algorithmes de clustering parmi ceux décrits dans la section 2.2.

La méthode que nous proposons est en deux étapes :

1. La premiere étape consiste a modéliser les données longitudinales grace au modele
a deux pentes (1.9) présenté en section 1.2 afin de récupérer les effets aléatoires de
chaque patient. De cette fagon, nous résumons 'information des données longitudi-

nales (score en fonction du temps) en des données transversales (effets aléatoires).

2. La seconde étape consiste a appliquer une méthode de clustering pour données trans-
versales sur les effets aléatoires, en particulier, sur les effets aléatoires correspondants

au parametre de changement de pente.

Afin d’évaluer les différentes stratégies (notre méthode associée a un algorithme de

clustering pour données transversales), nous avons réalisé une étude de simulation.
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Génération des données pour I’étude de simulation

Les différentes stratégies ont été comparées dans le cas de deux sous-groupes de pa-

tients (A et B). Les données ont été générées a partir du modele ci-dessous :

y { 57+ B x tiy + B5Y X (b — ) x 1ty > )+ si i€ A (3.1)
ij = |

(()B) + 553) X ti; + BSB) X (tij — 1) X L(ty; > 1)+ €5 si 1 €B

Pour chaque patient, nous avons simulé 3 a 5 mesures avant et apres initiation du
traitement. Afin d’introduire une variabilité de délai entre deux visites j et 741, nous avons
simulé les temps de mesure tel que t;;11 — t;; ~ N(1,03). Nous supposons que l'effet du
traitement peut se produire & des temps variables tel que 7; ~ A (1/12,02). Les paramétres
B du modele ont été générés pour £ € {0,1,2} et x € {A,B} par B ~ N(ui” of™).
Enfin la variabilité intra-patient a été générée par ;; ~ N(0,02).

Nous avons fait fluctuer les valeurs de chaque parametre individuellement pour évaluer

leur impact sur le pourcentage de patients correctement classés par la méthode.

Discussion

L’article « Clustering of Longitudinal data by using an Extended Baseline (CLEB): a
new method for treatment efficacy clustering in longitudinal data » propose une nouvelle
méthode pour identifier des sous-groupes de patients selon leur réponse a un traitement
dans le cas de données longitudinales. Cet algorithme integre un algorithme classique
parmi ceux présentés dans la section 2.2. Nous avons montré que notre méthode (CLEB)
associée a un algorithme de clustering non paramétrique basé sur des modeles de mélanges
finis est la meilleure stratégie pour classer correctement les patients dans les différents
sous-groupes, méme en cas de fortes variabilités intra- et inter-patients. Nos résultats
montrent que cet algorithme est performant, y compris avec un fort déséquilibre entre
répondeurs et non répondeurs et un petit effectif de patients. En effet, nous avons réalisé
nos simulations avec un effectif total de 50 patients. Nous utilisons un algorithme de clus-
tering plutot que de classer les patients en fonction du signe de l'effet aléatoire car cela ne
peut pas étre utilisé lorsque plusieurs effets aléatoires peuvent apporter une information

importante ni lorsque les sous-groupes sont de tailles différentes.

Cette méthode a été développée pour la recherche de patients « répondeurs » a la greffe
dans 'essai MIG-HD. Les données peuvent provenir d'une étude de cohorte ou du bras
« traitement » d’un essai clinique si celui-ci propose un suivi des patients avant l'initiation

du traitement, ce qui est par exemple le cas pour le groupe contrdle d’un plan d’expérience
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« delayed-start ». Cette méthode ne constitue pas une analyse confirmatoire, méme si elle
est appliquée sur des données issues d’un essai clinique. Il s’agit d’'une méthode d’analyse
exploratoire qui permet de générer des hypotheses sur ’explication de I’hétérogénéité de
Ieffet d’un traitement. Ces hypotheéses peuvent ensuite étre confirmées par une analyse

confirmatoire dans le cadre d'un essai clinique.

Notre méthode peut étre étendue pour s’adapter a des hypotheses et des données dif-

férentes :

e Si le délai entre Dl’initiation du traitement et 1’apparition de son effet

n’est pas connu

Nous supposons que le délai entre l'initiation du traitement et 'apparition de son effet
est connu et identique pour tous les patients. Il s’agit de I'un des parametres en entrée
de notre modele. Il serait possible d’étendre notre modele au cas ou nous n’avons pas
d’a priori sur la valeur du délai entre l'initiation du traitement et l'apparition de son
effet. Par exemple, des modeles non linéaires a base de splines permettraient de définir

un « neeud » correspondant au changement de pente [91].

e Effet du traitements a court terme et a long terme

En modélisant les données avec deux pentes, nous avons fait I’hypothese d’un impact
constant et durable du traitement sur 1’évolution du score. Cette hypothese est forte et
méme si elle peut correspondre a la réalité d’un essai clinique sur une durée courte, elle ne
correspond pas toujours a la réalité observée a plus long terme. En effet, un traitement peut
étre bénéfique, en ralentissant la progression de la maladie, durant une certaine période,
puis ne plus avoir d’effet (Figure 16) ou un effet moins important voire délétere. Afin
de tenir compte d'un effet du traitement a court et long terme, nous pouvons étendre
notre méthode en utilisant un modele a trois pentes. La premiére pente correspondra
a l’évolution sans traitement, la seconde a 1’évolution a court terme et la troisieme a
I’évolution a long terme. Une étude de simulation montrerait s’il faut tenir compte des
effets aléatoires associés a la seconde et/ou a la troisieme pente selon que 'on s’intéresse

a effet du traitement a court ou a long terme ou aux deux simultanément.
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FIGURE 16 — Représentation schématique d’une évolution post-traitement a court et a
long terme

Dans cet exemple, le traitement a un effet bénéfique & court terme avec une pente de progression plus
faible suite a l’initiation du traitement, puis I’évolution naturelle de la maladie reprend.

e Extension aux données d’événements récurrents

Notre méthode a été développée pour des données quantitatives longitudinales. Elle
peut étre adaptée a d’autres types de données. Par exemple, nous 'avons étendu aux
données d’événements récurrents. Dans ce cas, 'effet du traitement est mesuré par la dif-
férence des délais d’apparition des événements pré- et post-traitement. La premiere étape
de notre méthode, consistant a modéliser les données, est réalisée grace a une adaptation
du modele de Cox pour événements récurrents et intégrant des parametres aléatoires. Le
détail de notre méthode étendue aux événements récurrents ainsi qu’une étude de simu-
lation sont présentés en Annexe B. Nous avons implémenté notre méthode CLEB et son
extension aux événements récurrents ( Clustering of Recurrent Events using Mized Effects,
CREME) dans un package R qui sera accessible sur le site du CRAN. Pour des données
binaires ou catégorielles mesurées longitudinalement, notre méthode peut s’adapter en

remplagant le modele linéaire mixte par un modele linéaire mixte généralisé [92].
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I Introduction

Heterogeneity in treatment efficacy is one of the biggest concerns in personalized medicine.
However, clustering may help to identify the treatment responders and the non-responders.
Clustering is an unsupervised learning method that allows a hidden structure to be found in
unlabelled data. It relies on an algorithm to minimize within-cluster variability (internal cohesion)
and maximize between-cluster variability (external isolation).! Here, we explore the specific context
of a rare and progressive disease with a small sample size and a treatment effect that is measured
longitudinally. Thus, the information provided by the longitudinal data is not restricted to a single
value but must consider the entire trajectory of a continuous score. More precisely, we focus on the
change of slope after the treatment initiation. For this longitudinal cluster analysis, the data may be
obtained from cohort studies or from clinical trials (treatment arm) with the treatment initiation
during the follow-up. In both cases, repeated measurements of the patients’ scores are recorded
before and after the initiation of treatment.

The current parametric and non-parametric methods for longitudinal cluster analysis are being
increasingly used in medical research.? ¢ Parametric methods relate to mixture modeling techniques,
in particular through latent-class mixed models (LCMM). They assess the influence of latent growth
trajectory class membership on the outcome to highlight the distinct patterns of evolution.” The
mixed model allows the within-subject correlation and the variability of the outcome trajectory
between subjects to be taken into account. Latent-class is defined by using the assumption of a
mixture of Gaussian distributions for the random effects.® Clusters and model parameters are
estimated simultaneously. The main advantage of these parametric methods is that the usual
statistical tests and inferences can be performed; however, if they are to be efficient these methods
often require a large sample of patients, which might not be the case for rare diseases or innovative
therapies like cell transplant or gene therapy. Non-parametric methods relate to classical algorithmic
approaches such as K-Means for Longitudinal data (KML).® Such algorithms consider the
distance between patients’ score rather than the shape of the evolution which does not address
the initial problem of the change in the slope due to treatment effect. Furthermore, they need a
constant measurement delay between patients, which is not a reasonable assumption in cohort
studies. The limits of these methods suggest the need for a new method to cluster longitudinal
data according to treatment effect when there is both a small sample and variability in the times
of measurement. We propose a Clustering of Longitudinal data with an Extended Baseline (CLEB)
method. This new method comprises two steps: first, building a linear mixed model with an extended
baseline and second clustering the random predictions through a model-based algorithm. However,
other strategies of clustering could be planned in the second step, notably non-parametric
algorithms.

The objectives of this paper are (i) to present this new method and (ii) to compare the model-
based and non-parametric strategies. The CLEB method is described in section CLEB. The
simulation study settings and results are presented in, respectively, sections The simulation study
procedure and Results of the simulation study. The different strategies of the CLEB method are
evaluated and compared to the LCMM algorithm. The CLEB method is illustrated in section
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Applications with a real data set of Huntington’s disease patients and a real data set of women
suffering from obesity. The results are discussed in section Discussion.

2 CLEB

The CLEB method clusters patients according to treatment effect. The two steps of this method are
described in this section.

Consider data from i = 1,., N patients in a longitudinal study assessed »n; times with y; the jth
outcome measure of patient 7 at time #;. Patients initiate their treatment during the follow-up and the
times are realigned such that 0 corresponds to the time of treatment initiation. Thus, there are
negative times (7; <0) for measurements before the treatment initiation. The lag v > 0 between
treatment initiation and treatment effect is used to define two phases: the baseline phase for
tij < v and the treatment effect phase for #; > 7.

2.1 Step I: The mixed model with extended baseline for
treatment-time interaction

Figure 1 represents the CLEB algorithm.
The basic assumption of the method is that the individual’s responses vary linearly according to
phase. The polynomial model with extended baseline'® could be adapted to the data as follows

Yij = aoi + ai; X tij+ ax X (l‘y’ — ‘E) X l(ti/ >17)+ &ij (1)

where &; ~ N(0,02).

Longitudinal data: y,, t;
J Input parameters
el et 1
| 1
! Model f
oael: Lag of treatment
Step1 | ]
P 1 yu-= (’80 +b0i)+ (’Gl +b1[) Xtu“f*(ﬁz‘*“bz;)x ([ﬂ;“T) X 1(5,‘;‘ = T) 1 effect: T

I |
1 l I
| 1
| Random predictions: by; 1
| 1
1 l I
| 1
1 i b I

— / Clustering on by; \ NiifBEFoF
| Parametric (partitionning, AHC) Non parametric (model-based) 1 chtes: K
| I
| 1
T e T 1

I K clusters

Figure 1. General architecture of the CLEB method.
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The random effect model for longitudinal data'' takes into account all the available information,
allowing the model to deal with missing data and numbers and times of measurements that are not
identical.'? It takes into account both within- and between-patient variability. Assuming between-
patient variability in the baseline phase (intercept and slope) and in the treatment effect phase, a;
could be decomposed as the sum of a fixed effect p and a random effect b; ~ N (0, D) with

20 0
%0
D=| 0 of 0 | such thatequation (1) becomes
0 0 o3
Yij = (Bo + boi) + (B1 + b1i) X 15+ (B2 + boi) X (15 — 1) x 1t = 1) + &5 2

The mean score at treatment initiation is By. The mean progression slope of y;; during the baseline
phase is B; and the mean progression slope of y; during the treatment effect phase is the sum g, + s,
where £, is the fixed estimate associated with the treatment effect. The third component of equation
(2) can be considered as a time-treatment interaction.

The estimation of parameters is made using restricted maximum likelihood, but only the
predictions of the random parameters (bo, b; and bz) are collected. They will be used in the
second step of the CLEB method.

2.2 Step 2: Clustering on random predictions

The distribution of bg is assumed to be a mixture of K Gaussian distributions, each distribution
corresponding to one cluster.® For two clusters 4 and B of treatment effect bz,
~ pN (ua, A»%A) + (1 = p)N (2,5, 03, 2 5)s where p (resp. 1 —p) is the proportion of subjects in
cluster 4 (resp. B), ua.4 (resp. uzp) and 02 4 (tesp. o3 B) are the mean and variance of the
individual treatment effect (bzl) of the patients in cluster 4 (resp. B). The second step of the
CLEB method consists of estimating the mixture of distributions using an Expectation-
Maximization (EM) model-based algorithm. EM model-based algorithm and non-parametric
algorithms are presented in the following subsections.

2.2.1 EM model-based algorithm

Let us now briefly describe the model-based algorithm to cluster patients using b2 This parametric
model supposes a Gaussian distribution of b, for each cluster."> Let f be the density function of the
mixture defined by

K
[(b) = m®(b2|pa k. 03,) 3)
k=1

where 7w, is the probability that a subject belongs to the cluster k& and CI>(b2| W2 je> O 5.) is the density

function from the distribution N (u, k, b k) The method uses the maximization of likelihood in the

EM algorithm to estimate u,, and 02 & for each cluster k and mi.; for each cluster k and each patient
4 Two parameterizations could be considered:

e E parameterization: equal variance between clusters
e V parameterization: variable variances between clusters
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Then 7, is used to classify each patient in the cluster with the higher probability such that i € kK’ if
T j = MaAX Tk ;.

This ]fglgorithm could be extended to the case of clustering on the multivariate component
0 = (byg,b;) or 0= (b;,by) or 0= (by,b;,b;). In this case, the density function g of the
multivariate mixture is defined by

g(0) =

K
POy, L) (4)

k=1
where ®(0|py, Xx) is the density function from the multivariate normal distribution N g ) (s, Zk)
with g, the vector of means and X; the variance—covariance matrix.
In the multivariate case, ten parameterizations may be considered. They concern the
variance—covariance matrix structure defined according to three geometric parameters: volume

(equal: E or variable: V), shape (equal: E, variable: V, identity: I) and orientation (equal: E,
variable: V, identity: I) between clusters.'

2.2.2  Non-parametric alternatives (k-means, k-medoids, agglomerative hierarchical clustering)

The k-means'®'” and the k-medoids'® are iterative algorithms partitioning the data space into Voronoi
cells. They attribute data points to clusters by minimizing the distance between each point and the mean
of the cluster (in k-means) or the most central value (in k-medoids).

Agglomerative Hierarchical Clustering (AHC) procedures'® agglomerate the data from N single-
member clusters into one cluster containing all data points and stop when the expected number of
clusters is reached. The AHC-single linkage, -complete linkage and -average linkage define the
distance between clusters as, respectively, the minimal, maximal and average distance between the
data points of each cluster.

Several definitions for calculating the distances between two data points exist. Those considered
in the simulation study are defined below. Let 6 be the vector of random predictions such that 6 = b,
or 0 = (bg,by) or 0 = (by, by) or 6 = (by, by, by). The Euclidean, Canberra, Manhattan, Maximum,
Pearson, and Correlation distances for two patients i and j are defined as

dEuclidean(iaj) = Z (Z;Z,i - EZJ)Z
1;160

.. |l;£,i - Z;e,/|
dCanberra(la]) - Z =~  ~
hreg [bedl £ 1bel
dManhattan(iaj) = Z |b€,i - bEJl
1;560

dMaximum(iaj) = max |b@ql’ - b£1i|
bgeo

21;1460 b@,ibﬁ,j
\/25560 b%si 25560 b%z]
COV(O,’, 0])

VVar(0;)Var(0;)

dPearson(iaj ) -

dcorrelation (iaj ) =
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Note that for 6 = 52, the Pearson distance is always equal to one, the correlation distance is not
defined and the Manhattan and Maximum distances are equal to the Euclidean distance. Thus only
the Euclidean and Canberra distances will be used in the univariate case.

3 The simulation study procedure

Several scenarios with two subgroups of patients (V4 subjects with a beneficial treatment effect in
group 4 and Np subjects with a detrimental treatment effect in group B) were considered. The
notation is similar to that in section CLEB. Each patient i has at least one visit before
the treatment initiation, one visit at treatment initiation and one visit after treatment initiation.
The period between visits (d) is around one year: d; ~ N(1,03) such that #;; — #;—1 = dj. The
outcome for each visit is generated by

BB <ty B x (g — ) x Wty =) ey i ied

Yij = . ) Q)
E)B) +,3(13) X tij—i-,BgB) x(tj—tm)x Wty=1)+e; if ieB

\%

with 7; ~ AN(1/12,0?) meaning that the treatment effect is supposed to appear at one month.

For ¢€{0,1,2} and xe€{4,B)}, ,Bg) ~ N (,uéx), af(x) ). The strength of treatment effect is
|,u(2A) — [L(zB )|, and the within-treatment variation in group A4 (respectively B) is o*gA) (respectively ogB )).
The within-patient variability is generated by &; ~ N(0,02). The simple case scenario is parameterized
with 25 patients per group (N4 = Ng = 25), each having 3 to 5 visits before treatment initiation and 3 to
5 visits after treatment initiation, null variance on the period between visits and the lag in treatment effect

(04 =0, =0) and low within-patient variability (o, = 3). The mean of the effects in group A4

(ME)A), [,L(IA), ,u(zA)) is the vector (45,5, — 5), whereas the mean of the effects in group B (,uBB), ,u(lB), ,u(zB))

is the vector (45, 5, 5). Finally, the between-patient variabilities in groups A (U(A),O'EA),O’EA)) and B
(657, 0\P, o'P)) are both initialized by the vector (5, 1, 1).

The baseline mean parameters were initialized according to the pre-randomization period in a
longitudinal clinical trial assessing graft in Huntington’s disease (NCT00190450), for which the
CLEB method was developed. However, this clinical trial has not yet been published, and the
data could not be used as an illustrated example in section Applications.

The simulation study compares the CLEB method, with the different strategies, to
the LCMM method. The LCMM method assumes that each cluster, also called the latent-
class, is characterized by a specific trajectory modelled by a specific linear mixed model. Both the
latent-class membership and the trajectory are explained wusing covariates. Here, the
parameterization of the LCMM method for the trajectory was performed in the same way as
in equation (2). Only the third term, that corresponding to the time-treatment interaction
was used in the parameterization of the latent-class membership. Likelihood maximization and
the EM algorithm were used to estimate the class membership probability and the model
parameters simultaneously.

All results are expressed as the mean of the percentage of correctly classified patients among the
1000 databases generated for each scenario.

The simulations and computations were performed using the R software.”® The CLEB method
was performed using the nlme?! package for a mixed model for step 1, the mclust?®® package for
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model-based clustering for step 2, and the amap® and cluster®® packages for non-parametric
algorithms for step 2. The LCMM method was performed using the 1cmm® package.

4 Results of the simulation study

Only the most efficient strategies are presented. Thus, for the CLEB method, the AHC strategies are
not reported, and k-means were preferred to k-medoids. For the same reason, except for the specific
scenarios in which the treatment effect was influenced by the baseline parameters, only univariate
strategies are presented.

Figure 2 displays the percentage of correctly classified patients according to the strength of treatment
effect and sample size. When there was a great difference between the simulated treatment effects for the
two groups, all strategies allocated almost 100% of patients to the correct cluster. In contrast, when there
was no difference between the two groups, all strategies randomly allocated patients to each cluster (50%
of correctly classified patients). The CLEB method gave better results than the LCMM regardless of the
strategy that was used. The sample size had a greater impact for the CLEB method with the model-based
strategies, with a better classification for a larger sample size.

Figure 3 displays the percentage of correctly classified patients according to the natural disease
progression variability (variability of slope during the baseline phase: o) and the within-treatment
variability (variability of slope change: 0,). Whatever the strategy, the CLEB method was not affected
by the natural disease progression variability, whereas the performances of the LCMM method were
worse when o; was greater (Figure 3(a)). Indeed, in LCMM, the subgroup identification and the
estimation of the parameters were made simultaneously, leading to a greater influence of the baseline
slope on the subgroup definition. The more o, increased, the worse the performances of all methods
(Figure 3(b) and (c)). As expected, in CLEB with the EM model-based algorithm, the V parameterization
(variable variances between clusters) suffered less of an impact from high variance than the E
parameterization (equal variances between clusters) by high variance when the variances were unequal,
whereas the V parameterization was equivalent to the E parameterization in the case of equal variances.

Figure 4(a) displays the percentage of correctly classified patients according to the number of
subjects in each subgroup. All methods had good performance when the groups were balanced.
However, the CLEB method with k-means strategy and Canberra distance did not perform well in
the case of unbalanced groups. The LCMM method and the CLEB method with k-means and
Euclidean distance were only unable to perform well in an extremely unbalanced case (N, = 2).
The CLEB method with EM model-based algorithms was the only model that was not affected at all
by unbalanced groups. In the case of N,=2, the CLEB method with EM model-based algorithms
found a small subgroup of responders (Figure 4(b)). All methods have good sensitivity, but the
CLEB method with the two EM model-based algorithms has the better specificity.

Figure 5 displays the percentage of correctly classified patients according to the number of
time points. For low variability of natural disease progression, an increase in the number of time
points after treatment initiation improved the performance of all methods, whereas an increase in
the number of time points before treatment initiation did not have an impact on their performances.
For high variability of natural disease progression, an increase in the number of time points
after and/or before treatment initiation improved the performance of the CLEB method,
regardless of the associated strategy. The LCMM method, for which variability of natural disease
progression had a real impact (Figure 3), did not have an improved performance, regardless of the
number of time points. These results suggest that clusters of treatment effects could be identified
using only the treatment effect phase in the case of a homogeneous natural disease progression.
However, in the case of a heterogeneous natural disease progression, the slope of the baseline phase
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Figure 2. Impact of the strength of treatment effect and the sample size on the percentage of correctly classified
patients. (a) Na = Ng = 10; (b) Nao = Ng = 25 and (c) Nao = Ng = 100.

is necessary to evaluate the treatment effect on the slope change between the baseline and the
treatment effect phases.

Figure 6 displays the percentage of correctly classified patients when the baseline characteristics
differ in the two clusters. For parametric algorithms, only the better univariate and multivariate
strategies are presented; these correspond to, respectively, the V and VVI parameterizations. It
should be noted that V corresponds to a hypothesis of variable variance and VVI to a hypothesis
of variable variance according to clusters and according to random terms without correlation
between clusters. For the non-parametric algorithms, only the k-means with Euclidean distance is
presented. Other non-parametric algorithms show similar results. The multivariate strategies
improve when the correlation between baseline and treatment effect increases, because by and b;

Downloaded from smm.sagepub.com by guest on January 4, 2016



Schramm et al. 9

—
QO

Rt

—
O

90
1
%
g
90
1

80

80

70
1
/

70
1

60
1

Percentage of correctly classified patients
/
Percentage of correctly classified patients
60
1

50
1
50
1

1 25 ( ;1 ( ) 5.5( ) 7 8.5 1 25 ( )4 ( ) 5.5( ) 7 8.5
A B A A B A
6y (07 =0y) 6 (0, =03)

(c)

S 4

R
o i N Legend
€ N8 g
£ \‘\’; \l
8 89 B T
5 S u CLEB:
2 a,
= Iy f
@ s Al - —®— EM model-based, V parameterization, on Rz
o e EM model-based, E parameterization, on b,
?.; ®  k-means, Euclidean distance, on b,
g ° k-means, Canberra distance, on b,
o ~ 1
k]
S
8 -4~ LCMM
[
3
)
o

% .

4 5.5
o (@ =1)

Figure 3. Impact of heterogeneity of the natural disease progression and the within-treatment variation on the
percentage of correctly classified patients. (a) Heterogeneity of natural disease progression; (b) Within-treatment
variation in two groups and (c) Within-treatment variartion in responders.

also capture some useful information for clustering. However, if variability of the baseline
parameters is high, the use of these parameters will lead to a less robust classification than the
univariate strategies (Figure 6(c) and (f)). The univariate strategy may also be improved by an
increase in the difference between the natural slope of the disease in the two subgroups
(Figure 6(b) and (e)). Indeed, the difference in natural evolution increases the difference in the
slope after treatment initiation, leading to a better classification.

Figure 7 displays the percentage of correctly classified patients in the case of missing data. When
the methods were applied using the whole data set, patients with missing data were allocated
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Figure 4. The case of unbalanced clusters. (a) Impact on classification and (b) Specific case of Na =2 and Ng = 48.

randomly into clusters (Figure 7(c)), whereas almost 100% of the patients without missing data were
allocated to the correct cluster (Figure 7(d)). Only the CLEB method with the EM model-based
algorithm and V parameterization was slightly affected by a high rate of missing data. However,
applying the method only to subjects without missing data (the complete case study) led to the best
results (Figure 7(b)).

The simulation study showed that the CLEB method performs better than LCMM when there is
high slope variability. In the CLEB method, univariate strategies were preferred to multivariate
strategies. The k-means with Canberra distance was hugely affected by unbalanced groups, to the
extent that it was not a reliable strategy. The EM model-based algorithm with V parameterization
(the hypothesis of variable variance between clusters) must be the preferred strategy, but the CLEB
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method with k-means algorithm and Euclidean distance could be more robust when there is a small
sample size and low variance. Figure 8 sums up all the strategies considered and shows how the
simulation study reached this conclusion.

5 Applications
5.1

Huntington’s disease is a rare and inherited neurodegenerative disorder caused by an expansion of a
CAG (Cytosine-Adenine-Guanine) triplet repeat on the huntingtin gene on chromosome 4. It is
characterized by choreiform movements, progressive dementia and psychiatric manifestations.?
There is currently no cure and all available treatments are symptomatic, i.e. they treat the
symptoms but not the underlying disease. For example, AntiPsychotics and Related drugs
(APRs) are commonly used for the treatment of chorea. Here, we evaluate the response to
treatment with APRs.

We searched for responders to the treatment based on the evolution of the Functional Assessment
Score (FAS), a clinical marker of the progress of the disease (score from 25 to 50). The treatment
was supposed to start taking effect one month after the first prescription.

Data were selected from the Huntington French Speaking Network cohort between 2002 and
2010, among the patients studied by Désaméricq et al.?’ In this clustering study, only 39 patients
having APRs treatment who were followed at least twice before and twice after the treatment
initiation were included. They were followed for 4.98 years (SD=1.58), representing between
4 and 12 visits.

We applied the CLEB method (with the model-based algorithm and V parameterization) to the
39 patients. The CLEB splitted the population into two subgroups: 15 responders and 24 non-
responders to APRs treatment. We then modelled the data with these groups of treatment
responses as the covariate. The model showed an evolution of FAS of 1.43 points per year
(SE=0.22, P<0.001) during the baseline phase in the whole cohort. The difference in
slope between the baseline phase and the treatment effect phase was —0.03 points per year
(SE=0.35, P=0.930) for responders and 2.08 points per year (SE=0.37, P<0.001) for
non-responders (Figure 9).

The impact of neuroleptics on the evolution of Huntington’s disease
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Figure 9. Evolution of FAS in the subgroups of responders and non-responders.
Table 1. Description of responders and non-responders to APRs.
Whole cohort Responders Non-responders
N=39 N=15 N=24 p-values®
Age? (y) 50.07 (8.81) 52.31 (6.86) 48.67 (9.71) 0.260
Sex
Male 23 (58.97%) 9 (60.00%) 14 (58.33%) 0918
Female 16 (41.03%) 6 (40.00%) 10 (41.67%)
Inheritance
Paternal 19 (48.72%) 8 (53.33%) Il (45.83%) 0.676
Maternal 17 (43.59%) 6 (40.00%) Il (45.83%)
Unknown 3 (7.69%) | (6.67%) 2 (8.33%)
CAG 44.23 (3.06) 42.60 (2.47) 45.25 (3.00) 0.008
Age at onset (y) 43.54 (8.81) 46.64 (7.20) 41.65 (9.30) 0.106
Disease duration? (y) 7.38 (3.89) 6.86 (4.19) 7.70 (3.76) 0.387

*Measured at treatment initiation.

PMann-Whitney test for quantitative data and chi square or Fisher exact test for qualitative data; y: in years; CAG: Cytosine-

Adenine-Guanine; Responders and non-responders were defined by the CLEB algorithm.
Note: Quantitative data are expressed in mean (SD) and qualitative data in N(%).

Patients with high CAG repeats are more frequently non-responders than those with low CAG
repeats (Table 1). The repetition of CAG is correlated with the disease being more serious.”® > The
clustering results suggest that APRs are inefficient for patients with high CAG repeats (the patients
with the most severe symptoms). The two profiles of evolution we observed could reflect the
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Table 2. Concordance of responders and non-responders according to CLEB and LCMM

methods.

Responders LCMM Non-responders LCMM
Responders CLEB 5 10
Non-responders CLEB 2 22

Note: CLEB: Clustering in Longitudinal data with Extended Baseline; LCMM: Latent-Class Mixed Model.

treatment effect, the disease severity or both. The conclusion could only be speculative and a
confirmatory analysis is required.

Repeating the method on the 741 subsets of the whole data set that were created by deleting two
patients each time showed that the identified subgroups are robust, with only four patients being
classified less than 90% of the time in the same subgroup.

The LCMM method was also applied to the data set. Sixty nine percentage of patients had a
matching classification with both the CLEB and the LCMM methods (Table 2). The conclusions
were similar with non-responders having higher CAG repeats (Mann-Whitney test, P =0.020).

5.2 The impact of bariatric surgery on BMI

Obesity is an abnormal accumulation of body fat. It is associated with increased health problems,
such as hypertension, Type II diabetes, coronary disease and hyperlipidemia. The Body Mass Index
(BMI), obtained by dividing the weight by the square of the height, quantifies the tissue mass in an
individual. Obesity is defined as a BMI score higher than 30. Currently, there are three categories of
treatment: dietary modification, medication and surgery. Surgery treats people with potentially life-
threatening obesity when other treatments, such as lifestyle changes, have not worked. Here, we
evaluated two types of bariatric surgeries: sleeve gastrectomy and gastric bypass. Data were
obtained from the records of a French bariatric centre. In the current clustering study,
we analysed the period of 12 months before treatment initiation and 12 months after to assess
the effect of the treatment on weight loss before stabilization. Only those 39 women with at least
one measurement before surgery, one measurement at surgery and one measurement after surgery
were included. They were followed for an average of 15.50 months (SD=4.51), representing
between 3 and 8 visits.

We applied the CLEB method (with the model-based algorithm and V parameterization) to the
39 women suffering from obesity. The CLEB split the population into two subgroups: 18 high-
responders and 21 low-responders to surgery. We then modelled the data with these groups of
treatment responses as the covariate. The model showed a stabilization of the BMI during the
pre-operative period (mean of slope: —0.06 points per month, SE=0.06, P =0.350) in the whole
cohort. The difference in the slope between the baseline phase and the treatment effect phase was —
1.34 points per month (SE=0.11, P<0.001) for high-responders and —0.75 points per month
(SE=0.10, P<0.001) for low-responders. Low-responders had a lower BMI at treatment
initiation, with a BMI of of 8.58 points (SE=1.90, P <0.001) less than high-responders.

Younger women with a high weight at surgery are more frequently classified in the group of high-
responders (Table 3). This is consistent with the fact that pre-operative BMI is positively associated
with weight loss over a short follow-up period after bariatric surgery, whereas the correlation
becomes negative over a longer follow-up period.*’ Moreover, younger patients might lose more
weight because of their high metabolic activity compared to older patients.*
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Table 3. Description of high-responders and low-responders to surgery.

Whole cohort High-responders Low-responders p-valuesb
N=39 N=18 N=2I
Age? (y) 4491 (10.11) 38.86 (7.91) 50.09 (8.93) <0.001
Treatment
Sleeve 19 (48.72%) 8 (44.44%) Il (52.38%) 0.621
Bypass 20 (51.28%) 10 (55.56%) 10 (47.62%)
Weight? 114.10 (20.76) 127.56 (21.67) 102.57 (10.80) <0.001
Type 2 diabetes
Yes 6 (16.67%) 3 (16.67%) 3 (16.67%) >0.999
No 30 (83.33%) 15 (83.33%) 15 (83.33%)
NA 3 0 3
Sleep apnea
Yes 7 (18.92%) 4 (22.22%) 3 (15.79%) 0.693
No 30 (81.08%) 14 (77.78%) 16 (84.21%)
NA 2 0 2
Hypertension
Yes 9 (25.00%) 2 (11.11%) 7 (38.89%) 0.121
No 27 (75.00%) 16 (88.89%) I (61.11%)
NA 3 0 3

Note: Quantitative data are expressed in mean (SD) and qualitative data in N(%).

*Measured at treatment initiation.

PMann-Whitney test for quantitative data and chi square or Fisher exact test for qualitative data; y: in years; NA: Not Available;
High-responders and low-responders were defined by the CLEB algorithm.

BMI at surgery is linked to treatment effect, so we performed a multivariate clustering as a
sensitivity analysis. We applied the CLEB method (with the model-based algorithm and VVI
parameterization) on (by, b,). The match between the univariate and the multivariate was 82%
and the conclusions were similar, with a faster weight loss in younger women with higher weight
and BMI at surgery initiation.

We also made a clustering that included 24 months post-surgery observations by changing the
time into log(time + 1) to avoid the non-linearity caused by the plateau in the stabilization period.
Once again, the results match the previous analyses whether the clustering was univariate or
multivariate.

6 Discussion

6.1 The CLEB algorithm with the EM model-based (V parameterization)
strategy

In this paper, we have presented the CLEB method, a new method for classifying patients according
to treatment efficacy in the case of continuous longitudinal data. The method has two steps. The first
consists of modelling the entire trajectory of the data with measurements before and after treatment
initiation. An extended baseline was used: data were modelled with two slopes, corresponding to the
baseline and the treatment effect phases. The slope change appears at the assumed time of the
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treatment effect. Thus, the model has three mixed components: intercept (8o + bo;), slope during
baseline phase (81 + by;), and difference between the slopes at the baseline phase and the treatment
effect phase (8, + b2;), where B = (Bo, B1, B2) is the vector of the fixed effects and b; = (bo;, b1;, bai) is
the vector of the random effects for patient i. In the second step, the clustering is made on random
predictions of b; using the EM model-based algorithm assuming different variances
(V parameterization) and allowing different shapes between clusters. The current study showed
that the CLEB algorithm is useful for clustering patients according to treatment efficacy in
the case of longitudinal data such as data obtained for a progressive disease (e.g. Huntington’s
disease®®). The lag between treatment initiation and treatment effect has to be specified as an
input parameter, but simulation studies showed that increase the variability of the lag does
not have an impact on the results. This method is robust, regardless of the noise on the
within- or between-subject variability of the baseline phase. Furthermore, the mixed model in
the first step makes to the method insensitive to heterogeneity in the number and time
of records between subjects. Even if the method could deal with missing data, patients need
to have at least one measurement after treatment initiation to be included in the analysis.
However, there is a minimum number of time points required to make the method efficient, and
there also must be time points before the treatment initiation if the natural disease progression is
heterogeneous.

6.2 The lack of relevance of the other strategies

We considered other clustering strategies in the second step of the CLEB method. The simulation
study showed that multivariate clustering (on (bo,bg) (b[,bg) or (bo,b],bg)) could be preferred to
univariate clustering (on bz) only if the treatment effect was linked to the patient’s baseline
conditions and the variance was low, whether, parametric or non-parametric strategies are used.
However, when the variability is high, multivariate clustering strategies add more noise, and
univariate strategies must be preferred.

For the non-parametric strategies, partitioning algorithms were more relevant than AHC
algorithms, and the Canberra distance provided better results than the Euclidean one with two
balanced subgroups but was inefficient for unbalanced subgroups. Indeed, in the case of
univariate clustering, this distance will always separate positive and negative values.

In unbalanced scenarios, all the methods, except for the CLEB method with a model-based
algorithm strategy, failed when N4 =2. Even though this case seemed unrealistic, it was
considered because of the possibility that a treatment had a beneficial effect only for a rare
genetic profile.

6.3 Comparison of CLEB and LCMM

Furthermore, the CLEB method was compared to the LCMM method. For all the simulation
scenarios, the CLEB method performed as well as or better than the LCMM method, especially
when there was high variability of the slope before treatment initiation. Indeed, with the LCMM
method, the definition of the subgroups and the estimation of the parameters were done
simultaneously, leading to a greater influence of the baseline slope on the subgroup definition.
For a large variance in treatment efficacy, both the CLEB and the LCMM methods became
inefficient. Indeed, for large variance, the distribution of random terms, which is a mixture of K

Gaussian distributions, tended to become unimodal.*
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6.4 Some extensions for the CLEB method

For all the simulation studies, the number of clusters was an input parameter for the CLEB method.
The choice of two clusters may make the model find two distinct subgroups even if they do not exist.
However, the Bayesian Information Criterion may help in the choice of the number of clusters.

The CLEB method could have some extensions with more specific models. Indeed, we considered
the case of a sustainable treatment effect, using a piecewise linear mixed model with two slopes.
However, it was easy to extend this to the case of a piecewise linear mixed model with three slopes,
the third corresponding to a plateau in treatment efficacy or to a resumption of the disease
progression. Thus, subgroups of patients were defined according to short- and long-term
treatment efficacy.

Furthermore, the assumption of a linear constant change for the outcome could be false. Indeed,
the CLEB method proposed the use of a linear mixed model which assumed a constant change for
the outcome. This assumption may not hold for psychometric scores characterized by upper and
lower bounds. Considering the outcome as a discrete and bounded variable can improve the model
and classify patients better. Indeed, it has been shown that, for handling this type of data, an
alternative mixed model, handling this type of data, performed better than the classical linear
mixed models®® in data modelling. Splines or wavelets are also some modelling alternatives for
specific outcomes such as time series data.>”

Finally, only unsupervised algorithms, which attributed each patient to a cluster without a prior
subgroup, were envisaged. However, if some patients could be easily identified as treatment
responders or non-responders, with a mixture of labelled and unlabelled data, the algorithm
would be improved by training it on the labelled patients and then applying it to the unlabelled
patients as a semi-supervised algorithm.

6.5 Perspectives

This new method will help to define subgroups in the search for markers of treatment efficacy and to
understand why some patients respond to treatment, while others fail to do so. It extracts
information from pharmaco-epidemiological studies (the treatment arm of clinical trials or cohort
studies with a treatment initiation during the follow-up). It is particularly interesting to find small
subgroups of responders to a treatment that has never demonstrated its efficacy in a clinical trial.
The definition of subgroups may help to find marker(s) of treatment response, which is a prerequisite
for the implementation of stratified design for future clinical trials. This leads to therapies being
matched with a specific patient population. It is anticipated that this will have a major effect on both
clinical practice and the development of new drugs and diagnostics.*®
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3.2 Simulations supplémentaires

3.2.1 Estimation de la différence d’effet entre les deux groupes

Afin d’évaluer les estimations de différence entre les deux sous-groupes, nous avons

appliqué le modele suivant sur les données simulées pour 'article :
Yij = (Co+Cl Xgl)—F (Cg—|—03 Xgl) X tij+(C4+C5 Xgl) X (tl] —T) X ]l(t” Z T)“"Yi“‘&;j (32)

ou y;; est le score du patient 7 lors de la jeme visite au temps ¢;;, 7 est le délai entre
I'initiation du traitement et sa prise d’effet, 7; est un terme aléatoire au niveau du pa-
tient et g; € {A,B} est le sous-groupe auquel appartient le patient i, estimé avec notre
méthode CLEB. ¢ = (¢g...c5) est le vecteur des coefficients de régression du modele, avec
cs, le coefficient d’intérét représentant la différence de 'effet de traitement entre les deux

sous-groupes A et B.

Nous avons estimé c5 pour différents scénarios et présentons les résultats obtenus dans

N . . (A) (B) , , , S

le cas ou nous faisons varier u5 ° et s . Les résultats sont présentés en moyenne et écart
type des estimations obtenues sur les 1000 simulations. Nous donnons, de plus, le pour-
centage de fois ou la p-valeur associée au test de Wald pour le coefficient ¢5 (Hy : ¢5 # 0)

est inférieure a 0,05. Les résultats sont présentés dans la table 3.

TABLE 3 — Estimation de c¢5 et puissance associée au test de Wald dans le cas de deux
sous-groupes pour différentes valeurs de ugA) — ugB)

A B

e

-2 -4 -6 -8 -10
CLEB
Modele de mélange  -2,77 (1,10) -4,28 (0,74) -6,05 (0,64) -8,02 (0,63) -10,01 (0,63)
paramétrisation V 90,50% 99,50% 100% 100% 100%
Modele de mélange  -3,16 (0,97) -4,33 (0,69) -6,07 (0,63) -8,02 (0,63) -10,01 (0,63)
paramétrisation E 98,46% 100% 100% 100% 100%
K-moyenne 2,88 (0,75) -4,27 (0,64) -6,07 (0,63) -8,02 (0,63) -10,01 (0,63)
distance euclidienne 98,67% 100% 100% 100% 100%
K-moyenne 281 (0,71) -4,25 (0,64) -6,06 (0,62) -8,02 (0,63) -10,01 (0,63)
distance de Canberra 99,18% 100% 100% 100% 100%
LOMM 1,84 (0,63) -3,46 (0,67) -5,55 (0,67) -7,76 (0,67) -9,92 (0,65)

91,48% 100% 100% 100% 100%

Ces résultats ont été obtenus pour Ny = Ng = 25.

99



3.2. Simulations supplémentaires

3.2.2 Estimation du nombre de clusters par le critere d’infor-
mation bayésien (BIC)

Nous avons simulé des données avec un seul groupe de patients ou avec deux sous-
groupes en faisant varier la différence entre les groupes. Nous avons réalisé le clustering
avec la méthode CLEB associée a I'algorithme paramétrique supposant un modele de mé-
lange fini gaussien avec une paramétrisation V (variance inégale entre les sous-groupes).
Nous avons utilisé le critere BIC pour estimer le nombre de sous-groupes optimal. Les
résultats sont exprimés en pourcentage de fois ou le nombre de clusters est choisi sur les

1000 simulations et sont résumés dans la table 4.

TABLE 4 — Nombre de clusters défini par le critere BIC

Nombre de clusters défini par le critere du BIC

1 2 3 4 >5
Données simulées
1 cluster de 50 patients 97,12% 2,45% 0,32% 0,11% 0%
2 clusters de 25 patients chacun avec
s — 8P =10 0%  97,38% 2,12% 0,50% 0%
s — P =8 0%  97,18% 2.62% 0,20% 0%
s — P =6 20,38% 67,30% 3,12% 0,20% 0%
Y =y =4 88,91% 10,38% 0,711% 0% 0%

Lorsqu’il n’y a qu’un seul groupe de patients (traitement avec efficacité identique pour
tous), le critere BIC identifiera artificiellement au moins deux sous-groupes distincts dans
2,88% des cas uniquement. Lorsqu’il existe deux sous-groupes distincts de réponse au
traitement, mais que ’écart entre les sous-groupes est faible, le critere BIC a tendance a

sous-estimer le nombre de clusters.

3.2.3 Comparaison avec la méthode KML

Nous avons comparé notre méthode avec la méthode KML pour des scénarios ou les
délais inter-mesures sont identiques. Nous avons appliqué la méthode KML grace au pa-

ckage R kml [93] et 'avons paramétrée avec les distances euclidienne et de Canberra.
Tout comme les méthodes CLEB et LCMM, la méthode KML répartit correctement

les patients au sein des deux sous-groupes quelles que soit la variabilité du délai entre

I'initiation du traitement et le début de son effet et le nombre de patients. Tout comme les
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3.2. Simulations supplémentaires
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FIGURE 17 — Pourcentage de patients correctement classés avec la méthode KML

méthodes CLEB et LCMM, la méthode KML est moins performante lorsque la variabilité

inter-individuelle de l'effet du traitement ou la variabilité intra-individuelle augmentent

(Figure 17.B et E) ou la différence d’effet du traitement entre les deux groupes diminue

(Figure 17.A). Lorsque la variabilité inter-individuelle du score au moment de 'initiation

du traitement augmente, la performance de la méthode KML diminue (Figure 17.C). En

effet, dans la méthode KML, le score moyen a un poids plus important que la forme de

la trajectoire dans le calcul de la distance entre deux patients. Une augmentation de la
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3.2. Simulations supplémentaires

variabilité des scores au moment de l'initiation des patients entraine une translation des
trajectoires selon 'axe des ordonnées et donc un possible éloignement des patients du
méme groupe selon cet axe. De méme lorsque la variabilité inter-individuelle des pentes
pré-traitement augmente, les résultats de KLM sont similaires a ceux obtenus avec la
méthode LCMM (Figure 17.D). La encore 'augmentation de cette variabilité entraine
une translation selon I'axe des ordonnées des premiers et derniers points de la trajectoire.
Enfin, lorsque les groupes sont déséquilibrés, la méthode n’est impactée qu’en cas d'un

sous-groupe a tres faible effectif (Figure 17.F).

3.2.4 Comparaison avec la méthode par régressions individuelles

Nous avons comparé notre méthode avec un clustering réalisé sur les coefficients issus
de régressions individuelles. Cette méthode se décompose aussi en deux étapes. Premie-
rement, pour chaque patient, nous avons estimé les coefficients d’un modele de régression

linéaire par morceaux selon ’équation (3.3).
y? = B+ B < ) B0 x (1) — ) x Lty > 1)+l (33)

ot S0 = (ﬁéi) BY) éz)) est le vecteur des coefficients de régression associés a l'individu . 7
est le délai entre 'initiation du traitement et son effet. Deuxiemement, le clustering a été
réalisé sur le coefficient de régression correspondant au changement de pente (ﬁéi)), grace
aux méthodes de clustering pour données transversales (algorithme des K-moyennes avec
distance euclidienne ou de Canberra et algorithme basé sur un modele de mélange fini
avec hypothese de variances égales ou inégales). Nous avons comparé les résultats obtenus

par cette méthode et ceux obtenus avec la méthode CLEB (Figure 18).

Nos résultats montrent que les deux méthodes donnent des résultats similaires excepté
lorsque la variabilité intra-patient est élevée (Figure 18.C). Plus la variabilité intra-patient
augmente, plus la méthode CLEB aura de meilleures performances que la méthode par
régressions individuelles. En effet, dans la méthode par régressions individuelles, les coef-
ficients associés a chaque patient sont estimés a partir d’un faible nombre de données et
donc leur estimation est biaisée en cas de forte variabilité des données. Au contraire, 1’al-
gorithme CLEB utilise un modele sur ’ensemble des patients ce qui permet de « lisser »
ces variations et donc d’y étre moins sensible.

Nous pouvons noter que lorsque les groupes sont déséquilibrés, ’algorithme des K-
moyennes avec la distance de Canberra donne de meilleurs résultats au sein de la méthode
par régressions individuelles qu’au sein de la méthode CLEB (Figure 18.D). En effet, avec
une seule variable en entrée, la distance de Canberra sépare les valeurs positives des valeurs

négatives. Cela avantage cette méthode dans la mesure ot nous avons simulé des données
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3.3. Application a MIG-HD

avec des changements de pente positifs pour le groupe « non répondeurs » et négatifs pour

le groupe « répondeurs ».

A. Différence d’effet du traitement entre B. Variabilité inter-individuelle d’effet du
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FIGURE 18 — Pourcentage de patients correctement classés avec la méthode par régressions
individuelles

3.3 Application a MIG-HD

Dans I'étude MIG-HD, des sous-groupes de patients « répondeurs » et « non répon-
deurs » a la greffe ont été définis en comparant I’évolution post-greffe des performances
motrices (test moteur de 'UHDRS) de chaque patient a ’évolution standard d’'un groupe
controle. Le groupe controle est constitué de 45 patients, issus de la cohorte RHLF, appa-
riés pour la visite correspondant a la date de la greffe aux 45 patients greffés de MIG-HD.
L’appariement a été réalisé sur I'age, le sexe, le nombre de répétitions de CAG, la durée
de la maladie, le score moteur a la visite d’appariement et la pente d’évolution du score
moteur avant la visite d’appariement (qui correspond a la pente pré-greffe des patients
MIG-HD). Soit Srurr la pente d’évolution moyenne du groupe controle et 95%C Irprr son
intervalle de confiance. Les patients greffés de MIG-HD ayant une pente post-traitement

inférieure a min(95%C IruLr) sont considérés comme « répondeurs », ceux ayant une
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3.3. Application a MIG-HD

pente post-traitement supérieure a max(95%C Irprr) sont considérés comme « non ré-

pondeurs ». Les patients intermédiaires ont été analysés comme des « non répondeurs ».

Nous proposons ici d’appliquer notre méthode CLEB aux données de MIG-HD dans le
but de définir deux sous-groupes de patients. Les effets aléatoires présentés sur la figure 19

sont issus du modele linéaire mixte a deux pentes appliqué sur les données de MIG-HD.

A. Initiation du traitement B. Pente pré-traitement C. Effet du traitement

10

Fréquence
4

T T T T 1 r T T T T 1 r T T 1
-40 -20 0 20 40 04 02 00 02 04 06 05 0o 05 10

F1GURE 19 — Distribution des effets aléatoires du modele mixte a deux pentes appliqué
sur les données de MIG-HD

Analyse univariée sur b, :

En appliquant 1'algorithme de clustering paramétrique (paramétrisation V : variance
différente entre les clusters), le critére du BIC indique que le nombre optimal de clusters
se réduit A un seul. En effet la distribution des effets aléatoires by semble unimodale
(Figure 19.C).

Cependant en présence de fortes variabilités, les mélanges de lois sont difficiles a dé-
terminer car ils se rapprochent d’une loi normale unimodale [94], ce qui peut étre notre
cas dans MIG-HD. Nos simulations montrent en effet que 'augmentation de la variabilité
de Veffet du traitement diminue le pourcentage de patients bien classés par ’algorithme
CLEB, quelle que soit la stratégie envisagée a la seconde étape. De plus, nous avons
montré que dans le cas de faible différence entre les groupes, le BIC ne permet plus de
déterminer le nombre de sous-groupes optimal.

En forcant le modele a trouver deux clusters de patients, nous trouvons deux profils
semblables (Figure 20). L’analyse univariée n’a pas mis en évidence plusieurs profils de

réponse a la greffe.
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3.3. Application a MIG-HD

Premiére greffe

Score moteur de 'UHDRS

Délai depuis la premiére greffe (moais)

F1GURE 20 — Définition des sous-groupes par ’analyse univariée sur by

Les patients du groupe A ont un nombre de voxels hypométaboliques dans le striatum plus faible que
les patients du groupe B, ce qui signifie que les patients du groupe A ont une atrophie plus grande.
Le score « performances motrices et fonctionnelles » pré-traitement correspond a la dimension mo-
trice/fonctionnelle d’une analyse en composantes principales. Un score plus élevée correspond & une
vitesse de déclin sur le plan moteur/fonctionnel plus rapide.

Analyse multivariée sur by,by,bs :

Les distributions de by et de by ne semblant pas unimodales (Figure 19.A et C), nous
avons aussi réalisé une analyse multivariée. En appliquant I'algorithme de clustering para-
métrique (paramétrisation VVI : variances différentes entre les clusters et entre les effets
aléatoires), le critere du BIC indique que le nombre optimal de clusters est de deux.

Cette analyse met en avant non pas deux profils de réponse a la greffe mais deux stades
de la maladie (Figure 21).

En effet, le groupe A regroupe les patients pour lesquels la maladie évolue plus vite

ou qui sont a un stade plus avancé de la maladie que les patients du groupe B (Table 5).

TABLE 5 — Nombre de clusters défini par le BIC

groupe A groupe B p-valeur
Voxels hypométaboliques (striatum)  1350,33 (503,39) 957,93 (419,36) 0,009
Nombre de répétitions de CAG 46,5 (4,89) 43,86 (1,92) 0,067
Score de capacité fonctionnelle (TFC) 9,73 (2,05) 10,80 (1,86) 0,068
Score « performances motrices
et fonctionnelles » pré-traitement 0,49 (1,10) -0,83 (0,81) < 0,001

Les p-valeurs ont été obtenus par le test de Mann-Whitney et sont non corrigées.
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3.3. Application a MIG-HD

Premiére greffe

—— groupe A
— groupe B

Score moteur de I'UHDRS

-80

Délai depuis la premiére greffe (mois)

FIGURE 21 — Définition des sous-groupes par ’analyse multivariée sur 80, by et by

Comparaison avec la méthode CLEB combinée a un algorithme non paramé-

trique

En appliquant I'algorithme non paramétrique des K-moyennes avec la distance eucli-
dienne sur les effets aléatoires 52, nous trouvons deux sous-groupes différents en terme
d’évolution pré- et post-traitement. Ces sous-groupes sont proches de ceux définis par la
comparaison avec la cohorte RHLF (Table 6) avec 85% des patients non intermédiaires

classés dans le méme groupe.

TABLE 6 — Concordance entre les groupes définis par la comparaison avec les patients de
la cohorte RHLF et ceux définis avec le CLEB (algorithme des K-moyennes et distance
euclidienne)

CLEB « répondeurs » CLEB « non répondeurs »
RHLF « répondeurs » 14 6
RHLF « intermédiaires » D 4
RHLF « non répondeurs » 0 16

Ces résultats montrent qu’il est possible de construire artificiellement des sous-groupes
de « répondeurs » et de « non répondeurs » a la greffe et que ces sous-groupes sont proches
de ceux construits par comparaison avec les patients issus de la cohorte RHLF. Cela
montre que notre méthode permet de définir des sous-groupes de patients sans utiliser

des données autres que celles des patients inclus dans ’analyse.
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3.3. Application a MIG-HD

Discussion

La méthode CLEB avec la stratégie paramétrique basée sur les modeles de mélange,
appliquée sur les données de MIG-HD, n’a pas pu mettre en évidence des différences
de réponse a la greffe. Cependant, nous montrons, grace a une analyse de clustering
multivarié, qu’il existe deux profils de patients dans cet échantillon, différents en terme
d’avancement de la maladie au moment de la greffe. Dans cette analyse, nous avons
supposé que le changement de pente se réalisait au moment de I'initiation du traitement.
Or, les études précédentes semblent indiquer un effet de la greffe a partir de 18 a 20 mois
post-opération. Avec notre méthode nous aurions pu tenir compte de ce délai mais cela
nécessite d’avoir plus de données apres 20 mois de suivi post-greffe. Ces données pourront

étre disponibles grace a ’étude « post MIG-HD ».
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Deuxieme partie

Intégration de nouveaux parametres
dans la conception des essais

cliniques
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Chapitre 4

Marqueurs pronostiques et

marqueurs prédictifs (Etat de Part)

4.1 Définition générale

Le Biomarkers Definitions Working Group a défini un marqueur en 2001 comme étant
« une caractéristique qui est évaluée et mesurée objectivement comme un indicateur nor-
mal d’un processus biologique, pathologique, ou une réponse pharmacologique a une in-
tervention thérapeutique » [95]. Pour étre efficace, un marqueur doit étre stable avec une
technique de mesure fiable, reproductible, facile et rapide a mettre en ceuvre, de préférence
non invasive, avec un ratio temps-cotit/bénéfice intéressant de fagon a pouvoir étre utilisé
chez un grand nombre de patients. Deux grands types de marqueurs peuvent étre iden-
tifiés : les marqueurs pronostiques et les marqueurs prédictifs. Un marqueur pronostique
prédit le niveau de la maladie en I’absence de traitement. Un marqueur prédictif prédit
Ieffet du traitement. Un marqueur peut étre a la fois pronostique et prédictif (Figures 22
et 23). Dans ce chapitre et les suivants, nous noterons M un marqueur pronostique et/ou
prédictif binaire tel que M+ correspond a un marqueur positif et M — a un marqueur
négatif.

Découverte Initiation du
de la maladie  traitement

™

marqueurs  marqueurs
pronostiques  prédictifs

\ 4

temps

FIGURE 22 — Représentation schématique de I'impact des marqueurs prédictif et/ou pro-
nostique
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4.2. Définition dans le cadre d’une maladie évolutive
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F1GURE 23 — Représentation schématique de I'impact des valeurs prédictive et pronostique
d’un marqueur sur I’évolution de la maladie

Figure inspirée de [96]. Soit le marqueur M qui peut (i) n’avoir aucun impact, (ii) est prédictif seulement,
(iii) est pronostique seulement ou (iv) est a la fois pronostique et prédictif. Dans notre exemple, un score
élevé correspond & une maladie plus grave. Si le marqueur est pronostique, M+ a un score de base plus
élevé que M — et s’il est prédictif, M+ a un effet bénéfique du traitement tandis que M — n’a pas d’effet
du traitement. Lorsque M n’est pas pronostique, les deux groupes ont le méme score de base. Lorsque
M n’est pas prédictif, les deux groupes ont un effet bénéfique du traitement identique.

4.2 Définition dans le cadre d’une maladie évolutive

Dans une maladie évolutive telle que la maladie de Huntington, les marqueurs pronos-
tiques vont se focaliser sur I’évolution de la maladie en I’absence de traitement (Figure 24)
et les marqueurs prédictifs sur I'impact du traitement sur la pente du score modélisant
I'évolution de la maladie (Figure 25). Connaitre les parametres biologiques, génétiques ou
environnementaux qui régissent I’évolution d’une maladie peut aider a améliorer la prise
en charge des patients et mieux comprendre les facteurs régulant la maladie. Un marqueur
prédictif cliniquement efficace peut avoir un impact sur les essais cliniques, notamment en
diminuant les effets secondaires. En ne donnant pas le traitement aux patients ne pouvant
pas avoir un bénéfice de celui-ci, on améliore la balance bénéfice-risque.

Plus de 80% des maladies rares, comme la maladie de Huntington, sont causées par une
anomalie génétique. Comprendre 'impact des mécanismes sous-jacents sur I’évolution de
la maladie et la réponse au traitement est essentiel, non seulement pour ces maladies

rares, mais aussi pour toutes les autres maladies plus courantes [97, 98].
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FIGURE 24 — Représentation schématique de I’évolution de la maladie en fonction du
marqueur pronostique

Le score est une variable quantitative modélisant la progression de la maladie. Il augmente lorsque la
maladie progresse. M représente un marqueur pronostique de I’évolution de ce score en ’absence de
traitement. Si le patient appartient au sous-groupe M-+, on prédit qu’il aura une progression rapide de
la maladie et donc une augmentation rapide du score. Si le patient appartient au sous-groupe M —, on
prédit qu’il aura une une progression lente de la maladie et donc une augmentation lente du score.
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FIGURE 25 — Représentation schématique de I'impact du traitement sur I’évolution de la
maladie en fonction du marqueur prédictif

Le score est une variable quantitative modélisant la progression de la maladie. Il augmente lorsque la
maladie progresse. Au cours de leur maladie, les patients regoivent un traitement. M représente un
marqueur prédictif de Pefficacité de ce traitement. Si le patient appartient au sous-groupe M+, on prédit
qu’il sera répondeur au traitement. Ainsi son score augmente jusqu’a initiation du traitement puis la
pente d’évolution du score change (elle diminue, se stabilise ou continue & augmenter avec une plus faible
pente). Si le patient appartient au sous-groupe M —, on prédit qu’il ne sera pas répondeur au traitement.
Ainsi son score augmente jusqu’a Uinitiation du traitement puis continue d’augmenter sans qu’il n’y ait
d’impact du traitement sur I’évolution du score.
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4.3 Utilisation des marqueurs en soins courants

En médecine, les marqueurs pronostiques et prédictifs peuvent étre utilisés en soins
courants. En effet, ils permettent de définir quel est le traitement le plus approprié a
chaque patient. Le marqueur pronostique permettra d’identifier les patients avec une
évolution lente ou rapide de la maladie, de mesurer la probabilité de rechute ou encore la
gravité de la maladie. Cela implique de pouvoir choisir le traitement le mieux adapté en
fonction du patient. Par exemple, si la probabilité de rechute est faible, le patient pourra
bénéficier d’un traitement moins contraignant et/ou avec moins de toxicité qu'un patient
ayant une forte probabilité de rechute sans traitement.

Les marqueurs prédictifs sont aussi directement utilisés pour choisir le traitement le
mieux adapté au patient. Par exemple, ils permettent de ne pas donner un traitement a

toxicité élevée a un patient qui ne pourrait pas en avoir un bénéfice.
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Chapitre 5

Intégration des marqueurs
pronostiques dans les essais
cliniques : le polymorphisme COMT
comme exemple de marqueur
pronostique dans la maladie de

Huntington

Les marqueurs pronostiques modulent 1’évolution de la maladie en I’absence de trai-
tement (Section 4.2). Par exemple, pour la maladie de Huntington, le nombre de CAG
sur le géne IT15 du chromosome 4, en plus d’étre un marqueur diagnostique (il déter-
mine si 'individu est atteint de la maladie de Huntington ainsi que 1’age de début de la
maladie [7]), est un marqueur pronostique. En effet, un nombre de répétitions de CAG
plus élevé correspond & une progression de la maladie plus rapide [99, 100]. Cependant,
d’autres facteurs génétiques inconnus peuvent moduler la maladie [101]. Nous avons étu-
dié une mutation sur le géne cathecol-O-methyltransferase (COMT). Nous discutons ici
de son impact sur la progression de la maladie de Huntington et comment nous pourrons

en tenir compte dans les futurs essais cliniques.
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5.1 Article « COMT Val'”®*Met Polymorphisms Mod-

ulates Huntington’s Disease Progression »

Contexte

Le gene COMT dans le bras long du chromosome 22 (22q11) est connu pour réguler
la dopamine dans le cerveau, en particulier dans le cortex préfrontal. L'un des polymor-
phismes les plus étudiés de ce géne est la mutation Valine (Val) en Méthionine (Met) a la
position 158, soit le polymorphisme Val'®®Met [102]. Chaque individu peut alors étre soit
homozygote Val/Val (Valine sur chaque allele), soit homozygote Met/Met (Méthionine sur
chaque allele), soit hétérozygote Met/Val (Méthionine sur un allele et Valine sur I'autre).
L’activité du gene COMT est 38% plus élevée chez les individus Val/Val par rapport aux
individus Met/Met [103]. Or, la dopamine est reconnue comme ayant un impact sur les
fonctions exécutives des individus [104]. Un trouble des fonctions exécutives étant présent
chez les patients Huntington [105], il est légitime de se demander si le polymorphisme
Val'®®Met impacte 1’évolution de cette maladie.

Nous avons donc étudié I'évolution de la maladie en fonction du polymorphisme
Val'®®Met. Cette étude a pu étre réalisée grace au protocole « Biomarqueur » (Predic-
tive Biomarkers for Huntington’s disease protocol, NCT01412125).

Méthode

Cette étude a inclus 438 patients de la cohorte RHLF de 1994 a 2011. Tous ont signé un
consentement, en accord avec le comité d’éthique de protection des personnes de I’hopital
Henri Mondor de Créteil. Seuls les patients hétérozygotes pour le gene IT15 (avec plus de
36 répétitions de CAG sur lallele muté) ont été inclus. Ils ont tous été génotypés pour
le polymorphisme Val'®*Met a I’hopital de la Pitié Salpétriere a Paris. Afin de comparer
la distribution du polymorphisme a la population générale, 367 individus francgais ont été
génotypés par la méme technique.

A la premiere visite, 8% des patients étaient pré-symptomatiques, 39% étaient au
stade I de la maladie, 30% au stade II, 18% au stade III et 5% au-dela. Ce large spectre
permet de visualiser la progression de la maladie sur toute sa durée depuis ’apparition des
premiers symptomes. Puis, ces patients ont été suivis annuellement, ce qui nous a permis
de constituer une cohorte longitudinale de 406 patients. Ces patients ont tous été testés
grace aux échelles de TUHDRS. Ainsi, nous pouvons mesurer I'impact du polymorphisme
Val'®®Met sur les troubles moteurs, fonctionnels et cognitifs.

Nous avons modélisé I’évolution des performances motrices, fonctionnelles et cognitives
depuis le début de la maladie. La période d’observation étant longue, nous avons tenu
compte des effets plafond et plancher associés aux tests de 'UHDRS grace aux modeles a

variable latente [106]. En effet, nous supposons que la variable modélisant la progression
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de la maladie évolue linéairement avec le temps mais n’est pas directement observable
(variable latente). Les scores obtenus grace aux tests de 'UHDRS permettent d’évaluer la
progression de la maladie et sont des transformations non linéaires (par exemple, trans-
formation Beta) de la variable latente d’intérét.

La variable latente d’intérét est quant a elle expliquée par un modele linéaire mixtes
pour données longitudinales ou les covariables sont le nombre de répétitions de CAG, le
polymorphisme (Met/Met, Val/Val ou Met/Val) et le niveau d’études.

Discussion

Les résultats montrent que le polymorphisme Val'*®Met joue un réle dans la progres-
sion de la maladie sur le plan moteur et cognitif. Les patients homozygotes Met/Met ont
des performances cognitives plus élevées que les patients homozygotes Val/Val au début
de la maladie, mais leurs performances diminuent plus vite au cours du temps. Le poly-
morphisme Val'*Met apparait donc comme un bon marqueur pronostique de 1'évolution
des troubles cognitifs dans la maladie de Huntington. La connaissance de ce marqueur
a un double intérét. Tout d’abord, dans la mise en place des essais cliniques, que nous
discutons dans la section 5.2 suivante. Son second intérét réside dans la mise en place
d’un traitement « personnalisé » pour les patients Huntington. En effet, nous faisons I’hy-
pothese que les meilleures performances cognitives du groupe Met/Met au début de la
maladie sont induites par une plus forte présence de dopamine dans le cortex préfron-
tal de ces patients par rapport aux patients Val/Val. Cependant, au fur et a mesure de
la progression de la maladie, cet exces de dopamine pourrait étre toxique, accélérant le
processus d’atrophie [107]. Ici nous suggérons que les patients homozygotes Val/Val re-
coivent un traitement par neuroleptiques au début de leur maladie. Les neuroleptiques
permettent de diminuer le niveau de dopamine dans le striatum et de diminuer l'activité

du gene COMT dans le cortex préfrontal.

Dans cette analyse, nous avons tenu compte des effets planchers et plafond des tests
lorsque ceux-ci sont utilisés a des stades tres précoces ou tres tardifs de la maladie. L’utili-
sation de modeles linéaires mixtes sans transformation beta donne des résultats similaires
avec un déclin cognitif plus rapide chez les patients Met/Met. Cependant, les analyses
de sensibilité sur des sous-échantillons ne montrent pas de différences significatives selon
le polymorphisme bien que la tendance reste la méme. Cette étude va dans le sens d’'un
effet de la COMT sur le déclin cognitif des patients atteints de la maladie de Hutington,
mais il serait nécessaire de le confirmer par une nouvelle étude intégrant plus de données
associées aux premiers mois de la maladie. De plus, une nouvelle étude devrait intégrer
les données relatives aux traitements. La maladie de Huntington est expliquée en grande
partie par le nombre de répétitions CAG sur le gene HTT mais d’autres génes, comme la

COMT, peuvent avoir un effet additif sur le déclin.
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Abstract

Little is known about the genetic factors modulating the progression of Huntington’s disease
(HD). Dopamine levels are affected in HD and modulate executive functions, the main
cognitive disorder of HD. We investigated whether the Val***Met polymorphism of the
catechol-O-methyltransferase (COMT) gene, which influences dopamine (DA) degradation,
affects clinical progression in HD. We carried out a prospective longitudinal multicenter
study from 1994 to 2011, on 438 HD gene carriers at different stages of the disease (34 pre-
manifest; 172 stage 1; 130 stage 2; 80 stage 3; 17 stage 4; and 5 stage 5), according to Total
Functional Capacity (TFC) score. We used the Unified Huntington’s Disease Rating Scale to
evaluate motor, cognitive, behavioral and functional decline. We genotyped participants for
COMT polymorphism (107 Met-homozygous, 114 Val-homozygous and 217 heterozygous)
and 367 controls of similar ancestry. We compared clinical progression, on each domain,
between groups of COMT polymorphisms, using latent-class mixed models accounting for
disease duration and number of CAG (cytosine adenine guanine) repeats. We show that HD
gene carriers with fewer CAG repeats and with the Val allele in the COMT polymorphism
displayed slower cognitive decline. The rate of cognitive decline was greater for Met/Met
homozygotes, which displayed a better maintenance of cognitive capacity in earlier stages of
the disease, but had a worse performance than Val allele carriers later on. The COMT
polymorphism did not significantly impact functional and behavioral performance. Since
COMT polymorphism influences progression in HD, it could be used for stratification in
future clinical trials. Moreover, DA treatments based on the specific COMT polymorphism

and adapted according to disease duration could potentially slow HD progression.
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CAG: Cytosine-Adenine-Guanine
COMT: Catechol-O-Methyltransferase
DA: Dopamine

FAS: Functional Assessment Scale
HD: Huntington’s disease

Htt: Huntingtin
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mHtt: Mutant Huntingtin
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TFC: Total Function Capacity
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INTRODUCTION

Huntington’s disease (HD) is an autosomal dominant inherited neurodegenerative disease
caused by increased number of CAG (cytosine adenine guanine) repeats in the Huntingtin
(Htt) gene on chromosome 4 [1]. It primarily affects the striatum and manifests as
progressive motor, behavioral and cognitive disturbances, leading to death about 15 to 20

years after onset. There is currently no effective course-modifying treatment.

Phenotypic expression differs considerably between patients. Age at onset varies and few of
the underlying genetic factors have been identified [2]. The size of the number of CAG
repeats in the mutated Htt (mHtt) gene is inversely related to age at onset of HD patients, but
accounts for only 40 to 70% of its variance [3]. The implication of other genes in HD such as
the PPARGC1A, GRIK2, APOE and BDNF genes, has been shown, but their impact was not
replicated in subsequent studies [4, 5, 6]. The factors influencing disease progression remain
to be identified [7]. Higher number of CAG repeats in the mHtt gene is associated with faster
motor, cognitive, and functional decline [8]. The influence of the number of CAG repeats in

the normal Htt allele remains uncertain, either on age at onset or disease progression [3, 9].

Here, in addition to results provided by genome wide association mapping conducted on the
motor onset [10], we conduct an a priori study on the catechol-O-methyltransferase (COMT)
to assess its impact on HD evolution [11]. Indeed, it is reasonable to hypothesize that COMT
may play a role in HD. COMT degrades catecholamines, such as dopamine (DA). Medium-
sized striatal spiny GABAergic neurons bearing dopaminergic receptors (D1 and D2) are
preferentially affected in HD [12]. The density of these receptors in the striatum decreases

[13] along with DA and GABA concentrations in HD patients. In the normal population, a
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valine-to-methionine substitution in position 158 (Val™®®Met) on the COMT gene on
chromosome 22 increases COMT activity, to levels 38% higher for the Val/Val genotype than
for the Met/Met genotype [14], resulting in lower DA levels in Val/Val patients. COMT
polymorphism essentially affects DA levels in the prefrontal cortex (PFC) because striatal DA
levels are regulated principally by the DA transporter (DAT). However, COMT
polymorphism influences the severity of cognitive and behavioral symptoms in other diseases
affecting subcortical DA regulation, such as Parkinson’s disease [15, 16] and schizophrenia
[17], and is predictive of disease progression and psychosis in 22g11.2 deletion syndrome
[18]. In HD, COMT polymorphism has no influence on motor onset [4], but its effect in
behavioral, cognitive and functional domains and in disease progression remains to be
investigated. The cognitive effects of the COMT polymorphism in various diseases and in the
healthy population have repeatedly been reported to be specific to executive functions (see
[19, 20] for reviews), and executive function defects are the hallmark cognitive dysfunction in
HD. Furthermore, even at low doses, DA aggravates mHtt toxicity in striatal neuron cultures
[21] and increases behavioral and motor deficits in YAC128 mice [22], a transgenic model of

HD. Thus, COMT polymorphism may affect the progression of HD.

We investigated the impact of COMT polymorphism on HD progression in a longitudinal
prospective study, and found that it affects cognitive and motor declines but has no impact on

behavioral and functional declines.
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MATERIAL AND METHODS

Participants

We report a longitudinal prospective long-term study of 438 HD gene carriers from the
Predictive Biomarkers for Huntington’s disease protocol (NCT01412125), which was
approved by the ethics committee of Henri Mondor Hospital (Créteil, France) in accordance
with EU and French bioethics laws. All HD gene carriers gave written informed consent.
They were heterozygous for the Htt gene (> 36 CAG repeats in mHtt) and aware of their
genetic status. They had no other neurological conditions or long-term experimental treatment
(e.g. cell transplantation).

Data were collected from 1996 to 2011, at eight centers from the French Speaking
Huntington’s Disease Group (Angers: 24%, Bordeaux: 7%, Créteil: 34%, Lille: 4%, Lyon:
1%, Marseille: 12%, Paris: 11%, Strasbourg: 7%), and centralized at the National Reference
Centre for Huntington’s disease in Créteil. The date at onset has been available for 86.53% of
the HD gene carriers. It corresponds to the apparition of first symptoms and it was determined
(observed) by the clinician (93.14%) or, if missing, by the family (5.28%), or, if missing too,

by the participant (1.58%).

Blood samples were centralized at the DNA bank of Pitié-Salpétriére Hospital. The number of
CAG repeats was routinely determined [23]. The rs4680 (COMT Val***Met) polymorphism
was genotyped by PCR with appropriate primers [24]. We investigated the distribution of
COMT genotypes in the general population, by genotyping 367 independent French controls

with the same technique.
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Clinical assessment

HD gene carriers were followed up with the Unified Huntington’s Disease Rating Scale
(UHDRS) [25], which combines motor, functional, behavioral and cognitive assessments.
Motor domain was assessed using the Total Motor Score (TMS, range: 0 to 124). Functional
domain was assessed using the Total Functional Capacity scale (TFC, range: 13 to 0),
Functional Assessment Scale (FAS, range: 25 to 50) and Independence Scale (IS, range: 100
to 0). Behavioral domain was assessed using the psychiatric part of the UHDRS (range: 0 to
88). Cognitive domain was assessed using the Stroop Test (color naming: Stroop C, word
reading: Stroop W, and color-word interference: Stroop C/W), Symbol Digit Modality Test
(SDMT), and letter fluency (for P, R and V in French). For letter fluency, testing at two
minutes appears to be more sensitive than testing at one minute [26]. The French version used
in this study includes both measurements. Higher scores in IS, FAS and TMS indicate greater

impairment. For all other tasks, higher scores indicate lower impairment.

The first evaluation corresponding to the entrance in the study (first visit) occurred before
onset (pre-manifest) in some individuals and at various times after onset in others, such that
the sample encompassed the entire spectrum of HD progression (first visit: 8% pre-manifest
gene carriers; 39% patients at Stage 1; 30% Stage 2; 18% Stage 3; 4% stage 4; and 1% Stage
5). Pre-manifest gene carriers were defined by as having a TMS below or equal 5 [27], and a
TFC score of 13. The visits were performed annually, with few exceptions, with a mean inter-
visit delay of 1.2 years (SD = 0.4). The mean number of visits per HD gene carriers was 5.0
(SD = 3.2; range: 1 to 19 visits). Thirty-two HD gene carriers were seen only once. Data were
recorded for 2185 visits. The mean duration of follow-up was 4.3 years (SD = 3.0; range: 0 to

15.5 years).
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Statistical analyses

Demographics and characteristics of the COMT polymorphism groups at the first visit
The %* goodness-of-fit test was computed to compare the distribution of COMT genotypes in

HD gene carriers and in the control group.

We assessed whether baseline characteristics of HD gene carriers were similar in the different
COMT polymorphism samples (Met/Met, Val/Val and Met/Val), by first assessing the
differences between groups for each score of the UHDRS at the first visit. Demographic data
and clinical characteristics of the sample (N = 438) at the first visit were compared between
groups, with a Pearson’s x° tests for qualitative variables and a one-way ANOVA for
quantitative variables. For variables with significant difference between groups, student’s t-
tests (or Welch’s tests in cases of unequal variances) were performed with Bonferroni
correction for multiple pairwise comparisons (see supplemental data S1 Table for the same

comparisons in the subgroup included in the longitudinal analysis).

Number of CAG repeats and age at onset

We first assessed the impact of the number of CAG repeats on age at onset. We used a linear
regression model, with age at onset as the dependent variable and the number of CAG repeats
as an independent variable. The R? value provided by the model is an estimate of the

proportion of the variability of the age at onset explained by the number CAG repeats.

We also calculated an expected age at onset according to the Langbehn et al. model [28],
derived from the number of CAG repeats using the formula: expected age = (21.54 + exp
(9.556 - 0.146*CAG)). We evaluated the agreement between this expected age at onset and

the age at onset provided in our database by calculating the intraclass correlation coefficient
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(ICC), a measure for concordance. The ICC was obtained by a two-way mixed effect model

[29].

Longitudinal analysis of disease progression

The longitudinal analysis was conducted in HD gene carriers assessed at least twice and for
which the date of onset was known, and included 350 HD gene carriers and 1912 visits.

We compared progression over time between groups, by calculating the overall change in
motor, functional, behavioral and cognitive domains per year since the date of onset. Domains
are not observable per se but are modeled by a latent variable reflected by observed
performances at each task. We performed four latent-class mixed models [30], one per
domain, where each model combines (i) a linear mixed model to explain latent domain
according to covariates and (ii) beta transformations which link observed performances at
each task to latent domain (Fig 1). Similarly to classical linear mixed models, the latent-class
mixed model allows integrating data from HD gene carriers with unequal duration of follow-
up and introducing a subject-specific intercept by random effects to account for within-unit
correlation for outcome and between-subject variability [31]. These models take into account
all observations for each patient, without listwise deletion. Moreover, the use of beta
transformations allows taking into account the ceiling and floor effects of UHDRS tasks.
Parameters of linear mixed model and beta transformations are estimated simultaneously
using maximum likelihood method and Monte-Carlo integration. The disease duration (time
since onset), COMT polymorphism, number of CAG repeats in mHtt, interaction between
disease duration and the number of CAG repeats, interaction between disease duration and
COMT polymorphism and education level were retained as covariates. For COMT

polymorphism, included in the model as a categorical covariate, Met/Met was the reference
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group, allowing the comparison between Met/Met and Val/VVal genotypes and between
Met/Met and Met/Val genotypes. We compared Met/Val and Val/VVal genotypes by
recomputing the models with Met/Val genotype as the reference group. All P-values were
adjusted with Bonferroni correction in two steps: one within the COMT polymorphism groups
comparison and one for multiple comparisons across domains. Based on Akaike’s
information criterion and Bayesian information criterion [32], number of CAG repeats in the
normal Htt allele and CAG-COMT interaction did not improve model fit, thus they were

removed from the final model.

Fig 1: Structure of the latent class mixed models
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Observed task performances

To assess the robustness of the results, a sensitivity analysis was performed excluding
outliers, on the basis of the number of CAG repeats and of the distribution of dates of visits in
our cohort (see supplemental data S1 Figure, S2 Figure). The sensitivity analysis included HD
gene carriers with a number of CAG repeats between 39 and 49 that were followed in the 20

years after disease onset.
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Analyses were conducted with R 2.3 software (http://www.r-project.org/). The R package
Icmm was used to perform the longitudinal analysis. All tests were two-tailed. Values of P <

0.05 were considered significant.

RESULTS

Demographics and characteristics of the COMT polymorphism groups at the first visit

The x? goodness-of-fit test confirms that the distribution of COMT genotypes is similar in HD

gene carriers and the control group (P = 0.15) (see Table 1).

Table 1. Distribution of the COMT genotypes in HD gene carriers and control groups

Met/Met Met/Val Val/Val

Controls N (%) 70 (19.1) 202 (55.0) 95 (25.9)

HD gene carriers N (%) 107 (24.4) 217 (49.6) 114 (26.0)

HD: Huntington’s disease; Met: Methionine; Val: Valine

Demographic and clinical data of HD gene carriers for the first visit are displayed in Table 2.
Baseline demographic and clinical characteristics are similar for all COMT polymorphisms
(one-way ANOVA, P > 0.05) except that HD gene carriers with the Met/Val genotype have a
lower educational level than those with the Val/Val (pairwise comparison, corrected P = 0.01)
or Met/Met (pairwise comparison, corrected P = 0.01) genotypes. (See supplemental data S1

Table for descriptive analysis of HD gene carriers included in the longitudinal analysis.)
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Table 2. Demographic characteristics and performance of HD gene carriers

Met/Met Met/Val Val/Val
N=107 N=217 N=114

Age (yrs) 46.1(12.8) 49.5(12.1) 47.9(11.2) Ns
Sex (% men) 55.1 47.0 52.6 Ns
Age at onset (yrs) 419 (11.6) 45.3(11.5) 43.6(9.7) Ns
(Ey‘i‘;ﬁf]t;%”uﬂ;ﬁ;’ﬁ') 123(34)  112(29) 122(33) 00012
BMI 226(3.7) 227(3.6) 22.1(3.5) Ns
CAG repeats mHtt 45.3 (4.5) 44.5 (3.6) 44.6 (3.1) Ns
CAG repeats Htt 18.3(2.8) 189(4.1)  18.9(3.9) Ns
(AO/';t)ipSyChO“C use 75.7 733 72.8 Ns
,(A(J\/:)\t)idepressant use 98.0 276 98.1 NS
(E(S)/e;n)zodiazepine use 943 3.0 14.0 NS
UHDRS

TMS 30.6 (19.7) 32.3(22.0) 35.9(23.3) Ns
Behavior 17.8(13.4) 17.1(11.0) 16.3(12.0) Ns
FAS 29.4(5.3) 30.0(5.9)  30.7 (6.0) Ns
1S 84.3(15.2) 83.0(16.7) 81.1(16.4) Ns
TFC 9.4 (3.4) 9.3 (3.4) 8.8 (3.6) Ns
L Fluency 1’ 22.7(12.9) 20.0(12.6) 19.7(13.1) Ns
L Fluency 2 33.3(21.4) 28.8(19.9) 28.2(20.6) Ns
Stroop W 64.4 (24.9) 61.9(23.3) 65.4(27.5) Ns
Stroop C 47.8 (20.6) 43.8(17.1) 46.7 (20.7) Ns
Stroop W/C 25.8 (14.3) 23.6(12.8) 23.6 (15.4) Ns
SDMT 26.6 (16.6) 24.1(15.2) 25.1(17.3) Ns
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HD: Huntington’s disease; BMI: body mass index; CAG repeats refers to the number of
CAGs in the mutated (mHtt) and non-mutated (normal Htt) alleles of the Huntingtin gene;
UHDRS: Unified Huntington’s Disease Rating Scale; TMS: Total Motor Score; FAS:
Functional Assessment Scale; IS: Independence Scale; TFC: Total Functional Capacity;
Letter fluency (L Fluency) was tested with PRV letters (French norms) at 1 minute (1”) and 2
minutes (2); Stroop C: Color; W: Word; W/C: Word/Color (interference score); SDMT:
Symbol Digit Modalities Test. Quantitative variables are presented as means, with the
standard deviation in brackets, and qualitative variables are presented as frequency counts.
Medication use is expressed as a percentage.*Non corrected P-values; Chi-squared test for
qualitative variables and one-way ANOVA for quantitative data; Ns: not significant.

Number of CAG repeats and age at onset

The number of CAG repeats explains 49.61% of the variability of age at onset (p coefficient =

-2.07 (SE = 0.11), P < 0.001).

The ICC measuring agreement between expected age at onset by formula (1) and age at onset
provided in the database is high for the whole cohort (0.71: [95% CI1 0.65-0.76], P < 0.0001)
and in each COMT group (Met/Met ICC = 0.75 [95% CI 0.64-0.83], P < 0.0001, Met/Val
ICC =0.70 [95% CI 0.62-0.77], P < 0.0001 and Val/Val ICC = 0.66 [95% CI: 0.54-0.76], P

< 0.0001) (Fig 2).

Fig 2. Concordance between predicted and real age at onset.
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Each point represents an individual patient. The observed age at onset is the one provided in
the database. The predicted age at onset is the one calculated by the formula
21.54+exp(9.556—0.146x CAG) . The gray line is the first bisector corresponding to the line

of predicted=observed. The closeness of the points to the gray line indicates the extent to
which predicted age at onset matches real age at onset. If predicted age at onset is greater than
the observed age at onset, the points are located above the gray line. By contrast, if the
predicted age at onset is below the real age at onset, the points are located below the gray line.

Longitudinal analysis of disease progression

Table 3 displays the modeling parameters of the linear mixed models corresponding to the
disease evolution within the four domains: motor, behavior, functional and cognitive. After
correcting P-values, there is no effect of COMT polymorphism or the number of CAG repeats
on latent processes at time 0 (estimated onset). A higher education level is correlated with
higher performance in cognitive and functional domains. For all COMT polymorphism,
performance declined over time for the motor, cognitive, and functional domains but not for
behavior (see Fig 3). Higher number of CAG repeats is associated with a faster decline for
motor, cognitive and functional domains. Met/Met HD gene carriers decline faster than
Val/Val and Met/Val HD gene carriers in cognitive domain. Met/Val HD gene carriers
decline faster than Val/Val HD gene carriers in motor domain. At age at onset and over the 10
years following disease onset, Met/Met HD gene carriers outperform Met/VVal and Val/Val
HD gene carriers in the cognitive domain. However, since they decline faster they
subsequently perform less well than the other HD gene carriers (Fig 3 and Fig 4). The
intersection of the progression curves for the Met/Met and Met/Val groups is estimated at 7.2
years for the cognitive domain. The intersection of the Met/Met and Val/Val curves is
estimated at 10.9 years for the cognitive domain. The intersection of the Met/Val and Val/Val

curves is estimated at 11.0 years for the motor domain.
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331 Table 3. Impact of COMT genotype and the number of the number of CAG repeats in
332  the long allele on disease evolution within the four domains
333
Domains Motor (N=348) Behavior (N=348) Functional (N=348) Cognitive (N=344)
Estimate P Estimate P Estimate P Estimate P
(SE) (corrected P) (SE) (corrected P) (SE) (corrected P) (SE) (corrected P)
Baseline:
Met/Val vs Met/Met 0.08 0.6673 -0.46 0.0949 -0.15 0.3745 -0.30 0.0504
(0.18) (ns) (0.27) (ns) (0.17) (ns) (0.15) (ns)
Val/Val vs Met/Met -0.26 0.1937 -0.24 0.4186 -0.22 0.2451 -0.37 0.0337*
(0.20) (ns) (0.30) (ns) (0.19) (ns) (0.17) (ns)
-0.33 0.0434* 0.22 0.3418 -0.07 0.6529 -0.06 0.6580
Val/Val vs Met/Val (0.16) (ns) (0.23) (ns) (0.16) (ns) (0.15) (ns)
Number of CAG -0.01 0.4652 0.07 0.1662 0.04 0.0579 0.03 0.0368*
repeats (0.02) (ns) (0.05) (ns) (0.02) (ns) (0.02) (ns)
Education level 0.03 0.0776 0.05 0.0254* 0.05 0.0033** 0.07 <0.0001***
(0.02) (ns) (0.02) (ns) (0.02) (0.0132%) (0.02) (0.0001***)
Slope:
Met/Val vs Met/Met -0.01 0.2732 0.06 0.0086** 0.02 0.1092 0.04 <0.0001***
(0.01) (ns) (0.02) (ns) (0.01) (ns) (0.01) (<0.0001***)
Val/Val vs Met/Met 0.02 0.1535 0.03 0.2102 0.01 0.4185 0.03 0.0002***
(0.01) (ns) (0.03) (ns) (0.01) (ns) (0.01) (0.0012**)
0.03 0.0040** -0.03 0.1674 -0.01 0.4714 -0.01 0.2618
MehC L 0.01)  (0.0240% (0.02) (ns) (0.01) (ns) (0.01) (ns)
Number of CAG -0.01 <0.0001*** -0.01 0.1250 -0.01 <0.0001*** -0.01 <0.0001***
repeats (0.001) (<0.0001) (0.004) (ns) (0.001)  (<0.0001***) (0.001)  (<0.0001***)

334  The motor domain was modeled including the performances at TMS; the behavioral domain
335 was modeled including the performances at behavior task of the UHDRS; the functional
336  domain was modeled including the performances at FAS and IS (TFC could not be included
337  because there are not enough values for the model to converge); the cognitive domain was
338 modeled including performances at letter fluency assessed at 1 and 2 minutes, SDMT and the
339 three parts of the Stroop.
340  N: Number of HD gene carriers who have contributed to the estimation (cognitive tasks were
341 not available for all HD gene carriers); SE: Standard error of the estimate, P: P-values (***

342  P<0.001, ** P<0.01, *P<0.05).
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Baseline values correspond to the impact of covariates at estimated age at onset. Slope values
correspond to the impact of covariates on the slope of the decline.

Fig 3. Curves of the impact of COMT polymorphism on the motor, behavioral,
functional and cognitive domains, in a modeled cohort of HD patients with 45 CAG
repeats and 12-year education level.
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We plotted the evolution of performance as a function of time for each task. Performance
decrease was represented by a negative slope. 45 CAG repeats is the mean number in the
cohort studied. The latent motor process was modeled using the UHDRS motor score; the
latent behavioral process was modeled using the UHDRS behavioral score; the latent
functional process was modeled using the FAS and IS scores; The latent cognitive process
was modeled using letter fluency at 1 minute, letter fluency at 2 minutes, SDMT, Stroop
Color, Stroop Word and Stroop Word/Color interference.

The Figure 4 shows that for most tasks, the fit of disease is linear only for the first 15 years,
displaying a floor effect after that point. Beta link functions between performance at each task

and latent variable modeling of the domains are displayed on supplemental data S3 Figure.
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Fig 4. Curves of the impact of COMT polymorphism on each UHDRS score, in a
modeled cohort of HD patients with 45 CAG repeats and 12-year education level.
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We plotted the evolution of performance for each task. 45 CAG repeats is the mean number in
the cohort studied. UHDRS motor score (A); UHDRS behavioral (B), IS: Independence Score
(C); FAS: Functional Assessment Scale (D), cognitive (letter fluency 1°: at 1 minute (E);
letter fluency 2’: at 2 minutes (F); SDMT: symbol digit modalities test (G); Stroop C: Stroop
color (H); Stroop W: Stroop word (1); Stroop W/C: Stroop interference (J).

In the sensitivity analysis, performance decline over time and larger number of CAG repeats
are associated with a faster decline, in all domains except behavior. Met/VVal HD gene carriers

decline faster than Val/Val HD gene carriers in motor domain. Met/Met HD gene carriers
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decline faster than Val/VVal and Met/VVal HD gene carriers in cognitive domain but the
associated P-value is no longer significant after Bonferroni correction (see supplemental data

S2 Table).

DISCUSSION

We investigated the impact of COMT polymorphism in a prospective multicenter study of 438
HD gene carriers all stages of HD followed up once yearly, during 4.3 (SD = 3.0) years, with
the UHDRS. The COMT polymorphism distribution in this sample is similar to that reported
for the European population [33]. As previous reported, the number of CAG repeats affects
the age at onset and the disease progression in our cohort [3, 9]. Higher educational level
improves cognitive performance at baseline, as observed in elder population [34]. The COMT
polymorphism influences disease progression in cognitive domain in a biphasic manner.
Met/Met HD gene carriers outperform Val/Val HD gene carriers in the cognitive domain
during the first 10 years after disease onset. However, they then performed worse than
Val/Val HD gene carriers, since their slope of decline is steeper. The effect of COMT
polymorphism on motor domain is of particular interest because it modifies progression of
motor performances rather than age at onset [4].

The COMT polymorphism does not influence disease progression in behavioral and
functional domains.

This study replicates the effect of the number of CAG repeats observed in other studies [35,
36]. It allows deciphering the effect of the COMT polymorphism presumably because unlike
previous studies on other cohorts [37], we did not select HD gene carriers at particular disease
stages or with specific number of CAG repeats. In addition we improved the value of our

results by selecting the number of CAG repeats without including the age at onset as covariate
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despite its known value [8] to avoid redundancy [38] since the age at onset and the number of
CAG repeats are two correlated factors [3, 28]. Furthermore, the use of a single language for
cognitive testing decreased inter-subject variability in cognitive performance. The HD gene
carriers were followed up prospectively for as long as possible, from pre-manifest to
advanced stages. Although most of the data was collected between 5 and 15 years after
disease onset, it provides a unique continuum of disease progression with enough follow up
data to conduct a longitudinal analysis.

The latent-class mixed model has the advantage of grouping several tasks within domains and
provides a global picture by domain without focusing on specific tasks. This approach,
recently developed, is already used in studies evaluating the cognitive decline [39, 40]. To
ensure that it models disease progression as well as the classical task by task multiple linear
mixed model [41, 42], we ran both latent-class mixed models and the linear mixed models on
our data (see supplemental data S3 Table). Both models show higher cognitive decline for the
Met/Met group. The latent-mixed model has also the advantage to avoid the calculation of
sum of performance for tasks with different weights and to take into account all assessments
and not only a delta between baseline and last assessment as in some regression linear
analyses [43].

Our study shows that the impact of the COMT polymorphism differs according to each
domain like in previous studies of Parkinson’s disease and schizophrenia [17, 18, 44]. The
cognitive assessment in this study evaluated executive functions, the principal functions
affected in HD. These functions are modulated by the COMT polymorphism, improving with
increases in DA availability in healthy individuals with the Met/Met genotype [45]. These
effects on disease progression have implications for our understanding of the dynamics of DA
in the PFC and striatum in HD. COMT influences DA levels, mostly in the PFC, consistent

with the specific effect on cognitive symptoms observed in HD. Indeed, DA antagonists with
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systemic action, which reduce DA levels in both the PFC and striatum, have been shown to
worsen cognitive impairment [22] and chorea intensity at early stages. As in healthy
individuals [46], the higher availability of DA in the Met/Met genotype is associated with a
preservation of cognitive function at early stages. The greater availability of DA in Met/Met
individuals appears to have an effect similar to cognitive reserve in the initial stages of the
disease. The effects of high DA levels, which are initially beneficial in the early stages of the
disease, eventually become detrimental, due to the long-term toxicity of DA in striatal cells
[21].

This biphasic pattern over time suggests a symptomatic, rather than neuroprotective effect.
Consistently, early and chronic treatment with the D2 antagonist haloperidol decanoate
protects against neuronal dysfunction and aggregate formation in a rat model of HD [47].
COMT polymorphism also determines the response to entacapone [24] but not to levodopa.
However, we cannot rule out the possibility of the Val allele being neuroprotective per se,
because Met/Met individuals display greater gray matter degeneration within DA-innervated

structures, including the striatum [45].

Fig 5. Schematic representation of the biphasic effect of COMT polymorphism in HD.
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In the prefrontal cortex, DA levels are higher in Met/Met HD gene carriers at early stages and
in HD gene carriers with premanifest disease than in controls. These levels subsequently
decrease over time in both the Met/Met (in blue) and Val/Val groups (in red) [48]. The high
levels of DA present in the PFC at early stages result in better cognitive performances. At late
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stages, higher levels of DA in the PFC in Met/Met HD gene carriers may be toxic, increasing
atrophy [21, 45]. In both COMT polymorphis groups, the level of striatal DA decreases over
time.

These results open up new possibilities for treatments tailored to patient genotype, slowing
disease progression, especially for treatments controlling cognitive function decline, which
are currently lacking. It should pave the way for personalized treatment in HD gene carriers
by adapting treatment to time- and region-specific changes, taking COMT genotype into
account. At early stages of the disease, the combination of treatments decreasing DA levels in
the striatum and COMT inhibitors increasing DA levels in the PFC, might prevent the
exacerbation of cognitive deficits, or even improve cognitive ability (Fig 5) in Val/Val HD
gene carriers. It has an immediate application in pharmacological management of HD, as
inhibitors or activators of COMT are already available. At later stages, more than 10 years
after onset, it may be harder to target DA levels in the PFC specifically, as classical
antipsychotic drugs occupy a large proportion of subcortical dopamine D2 receptors, whereas

atypical antipsychotics preferentially occupy cortical 5-HT(2) receptors.

Our study also has practical implications for future clinical trials assessing decline in HD
because COMT polymorphism appears as an important factor of stratification. Moreover, the

methodology we used could be adapted to other neurodegenerative diseases.
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Supporting information

S-Table 1: Demographic characteristics and performance of HD gene carriers including in the
longitudinal analysis (N=350).

Met / Met Met / Val Val / Val
p-value*
N=79 N=175 N=96
Age (yrs) 4749 (12.8) 50.6 (11.6) 49.6 (10.4) Ns
Sex (% men) 60.8 48.6 53.1 Ns
Age at onset (yrs) 41.6 (11.1) 45.2 (11.3) 43.6 (9.7) Ns

Educational level (yrs

in education) 12.2 (3.4) 11.1(2.8) 12.5 (3.5) 0.0010

BMI 22.8 (4.0) 22.7 (3.5) 22.3 (3.6) Ns
CAG repeats mHtt 45.4 (4.8) 44.3 (3.6) 445 (3.2) Ns
CAG repeats Htt 18.0 (2.6) 18.9 (4.1) 18.9 (4.1) Ns
UHDRS

Motor 34.8(17.3)  343(20.7)  38.2(217) Ns
Behavior 19.3(14.3)  17.8(108)  16.9(12.2) Ns
FAS 29.7 (4.8) 29.9 (5.5) 31.0 (6.0) Ns
IS 82.7(135)  82.4(158)  79.9(16.6) Ns
TFC 9.0 (3.2) 9.3(3.2) 8.7 (3.5) Ns
L Fluency 1’ 202 (11.1)  19.2(11.4) 17.2(11.9) Ns
L Fluency 2’ 28.9(17.4) 275(17.7)  24.0(18.2) Ns
Stroop W 58.1(21.2) 60.5(22.1)  60.8(26.8) Ns
Stroop C 42.3(16.4) 42.2(155)  42.7(18.7) Ns
Stroop W/C 21.3(10.0) 22,6 (11.7)  20.2(13.4) Ns
SDMT 20.7 (10.4)  22.2(13.7)  21.2(14.2) Ns

HD: Huntington’s disease; BMI: body mass index; CAG repeats refers to the number of CAGs in the
mutated (mHtt) and non-mutated (normal Htt) alleles of the Huntingtin gene; UHDRS: Unified
Huntington’s Disease Rating Scale; TMS: Total Motor Score; FAS: Functional Assessment Scale; IS:
Independence Scale; TFC: Total Functional Capacity; Letter fluency (L Fluency) was tested with PRV
letters (French norms) at 1 minute (1°) and 2 minutes (2”); Stroop C: Color; W: Word; W/C: Word/Color
(interference score); SDMT: Symbol Digit Modalities Test. Quantitative variables are presented as means,
with the standard deviation in brackets, and qualitative variables are presented as frequency counts.
Medication use is expressed as a percentage.*Non corrected P-values; Chi-squared test for qualitative
variables and one-way ANOVA for quantitative data; Ns: not significant.



S-Table 2: Modelling results of the sensitivity analysis excluding outliers

Motor (N=312) Behavior (N=312) Functional (N=312) Cognitive (N=308)
Estimate P Estimate P Estimate P Estimate P

(SE) (corrected P) (SE) (corrected P) (SE) (corrected P) (SE) (corrected P)
Baseline:

0.24 0.1944 -0.42 0.2722 -0.01 0.9449 -0.13 0.4385
Met/Val vs Met/Met 4 1q) (ns) (0.38) (ns) (0.20) (ns) (0.17) (ns)

-0.15 0.4612 -0.17 0.6414 -0.11 0.5926 -0.25 0.1845
Val/val vs Met/Met 0.21) (ns) (0.36) (ns) (0.21) (ns) (0.19) (ns)

-0.40 0.0216* 0.25 0.3184 -0.10 0.5565 -0.12 0.4504
Valival vs Met/val (0.17) (ns) (0.25) (ns) (0.16) (ns) (0.15) ns)
Number of CAG 0.02 0.5846 0.07 0.7266 0.09 0.2930 0.04 0.1492
repeats (0.03) (ns) (0.19) (ns) (0.08) (ns) (0.03) (ns)
Education level 0.04 0.0307* 0.05 0.0292* 0.06 0.0024** 0.09 <0.0001***

(0.02) (ns) (0.02) (ns) (0.02) (0.0096*) (0.02)  (<0.0001***)
Slope:

-0.03 0.0421* 0.07 0.0269* -0.002 0.8822 0.02 0.0224*
Met/val vs MetMet 1) (ns) (0.03) (ns) (0.01) (ns) (0.01) (ns)

0.01 0.3420 0.04 0.2003 0.8027 0.02 0.0294*
Val/Val vs Met/Met (0.02) (ns) (0.03) (ns) -0.003 (0.01) (ns) (0.01) (ns)

0.04 0.0009*** -0.03 0.2374 -0.002 0.8889 0.001 0.9346
Valival vs Met/Val (0.01)  (0.0054*%) (0.03) (ns) (0.01) (ns) (0.01) (ns)
Number of CAG -0.02 <0.0001*** -0.01 0.6992 -0.02 <0.0001*** -0.02 <0.0001***
repeats (0.002)  (<0.0001***) (0.02) (ns) (0.004)  (<0.0001***) (0.002)  (<0.0001**)

The motor domain was modeled including the performances at TMS; the behavioral domain was modeled
including the performances at behavior task of the UHDRS; the functional domain was modeled including
the performances at FAS and IS (TFC could not be included because there are not enough values for the
model to converge); the cognitive domain was modeled including performances at letter fluency assessed
at 1 and 2 minutes, SDMT and the three parts of the Stroop. N: Number of HD gene carriers who have
contributed to the estimation (cognitive tasks were not available for all HD gene carriers); SE: Standard
error of the estimate, P: P-values (*** P<0.001, ** P<0.01, *P<0.05). Baseline values correspond to the
impact of covariates at estimated age at onset. Slope values correspond to the impact of covariates on the
slope of the decline.



S-Table 3: Modelling results of linear mixed models for each task

Motor Behavior Functional
™S (N=348) Behavior  (N=348) IS (N=348) FAS (N=348)
Estimate P Estimate P Estimate [ Estimate P

(SE) (corrected P) (SE) (corrected P) (SE) (corrected P) (SE) (corrected P)
Baseline:

-0.42 0.8976 2.53 0.2034 -2.57 0.3333 1.64 0.1049
MetVal vs MetUMet 357y (ns) (1.98) (ns) (2.65) (ns) (1.01) (ns)

4.44 0.2275 1.26 0.5662 -3.41 0.2514 1.09 0.3345
Val/Val vs Met/Met (3.67) (ns) (2.20) (ns) (2.97) (ns) (1.13) (ns)

4.86 0.1122 -1.26 0.4851 -0.85 0.7306 -0.55 0.5593
Val/val vs MetVal (3.05) (ns) (1.81) (ns) (2.46) (ns) (0.93) (ns)
Number of CAG -0.09 0.7801 -0.43 0.0370* 0.81 0.0026%* -0.37 0.0003**
repeats (0.33) (ns) (0.21) (ns) (0.27) (0.0260%) (0.10) (0.0030**)
Education level -0.51 0.1176 042 0.0075%* 0.72 0.0039%* -0.26 0.0073**

(0.33) (ns) (0.16) (ns) (0.25)  (0.0390%) (0.10) (ns)
Slope:

0.17 0.4700 -0.42 0.0247* 0.28 0.1978 -0.16 0.0468*
Met/Valvs Met/Met 554 (ns) (0.19) (ns) (0.21) (ns) (0.08) (ns)

-0.27 0.3143 -0.22 0.2824 0.12 0.6300 0.001 0.9881
Vallvalvs MetMet - 57) (ns) (0.21) (ns) (0.24) (ns) (0.09) (ns)

-0.44 0.0476* 0.20 0.2455 -0.16 0.4224 0.16 0.0312*
Val/val vs Met/Val (0.22) (ns) (0.17) (ns) (0.20) (ns) (0.07) (ns)
Number of CAG 018  <0.0001%** 0.04 0.0619 017 <0.0001%** 007  <0.0001***
repeats (0.02)  (<0.0001***) (0.02) (ns) (0.02)  (<0.0001***) (0.01)  (<0.0001***)




S-Table 3 continued

Cognitive
Letter Letter
Fluency (N=338) Fluency (N=339) SDMT (N=321)
P 2
Estimate P Estimate P Estimate P

(SE) (corrected P) (SE)  (corrected P) (SE)  (corrected P)
Baseline:

-3.49 0.0962 630  0.0355* 030 0.8843
Met/Valvs Met/Met -, (g (ns) (2.98) (ns) (2.08) (ns)

-5.68 0.0146* 975 0.0034%* -0.14  0.9496
ValiVal vs Met/Met 2.32) (ns) (3.31) (ns) (2.28) (ns)

-2.19 0.2627 -3.45 0.2159 0.16 0.9339
ValiVal vs Met/val (1.95) (ns) (2.78) (ns) (1.91) (ns)
Number of CAG -0.13 0.5422 -0.36 0.2514 0.01 0.9569
repeats (0.22) (ns) (0.31) (ns) (0.22) (ns)
Education level 0.94 <0.0001* 168  <0.0001* 0.76  0.0002%**

(0.20)  (<0.0001%) (0.28)  (<0.0001%) (0.20)  (0.0020%%)
Slope:

0.46 0.0058** 0.83  0.0008*** 0.18 0.2718
Met/val vs MetMet 17 (ns) (0.24)  (0.0120%) (0.16) (ns)

0.56 0.0021%* 0.87  0.0017** 015  0.3790
VallVal vs Met/Met (0.18)  (0.0315%) 027)  (0.0255%) (0.17) (ns)

0.10 0.5089 0.04 0.8633 033 00271
Valival vs MetVal (0.16) (ns) (0.24) (ns) (0.15) (ns)
Number of CAG -0.06  0.0013** 006  0.0166* 005  0.0101*
repeats (0.02) (0.0130%) (0.03) (ns) (0.02) (ns)




S-Table 3 continued

Cognitive
_ Stroop _ Stroop _
Stroop C (N=329) W (N=328) W (N=325)
Estimate P Estimate P Estimate (corrF:acte d
(SE) (corrected P) (SE) (corrected P) (SE) P)
Baseline:
-3.02 0.2679 -1.74 0.6365 0.13 0.9449
Met/Val vs Met/Met 2.72) (ns) (3.68) (ns) (1.87) (ns)
-3.39 0.2667 -3.82 0.3552 -3.31 0.1162
Val/Val vs Met/Met (3.05) (ns) (4.13) (ns) (2.10) (ns)
-0.37 0.8830 -2.08 0.5423 -3.44 0.0486*
ValiVal vs MevVal (2.52) (ns) (3.41) (ns) (1.74) (ns)
Number of CAG 0.61 0.0250* 0.03 0.9285 0.52 0.0056**
repeats (0.27) (ns) (0.37) (ns) (0.19) (ns)
Education level 0.81 0.0033** 1.20 0.0011** 0.61 0.0012**
0.27) (0.0330%) (0.37) (0.0110%) (0.19) (0.0120%)
Slope:
0.43 0.0316* 0.44 0.1105 0.13 0.3663
Met/Val vs Met/Met (0.20) (ns) (0.28) (ns) (0.14) (ns)
0.22 0.3356 0.48 0.1235 0.39 0.0157*
Val/Val vs Met/Met (0.23) (ns) (0.31) (ns) (0.16) (ns)
-0.21 0.2635 0.04 0.8672 0.26 0.0497*
Val/Val vs Met/Val (0.19) (ns) (0.26) (ns) (0.13) (ns)
Number of CAG -0.13  <0.0001*** -0.12 <0.0001*** -0.05 0.0001***
repeats (0.02)  (<0.0001***) (0.03)  (<0.0001***) (0.01)  (0.0010**)

TMS: Total motor score, IS: Independence Scale, FAS: Functional Assessment Scale, SDMT: Symbol
Digit Modalities Test, Stroop C: Stroop Color, Stroop W: Stroop Word, Stroop W/C: Stroop interference.

N: Number of HD gene carriers who have contributed to the estimation (cognitive tasks were not available
for all HD gene carriers); SE: Standard error of the estimate, P: P-values (*** P<0.001, ** P<0.01,
*P<0.05).

Baseline values correspond to the impact of covariates at estimated age at onset. Slope values correspond
to the impact of covariates on the slope of the decline.
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S1 Figure: Distribution of CAG repeats length in the database.
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S2 Figure: Repartition of stages in time according to COMT polymorphisms.
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S3 Figure: Link functions between performances at each task and latent processes modelling the
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We plotted the link function between each task and latent domains. UHDRS motor score (A); UHDRS
behavioral (B), IS: Independence Score (C); FAS: Functional Assessment Scale (D), cognitive (letter
fluency 1°: at 1 minute (E); letter fluency 2’: at 2 minutes (F); SDMT: symbol digit modalities test (G);
Stroop C: Stroop color (H); Stroop W: Stroop word (I); Stroop W/C: Stroop interference (J).
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5.2. Exemples d’intégration des marqueurs pronostiques dans les essais cliniques

5.2 Exemples d’intégration des marqueurs pronos-

tiques dans les essais cliniques

Outre dans les soins courants, les marqueurs pronostiques peuvent étre pris en compte
dans les essais cliniques afin de les améliorer. Ils peuvent par exemple étre utilisés comme

critere d’inclusion ou de stratification ou encore comme variable d’ajustement.
e Les marqueurs pronostiques comme critére d’inclusion

Utiliser un marqueur pronostique comme critere d’inclusion permet d’inclure un groupe
plus homogene de patients. Dans le cadre d'un essai clinique de petit effectif, réduire
la variabilité inter-patients est un moyen d’augmenter la puissance de ’étude. Le poly-
morphisme COMT pourrait étre utilisé comme critere d’inclusion dans un essai clinique
portant sur un critere cognitif longitudinal. Les résultats ne pourront pas étre généralisés
aux patients ne présentant pas le marqueur. Par exemple, pour le polymorphisme COMT,
réaliser un essai clinique n’incluant que les patients homozygotes Val/Val ne permet pas

de tirer de conclusion quant aux patients Met/Met ou Met/Val.
¢ Les marqueurs pronostiques comme critére de stratification

Utiliser un marqueur pronostique comme critére de stratification permet d’équilibrer
les bras de traitement sur le marqueur. Bien que la randomisation permet d’équilibrer les
groupes, dans le cadre d'un essai clinique de petit effectif, il est possible que des groupes
déséquilibrés apparaissent. Dans ce cas, les bras de traitement pourraient différer sur la

sévérité de la maladie et/ou son évolution et fausser 'interprétation de 'essai clinique.
e Les marqueurs pronostiques comme variable d’ajustement

Enfin, lorsque le marqueur pronostique n’a pas été pris en compte dans la conception de
I’essai clinique, il peut étre utilisé comme variable d’ajustement. Si cela n’a pas été prévu
dans 'analyse, il peut s’agir d'une analyse de sensibilité qui viendra compléter I'analyse
principale. Les conclusions de cette analyse permettront d’estimer la part expliquée par

le traitement et celle expliquée par le marqueur pronostique.
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Chapitre 6

Intégration des marqueurs prédictifs

dans les essais cliniques

Pour qu'un marqueur prédictif puisse étre utilisé en soins courants pour déterminer
le traitement le mieux adapté au patient, son utilité clinique doit étre démontrée grace
a une étude prospective. Il faut prouver que le traitement correspondant est le plus effi-
cace pour le groupe M+ et que ce traitement n’a pas d’intérét pour le groupe M —. Les
essais cliniques intégrant un marqueur prédictif dans le plan expérimental permettent de
répondre a ces questions. Nous avons réalisé une revue de la littérature afin de définir les
conditions d’utilisation de chaque plan expérimental. Nous avons aussi réalisé une étude

de simulation pour définir leur puissance et leurs limites.

6.1 Les plans expérimentaux d’essai clinique basés

sur un marqueur prédictif (Etat de D’art)

Plusieurs plans expérimentaux basés sur les marqueurs prédictifs ont émergé ces vingt
derniéres années, en particulier dans le cadre de l'oncologie [108, 109, 110, 111, 112].
Ces plans permettent de déterminer si le traitement est efficace dans la sous-population
M+, et/ou si le marqueur est réellement prédictif de Uefficacité d’un traitement (plans
indirects) et/ou si la stratégie consistant a donner le traitement seulement aux patients
M+ est la meilleure (plans directs).

Suite a une étude bibliographique, nous avons sélectionné six plans expérimentaux se
basant sur un marqueur prédictif, et construits a partir d’un plan paralléle de comparaison
de deux traitements : le traitement expérimental dont 'effet est dépendant du marqueur
M et le traitement standard (Figure 26).
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6.1. Les plans expérimentaux d’essai clinique basés sur un marqueur prédictif
(Etat de I'art)

A. Plan avec randomisation compléete B. Plan avec randomisation compléte stratifié
Test de I'interaction marqueur/traitement Test de I'interaction marqueur/traitement
]
.2 Patients inclus Patients inclus
g5 ~
©c O =
8L 0
s o >
S @ Traitement Traitement
8 8 g standard expérimental
) © S Rapdomisation Rapdomisation
< ° ©
(%]
8 [J]
a5 Traitement Traitement Traitement Traitement
v standard expérimental standard expérimental
C. Planciblé D. Plan stratégique simple
Test de I'effet du traitement chez les M+ Test de I'utilité clinique du marqueur
E 3 Patients inclus
c ®©
g e Patients inclus Rahdomisation
= 5.
¢S . . - -
% o o Stratégie basée sur Stratégie non basée
=] le marqueur sur le marqueur
2@ g
[ )
€388
o Q Rafidomisatign
-
= M-
C o
- Sortie d'étud Traitement Traitement
3 8 ortie detude standard expérimental
Traitement Traitement Traitement
standard expérimental standard
E. Plan stratégique modifié F. Plan stratégique inverse
Test de l'utilité clinique du marqueur Test de l'utilité clinique du marqueur
S wn Patients inclus Patients inclus
[SI}
T =
3.0
w g 5 e — - e
g 5 g Stratégie basée sur Stratégie non basée Stratégie basée sur Stratégie basée sur
8 w T le marqueur sur le marqueur le marqueur le marqueur inverse
2
> @©
-g @ £ Randpmisation
o C >
8 w ° M- M- M-
o v
> —_
©
v 32
3]
Traitement Traitement Traitement Traitement Traitement Traitement Traitement Traitement
standard expérimental standard expérimental standard expérimental expérimental standard

FIGURE 26 — Représentation schématique des plans expérimentaux basés sur un marqueur
prédictif

Les plans A et B sont identiques a ’exception du fait que le plan A randomise tous les patients en une
seule fois, et le plan B randomise chaque sous-groupe M+ et M —. Le plan C ne randomise que les patients

M+. Cela correspond a un critére d’inclusion supplémentaire. Les plans D, E et F testent 'utilité de la
mise en place d'une médecine stratifiée basée sur le marqueur M pour le traitement expérimental.
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6.1. Les plans expérimentaux d’essai clinique basés sur un marqueur prédictif
(Etat de I'art)

e Les plans avec randomisation complete permettent de tester ’interaction

entre marqueur et traitement

Le plan avec randomisation compléte (« Randomize-all design ») correspond au
plan parallele standard pour lequel on ajoute une phase de détermination de la valeur du
marqueur M (Figure 26.A). 11 est utilisé essentiellement lors d’études prospectives visant
a étudier l'effet du traitement dans la population totale. Le marqueur fait alors partie
des variables étudiées et sera utilisé dans des études rétrospectives ou dans des analyses
en sous-groupes. Si ces analyses en sous-groupes n’ont pas été prévues dans le protocole,
leur étude peut patir d’'un manque de puissance. De plus, déterminer le statut du mar-
queur & la fin ou au cours de 'essai ne garantit pas I’exhaustivité des données. Le plan
avec randomisation compléte stratifiée ou plan d’interaction (« marker-stratified
design » ou « marker-interaction design ») pallie ce probléeme en déterminant le statut du
marqueur avant les randomisations indépendantes des groupes M+ et M — (Figure 26.B).
Evidemment, cela n’est possible qu’a condition que le processus de détermination du sta-
tut du marqueur ne soit pas long devant 1'urgence de la mise en place du traitement.
Lorsqu’il s’agit d’études prospectives, différentes analyses statistiques peuvent étre plani-
fiées : (i) test de l'efficacité du traitement expérimental dans chaque sous-groupe M+ et
M—, (ii) test de 'interaction entre le marqueur et le traitement, puis test de 'effet du
traitement dans le sous-groupe M+ si interaction significative, (iii) test de l'effet du trai-
tement chez tous les patients, puis test de 'effet du traitement dans le sous-groupe M+
si non significatif ; analyse (ii) étant celle avec la plus grande puissance [113]. Cependant
le choix de I'analyse reste conditionné par les connaissances et intuitions sur le caractere
prédictif du marqueur [114]. Ces plans permettent de conclure a la valeur prédictive du

marqueur M sur Ueffet du traitement expérimental.
e Le plan ciblé n’inclut que les patients M+

Le plan ciblé ou enrichi (« Targeted design » ou « Enrichment design ») ne rando-
mise que le sous-groupe M+ des patients inclus (Figure 26.C). En présence d’'un marqueur
prédictif, ce plan nécessite de randomiser moins de patients par rapport a un plan pa-
rallele classique quand le test diagnostique associé au marqueur a de fortes spécificité et
sensibilité et que le traitement expérimental n’a aucun effet chez les patients M —. Ce-
pendant, le nombre de patients a inclure augmente lorsque lorsque la prévalence de M+
est faible [115, 116]. Ce plan ne permet pas, ni d’évaluer la valeur prédictive du marqueur
M, ni l'effet du traitement chez les patients M —. L’utilisation de ce plan expérimental en
phase III nécessite qu’il y ait une forte évidence que le traitement expérimental ne peut

pas avoir d’effet bénéfique pour les patients M — [114].
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6.1. Les plans expérimentaux d’essai clinique basés sur un marqueur prédictif
(Etat de I'art)

e Les plans stratégiques évaluent directement la stratégie de médecine strati-

fiée

Ces plans expérimentaux cherchent, indirectement, a évaluer la stratégie de médecine
stratifiée consistant a donner le traitement en fonction du marqueur. On peut les opposer
a des plans dits « directs » comparant deux stratégies de choix du traitement [108]. La
stratégie mise en avant consiste a donner le traitement expérimental au groupe M+ et le
traitement standard au groupe M —. Elle est comparée a une autre stratégie qui ne s’appuie
pas sur le marqueur pour donner le traitement. La encore la connaissance du marqueur
doit se faire avant la randomisation du patient afin de s’assurer de la connaissance du
statut du patient. Dans le plan stratégique simple (« Marker-based strategy design »),
la stratégie « controle » traite tous les patients avec le traitement standard (Figure 26.D).
Le plan stratégique modifié (« Modified marker-based strategy design ») reprend le
principe du plan stratégique simple en permettant aux patients M— d’avoir acces au
traitement expérimental. La stratégie « controle » randomise les patients indépendamment
du marqueur dans le bras de traitement standard ou expérimental (Figure 26.E). Ce plan
ne peut étre utilisé qu’a condition que le traitement expérimental ne soit pas supposé
délétere pour les patients M —.

Actuellement, il n'y a pas un plan qui soit plus efficient (d'un point de vue puissance
et nombre de sujets nécessaires) que les autres dans toutes les situations données [117].
Eng a récemment proposé le plan stratégique inverse (« Reverse marker-based strategy
design ») qui compare la stratégie basée sur le marqueur (identique aux plans précé-
dents) & une autre stratégie aussi basée sur la marqueur mais totalement opposée a la
premiére [111]. Ainsi la seconde stratégie, dite « controle », attribue le traitement expé-
rimental aux patients M — et le traitement standard aux patients M+ (Figure 26.F). Ce
plan permet de tester la valeur prédictive du marqueur tout en permettant d’inclure moins
de sujets que les autres plans stratégiques. Il oppose au maximum les stratégies envisa-
gées, avec 'absence totale de recouvrement dans les deux bras de randomisation ce qui

lui permet de mettre plus facilement en évidence une différence entre les deux stratégies.

Les trois plans stratégiques (simple, modifié et inverse) peuvent inciter & donner de
fausses conclusions sur la valeur prédictive du marqueur lorsque la stratégie basée sur
le marqueur se montre plus efficace que la stratégie controle. En effet, la prévalence du
marqueur, son caractere éventuellement pronostique et 'efficacité du traitement chez les
patients M — peuvent aussi avoir un impact sur les résultats de ’essai clinique. Nous nous
sommes intéressés a ces problématiques en réalisant une étude de simulation, présentée

dans la section 6.2 suivante.
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6.2. Impact des valeurs prédictives et pronostiques du marqueur sur les plans
expérimentaux stratégiques : une étude de simulation

6.2 Impact des valeurs prédictives et pronostiques
du marqueur sur les plans expérimentaux stra-

tégiques : une étude de simulation

6.2.1 Objectif et notations

Nous nous sommes intéressés aux trois plans expérimentaux comparant deux stratégies
d’attribution d’un traitement, en randomisant les patients dans deux bras de stratégie.
Nous nommerons « bras stratégique », le bras de randomisation associé a la stratégie basée
sur le marqueur prédictif ou les patients M+ sont traités avec le traitement expérimental et
les patients M — avec le traitement standard. L’autre bras sera nommé « bras controle ».
Les patients du bras controle sont soit tous traités avec le traitement standard (plan
stratégique simple), soit randomisés entre le traitement expérimental et le traitement
standard (plan stratégique modifié), soit regoivent le traitement en fonction du marqueur,
avec le choix inverse du bras stratégique (plan stratégique inverse). Nous avons comparé

ces trois plans expérimentaux sur :

e ’évolution du nombre de sujets nécessaires a inclure selon la taille de 'effet

et de la prévalence du marqueur.

Puis, nous nous sommes intéressés a I'impact de 1'utilisation de ces plans expérimentaux
en essai clinique sur la mise en place d’une stratégie appropriée lorsque la connaissance

de l'interaction marqueur/traitement n’était pas suffisamment grande :

e le risque de conduire une médecine stratifiée pour le traitement expérimental alors
qu’il serait bénéfique pour toute la population, c¢’est-a-dire la probabilité de montrer une
différence entre les deux stratégies lorsque le marqueur n’est pas prédictif de l'effica-
cité du traitement expérimental ;

e le risque de ne pas conduire une médecine stratifiée pour le traitement expérimental
alors qu’il n’est bénéfique qu’aux patients M+ suite a I'impact de la valeur pronostique

du marqueur sur la mise en évidence d’une différence entre les deux stratégies.

Les valeurs prédictive et pronostique du marqueur sont deux points essentiels de la mise
en ceuvre d’un plan expérimental stratégique. En effet, ces deux parametres influencent la
puissance du test statistique correspondant a la comparaison des deux bras de stratégie.
Une mauvaise connaissance de ceux-ci peut induire la mise en place de fausses stratégies
de médecine stratifiée ou au contraire aboutir a une thérapie homogene pour tous les

patients avec les effets de toxicité que cela comporte.
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Dans le cadre des données longitudinales, avec un traitement tel que les greffes, le cri-
teére de jugement peut étre binaire (« Le score du patient a-t-il baissé de x % en 6 mois ?
oui/non ») ou continu (score du patient en fin d’étude, la randomisation garantissant la
comparabilité des patients en début d’étude ; différentiel de score entre le début et la fin

de I’étude). Nous présentons les résultats dans le cas d’un critére binaire.

Notations

Soit 7 la prévalence du marqueur M+. La probabilité p de réaliser 1’événement (par
exemple « guérison ») , conditionnellement au traitement 7' et au marqueur M peut

s’écrire :

p =00+ 0ns X Lnr=nr4) + Orep X L(r=Eap) + Osta X 1(1=s51a)

+ Opap+ X Lr=gap v=nit) + Ostar X Vir=stapi=n1) (6.1)

ou 6y correspond a la probabilité de faire I’événement pour un patient M — ne recevant
aucun traitement, 6,,, correspond a l'effet additionnel du marqueur M+ indépendam-
ment du traitement (effet pronostique), 0, et Ogq correspondent aux effet additionnels
du traitement expérimental et du traitement standard indépendamment du marqueur et
Opzp+ et Osqt correspondent aux effets d’interaction entre le traitement expérimental ou

le traitement standard et le marqueur M+ (effets prédictifs).

De plus, nous utiliserons les notations moyennes suivantes :

e pg : probabilité de faire I’événement pour un patient inclus dans le bras stratégique

e pc : probabilité de faire I’événement pour un patient inclus dans le bras controle

® Ppuptr = 0o+ Opy + Opyp + Opaps : probabilité de faire I'événement pour un patient
M+ recevant le traitement expérimental

® PDpgp— = Oy + Opsyp - probabilité de faire I'événement pour un patient M — recevant
le traitement expérimental

® Dsiar = 6o+ Oprs + Osiq + Osiqs : probabilité de faire 'événement pour un patient
M+ recevant le traitement standard

® Dsia— = 0y + 044 : probabilité de faire I’événement pour un patient M — recevant le

traitement standard.

La table 7 résume les valeurs prises par pg et pc en fonction de pgrpt, Prap—, Pstat+ €t

Pstd— pour chaque plan expérimental stratégique.
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TABLE 7 — Probabilités théoriques ps et pc pour chaque plan expérimental stratégique

Plan Ps pc

Stratégique simple TPEops + (1 — T)Psta mpsias + (1 — Tpsia
Stratégique modifié TEwpt + (1 — T)psta—  E(PEapt + Pstar) + 5= (PEwp— + Psar—)
Stratégique inverse T™Ezp+ + (1 — T)Dsta— msta+ + (1 — T)DEap—

Remarque : la stratégie basée sur le marqueur est la méme dans chacun des plans expérimentaux.

Puissance du test

Les deux bras de stratégie sont comparés grace au test bilatéral suivant :

Hy:ps=pc versus Hi:ps # po (6.2)

Soit n le nombre de patients dans chaque bras (hypotheése d'un ratio 1 : 1), « le risque de
premiere espece et 3 le risque de deuxiéme espeéce (puissance : 1 —[3) associés au test (6.2).
Ces trois parametres sont reliés par 1’équation (6.3).

(Zaj2+ Z1-5)* [ps(1 —ps) + pc(l — pe)]

n= 0y — por)? (6.3)

ol Z, correspond au u'*™° quantile de la loi normale centrée réduite. La puissance associée

au test (6.2) est alors donnée par :

1_5_P(u< V/n/2 (s — vo)

- \/ps(l —ps) +pc(l —pc

) — a/g) s u NN(O,l) (6.4)
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6.2.2 Nombre de sujets nécessaires

Le nombre de sujets a inclure dans 1'étude dépend des parametres 0y, Ogap, Osat, Opapt
Osiq+ et de la prévalence du marqueur 7. Nous avons étudié I'impact de ces parametres
en faisant varier m dans les quatre cas suivants :

A. Le traitement expérimental a un effet bénéfique chez les patients M+ et aucun
effet chez les patients M —. Le traitement standard n’a aucun effet quel que soit le
statut du marqueur.

B. Le traitement expérimental a un effet bénéfique chez tous les patients, avec un
meilleur effet chez les patients M+. Le traitement standard a un effet quel que soit
le statut du marqueur.

C. Le traitement expérimental a un effet bénéfique chez les patients M+ et aucun
effet chez les patients M —. Le traitement standard a un effet bénéfique chez les
patients M — et aucun effet sur les patients M—+.

D. Le traitement expérimental a un effet bénéfique chez tous les patients, avec un
meilleur effet chez les patients M+. Le traitement standard a un effet bénéfique
chez les patients M — et aucun effet sur les patients M+.

Le cas A correspond aux cas ol aucun traitement n’existe et que le traitement expérimen-
tal est comparé a un placébo. Le cas B correspond au cas ou un traitement existe, mais
qu’un nouveau traitement peut étre plus efficace que celui-ci pour la sous-population M+.
Les cas C et D correspondent a des cas ol un traitement existe et qu’il n’est bénéfique

que dans la sous-population de patients au statut M —.

Le plan stratégique simple nécessite d’inclure moins de patients lorsque la prévalence
du marqueur est élevée (Figure 27). En effet, plus la prévalence du marquer M-+ est
grande, et plus les deux bras de stratégie vont étre différents. Pour les plans stratégiques

modifié et inverse, le nombre de sujets nécessaires a inclure tend vers +oo pour 7 valant r =

PEzp— —PSdt— _ A \ : 5 e
= ou A_ (respectivement A.) correspond a la différence
PExp+ 7det++pEwp77det7 A++A— ’ ( p +) p

d’effet du traitement dans le groupe M— (respectivement M+). Dans les cas A et B,

r = 0, tandis que dans les cas C et D, r < 0. Le cas 0 < r < 1 correspond au cas ou
le traitement expérimental est meilleur que le traitement standard, indépendamment du
marqueur, ce qui n’est pas un scénario plausible a la mise en place d'un plan expérimental
stratégique. Le plan stratégique inverse nécessite toujours d’inclure moins de patients que
le plan stratégique modifié. Pour r» < 0, le plan stratégique inverse est toujours le moins
coliteux en nombre de sujets nécessaires a inclure. Pour r = 0, le plan stratégique inverse

nécessite d’inclure le méme nombre de sujets que le plan stratégique simple.
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F1GURE 27 — Impact de la prévalence du marqueur M+ sur le nombre de sujets nécessaires
a inclure dans I'étude

Les graphes ont été obtenus avec les parameétres suivants : g = 0,1 et a7+ = 0. (A) Oggp = 0, 0pazps = 0,5,
QSdt == 0 et QSdtJ,_ == 0 (B) eEwp == 073, aErp_;,_ = 0,4, GSdt = 0,5 et GSdtJ,. == 0 (C) eEmp == 0, 0Exp+ == 0,5,
GSdt = O,3 et 95dt+ = —0,3 (D) HEM, = 072, 9EW+ = 0,37 QSdt = 073 et 95’dt+ = _0,3

6.2.3 Conséquences d’un marqueur prédictif et pronostique sur

la puissance de I’étude

Un marqueur est a la fois prédictif et pronostique s’il influe sur I'efficacité du traitement
et sur I’évolution de la maladie (Figure 23). La valeur pronostique du marqueur a un
impact sur la puissance du test (6.2), et donc sur le nombre de sujets nécessaires. En
effet, bien que 0, n’intervient pas dans le calcul de la différence d’effet du traitement
entre les deux stratégies, il intervient dans le calcul de sa variance et la puissance (6.4)

peut s’écrire, en fonction de la valeur pronostique du marqueur #,,,, comme suit :

1-8=P|u < vy —Zap2 |, u~N(0,1) (6.5)
Va+ b0y + b3,

avec n le nombre de patients dans chaque bras de stratégie, et (v, a, b, ¢) € R L’équa-
tion (6.5) montre que la puissance est modifiée par la valeur du marqueur de

facon non monotone. Nous avons évalué la puissance en fonction de la valeur pronostique

pour différentes valeurs de n, de 7 et ffe 5. INous|nous sommes placés dans le cas ou le
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6.2. Impact des valeurs prédictives et pronostiques du marqueur sur les plans
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traitement expérimental a un effet bénéfique chez les patients M+ et aucun effet chez les
patients M- tandis que le traitement standard n’a aucun effet quel que soit le statut du
marqueur (0g,, = Osta = Osta+ = 0), correspondant au scénario A de la section 6.2.2.
Dans ce cas, les valeurs des parametres v, a, b et ¢ sont communes aux plans expéri-
mentaux stratégiques simple et inverse (voir Annexe C pour les détails du calcul). Les

résultats obtenus sont présentés sur les figures 28 et 29. La puissance est minimale pour
0hr, minimisant ———L— soit 6y, = =L
M+ A /a+b€1\4++09%/1+ ’ M+ 2c

A. Plans stratégiques simple et inverse, n=100 B. Plan stratégique modifié, n=100
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C. Plans stratégiques simple et inverse, n=500 D. Plan stratégique modifié, n=500
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F1GURE 28 — Impact de la valeur pronostique du marqueur sur la puissance de 1'étude
pour différentes prévalences (7) du statut M+

Les graphes ont été obtenus avec les parametres suivants : 8y = 0,1, 0gpz = 0 et Ogzp = 0,3.

Nos résultats montrent que I'impact de la valeur pronostique de M+ est modifiée en
fonction de n, 6y et m. Nous aurions des résultats similaires avec le parametre Oggpy .
Ces résultats, obtenus dans un scénario tres simple, se généralisent a d’autres scénarios,
et ont pour but principal de montrer que la valeur prédictive du marqueur ne doit étre
sous-estimée, en particulier dans le cas de petits effectifs. En tenir compte dans le calcul

du nombre de sujets nécessaires permet de garantir une puissance suffisante.
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A. Plans stratégiques simple et inverse, n=100 B. Plan stratégique modifié, n=100
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FI1GURE 29 — Impact de la valeur pronostique du marqueur sur la puissance de 1'étude
pour différents effets de base (6y)

Les graphes ont été obtenus avec les parametres suivants : 7 = 0,5, Ogp, = 0 et Oggp+ = 0,3.

6.2.4 Conséquences de I'utilisation de ces plans expérimentaux
lorsque le traitement expérimental est meilleur que le trai-

tement standard, indépendamment du marqueur

Lorsque le traitement expérimental est plus efficace que le traitement standard, in-
dépendamment du marqueur, c¢’est toute la population qui doit en bénéficier et la mise
en place d'un plan expérimental stratégique n’est pas considérée. Cependant, nous nous
sommes demandés quelles seraient les conclusions suite a l'utilisation de ces plans dans
ce cas, que 'hypothese d’'un marqueur prédictif de 'efficacité du traitement expérimental
soit vérifiée ou non. Pour cela, nous avons calculé la probabilité de rejeter 'hypothese
Hy associée au test (6.2) en fonction de la prévalence du marqueur M+ (7), de leffet du
traitement expérimental (6.,,) et de la valeur prédictif du marqueur pour le traitement

expérimental (6.4 ). Les résultats obtenus sont présentés sur les figures 30 et 31.
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Si le marqueur M n’est pas prédictif de I'effet du traitement

Lorsque le marqueur M n’est pas prédictif de leffet du traitement expérimental

(Opzp+ = 0), effet du traitement expérimental est le méme pour tous les patients (pgap+ =

pExpf)-

A. Plan stratégique simple B. Plan stratégique modifié C. Plan stratégique inverse
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FIGURE 30 — Impact de la prévalence du marqueur M+ sur la probabilité de montrer
une différence entre les deux stratégies lorsque le marqueur n’est pas prédictif de l'effet
du traitement expérimental, pour différentes valeurs d’effet du traitement

Les graphes ont été obtenus avec les parameétres suivants : g = 0,1, Oy = 0, 0stqg = 0, Og1q+ = 0 et
OEzp+ = 0 pour 100 patients dans chaque groupe de stratégie.

Pour chaque plan expérimental stratégique, la probabilité de rejeter I’hypothese Hy aug-
mente lorsque 'effet du traitement augmente. Avec le plan stratégique simple, lorsque la
prévalence m du marqueur M+ augmente, la probabilité de rejeter Hy augmente et est
toujours en faveur du bras stratégique. Avec les plans stratégiques modifié et inverse, H
est rejetée dans 5% des cas lorsque ™ = 0,5, et la probabilité de rejeter Hy augmente, en
faveur du bras stratégique lorsque m augmente, et en faveur du bras controle lorsque m
diminue. Pour le plan stratégique inverse, la probabilité de conclure a une différence entre
les deux stratégies est compléetement symétrique par rapport a la prévalence du marqueur
M+. Cela est di a la conception symétrique de ce plan expérimental impliquant que
la différence entre les deux stratégies et la variance associée sont les mémes pour 7 et
1 — m. Pour le plan stratégique modifié, il n'y a pas de symétrie parfaite car si la diffé-

rence entre les deux stratégies est la méme pour w et 1 — 7, la variance associée differe de
<7T - %)(9Exp - 92E1‘p) + (1 — 27T)(909Exp-
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Si le marqueur M est prédictif de 'effet du traitement

Lorsque le marqueur M est prédictif de l'effet du traitement expérimental (0g,,+ > 0),

leffet du traitement expérimental est le méme pour tous les patients (pgzp+ > PEap—)-

A. Plan stratégique simple B. Plan stratégique modifié C. Plan stratégique inverse
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FIGURE 31 — Impact de la prévalence du marqueur M+ sur la probabilité de montrer
une différence entre les deux stratégies lorsque le marqueur est prédictif de 'effet du
traitement expérimental, pour différentes valeurs d’effet du traitement

Les graphes ont été obtenus avec les parametres suivants : g = 0,1, 074+ = 0, O5¢q = 0 et Og1q+ = 0 pour
100 patients dans chaque groupe de stratégie.

Les résultats obtenus sont similaires a ceux obtenus lorsque le marqueur n’est pas prédictif.
Pour le plan expérimental stratégique simple, seuls des patients M+ peuvent bénéficier du
traitement expérimental, et donc seule la valeur de pg,,+ a un impact sur la probabilité de
rejeter Hy, quel que soit le ratio Ogyp/0p.p+. Pour les plans expérimentaux stratégiques
modifié et inverse, les valeurs de pggpt et de pgy,— ont toutes deux un impact sur la

probabilité de rejeter H0. La encore Hy n’est rejetée qu’'a 5% pour m = r.

6.2.5 Discussion

L’identification et I'analyse des marqueurs prédictifs sont un moyen supplémentaire
pour obtenir des informations concernant la réponse aux traitements. Cela peut soutenir
le travail de découverte pré-clinique et accélérer le processus de découverte de traite-
ments efficaces. L’utilisation d’une méthodologie d’analyse novatrice et statistiquement
rigoureuse est essentielle a I'identification et a la validation des marqueurs prédictifs.

Les plans expérimentaux stratégiques permettent de valider 1'utilité de mettre en place
une médecine stratifiée pour le traitement expérimental. Il faut d’abord s’assurer du non

effet bénéfique du traitement expérimental chez les patients M —. En effet, si le traitement
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expérimental est aussi bénéfique pour les patients M —, 'interprétation des résultats de
I'essai clinique utilisant un plan expérimental stratégique peut mettre en place, a tort,
une médecine stratifiée. Un plan expérimental stratégique ou le bras controle consiste-
rait & donner le traitement expérimental a tous les patients (plan stratégique avec
contrdle expérimental) permettrait de pallier ce probleme (voir Tableau 8). Nos résul-
tats confirment que les plans expérimentaux ne peuvent étre mis en place qu’a condition

d’avoir une forte preuve pré-clinique de la valeur prédictive du marqueur [118].

TABLE 8 — Interprétation des résultats d’un essai clinique utilisant un plan expérimental
stratégique

Plan Rejet de Hy en faveur du Rejet de Hy en faveur du

bras stratégique bras controle
Stratégique simple Médecine stratifiée Traitement standard uniquement
Stratégique modifié Médecine stratifiée Traitement standard ou expérimental
Stratégique inverse Médecine stratifiée Meédecine stratifiée
Stratégique avec contréle Meédecine stratifiée Traitement expérimental uniquement
expérimental

Dans le cas ou le traitement expérimental est le meilleur pour tous les patients, seul le plan stratégique
avec controle expérimental permet de conclure dans la bonne direction.

Lorsque le traitement expérimental ne peut pas étre donné aux patients M — pour des
raisons éthiques de toxicité, le plan stratégique simple est le seul a pouvoir étre employé.
Sinon, les plans stratégiques modifié ou inverse doivent étre mis en place, avec une préfé-
rence pour la stratégie inverse ayant une plus forte puissance que la stratégie modifiée, ce
qui lui apporte un atout considérable dans le cas d’un faible effectif. En effet, dans notre
calcul du nombre de sujets nécessaires pour les trois plans stratégiques, nous retrouvons
les mémes résultats que Eng [111] lorsque nous nous plagons dans un cas de figure similaire
a son étude, a savoir un effet du traitement expérimental meilleur chez les patients M-+
et un effet du traitement standard meilleur chez les patients M —. Nous ’avons étendu
a d’autres scénarios et avons montré que le plan expérimental stratégique inverse était
toujours le moins couteux en nombre de sujets a inclure. Enfin, nous avons montré que
dans le cas d’un petit échantillon, la valeur pronostique du marqueur impacte la puissance
de I'étude et qu’il faut donc avoir les connaissances nécessaires sur la possibilité d’effet

pronostique du marqueur avant la mis en place d’un tel plan expérimental.

Nous avons considéré le cas simple d’'un marqueur prédictif binaire pour lequel le
statut des patients était correctement identifié. Cependant, la puissance de 1’étude peut

diminuer lorsque la sensibilité et/ou la spécificité du test diagnostique associée(s) au
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marqueur diminue(nt) [119, 116]. Nous souhaitons poursuivre notre étude en incluant les
parametres de sensibilité et de spécificité.

Notre étude est basée sur un critere de jugement binaire et un test de comparaison des
proportions. Nous souhaitons poursuivre en considérant les criteres de jugement continus
ou les criteres de survie. Lorsque le marqueur n’est pas issu d’une mesure binaire, mais
quantitative, se pose aussi la question du cut-off utilisé pour discriminer les patients M+
et les patients M —. Si les traitements appropriés pour les patients M+ et M — confirmés
sont connus et validés, reste a s’assurer de donner le meilleur traitement aux cas inter-
médiaires. Dans ce cas des plans « hybrides » peuvent étre mis en place ou les patients

intermédiaires sont les seuls a étre randomisés entre les deux groupes de traitement [117].
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Chapitre 7

Intégration des mesures cognitives
grace a la prise en compte de l'effet

retest

7.1 Définition de l’'effet retest et problématique as-
sociée

Soit un test construit pour mesurer les performances cognitives d’un patient au cours
du temps. Soit Yj le score du patient a l'instant initial (7p) et Y7 le score du patient
obtenu par exemple un an plus tard (7). Dans le cas de la maladie de Huntington, les
performances du patient diminuent au cours du temps au fur et a mesure de la progression
de la maladie (Y7 < Yp). Cependant, lorsque le patient passe le test pour la seconde fois,
il a tendance a mieux appréhender le test et donc avoir de meilleurs résultats (figure 32).

Ainsi le résultat observé lors de la seconde passation est en fait une somme de deux

effets opposés :
1. un déclin des performances di a la progression de la maladie
2. une amélioration des performances due a la familiarité avec le test.

C’est ce deuxieme point qui correspond a l'effet « retest » [53].

La familiarité au test provoquant l'effet retest est une somme de plusieurs facteurs :
I'anticipation des questions, la mémorisation des réponses (notamment dans les taches
de mémorisation), la diminution du stress face a une situation connue, la mise en place
d’une stratégie de réponse, ... Pour pallier ce probleme, les taches de mémorisation ont été
élaborées avec des formes paralleles, c¢’est-a-dire avec différentes versions du méme test
évaluant le méme critere tout en évitant le biais de mémorisation. Par exemple, dans le
test de Hopkins consistant & mémoriser douze mots, il existe six formes paralleles. Pour

pouvoir étre utilisées, les formes paralleles doivent étre équivalentes, c’est a dire que le
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FIGURE 32 — Représentation schématique de 'effet « retest »

Yy représente le score obtenu lors de la premiere évaluation. Y7 représente le score obtenu a la seconde
évaluation en l'absence d’effet retest (déclin réel). En présence d’effet retest on peut observer (A) une
amélioration des performances si le retest est supérieur au déclin, (B) une stabilité des performances si
le retest compense le déclin et (C) un déclin inférieur au déclin réel si effet retest est petit comparé au
déclin réel

patient doit obtenir le méme score quelle que soit la forme avec laquelle il est évalué. Cela
complexifie la validation de ce type de test, en particulier lorsque ces tests sont traduits
dans une autre langue. Cependant, I'utilisation de formes paralleles ne permet pas de

supprimer le biais lié a la familiarisation au test.

L’effet retest peut donc masquer le déclin réel des patients en améliorant artificielle-
ment les performances lors de la seconde passation. Nous supposons que l'effet retest ne
se produit qu’entre la premiere et la deuxiéme passation du test, et qu’il n’existe plus lors

des évaluations suivantes.

7.2 Article « How to capitalize on the retest effect in
future trials on Huntington’s disease? »

Contexte

Evaluer le déclin cognitif des patients Huntington en un an avec uniquement deux
mesures n’est donc pas envisageable si les échelles proposées sont soumises a un effet

retest. Par conséquent, il faut adopter une stratégie qui permette de s’affranchir de I'effet
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retest et de mesurer le déclin réel du patient entre Ty et 7. L’unique stratégie proposée
pour le moment est de réaliser une double évaluation a Ty [53]. Cette stratégie a été utilisée
dans MIG-HD (voir Figure 2) ainsi que dans l'essai clinique évaluant le traitement Riluzole
chez les patients Huntington (Riluzole in Huntington’s Disease, RIL-HD) [120].

Méthode

Nous utilisons les données de ces deux essais cliniques afin de mesurer 'effet retest des
échelles cognitives mais aussi des autres échelles utilisées dans la maladie de Huntington.
Nous n’utilisons que les données de la premiere année de tous les patients de MIG-HD et
les données de la premiere année du bras placebo de RIL-HD. Cela correspond a utiliser
uniquement les données ou les patients n’ont pas été traités afin de mesurer le retest et
son impact sur la mesure de la progression naturelle de la maladie. Pour les deux essais
cliniques, les patients ont été évalués a Ty, Ty + A et T ou Tj est la premiere évaluation,
Ty + A est une seconde évaluation ou A = 1 mois pour MIG-HD et A = 2 semaines
pour RIL-HD et ou T7 est une troisieme évaluation un an plus tard. Nous comparons les
scores obtenus a Tj et a Ty + A pour savoir si les patients sont effectivement meilleurs a la
seconde passation du test sur un intervalle assez court, pour lequel il n’y a pas de déclin.
De plus, nous vérifions si utiliser 7o+ A comme premiere évaluation de référence a la place
de Ty permet de mesurer un déclin qui n’est pas mesurable en utilisant 7 uniquement. De
plus, pour chaque échelle, nous avons développé un modele linéaire permettant de prédire

les performances des patients a un an.

Discussion

Ce travail nous a permis de montrer I'existence de 'effet retest dans les tests cognitifs.
Les résultats obtenus sur les scores moteurs et fonctionnels montrent qu’ils ne sont pas
soumis a l'effet retest, ce qui conforte le choix de leur utilisation dans les essais cliniques.

Cependant, dans une maladie neurodégénérative, le critere cognitif est tout aussi im-
portant. En effet, le déclin cognitif a un impact dans la vie de tous les jours notamment
dans la relation du patient avec son entourage, dans son travail, ...

Nous avons montré que grace a la stratégie consistant a réaliser une double évaluation,
certains tests cognitifs peuvent montrer un déclin. Nous suggérons donc que dans les pro-
chains essais cliniques longitudinaux portant sur la maladie de Huntington, soit mise en
place une double évaluation a l'inclusion des qu’un critére (principal ou secondaire) est

cognitif. Dans ce cas, seule la seconde mesure doit étre utilisée dans I’analyse longitudinale.
Cependant, la stratégie de double évaluation repose sur I’hypothese d'un effet retest

uniquement présent entre la premiere et la seconde passation du test. Nous considérons

donc que les conditions de I'évaluation a T; sont comparables a celles de I'évaluation a
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Topis = To + A. Or, on pourrait se demander si l'effet retest sur une courte période A
pourrait exister lors d’une seconde double évaluation a T3 et T4 ;s = 11 + A, et comment
il est impacté par A et par le laps de temps séparant les doubles évaluations (75,70 pis) €t
(11,11 pis). Cette question est importante pour les futurs essais cliniques afin de savoir a
quelle fréquence les patients doivent étre testés et si une double évaluation est nécessaire
uniquement au début ou tout au long du protocole. La figure 33 propose plusieurs scénarios

et ce qu’ils impliquent pour un essai clinique.

A. Leffet retest est permanent B. Leffet retest disparait
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FIGURE 33 — Représentation schématique d’un effet « retest » permanent ou non perma-
nent

(A) Le patient s’améliore entre deux évaluations consécutives séparées par un faible intervalle de temps,
mais cette amélioration s’atténue au cours du temps. (B) Le patient s’améliore entre la premiere et la
seconde évaluation puis 'effet retest disparait lors des évaluations suivantes.

D’autre part, dans le cas ou un effet retest sur une période A est permanent, il serait
intéressant de modéliser 1’évolution du retest pour savoir s’il s’atténue au fil du temps.
Probablement, le retest diminuera chez les patients atteints de la maladie de Huntington.
En effet, le retest correspond a un apprentissage. Plus la maladie progresse, plus 'ap-
prentissage sera compliqué. Mais s’il ne diminue pas chez des sujets controles, le retest
pourrait étre un marqueur du déclin cognitif. Ainsi si le retest persévere au cours du
temps, connaitre I'impact du déclin cognitif sur le retest est aussi une piste pour 1’évalua-

tion d’une facette du déclin cognitif.
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Abstract

The retest effect—improvement of performance on second exposure to a task—may impede
the detection of cognitive decline in clinical trials for neurodegenerative diseases. We
assessed the impact of the retest effect in Huntington’s disease trials, and investigated its
possible neutralization. We enrolled 54 patients in the Multicentric Intracerebral Grafting in
Huntington’s Disease (MIG-HD) trial and 39 in the placebo arm of the Riluzole trial in Hunting-
ton’s Disease (RIL-HD). All were assessed with the Unified Huntington’s Disease Rating
Scale (UHDRS) plus additional cognitive tasks at baseline (A1), shortly after baseline (Ay)
and one year later (Az). We used paired t-tests to analyze the retest effect between A; and
A,. For each task of the MIG-HD study, we used a stepwise algorithm to design models pre-
dictive of patient performance at A3, which we applied to the RIL-HD trial for external valida-
tion. We observed a retest effect in most cognitive tasks. A decline in performance at one
year was detected in 3 of the 15 cognitive tasks with A; as the baseline, and 9 of the 15
cognitive tasks with A, as the baseline. We also included the retest effect in performance
modeling and showed that it facilitated performance prediction one year later for 14 of the 15
cognitive tasks. The retest effect may mask cognitive decline in patients with neurodegenera-
tive diseases. The dual baseline can improve clinical trial design, and better prediction should
homogenize patient groups, resulting in smaller numbers of participants being required.
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Introduction

Huntington’s disease (HD) is an inherited neurodegenerative disorder involving motor, behav-
ioral and cognitive impairments [1]. The cognitive disorders have a major impact on daily life,
but most clinical trials focus on motor endpoints. This is because clinical trial endpoints must
be able to capture both patient decline and treatment efficacy, and cognitive decline is much
more difficult to capture within one year in patients at early disease stages [2] than motor
decline. This difficulty of assessment results from the heterogeneity of cognitive changes (lan-
guage, memory, etc.) and two opposing effects: the retest effect and patient decline due to dis-
ease progression. The retest effect is defined as an improvement in performance with repeated
exposure to a task, with the greatest improvement occurring between the first two assessments
[3-5]. This effect combines familiarity with the task and testing environment and the possible
recall of responses [2]. The first assessment, during which everything is new to the patient, is
always the most difficult.

The retest effect may have contributed to the failure of some neuroprotection trials, by add-
ing noise to statistics comparing patients with different backgrounds at baseline, particularly
in trials including small numbers of patients, such as those assessing biotherapy. One
approach to neutralizing the retest effect is to carry out a second assessment (A;) shortly after
the first (A,), and then discard the results obtained at A, from the analysis, using performance
at A, as the baseline [2]. In addition, the retest effect (AA,-A;) can be used to improve the pre-
diction of long-term patient performance. Indeed, in an observational longitudinal study in
HD patients, the retest effect (AA,-A; around 7 months) accounted for up to 36% of the vari-
ance of performance at A; (AA;-A; around 29 months) [6]. Likewise, in healthy elderly adults,
performance at A; (one year) is accurately predicted by the one week-interval retest effect
(AA,-Ay) [7].

However, the impact of the retest effect in clinical trials, which include additional variability
(placebo effect, hope, anxiety about treatment and randomization), remains unknown. Two tri-
als, the Multicentric Intracerebral Grafting in Huntington’s Disease (MIG-HD) [8] and Riluzole
in Huntington’s Disease (RIL-HD) [9] trials, were designed with a short-term test-retest proce-
dure. We used the MIG-HD trial (i) to assess whether the retest effect modified performance
and whether our strategy of using the second assessment as a baseline was sensitive to cognitive
decline in the long-term (A3) and (ii) to evaluate whether introducing the retest effect (AA,-
A,) into the model of disease progression in patients improved the predictive value of the
model in the long term (A3). Finally, we transferred the models obtained for the MIG-HD
cohort to the RIL-HD cohort, to assess their predictive value in another population.

Materials and Methods
Participants and design

Patients were enrolled in two separate trials: the MIG-HD trial (N = 54, Ref NCT00190450, PI
AC Bachoud-Lévi) [8], which is currently underway, and the placebo group of the cognitive
ancillary study of the RIL-HD trial conducted only in France (N = 39, Ref NCT00277602,
study coordinator Sanofi) [9]. Both trials were approved by the institutional review board
(Comité Consultatif de Protection des Personnes dans la Recherche Biomédicale) of Henri-
Mondor Hospital at Créteil (MIG-HD the September 25, 2001, and RIL-HD the December 18,
2002). Patients had signed an inform consent. The data were analyzed anonymously.

The MIG-HD trial is a phase II randomized trial assessing the efficacy of cell transplantation
in HD patients at early stages of the disease. Patients were assessed at inclusion (A;), then 35
days (SD = 15) later (A;). They were randomized at one year (Aj), to determine the timing of
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transplantation (M;5-M,, for the early graft group or M33-M3, for the late graft group).
Patients were followed up until 52 months.

The RIL-HD trial is a phase III multinational, randomized, placebo-controlled, double-
blind study, for which a cognitive ancillary study was conducted in France from 1999 to 2004,
on patients with moderately advanced HD. Patients were assessed at inclusion (A;), 15 days
(SD = 8) later (A;) and at one year (A3), with randomization at A,.

The demographic features for patients at A; are displayed in Table 1.

Clinical assessments

The Unified Huntington’s Disease Rating Scale (UHDRS) [10] and additional cognitive tests
were used in both studies. Motor score reflected both voluntary and involuntary capacity and
ranged from 0 to 124 (highest severity). Functional disability was assessed with Total Func-
tional Capacity (TFC, range: 13 to 0) and Independence Scale (IS, range 100 to 0) scores, with
lower scores indicating greater functional impairment, and the Functional Assessment Scale
(FAS, 25 to 50), with higher scores indicating greater functional impairment. The severity and
frequency of behavioral dysfunctions were quantified with the behavioral part of the UHDRS
(range: 0 to 88), with higher scores indicating greater impairment. Global cognitive efficiency
was evaluated with the Mattis Dementia Rating Scale (MDRS) [11]. Several tasks were used to
assess attention and executive functions: letter fluency (for P, R and V in French) determined
for 1 minute, the Symbol Digit Modalities Test (SDMT), the three components of the Stroop
test (color naming, word reading, and color-word interference), each assessed for 45 seconds
[12], categorical fluency (for animals) assessed for 1 minute [13],[14], the Trail-Making Test
forms A and B (TMT A and B) [15], scoring the time taken to link 25 points, with a maximal
time of 240 seconds, and figure cancellation tasks [16], in which patients were asked to cross
out one, two and then three figures from a panel of signs, in 90 seconds, with lower scores indi-
cating greater cognitive impairment. Short-term and long-term memory were evaluated with
the Hopkins Verbal Learning Task (HVLT) including immediate recall, delayed recall and rec-
ognition tasks [17],[18]. By contrast to the other tasks, the HVLT was assessed with alternating
parallel forms.

Each patient performed one motor test, three functional tests, one behavioral test and 15
cognitive tests at each assessment point.

Table 1. Characteristics of patients at their inclusion (A) in the MIG-HD and RIL-HD trials.

Characteristics MIG-HD (N = 54) RIL-HD (N = 39)
Age, y, mean (SD) 43.3 (8.7) 48.5 (10.1)
Sex % men / women 63.0/37.0 48.7/51.3
Education level, y, mean (SD) 12.0 (3.4) 12.3 (3.6)
Inheritance % paternal / maternal 60.0/40.0 47.6 /52.4
Age of parent at onset, y, mean (SD) 42.2 (10.6) 45.7 (10.8)
Number of CAG repeats, mean (SD) 45.4 (4.2) 44.1 (3.6)
Time since onset, y, mean (SD) 4.5 (2.6) 6.1 (6.2)
TFC, mean (SD) 11.7 (1.0) 10.8 (1.8)
First symptom %

Motor 60.7 70.3
Cognitive 17.9 13.5
Psychiatric 21.4 16.2

y: years; SD: standard deviation; TFC: total functional capacity.

doi:10.1371/journal.pone.0145842.t001
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Statistical Analysis

Evaluation of the retest effect in the MIG-HD cohort. For each task, we used Student’s ¢-
tests for paired data to compare performances, first between A; and A,, to measure the poten-
tial retest effect, then between A; and A; to assess the decline over a one-year period and
between A, and Aj;, to determine whether discarding the A; data unmasked a decline that was
otherwise undetectable.

Modeling of performance for the MIG-HD cohort. For each task, we selected the multi-
variate linear model best predicting the data at one year, by stepwise selection [19] with the
Akaike Information Criterion (AIC) [20]. We used an iterative algorithm (stepwise selection)
to select, without prior assumptions, the best predictive factors from a set of 10 variables (per-
formance at A, retest, age, sex, education level expressed as the number of years spent study-
ing, parental inheritance, age of parent at disease onset, CAG repeat length, time since disease
onset and the nature of the first symptom appearing at disease onset (motor, cognitive or psy-
chiatric), as determined by the clinician or, if no clinician’s assessment was available, by the
family or the patient). Lower AIC values indicate a better fit of the model to the data. The first
model selection step was carried out for patients with complete data sets only. Estimates of
regression coefficients were refined, by recalculating each model, using all the available com-
plete data for the selected variables. The retest is the difference: performance at A, —perfor-
mance at A; and is denoted AA,-A ;. For each task, performance at A; (P) was predicted as
follows:

P = ﬂ0+ ﬂscor@atAl X performance atAl + ﬂretesf X AAZ _Al + BageatAl X age

+ ﬁsex + ﬂedw:ation level X education level + ﬁinherittmce + ﬂuge of parent at onset

x age of parentatonset + Pr,c X CAG + B0 since onsee X time since onset

+ ﬁﬁrst symptom

where age, education level and age of parent at onset are expressed in years; the first symptom
could be motor, cognitive or psychiatric; S, is the intercept and, for each variable, B,z 1S its
associated regression coefficient (0 for the variables not selected). For quantitative variables,
Buariable Wwas multiplied by the value of the variable. For qualitative variables (sex, inheritance
and first symptom), “woman”, “maternal inheritance” and “motor symptom” constituted the
reference factors, such that 8,,0,man = Bmaternal = Bmotor = 0. Calculation of the associated 95%
predictive interval (95% PI) is explained in the supplemental data (S1 Text).

External validation on the RIL-HD cohort. We used models constructed from data for
the MIG-HD cohort to predict performances at A; for each patient in the RIL-HD cohort.
Then, for each task, we measured the concordance between observed (O) and predicted (P) val-
ues, using the intraclass correlation coefficient (ICC) and the coefficient of determination (R?).
The ICC was calculated with a two-way mixed effect model [21] and evaluates agreement
between observed (O) and predicted (P) performances at A; in the RIL-HD cohort. The coeffi-
cient of determination (R?) is the percentage of the observed performance variance explained
by the model constructed from MIG-HD data. It assesses the degree to which observed perfor-
mance at A in the RIL-HD cohort is accurately predicted by the model, as follows:

Z(Oi - Pi)

R=1-&——
‘ Z(Oi_m)

i

where i refers to a patient and m is the mean observed performance at A;. R? = 1 indicates a
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perfect predictive value of the model, whereas R? < 0 indicates that the model is not
informative.

Analyses were performed with R 2.13 software (http://www.r-project.org/). All tests were
two-tailed and values of P < 0.05 were considered significant.

Results
Evaluating the retest effect in the MIG-HD cohort

We assessed the retest effect between A; and A, in the MIG-HD cohort. Performance
improved in seven cognitive tasks, and remained stable in the other cognitive, motor and func-
tional tasks, except for FAS score, which declined between A; and A, (Fig 1).

We assessed decline between A; and A; and between A, and A; in the MIG-HD cohort (Fig
2). The use of A, as the baseline increased the number of tasks for which a decline in perfor-
mance was detected from three to nine, but FAS score was the only motor or functional perfor-
mance affected. Indeed, FAS performance declined between A, and A; but not between A, and
Aj;. Behavioral performance improved between A, and As;.

Modeling of performance in the MIG-HD cohort

Table 2 displays the regression coefficients of the predictive model for each task, for the
MIG-HD cohort. Performance at A; was predictive of performance at A, in all tasks. Introduc-
ing the difference in performance between A, and A, (AA,-A,) into the models improved the
prediction of performance at A; for 14 of the 15 cognitive tasks, for behavioral and motor per-
formance and TFC. Larger numbers of CAG repeats were associated with a poorer FAS and IS
scale scores and poorer motor performance, but better behavioral performance. Women out-
performed men in 7 of the 15 cognitive tasks. Sex had no effect on motor and functional perfor-
mances, whereas behavioral performance was better in women than in men. Higher education
levels were associated with better performance at A; for all components of the HVLT.

The regression coefficients presented in Table 2 are those used in the predictive models. For
example, the performance at A; in letter Fluency 1’ is given by the following formula:

10.27 4+ 0.66 x performanceat A, + 0.84 X retest =~ woman

performance at A, =
10.27 + 0.66 x performance at A, 4+ 0.84 X retest — 2.55 man

The equations associated with the predictive models for each task are detailed in S1 Table.
Moreover, S2 Table gives additional parameters for calculation of the 95% PL

External validation on the RIL-HD cohort

For each task, we determined the predictive value of models by calculating the ICC and R? (Fig
3). Performance in the RIL-HD trial was well predicted for 14 of 20 tasks by the models devel-
oped with data for the MIG-HD cohort (R? > 0.5 and ICC > 0.6).

Discussion

The design of clinical trials for neurodegenerative diseases could be improved by methodologi-
cal approaches based on our knowledge of the patient’s cognitive performances. However, cog-
nitive knowledge is obtained mostly through longitudinal follow-up in observational studies,
which may not include variability factors inherent to clinical trials. The retest effect may
impede observations of cognitive decline in patients with Huntington’s disease. We therefore
assessed its impact in two long-term clinical trials in HD patients, with a short interval between
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Fig 1. Impact of the retest effect in the MIG-HD cohort. SDMT: Symbol Digit Modalities Test; Stroop C, W
and C/W: Stroop color, word and color/word interference; MDRS: Mattis Dementia Rating Scale; TMT A, B:
Trail-Making Test A and B; TFC: Total Functional Capacity; IS: Independence Scale; FAS: Functional
Assessment Scale. The red curve represents the baseline (reference score A,) and the blue curve shows the
mean relative score one month later (A,). The portion of the blue curve beyond the red curve indicates
performance improvement between A; and A,. Paired t-tests, significance: * P<0.05, ** P<0.01, ***
P<0.001.

doi:10.1371/journal.pone.0145842.g001

the first and second assessments (MIG-HD, RILH-HD). We first determined whether there
was a detectable retest effect between the first two assessments (A; and A,), and then evaluated
the impact of this effect one year later (A3). We found that replacing A; with A, as the baseline
unmasked a decline that would not otherwise have been detected. Indeed, the comparison
between A, and A; showed declines that were not apparent in the comparison between A; and
Aj. We also modeled patient performance and showed how the inclusion of the retest effect in
patient performance models would improve trial design.

At one year, decline was observed in a few cognitive tasks (SDMT, MDRS and the HVLT
immediate recall), the motor task and all functional tasks. However, consistent with previous
findings [2], there was a pronounced retest effect in cognitive tasks (letter fluency, SDMT,
Stroop color and color/word interference, TMT A and 2- and 3-figure cancellation tasks), but
no such effect in motor and functional assessments. This retest effect may hamper the objective
detection of cognitive decline, with a major impact in tasks with a high cognitive demand,
obscuring performance decline over a one-year period [22]. Neutralization of the retest effect is
particularly important in clinical trials, because some patients may already have been exposed
to testing whereas others have not, adding background noise to the overall performance data.
Assuming that the retest effect is maximal at the second assessment, the use of this assessment
as the baseline can decrease the impact of the retest effect on subsequent assessments. By dis-
carding performances at A; and using the performance measured at A, as the baseline, we
unmasked a decline in six tasks (Stroop color and color/word interference, recognition part of
HVLT, TMT A and 2- and 3-figure cancellation), demonstrating the efficacy of this strategy
for small samples. However, the improvement in behavioral performance [23], contrasting

PLOS ONE | DOI:10.1371/journal.pone.0145842 December 29, 2015 6/13
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Fig 2. Observed performance at one year (As), with A, or A, used as the baseline, in the MIG-HD
cohort. SDMT: Symbol Digit Modalities Test; Stroop C, W and C/W: Stroop color, word and color/word
interference; MDRS: Mattis Dementia Rating Scale; TMT A, B: Trail-Making Test A and B; TFC: Total
Functional Capacity; IS: Independence Scale; FAS: Functional Assessment Scale. The red curve represents
the baseline (reference score). The blue (or green) curve corresponds to the mean relative score one year
later (As), with A4 (or Az for the green curve) used as the baseline. A green curve within the blue curve
indicates that the decline was easier to detect if A, was used as the baseline, rather than A,. Paired t-tests,
significance: * P<0.05, ** P<0.01, *** P<0.001.

doi:10.1371/journal.pone.0145842.g002

with the decline in other task performances, may reflect the patients” hopes and expectations of
treatment.

The HVLT constitutes a specific case: we alternated parallel forms because of the strength of
item recall in declarative memory tasks [24]. However, alternation was not used for other tasks,
because parallel forms are of no interest for procedural tasks or tasks with a strong motor out-
put (SDMT, TMT A and verbal fluency tasks) [25]. The use of parallel forms should also be
limited because of their low intrasubject equivalence, potentially introducing noise into longi-
tudinal performance analyses. Furthermore, the ceiling effect observed in patients with high
scores in the HVLT, MDRS and TMT tasks limits the utility of neutralizing the retest effect.

However, the retest effect depends not only on the nature of the task, but also on the popula-
tion assessed [26]. Indeed, Cooper et al. [27], [28] demonstrated the existence of a retest effect
in categorical fluency assessment in healthy participants but not in patients with Alzheimer’s
disease or mild cognitive impairments. Likewise, we found no retest effect for this task in HD
patients.

In addition to masking decline, the retest effect may provide information about disease pro-
gression [7]. This suggests that combining a strategy based on the individual performance of
patients and the nature of the tasks may be useful. Indeed, the modeling of patient performance
at one year for each task showed that AA,-A; performance, even in the absence of a significant
retest effect, accurately predicted performance for most cognitive tasks in HD and for motor
and behavior tasks and TFC. AA,-A, performance appears to be more frequently selected by
stepwise algorithms than sociodemographic and genetic variables. We also arbitrated between
parameters to strengthen our models. For example, both the number of CAG repeats and age

PLOS ONE | DOI:10.1371/journal.pone.0145842 December 29, 2015 7/13
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Fig 3. External validation of models in the RIL-HD cohort, based on R.Z and ICC. SDMT: Symbol Digit
Modalities Test; Stroop C, W and C/W: Stroop color, word and color/word interference; MDRS: Mattis
Dementia Rating Scale; TMT A, B: Trail-Making Test A and B; HVLT: Hopkins Verbal Learning Task; TFC:
Total Functional Capacity; IS: Independence Scale; FAS: Functional Assessment Scale. N: number of
patients in the RIL-HD cohort for whom all the data required for the predictive model were available. R,
coefficient of determination for external validation. ICC: intraclass correlation coefficient. 95% Cl: 95%
confidence interval. a: R, = -0.7. The red line represents the limit for a high-quality model (R.? > 50% of the
observed variance explained by the model).

doi:10.1371/journal.pone.0145842.9003

at onset are eligible variables [29], but they are correlated [30-32], so only one of these factors
should be included in the model [33]. We decided to include the number of CAG repeats, as
age at onset is subject to some degree of subjectivity. Likewise, rather than using the perfor-
mance in one task to explain performance in another task (e.g. using motor score to explain
TFC [34]), we limited the set of eligible variables to demographic variables. Finally, we did not
include handedness in our models, because 90% of the patients were right-handed.

This approach made it possible to include a larger number of covariates in our models than
in those of previous studies and to prioritize them through the selection algorithm. For exam-
ple, the number of CAG repeats has been reported to affect general verbal and spatial abilities
[35], whereas our stepwise selection suggested that it was predictive of performance in the
3-figure cancellation task, which has a spatial nonverbal component. Indeed, the number of
CAG repeats was found to have less impact than the sex of the patient in verbal tasks (letter
and categorical fluencies) and sex was not included in the model described in the previous
study. Furthermore, dichotomization of the number of CAG repeats variable (small and large
numbers of repeats) may have resulted in greater importance being assigned to this variable
than in models, such as ours, in which the number of CAG repeats was treated as a continuous
variable. Like Ruocco [36], Kieburtz [37] and Feigin et al. [38], we showed that the number of
CAG repeats improved in the prediction of motor performance, but not TFC. Finally, higher
education levels were associated with a better performance, for all HVLT components.

The small number of patients enrolled in the MIG-HD study is a potential limitation in the
search for predictive factors for future studies. However, external validation on the RIL-HD
cohort, through calculation of the intraclass correlation coefficient and the determination coef-
ficient (R?), demonstrated the reproducibility and robustness of our models, regardless of the
differences between the two trials. Indeed, patients in the MIG-HD trial were not randomized
until one year (A;), whereas those in the RIL-HD study were randomized at the second assess-
ment (A,). Consequently, the patients in the MIG-HD study approached the intervention with
greater hope, whereas those in the placebo group of the RIL-HD study may have been aware of
alack of improvement during the follow-up period. This difference may account for the poor
prediction of behavioral performance in the RIL-HD study (R? < 0). By contrast, the difference
in time interval between A and A, in the two studies had no impact on prediction quality,
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further demonstrating the validity of the models. The models were constructed with data from
patients with relatively mild disease. They may, therefore, not be applicable to patients with
more advanced HD. Indeed, retest effects would be expected to be smaller in patients with
more severe disease.

Our findings indicate that the retest effect is a limitation in clinical trials, but that both its
neutralization, through the use of a second assessment as a baseline, and its integration into
task modeling would be beneficial in future trials. For example, our predictive models may
facilitate the identification of rapid decliners [39], defined as individuals whose observed per-
formance is worse than predicted. Indeed, in longitudinal clinical trials, treatment effects could
be masked in such patients, as already shown for Alzheimer’s disease [40]. The identification of
such patients is helpful for trial design, in two ways. First, the exclusion of such patients would
probably decrease intersubject variability, making it possible to decrease sample size. Second,
rapid decliners could be uniformly allocated to the different arms of the study by stratified ran-
domization, to ensure the constitution of comparable groups, in terms of both baseline data
and disease progression.

Our findings suggest that the retest effect is detrimental, if uncontrolled, in clinical trials for
neurodegenerative diseases, such as Huntington’s disease. We show here that if two assess-
ments are performed a short time apart, use of the second assessment as the baseline increases
the chances of detecting an effect of treatment, if there is one. In addition, including the retest
effect in models renders the resulting models more predictive, making it possible to refine the
design of future trials. This constitutes a great stride forward in cognitive assessments in clini-
cal trials.
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S1 Table. Predictive model for each task.
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each task.
(DOCX)
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mance at A;, for each task.
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S1 Table. Predictive model for each task

Task

Model

Letter Fluency
1

Women: 10.27 + 0.66 X score at A; + 0.84 X retest
Men: 10.27 + 0.66 X score at A; + 0.84 X retest — 2.55

Categorical Women: 6.55 + 0.57 X score at A; + 0.55 X retest
Fluency 1’ Men: 6.55 + 0.57 X score at A; + 0.55 X retest — 1.82
Women: —0.84 + 0.98 X score at A; + 0.33 X retest
SDMT
Men: —0.84 + 0.98 X score at A; + 0.33 X retest — 1.93
Stroop W 1.56 + 0.93 X score at A; + 1.04 X retest
Women: 3.03 + 1.01 X score at A; + 0.43 X retest
Stroop C
Men: 3.03 + 1.01 X score at A; + 0.43 X retest — 8.43
Women: 2.07 + 0.97 X score at A; + 0.65 X retest
Stroop C/W
Men: 2.07 4+ 0.97 X score at A; + 0.65 X retest — 3.65
Women and motor first symptom: 6.08 + 0.53 X score at A; + 0.27 X retest + 0.26 X education level
Women and cognitive first symptom: 6.08 + 0.53 X score at A; + 0.27 X retest + 0.26 X education level — 2.08
HVLT Women and psychiatric first symptom: 6.08 4+ 0.53 X score at A; + 0.27 X retest + 0.26 X education level 4+ 0.45
| d . Men and motor first symptom: 6.08 + 0.53 X score at A; + 0.27 X retest — 2.01 + 0.26 X education level
mmediate
" Men and cognitive first symptom: 6.08 + 0.53 X score at A; + 0.27 X retest — 2.01 + 0.26 X education level —
recal

2.08
Men and psychiatric first symptom: 6.08 + 0.53 X score at A; + 0.27 X retest — 2.01 4+ 0.26 X education level +
0.45

HVLT: delayed

recall

—0.51 4+ 0.55 X score at A; + 0.23 X education level

:::/o:-lr—lition —1.35 4 0.87 X score at A; + 0.52 X retest + 0.19 X education level
Women, motor first symptom and maternal inheritance: 20.29 + 0.89 X score at 4; + 0.64 X retest — 0.10 X
age at A; — 0.39 X time since onset
Women, motor first symptom and paternal inheritance: 0.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X
age at A; — 1.12 — 0.39 X time since onset
Women, cognitive first symptom and maternal inheritance: 20.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X
age at A; — 0.39 X time since onset + 0.18
Women, cognitive first symptom and paternal inheritance: 0.29 4+ 0.89 X score at A; + 0.64 X retest — 0.10 X
age at A; — 1.12 — 0.39 X time since onset + 0.18
MDRS Women, psychiatric first symptom and maternal inheritance: 20.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X

age at A; — 0.39 X time since onset + 1.97

Women, psychiatric first symptom and paternal inheritance: 0.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X
age at A; — 1.12 — 0.39 X time since onset + 1.97

Men, motor first symptom and maternal inheritance: 20.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X

age at A, — 2.81 — 0.39 X time since onset

Men, motor first symptom and paternal inheritance: 0.29 + 0.89 X score at A; + 0.64 X retest — 0.10 x age at A; —
2.81 —1.12 — 0.39 X time since onset

Men, cognitive first symptom and maternal inheritance: 20.29 + 0.89 X score at 4; + 0.64 X retest — 0.10 X

age at A; — 2.81 — 0.39 X time since onset + 0.18




Men, cognitive first symptom and paternal inheritance: 0.29 + 0.89 X score at A, + 0.64 X retest — 0.10 X
age at A; —2.81 — 1.12 — 0.39 X time since onset + 0.18

Men, psychiatric first symptom and maternal inheritance: 20.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X
age at A; — 2.81 — 0.39 X time since onset + 1.97

Men, psychiatric first symptom and paternal inheritance: 0.29 + 0.89 X score at A; + 0.64 X retest — 0.10 X

age at A; — 2.81 — 1.12 — 0.39 X time since onset + 1.97

1-figure
. 1.51 + 0.89 X score at A; + 0.57 X retest
cancellation
2-figure
. 0.24 + 0.93 X score at A; + 0.50 X retest

cancellation

3-figure Maternal inheritance: 7.28 + 0.83 x score at A; + 0.55 X retest + 0.11 X age of parent at onset

cancellation Paternal inheritance: 7.28 + 0.83 x score at A; + 0.55 X retest — 1.96 4+ 0.11 X age of parent at onset

TMT Atime 13.11 4 0.90 X score at A; + 0.59 X retest

TMT B time 28.68 4+ 0.94 X score at A; + 0.86 X retest — 0.98 X age at A; + 0.63 X age of parent at onset
Women: 40.26 4+ 0.31 X score at A; + 0.52 X retest — 0.92 X education level — 0.68 X CAG + 1.36 X

. time since onset

Behavior
Men: 40.26 + 0.31 X score at A; + 0.52 X retest + 2.91 — 0.92 X education level — 0.68 X CAG + 1.36 X
time since onset
Maternal inheritance:

M —32.91 + 0.81 X score at A; + 0.68 X retest + 0.52 X age at A; — 0.23 X age of parent at onset + 0.63 X CAG

otor

Paternal inheritance: —32.91 4+ 0.81 X score at A; + 0.68 X retest + 0.52 X age at A; + 4.40 — 0.23 X
age of parent at onset + 0.63 X CAG

FAS 0.42 + 0.65 X score at A; + 0.03 X age at A; + 0.18 x CAG

IS 70.41 + 0.63 X score at A; — 0.22 X age at A; — 0.66 X CAG

TFC Maternal inheritance: —0.55 + 0.98 X score at A; + 1.50 X retest — 0.003 X age at A;

Paternal inheritance: —0.55 + 0.98 X score at A; + 1.50 X retest — 0.003 X age at A; + 0.35

SDMT: Symbol Digit Modalities Test; Stroop C, W and C/W: Stroop color, word and color/word

interference; HVLT: Hopkins Verbal Learning Task; MDRS: Mattis Dementia Rating Scale; TMT A,

B: Trail-Making Test A and B; FAS: Functional Assessment Scale; IS: Independence Scale; TFC:

Total Functional Capacity.



S2 Table. M matrix for calculating the 95% prediction interval for performance at Az for each task

Age of First symptom
Score Retest Age Education Time since
k 7 Intercept Sex Inheritance parent CAG
at Ay (AA-AY) at Ay level onset Cognitive  Psychiatric
I at onset
Letter fluency 1’ 7.786
Intercept 0.25358
Score at A; -0.00754  0.00031
Retest (AAy-Ay) -0.00214  -0.00001  0.00054
Sex -0.04983  -0.00074  0.00123 0.10401
Categorical fluency 1’ 2.915
Intercept 0.45934
Score at A; -0.02805  0.00199
Retest (AA,-A;) -0.01490  0.00094 0.00256
Sex -0.07094  0.00059 0.00048 0.10115
SDMT 3.835
Intercept 0.32575
Score at A; -0.00969  0.00037
Retest (AA,-A;) -0.00438  0.00003 0.00161




Sex -0.06106 -0.00018 0.00138 0.10083
Stroop C 11.84
Intercept 0.60485
Score at A; -0.00796 0.00012
Retest (AA,-A;) -0.00453  0.00006 0.00034
Sex -0.08288  0.00030 0.00005 0.10035
Stroop W 8.146
Intercept 0.51270
Score at A, -0.00985 0.00040
Retest (AA2-Ay) -0.00465 0.00008 0.00048
Stroop C/W 5.372
Intercept 0.3831
Score at A -0.01078 0.00037
Retest (AA-Ay) -0.00458  0.00010 0.00071
Age at A;
Sex -0.08905 0.00085 0.00091 0.10216
HVLT: immediate recall 3.183
Intercept 0.93121
Score at A; -0.02234 0.00108




Retest (AA,-Ay) -0.01596 0.00048 0.00139
Sex -0.13675  0.00340 0.00047 0.12118
Education level -0.02796  -0.00018  0.00045 -0.00074  0.00271
First Cognitive -0.00787  0.00011  -0.00262 0.01535  -0.00428 0.18405
symptom Psychiatric 0.03215 -0.00163 -0.00271 -0.01555  -0.00299 0.05352 0.14796
HVLT: delayed recall 1.783
Intercept 0.43801
Score at A -0.01399  0.00297
Education level -0.02571 -0.00055 0.00240
HVLT: recognition 1.144
Intercept 1.94602
Score at A -0.15123 0.01467
Retest (AA,-A1) -0.07514 0.00614 0.01207
Education level -0.02551  -0.00037 0.00066 0.00238
MDRS 3.463
Intercept 14.67372
Score at A; -0.10020 0.00074
Retest (AA-Ay) -0.06547  0.00044 0.00169
Age at A; -0.01846  0.000004  0.00006 0.00040




Sex -0.31087 0.00213 0.00351 -0.00122 0.12977
Inheritance -0.14897  0.000002 0.00121 0.00183 -0.01876 0.12425
Time since onset -0.05450  0.00021 0.00045 0.00005  0.00300 -0.00021 0.00502
First Cognitive -0.09605  0.00067  -0.00613  -0.00043  -0.00234 -0.01223 -0.00303 0.22221
symptom Psychiatric -0.05031  -0.00016  -0.00145  0.00076  -0.02013 0.01822 -0.00180 0.05246 0.14541
1-figure cancellation 2.786
Intercept 0.30624
Score at A -0.01580  0.00090
Retest (AA2-Ay) -0.01158 0.00053 0.00249
2-figure cancellation 2.958
Intercept 0.27298
Score at A -0.01401 0.00080
Retest (AA-Ay) -0.00707  0.00028 0.00310
3-figure cancellation 3.120
Intercept 0.77306
Score at A, -0.01394 0.00134
Retest (AA,-Ay) -0.02077 0.00112 0.00413
Inheritance -0.09728 0.00040 0.00459 0.14470
Age of parent at onset -0.01095  -0.00015  -0.00011 -0.00008 0.00032




TMT A time 23.42
Intercept 0.21318
Score at A; -0.00272 0.00004
Retest (AA,-A;) -0.00115  0.00002 0.00006
TMT B time 22.85
Intercept 0.96053
Score at A -0.00072  0.00001
Retest (AA2-Ay) -0.00058  0.000002  0.00003
Age at Ay -0.01293 -0.00002 -0.00001 0.00059
Age of parent at onset -0.00681 0.00001 0.00001 -0.00024 0.00038
Motor 7.213
Intercept 13.46612
Score at A 0.01174 0.00020
Retest (AA-Ay) 0.01188 0.00004 0.00082
Age at Ay -0.09857 -0.00013 -0.00014 0.00116
Inheritance -0.19550 -0.00049 -0.00097 0.00305 0.13709
Age of parent at onset 0.00156 0.00003 -0.00004  -0.00029 -0.00120 0.00039
CAG -0.20942  -0.00028  -0.00012  0.00139 0.00103 -0.00013  0.00358
FAS 1.245




Intercept 19.08516
Score at A; -0.25961 0.01232
Age at A -0.08986  -0.00046 0.00095
CAG -0.18331  -0.00107 0.00136 0.00339
IS 6.870
Intercept 16.94631
Score at A; -0.05219  0.00054
Age at A; -0.07895  -0.00003 0.00074
Number of CAG repeats -0.19390 0.00009 0.00109 0.00307
TFC 1.023
Intercept 4.52855
Score at A -0.34639 0.03321
Retest (AA-Ay) -0.27989  0.03539 0.15364
Age at A; -0.00975  -0.00085  -0.00287  0.00043
Inheritance -0.17175 0.00392 0.01383 0.00131 0.11296




S1 Text. Statistical explanation for the calculation of the 95% prediction interval

(95%P1) for performance at As, for each task

Let P be the predicted performance of the patient at As. The 95%PI is given by the following

formula:

Pt t, a, X j < zleXlel>

Where ¢, _a af is the student quantile of order 1 — % = 0.975 and df is the number of degrees
>

of freedom, defined by df=n-p-1, where n and p are the number of subjects and variables in

the model, respectively. It can be approximated by t, _« ,. = 2; & is the residual variance of

P
the predicted model; k and | are the predictive factors for each task, from the following list:
intercept, score at Ay, retest (A4,-A1), age at A, sex, education level, inheritance, age of
parent at onset of disease, number of CAG repeats, time since onset and first symptom; M is a
matrix defined for each task in Supplementary Table 2. X isan observed characteristic of a
future patient such that:

®  Xintercept=1;

o If the variable k is quantitative, X,=value of variable;

e Xsx=1ifaman, 0ifawoman;

o Xinneritance=1 If paternal inheritance, O if maternal inheritance;

®  Xiirst symptom = (Xcognitive » Xpsychiatric )=(0,0) if the first symptom was motor, (1,0) if it was

cognitive and (0,1) if it was psychiatric.



Discussion

Ce travail de these a été développé autour des essais de biothérapie dans la maladie
de Huntington, une maladie neurodégénérative rare, génétique, induisant une atrophie
du striatum. Plus particulierement, nous nous sommes intéressés au cas des greffes neu-
ronales dans le striatum des patients avec l'essai clinique MIG-HD. Les bénéfices de la
greffe, mesurés par des données longitudinales, sur les précédents essais cliniques, sont
hétérogenes, que ce soit entre les essais ou au sein d’'un méme essai clinique [18]. Cette
hétérogénéité est induite par le profil des patients (progression naturelle de la maladie,
troubles majeurs (moteurs, cognitifs, ...), la progression de la maladie au moment de la
greffe, ...) et/ou par la procédure de greffe elle-méme (technique employée, chirurgien,
...). Cette hétérogénéité, associée au faible nombre de patients inclus dans les essais, ne
permet pas de conclure quant a l'efficacité des greffes. Notre travail a consisté a mieux
comprendre cette hétérogénéité de l'effet du traitement pour optimiser les futurs essais

de greffe dans la maladie de Huntington. Il s’est effectué en deux parties :

e La premiere partie consistait a trouver des sous-groupes homogenes de patients
pour a réponse a la greffe. Nous y avons notamment développé une méthode de clustering
pour U'effet d'un traitement dans le cadre de données longitudinales (Schramm et al. [121]).
Nous l'avons ensuite appliquée aux données de l'essai clinique MIG-HD évaluant 'effet
des greffes neuronales dans la maladie de Huntington.

e La seconde partie consistait a discuter des améliorations que 1’on peut apporter aux
plans expérimentaux des futurs essais cliniques, en intégrant notamment des marqueurs
prédictifs de 'efficacité du traitement et/ou des marqueurs pronostiques de 1’évolution de
la maladie afin de réduire I'hétérogénéité des groupes de traitement. Nous y avons étudié
le polymorphisme COMT comme potentiel marqueur pronostique du déclin cognitif des
patients atteints de la maladie de Huntington (Schramm et al., soumis). Nous avons aussi
comparé la puissance de différents plans expérimentaux intégrant un marqueur prédictif.
De plus, nous avons évalué l'effet d’apprentissage (retest) des tests neuropsychologiques
mesurant les capacités cognitives, et montré comment une double évaluation a 'inclusion
dans un essai clinique permettait de s’affranchir de cet effet retest quand le critere de

jugement principal est le déclin cognitif (Schramm et al. [122]).
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Identification des sous-groupes de patients selon la réponse a un

traitement

La premiere étape du projet a été de proposer une nouvelle méthode de clustering
pour l'effet d’un traitement dans le cadre de données longitudinales. La progression de la
maladie est mesurée par un score quantitatif évoluant linéairement dans le temps. Nous
nous intéressons au cas ou l'initiation d’un traitement induit un changement de pente
dans l'évolution de ce score. Nous utilisons donc des données longitudinales pour les-
quelles nous avons une pente pré-traitement et une pente post-traitement, comme c’est le
cas dans l'essai clinique MIG-HD. Les méthodes de clustering paramétriques et non para-
métriques déja développées dans le but de définir des trajectoires homogenes d’individus
ne s’appliquent pas a notre question [35, 123, 34, 124]. En effet, nous cherchons a
regrouper les patients ayant des changements de pentes similaires plutét que
des pentes similaires. Ainsi les pentes pré- et post-traitement permettent de modéliser
le changement de pente et donc de définir des sous-groupes de patients, mais cela ne se
traduit pas nécessairement par des pentes pré- et/ou post-traitement homogenes pour
chaque sous-groupe.

Nous avons donc développé une nouvelle méthode réduisant 'information des données
longitudinales en une donnée transversale sur laquelle nous pouvions utiliser les méthodes
de clustering classiques. Notre méthode comprend deux étapes. Dans la premiere, nous
utilisons un modele mixte linéaire par morceaux (avec deux pentes) pour modéliser 1’en-
semble des données. Ce modele est construit a partir de trois parametres : (i) le score
du patient a l'initiation du traitement, (ii) la pente pré-traitement et (iii) la différence
de pente pré- et post-traitement. Chaque parametre est représenté par un effet moyen
de tous les patients (effet fixe) auquel s’ajoute l'effet propre a chaque patient (effet aléa-
toire). Les effets aléatoires sont des données quantitatives correspondant a la position de
chaque patient par rapport aux effets moyens et décrivant ['hétérogénéité inter-patients.
Pour chaque patient, nous obtenons donc trois données quantitatives issues des effets
aléatoires, chacune correspondant a un parametre du modele. Dans la seconde, nous utili-
sons ces données quantitatives issues des effets aléatoires pour réaliser le clustering. Nous
nous intéressons en particulier a 'effet aléatoire associé a la différence de pente pré- et
post-traitement car ce parametre représente une mesure de 'effet du traitement. Ces deux
étapes constituent la méthode, que nous avons nommée CLEB ( Clustering for Longitudi-
nal data with Ezxtended Baseline).

Afin d’évaluer notre méthode, nous avons simulé plusieurs scénarios de données et
calculé le pourcentage de patients bien classés par la méthode CLEB. Cette étude de
simulation montre que notre algorithme est robuste face a la variabilité intra-patient, la

variabilité inter-patients en terme d’évolution ainsi que la variabilité des temps de me-
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sures. Nous avons conclu que l'algorithme CLEB (Schramm et al. [121]) a de meilleures
performances lorsque la seconde étape utilise ’algorithme de clustering paramétrique basé
sur un modele de mélange gaussien ou ’algorithme des K-moyennes avec la distance eu-
clidienne. Nous avons testé la robustesse de notre méthode en 'appliquant sur des petits
échantillons. Les résultats sont robustes y compris lorsque les groupes sont déséquilibrés

avec un faible pourcentage de patients répondeurs.

L’identification de profils de réponse a un traitement est un probleme récurrent en mé-
decine qui a déja été évoqué dans le cadre de données longitudinales. Ce fut par exemple la
cas pour l'analyse des réponses a l'olanzapine et au divalproex chez des patients atteints de
troubles bipolaires [125] ou encore I'analyse des réponses a un placebo [126]. La méthode
utilisée consistait a réduire 'espace des données longitudinales en des données transver-
sales pour chaque individu afin d’y appliquer I'algorithme classique des K-moyennes [33].
La réduction de I'espace se fait en modélisant les données de chaque individu (par exemple
avec des régressions linéaires ou des splines). Les coefficients de régression associés sont
ensuite utilisés dans 'algorithme de clustering. Plus il y a de mesures par individu, et
plus les fonctions modélisant les trajectoires sont précises, augmentant le nombre de pa-
rametres de régression qu’il est possible d’utiliser dans le clustering. L’avantage de cette
méthode réside dans le fait qu’elle peut étre associée a beaucoup de modeles, comme par
exemple les transformations de Fourier pour modéliser des données cycliques telles que
les données de météo ou des données issues d’'IRM fonctionnel [127]. Cependant, bien que
cette méthode soit robuste lorsqu’il y a beaucoup de données par individu et peu de varia-
bilité, nous avons montré que notre méthode CLEB produisait de meilleures performances
en particulier lorsque la variabilité intra-patient était élevée. Nous avons aussi choisi de
comparer notre méthode de clustering a la méthode paramétrique basée sur le principe
des classes latentes [35]. Cette méthode n’a pas été utilisée dans la recherche de profil de
réponse a un traitement mais dans la recherche de profils de déclin cognitifs [128]. Elle
integre la variable catégorielle non observable « sous-groupes » (classes latentes) dans un
modele mixte et estime conjointement les parametres du modele et la probabilité d’ap-
partenir a chaque classe, pour tous les individus. Nous I’avons paramétrée avec le méme
modele linéaire a deux pentes que celui utilisé dans notre méthode CLEB gréace au package
R lcmm. Notre étude de simulations a montré qu'une augmentation de 1’hétérogénéité de
la pente pré-traitement réduisait le pourcentage de patients bien classés par cette mé-
thode. Nous avons aussi comparé nos résultats a la méthode non paramétrique KML [34]
grace au package R kml. Notre étude de simulations a montré quune augmentation de
I’hétérogénéité de la pente pré-traitement et du score a l'initiation du traitement rédui-
saient le pourcentage de patients bien classés par cette méthode. Cette méthode n’a pu
étre appliquée que pour les scénarios ou les délais inter-mesures étaient identiques pour

chaque individu. Or si cela correspond au plan expérimental d’un essai clinique standard,
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cela ne correspond pas, ni a la réalité de 'essai MIG-HD, pour lequel des visites ont été
décalées, ni a la réalité des études observationnelles.

Les sous-groupes de patients selon la réponse a un traitement peuvent étre définis
en associant les données relatives a I’évolution de la maladie et les caractéristiques des
patients dans I'algorithme de clustering [129]. Nous avons choisi de ne pas intégrer des
données autres que celles issues de 1’évolution de la maladie car nous souhaitions dif-
férencier des profils de réponse au traitement indépendamment des caractéristiques des
patients d’autant plus que nous n’avions, par parti pris, aucun a priori sur les variables

influencant la réponse au traitement.

Nous avons appliqué notre méthode sur les données de I’étude MIG-HD en utilisant le
score moteur de 'UHDRS, critére principal de I’étude mesurant les performances motrices
des patients. En utilisant notre méthode CLEB avec une seconde étape paramétrique
(modele de mélange gaussien), nous ne mettons pas en évidence des patients répondeurs a
la greffe. Cependant utiliser les criteres multivariés permettent de mettre en évidence deux
groupes de patients différents quant a la gravité de la maladie au moment de l'initiation du
traitement. En utilisant notre méthode CLEB avec une seconde étape non paramétrique
(algorithme des K-moyennes), nous pouvons construire artificiellement des sous-groupes.
Ceux-ci concordent avec les sous-groupes obtenus en comparant les pentes d’évolution
des patients greffés a des patients non greffés issus de la cohorte frangaise RHLF. Le taux
de concordance est de 76% si on tient compte des cas intermédiaires et de 85% si on
n’en tient pas compte. Nous montrons donc qu’avec notre méthode CLEB nous pouvons
aboutir a des résultats similaires sans utiliser une autre cohorte de patients. En effet, il n’y
a pas toujours des cohortes de patients disponibles pour comparer I’évolution des patients
traités en essais cliniques a I’évolution des patients sans traitement.

Dans le cas spécifique de I'étude MIG-HD, nous avons choisi d’identifier les sous-
groupes de patients en se basant sur I’évolution du score clinique moteur. Nous aurions
pu utiliser des méthodes de clustering sur les données du métabolisme striatal obtenu par
TEP, comme cela a déja été fait en oncologie [130]. Cependant, il s’agit d’une mesure
disponible trois fois au cours du temps dans 1’étude MIG-HD, ce qui ne permet pas de

prendre en compte toute 1’évolution du patient pré- et post-traitement.

Notre méthode s’inscrit dans une approche exploratoire qui permet d’identifier un sous-
groupe de patients répondant le mieux a un traitement et ainsi définir un ou plusieurs
marqueur(s) prédictif(s) de lefficacité du traitement. Cependant, augmenter le nombre
de marqueurs prédictifs possibles augmente le risque de premiere espece a, ce qui signifie
quun marqueur d’efficacité du traitement peut étre dii au hasard. Nous recommandons
alors, comme pour toute approche exploratoire, de la faire suivre par une étude confir-

matoire ou de répliquer les résultats sur une autre cohorte. Au sein méme de ’algorithme
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CLEB, I'utilisation de plusieurs stratégies peut aider a valider les sous-groupes quand elles
convergent toutes vers le méme résultat. Lorsque les différentes stratégies aboutissent a
des résultats discordants, I’étude de simulations permet de générer des hypotheses sur les
données et donc de choisir la meilleure stratégie. Comme nous ’avons fait dans I'article
pour les données réelles, il est possible de répliquer I'algorithme sur des sous-échantillons

de données afin de tester la robustesse des résultats.

Amélioration des plans expérimentaux dans les essais cliniques

La seconde étape du projet a été de proposer des pistes pour 'amélioration des fu-
turs essais cliniques de biothérapie dans la maladie de Huntington, en y introduisant les
connaissances acquises dans les études antérieures, en particulier lorsqu’on s’intéresse a
un critere cognitif. Nous avons considéré trois axes.

Premiérement, nous avons montré que le polymorphisme Val'®*Met sur le gétne COMT
était un marqueur pronostique du déclin cognitif chez les patients Huntington. Nous
discutons ici comment ce résultat doit étre confirmé et ce qu’il apporterait a la fois dans
le soin courant des patients et dans la mise en place des futurs essais cliniques.

Deuxiemement, dans I’éventualité ot un marqueur prédictif du traitement serait iden-
tifié, nous avons comparé les plans expérimentaux stratégiques intégrant un marqueur
prédictif de I'efficacité du traitement. Nous discutons ici des précautions a prendre avant
d’utiliser ces plans expérimentaux dans le cas de petits effectifs.

Troisiemement, nous avons montré que l'effet retest (amélioration des performances
a la seconde évaluation) ne permettait pas de mesurer le déclin cognitif des patients en
un an lorsqu’il n’y avait pas de mesure intermédiaire. Nous discutons ici de la nécessité

d’utiliser une double évaluation a l'inclusion pour éviter 'effet retest.

Prise en compte des marqueurs pronostiques

Comprendre 'hétérogénéité de 1’évolution de la maladie permet de mieux prendre en
charge les patients, voire d’améliorer leur suivi thérapeutique. Dans le cas de la maladie
de Huntington, nous avons montré que les patients ne suivaient pas tous le méme déclin
cognitif selon le nombre de répétitions CAG et selon leur polymorphisme Val'*®Met sur
le gene COMT. En effet, nous montrons que les patients homozygotes Met/Met ont un
déclin cognitif plus rapide que les patients Val/Val. Sachant que la COMT joue un role
dans la régulation de la dopamine, ces analyses ont permis d’émettre une hypothese sur
I'impact de la dopamine dans les capacités cognitives des patients atteints de la maladie
de Huntington. De cela a émergé une proposition de prise en charge thérapeutique par
neuroleptiques pour les patients Val/Val en début de maladie et par dopamine pour les
patients Met/Met en fin de maladie.
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Le role de la dopamine dans le cerveau et notamment dans la maladie de Huntington
n’est pas encore clairement défini. Les connaissances actuelles semblent s’accorder sur
un impact de la dopamine sur les fonctions cognitives des individus. En effet le polymor-
phisme Val'®*Met du géne COMT a un impact sur I'activité de la dopamine dans le cortex
préfrontal, une zone associée aux fonction cognitives supérieures (par exemple le langage,
la mémoire de travail, le raisonnement, les fonctions exécutives) [103]. Ainsi, il n’est pas

surprenant de voir un impact de ce polymorphisme sur le déclin cognitif des patients.

Les recherches de marqueurs pronostiques sont fréquentes mais souvent biaisées, d’ou
I'importance de valider les résultats que nous avons obtenus dans d’autres cohortes de
patients Huntington dans des études prospectives. Ces études prospectives doivent étre
encadrées par des échelles d’évaluation de la qualité des études comme c’est déja le cas en
cancérologie. On peut citer en exemple les criteres REMARK (REporting recommanda-
tions for tumour MARKer prognostic studies) pour les études tumorales [131]. La premiere
étude a utiliser une validation prospective d’'un marqueur pronostique a été réalisée dans
le cadre du cancer du sein ou le marqueur pronostique (score omique) visait a détermi-
ner si la chimiothérapie était nécessaire [132]. Lorsqu'un marqueur est défini pronostique,
il doit montrer une utilité clinique et/ou la faisabilité de sa mesure pour justifier son
utilisation [133] en soin courant et/ou dans les essais cliniques.

Par exemple, notre hypothese, selon laquelle le polymorphisme Val'*¥Met sur le géne
COMT constitue un marqueur pronostique permettant d’ajuster le traitement, doit étre
validée par un essai clinique randomisé ou la procédure de mesure du marqueur pro-
nostique est spécifiée dans le protocole [96]. L’essai clinique comparera un groupe ou le
marqueur pronostique est utilisé pour guider le choix du traitement et un groupe ou il

n’est pas utilisé.

En plus d’étre utilisé dans le soin courant, le marqueur pronostique peut intervenir a
quatre niveaux de la conception d’un essai clinique [134, 135].

Tout d’abord, il peut étre utilisé dans la sélection des patients comme critere d’inclu-
sion et d’exclusion. Ainsi par 'augmentation de 'homogénéité des patients inclus dans
I’étude, on peut diminuer la variabilité observée. Dans le cas d’un essai a petit effectif,
il s’agit d’'un moyen d’augmenter la puissance sans augmenter le nombre de patients a
inclure.

Au moment de la randomisation, le marqueur pronostique peut devenir critere de stra-
tification. Toujours dans notre exemple du polymorphisme Val'*®Met sur le gétne COMT
dans la maladie de Huntington, cela permettrait d’homogénéiser les groupes de rando-
misation sur ce critere lorsqu’est étudié 'impact d’'un nouveau traitement sur le déclin
cognitif des patients. En effet, dans le cas de petits effectifs, la stratification permet d’évi-

ter des déséquilibres sur les facteurs pronostiques. Les conséquences d’une stratification
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seront une plus grande puissance statistique et une meilleure précision [136] ainsi qu'un
contréle du risque de premiére espece o [137].

Le marqueur pronostique peut aussi étre utilisé comme facteur d’ajustement. Méme
lorsque la randomisation a été stratifiée sur le marqueur pronostique, cet ajustement
permet de mesurer l'effet du traitement avec une meilleure précision [138, 139].

Enfin le marqueur pronostique peut intervenir dans le choix du traitement, comme
nous 'avons montré dans le cas du polymorphisme Val!*®Met sur le g¢gne COMT dans la

maladie de Huntington.

Prise en compte des marqueurs prédictifs

Comme pour les marqueurs pronostiques, les marqueurs prédictifs permettent d’amé-
liorer les soins et les essais cliniques. Cependant, beaucoup de biais entourent la découverte
des marqueurs prédictifs et les essais cliniques qui permettent de les valider doivent étre
encadrés par des lignes directrices. Nous avons fait une revue des différents plans expéri-
mentaux basés sur un marqueur prédictif et donné leurs limites dans le cas spécifiques de
petits échantillons suite a une étude de simulations.

Les marqueurs prédictifs améliorent les soins lorsqu’ils permettent de ne donner le
traitement qu’aux patients qui en auront un bénéfice. Pour cela, ils doivent étre validés
en essais cliniques. Il faut prouver que le marqueur est un « modificateur » de l'effet du
traitement. Il faut aussi montrer son utilité clinique via un plan expérimental stratégique
comparant la stratégie selon laquelle le traitement est donné en fonction du marqueur
et une stratégie standard [108, 109, 112]. Nous avons comparé les plans stratégiques en
terme de nombre de sujets nécessaires et montré que le plan stratégique inverse [111]
était le moins couteux en nombre de sujets. Nous avons quantifié I'impact de la valeur
pronostique du marqueur prédictif sur la puissance des études. Nous avons montré que cela
ne nuisait pas a la puissance en cas de grands effectifs. Mais, dans le cas de petits effectifs,
la puissance pouvait étre diminuée, de facon non monotone selon la valeur pronostique
du marqueur. Enfin, nous avons montré qu’utiliser ces plans expérimentaux lorsque le
marqueur n’est pas prédictif de l'effet du traitement pouvait tout de méme conclure a
I'utilisation du marqueur dans le choix du traitement. Nous avons quantifié la probabilité
d’aboutir a la mauvaise conclusion selon la prévalence du marqueur et I’effet du traitement.
Nous concluons que pour choisir le plan optimal, il est nécessaire de tenir compte a la fois
des limites statistiques, des limites éthiques et bien siir de la question posée.

Les marqueurs prédictifs permettent d’améliorer les essais cliniques, soit en incluant
uniquement les patients avec un bénéfice potentiel du traitement, soit en choisissant le
traitement en fonction du marqueur. Dans les deux cas, cela permettra de mettre plus
facilement en évidence un effet bénéfique du traitement sur un sous-groupe pour lequel il

est réellement bénéfique que sur la population générale.
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Actuellement, les marqueurs prédictifs testés en essais cliniques et utilisés dans les
soins courants sont essentiellement développés en cancérologie. Il s’agit le plus souvent de
marqueurs génétiques présents dans les cellules tumorales, comme c’est le cas par exemple
avec le cancer du sein et le marqueur BluePrint® [140] ou le cancer colorectal avec le
marqueur K-RAS [141]. Mais les marqueurs prédictifs ne sont pas uniquement utilisés
en cancérologie. Par exemple, le marqueur IL28B (marqueur génétique génome général)
pour la réponse au traitement pegylated interferon combiné avec la ribavirin est utilisé
pour guider le traitement de I'hépatite C [142]. L’utilisation de tels marqueurs permet
de ne donner le traitement qu’aux patients qui en tireront un bénéfice. Ils permettent
aussi de mettre en évidence un traitement efficace dans un sous-groupe de patients la ou
Iessai clinique sur la population plus large ne permettait pas de mettre en évidence un
traitement partiellement efficace. Par exemple pour 1'utilisation du gefitinib dans le can-
cer du poumon, différentes études ont abouti a des résultats tres hétérogenes [143, 144].
Finalement des études incluant un marqueur prédictif EGFR ont montré 'efficacité du
traitement pour les patients présentant la mutation [145]. Les marqueurs ne sont pas
uniquement génétiques, mais peuvent étre par exemple issus de I'imagerie. C’est le cas
de I'électroencéphalographie (qui mesure l'activité électrique du cerveau) qui permet de
discriminer les patients répondeurs ou non répondeurs a la stimulation magnétique trans-
cranienne pour le traitement de la dépression [146]. De méme il existe une relation entre
le métabolisme cérébral mesuré par TEP et 'effet des antidepresseurs chez les patients

souffrants de dépression [147].

Dans le cas de I’étude MIG-HD, nous n’avons pas mis en évidence de marqueur prédic-
tif d’'un bénéfice de la greffe. Les plans stratégiques ne doivent étre utilisés que lorsqu’un
fort a priori existe sur la valeur prédictive d'un marqueur. Nous ne préconisons donc pas
de se tourner vers ces plans expérimentaux pour le prochain essai greffe dans la maladie

de Huntington.

Prise en compte du l’effet « retest » dans le suivi cognitif

Les troubles cognitifs sont rarement évalués en essais cliniques de par la difficulté de
montrer un déclin cognitif dans un suivi longitudinal, compte tenu des meilleures perfor-
mances des patients lors de la seconde passation, dues a la familiarisation des patients
avec le test (effet retest) [53]. Nous nous sommes donc intéressés & mettre en évidence cet
effet retest et comment il peut étre éviter et/ou utiliser dans les futurs essais cliniques.

Nous avons confirmé que dans le cadre d'un suivi longitudinal, a la seconde évalua-
tion, les patients ont de meilleures performances cognitives suite a la familiarisation avec
le test (Schramm et al. [122]). Ce retest n’apparait pas pour les tests moteur et fonc-

tionnels. Nous montrons qu’une double évaluation a l'inclusion dans le suivi permet de
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mieux observer le déclin cognitif du patient en utilisant la seconde évaluation comme ligne
de base. Nous avons montré que la mesure du retest, en plus d’autres variables, pouvait
prédire les performances des patients un an plus tard. Grace a un algorithme « pas a pas »
nous avons trouvé les meilleurs prédicteurs des performances a un an. Suivre des patients
en pré-traitement, pendant un an, comme c’est le cas dans l'essai MIG-HD permet de
rajouter des criteres d’exclusion supplémentaires et d’inclure des patients au déclin plus
homogene. Nos modeles de prédiction permettent de comparer pour chaque patient, ses
performances réelles a un an et ses performances théoriques calculées par le modele. Dans
le cas ou le patient est un déclineur rapide, il pourra étre exclu du protocole [148]. D’autre
part, la définition de déclineurs rapides ou déclineurs lents grace a ces modeles permettra
aussi de stratifier la randomisation des essais cliniques sur cette caractéristique. Enfin, on
pourrait imaginer que les performances théoriques a un an soient utilisées pour comparer

leffet d’'un traitement ou chaque patient serait son propre témoin.

Le petit échantillon ne permet pas d’estimer la performance a un an avec précision.
L’intervalle de confiance associé reste large. Cependant, nous avons utilisé le groupe pla-
cebo d’un autre essai clinique (RIL-HD) dont le plan expérimental sur la premiére année
de suivi était proche de celui de MIG-HD et nous avons montré que nos modeles étaient
reproductibles sur cette seconde cohorte, ce qui a permis de les valider. Cependant, il
existe un biais du fait que certains patients avaient déja été confrontés a ces tests avant
leur inclusion dans MIG-HD. De plus, au vu des résultats concernant le polymorphisme
Val'®8Met sur le géne COMT, nous pouvons émettre I’hypothése que ce marqueur pronos-
tique améliorerait nos prédictions. Cependant, nous n’avons pas pu 'utiliser car il n’était

pas déterminé lorsque 'essai MIG-HD a débuté.

L’effet retest apparait dans la plupart des tests cognitifs des patients atteints de
troubles cognitifs ou des sujets sains [149]. Cependant 'effet retest pour une méme téche
peut varier selon la population évaluée [150]. Par exemple, Cooper et al [151, 152] ont
montré l'existence d'un effet retest pour la tdche de fluence catégorielle chez des sujets
sains mais pas chez des patients atteints de la maladie d’Alzheimer ou de troubles cog-
nitifs légers. De méme, nous n’avons trouvé aucun effet de retest pour cette tache chez
les patients atteints de la maladie de Huntington. L’effet retest pourrait étre une mesure
complémentaire de la performance brute du patient. En effet, 'utilisation du retest serait
pertinent pour estimer une nouvelle mesure combinant a la fois le niveau de performance
brute et la capacité de se familiariser avec la tache, notamment dans les taches nécessi-
tant un fort niveau d’exigences cognitives [153]. L’utilisation de formes paralleles permet
aussi d’amoindrir Ueffet retest, notamment dans les taches de mémoire [154]. Mais elles
ne permettent pas de limiter la familiarisation avec la tache et n’ont aucun intérét dans

les taches avec une forte composante motrice [150].
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Le retest nous empéche d’observer le déclin réel du patient. Nous suggérons d’utiliser
la double évaluation a I'inclusion des patients afin d’atténuer I'effet retest et d’homogénéi-
ser les patients a l'inclusion dans les futurs essais cliniques. Cependant, il faut continuer
a étudier l'effet retest afin d’évaluer s’il s’agit d’un effet permanent ou s’atténuant avec
le nombre de passations. Nous proposons donc, en perspective, de réaliser un suivi de co-
horte avec double évaluation a un mois d’écart, annuellement. Cela permet de modéliser
le retest et son évolution au cours du temps évolution en tenant compte du déclin cognitif
et du nombre de passations déja réalisées. Pour ce faire, il faudrait établir ce protocole a
la fois chez des patients Huntington et chez des sujets sains. Outre le retest, la variabilité
intrinseque du patient est un frein a 'observation d’un déclin cognitif. En effet, les per-
formances du patient sont impactées par son état « émotionnel ». Ainsi, le score mesuré a
un instant ¢ fluctue autour de la valeur réelle. Si le score du patient est mesuré a différents
instants, la moyenne des mesures pourrait mieux refléter le score réel du patient. Pour
un suivi tous les ans ou tous les six mois, on peut imaginer qu'une mesure soit réalisée
plusieurs fois au cours du méme mois. Méme s’il parait compliqué de faire venir le patient
plusieurs fois a ’hopital, on peut imaginer que le recueil de données multiples ne sera
plus un probleme quand les patients pourront étre testés chez eux, notamment grace a
des outils connectés. Par une étude de simulation, nous pourrions voir 'impact de ces

mesures répétées sur I’'observation d’un déclin.

Conclusion générale et perspectives
Les futurs essais de biothérapie dans la maladie de Huntington

Les prochains essais de biothérapie de la maladie de Huntington comporteront une
double évaluation a l'inclusion dans ’étude. L’effet retest sera mesuré et sera inclus dans
des équations permettant de prédire si le patient est un déclineur rapide ou lent. Ainsi
la randomisation pourra étre stratifiée sur cette caractéristique ainsi que sur le polymor-
phisme Val'®®*Met du géne COMT. Les essais greffes ne s’évalueront pas par un plan
expérimental basé sur un marqueur prédictif car nous n’avons pas mis de tels marqueurs
en évidence. Cependant, si de tels marqueurs sont mis en évidence pour 'effet d’une autre
thérapie, les essais pourront choisir le plan expérimental le plus approprié sur la base de
notre étude de simulations. De plus, dans le cas de thérapie génique, le protocole devrait
préciser la possibilité de récupérer des informations génétiques relatives aux patients afin

d’identifier de potentiels marqueurs prédictifs.

161



Discussion

Extension de la méthode CLEB au cas multivarié pour définir de nouveaux

sous-groupes dans 1’étude MIG-HD

Nous n’avons pas pu mettre en évidence de marqueur prédictif de l'effet des greffes
dans la maladie de Huntington. Les sous-groupes de patients ont été définis a partir de
I’évolution de leurs performances au test moteur de 'UHDRS. Cependant, la maladie de
Huntington comprend des symptomes variés et peut-étre que le score moteur ne peut pas
refléter a lui seul lefficacité de la greffe. Nous souhaitons poursuivre ’analyse des données
de I'essai MIG-HD en incluant les performances des patients aussi bien dans le domaine
moteur, que dans les domaines cognitifs, psychiatriques et fonctionnels. Pour cela, nous
souhaitons étendre notre méthode CLEB au cas multivarié. Deux perspectives s’offrent a
nous. Premiérement, nous pouvons réaliser un modéle mixte a deux pentes sur chacun des
p tests d’intérét et appliquer les méthodes de clustering sur la matrice des effets aléatoires
correspondant au changement de pente des p modeles pour chaque patient. Une seconde
possibilité serait d’utiliser un modele multivarié a classes latentes ou le modele mixte a
deux pentes ne modéliserait plus un score observé mais cette variable latente non obser-
vable modélisant la progression de la maladie, les scores observés étant quant a eux des
transformations linéaires ou non linéaires de cette variable latente [106]. Ainsi, les effets
aléatoires utilisés dans le clustering correspondraient a 1’évolution de la variable latente.
Une méthode multivariée pourrait peut-étre mettre en évidence de nouveaux sous-groupes

de réponse au traitement des greffes grace aux données de MIG-HD.

2. N
1. Recherche d’un 3 k‘\,\
Recherche ou plusieurs Test du N\,
de patients marqueur(s) marqueur et )
répondeurs prédictifde du traitement /
- I'efficacité dans un plan
traitement d’expérience stratifié

FIGURE 34 — Les étapes de la médecine stratifiée

1. La premiere étape consiste a trouver les sous-groupes de patients répondeurs au traitement, notamment
grace a l'algorithme CLEB. 2. La deuxieme étape consiste a définir des marqueurs prédictifs de Uefficacité
du traitement. 3. La troisieme étape consiste a valider ces marqueurs et les traitements pour la population
pouvant étre des éventuels répondeurs.
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Discussion

CLEB : un pas vers la médecine stratifiée

Depuis toujours la médecine cherche a améliorer la prise en charge des patients en
étant de plus en plus précise dans les conditions d’administration des traitements (choix
de la molécule, choix de la dose, durée du traitement, ...). Elle se dirige vers une médecine
personnalisée, qui vise a donner le meilleur traitement en fonction des caractéristiques
biologiques et génétiques des individus. Cependant, la mise en place d'un traitement indi-
vidualisé reste complexe et utopique [155]. La médecine stratifiée, trop souvent confondue
avec la médecine personnalisée, tente d’identifier des sous-groupes de patients homogenes
par rapport a la réponse a un traitement donné [156]. Elle s’appuie sur des marqueurs
pronostiques de I’évolution de la maladie et des marqueurs prédictifs de D'efficacité du
traitement.

L’algorithme CLEB permet de définir des sous-groupes de patients selon I'impact d'un
traitement, ce qui constitue un pas vers la médecine stratifiée [157, 156]. En effet, apres
avoir défini des sous-groupes de patients répondeurs, nous pouvons chercher les caracté-
ristiques des patients qui expliquent la réponse au traitement (voir Figure 34). Le plus
souvent, les recherches se tournent vers des marqueurs génétiques. Ces marqueurs peuvent
ensuite étre utilisés dans de futurs essais cliniques afin de valider leur valeur prédictive et
Iefficacité du traitement dans le groupe possédant ce marqueur génétique. Ces nouveaux
plans expérimentaux ont particulierement émergés dans le domaine de la cancérologie. Ils
permettent de réduire le nombre de sujets nécessaires, ce qui représente un atout pour les

maladies rares.
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Annexe A

Echelles d’évaluation et plans
expérimentaux utilisés dans la

maladie de Huntington

A.1 Les échelles d’évaluation de la maladie de Hun-
tington

L’échelle de référence internationale pour le suivi des patients Huntington est 1’'UH-
DRS (Unified Huntington’s Disease Rating Scale) [13]. Elle est composée de sous-échelles
motrice, fonctionnelles, psychiatrique et cognitives.

Les capacités motrices sont évaluées par :
e le test moteur (Total Motor Score, TMS) évoluant de 0 & 124 ou 0 correspond a
aucun trouble moteur et 124 a un trouble moteur maximal.
Les capacités fonctionnelles sont évaluées par :
e le test de capacité fonctionnelle (Total Functional Capacity, TFC) évoluant de 0
a 13 ou 13 correspond a aucun trouble fonctionnel et 0 a un trouble fonctionnel
maximal ;

e le test d’appréciation fonctionnelle (Functional Assessment Scale, FAS) évoluant de

25 a 50 ou 25 correspond a aucun trouble fonctionnel et 50 & un trouble fonctionnel
maximal ;

e le test de dépendance (Independance Scale, IS) évoluant de 100 & 0 ou 100 correspond

a aucun trouble fonctionnel et 0 a un trouble fonctionnel maximal.
Les troubles psychiatriques sont évalués par :
e le test psychiatrique évoluant de 0 a 88 ou 0 correspond a aucun trouble psychia-
trique et 88 a un trouble psychiatrique maximal.
Les capacités cognitives sont évaluées par :

e le test de fluence littérale mesurant le nombre de mots donnés en une ou deux
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A.1. Les échelles d’évaluation de la maladie de Huntington

minutes débutant par les lettres P, R et V;

le test des symboles (Symbol Digit Modalities Test, SDMT) consistant a remplacer
des chiffres par des symboles géométriques qui leur sont attribués. Les performances
sont mesurées en nombre de réponses correctes données en 90 secondes ;

le test de Stroop, divisé en trois partie. La premiere (test des couleurs) consiste
a dénommer des couleurs a partir de rectangles de couleurs, la seconde (test des
mots) a lire des noms de couleurs écrits en noir et la troisieme (test d’interférence)
a dénommer les couleurs dans laquelle sont écrit des noms de couleur différent de la
couleur a dénommer. Les performances sont mesurées nombre de réponses correctes

données en 90 secondes pour chaque partie [158].

En plus des tests de 'UHDRS, les patients atteints de la maladie de Huntington de

la cohorte RHLF ou de 'essai MIG-HD sont optionnellement évalués par une échelle de

dépression :

le test de de Montgomery et Asberg (Montgomery and Asberg Depression Rating
Scale, MADRS) évoluant de 0 a 60 ou 0 correspond a aucun trouble dépressif et 60

a un trouble dépressif maximal.

ainsi que des tests cognitifs :

le test de Mattis (Mattis Dementia Rating Scale, MDRS) évoluant de 0 a 144 ou
144 correspond a aucun trouble cognitif et 0 & un trouble cognitif maximal [159].
Cette échelle est composée de cing sous-échelles testant I'attention, la persévération,
la capacité de construction, de conceptualisation, et la mémoire ;

le test de fluence catégorielle mesurant le nombre de mots appartenant a une méme
catégorie (exemple : animaux) produits en une ou deux minutes [160, 161] ;

le test de barrage de signes de Zazzo mesurant le nombre de signes corrects barrés
en 90 secondes pour un, deux ou trois signes a barrer [162];

le test de mémoire de Hopkins (Hopkins Verbal Learning Test, HLVT) qui consiste a
apprendre une liste de 12 mots devant étre retenus et restitués en rappel immédiat,
en rappel différé ou en test de reconnaissance [163, 164].

le Trail Making Test (TMT), versions A et B, comptant le nombre de points reliés
correctement en 240 secondes, chacun sur 25 points. Dans la version A il s’agit de
relier une suite de nombres (1-2-3-...) et dans la version B il s’agit de relier une suite
alternant nombres et lettres (1-A-2—-B-...) [165].
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A.2. Les essais cliniques dans la maladie de Huntington

A.2 Les essais cliniques dans la maladie de Hunting-

ton

Nous avons réalisé une requéte sur clinicalTrial.gov en utilisant les termes « Hunting-
ton » ou « Chorea » (autre nom associé a la maladie de Huntington) pour déterminer les
caractéristiques des études enregistrées comme incluant des patients atteints de la maladie
de Huntington. Cette requéte a aboutit a 130 études dont 108 incluaient réellement des
patients atteints de la maladie de Huntington et non des sujets sains ou des patients at-
teints d’autres troubles induisant des chorées. Sur ces 108 études, il y a 77 essais cliniques
et 31 études observationnelles. Nous nous sommes intéressés aux plans expérimentaux et

aux criteres de jugement utilisés dans ces 77 essais cliniques.

TABLE 9 — Description des plans expérimentaux utilisés dans les essais cliniques portant
sur la maladie de Huntington

Phase

0 I I/11 I I/ III IV non renseigné
N=1 N=8 N=6 N=33 N=3 N=12 N=3 N=11

Plans randomisés

Plan parallele — 3 4 17 3 9 — 2
Plan « cross-over » — 2 — 3 — — — —
Plan « delayed-start » — - — 5 — 1 — -
Plans non randomisés

Plan avec un seul traitement 1 3 2 6 — 2 3 7
Plan « cross-over » — — — 2 — — — 2

Le plan randomisé en parallele est le plan expérimental le plus utilisé en essais cli-
niques. Les plans avec un seul traitement sont pour 7 d’entre eux des poursuites d’études
dont le but est d’évaluer l'effet toxique a long terme du traitement proposé au bras de

randomisation « traitement expérimental » d’un essai précédent.
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A.2. Les essais cliniques dans la maladie de Huntington

TABLE 10 — Description des criteres de jugement utilisés dans les essais cliniques portant
sur la maladie de Huntington

Phase Total
0 | I/11 I II/iIr I IV non renseigné
N=1 N=8 N=6 N=33 N=3 N=12 N=3 N=11

Critére principal

Moteur — 1 — 8 1 ) — — 15
Fonctionnel — — — — 1 3 — — 4
Cognitif - - 1 3 - 1 2 1 8
Biologique — 3 1 — — — — 2 4
Cérébral 1 2 1 3 — 1 — — 8
Toxicité — — 4 16 — 2 1 23
Autres — 2 1 7 1 1 2 7 21
Critére secondaire

Moteur — 1 1 14 — 3 — 3 22
Fonctionnel — — — — — 2 — — 2
Cognitif - 1 1 12 1 3 - 1 19
Biologique — 1 1 9 — — — — 11
Cérébral 1 1 — 4 — — — — 6
Toxicité — — 1 3 — 2 — — 6
Autres — — 1 15 — 6 1 4 27

Les essais de phase III ont pour but d’évaluer 'effet du traitement sur les symptomes
de la maladie de Huntington. Les criteres principaux sont essentiellement moteur ou fonc-
tionnel puisqu’ils définissent ce que le patient est capable de réaliser malgré ses mouve-
ments anormaux. Les critéres cognitifs, tout aussi importants sont préférés en criteres de

jugements secondaires.
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Annexe B

Clustering pour ’effet d’un
traitement sur des événements

récurrents

Un événement récurrent est un événement pouvant survenir plusieurs fois chez un
méme individu au cours du temps [166]. Les événements successifs peuvent étre identiques
(exemple : crise d’épilepsie) ou de gravité ordonnée (exemples : entrée dans un nouveau
stade d’une maladie, détérioration de I'acuité visuelle). Ces données sont dites censurées
car on ne connait pas, de maniere exhaustive, tous les événements d’un patient. Par
exemple, la censure a droite intervient avec la fin de la collecte des données de 1’étude ou
parce que survient un événement absorbant (exemple : déces du patient). Les modeles de
durée, aussi appelés modeles de survie permettent d’analyser ce type de données. Nous
avons adapté notre méthode CLEB au cas des événements récurrents afin de construire des
sous-groupes de patients selon leur réponse a un traitement, la réponse étant évaluée par
I'occurrence des événements. Cette nouvelle méthode CREME ( Clustering for Recurrent
FEvent using Mized Effects) est aussi constituée de deux étapes. La premiére étape consiste
a modéliser le délai de survenu des événements en fonction du traitement ou le traitement
est une variable binaire dépendante du temps, grace a une adaptation du modele de Cox
pour les événements récurrents intégrant des effets aléatoires. La seconde étape consiste
a utiliser les estimation des effets aléatoire du modele comme entrées dans un algorithme
de clustering classique pour données transversales.

Dans un premier temps nous décrivons la modélisation des événements récurrents, en
particulier lors de I’évaluation d’un effet du traitement dépendant du temps. Dans un
second temps nous décrirons la méthode CREME. Enfin, nous montrerons les résultats

de notre étude de simulation évaluant les performances de notre méthode.
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B.1. Modélisation des événements récurrents

B.1 Modélisation des événements récurrents

Hypothese

Nous nous plagons dans le cas ou les événements sont identiques et indépendants,
c’est-a-dire que la probabilité de faire un événement est identique quelque soit le nombre

d’événements déja rencontrés par l'individu.

Notations

Soit ¢ € {1,...,N} un individu observé jusqu’au temps C; (temps de censure). On note
T le temps d’apparition réel du keme événement de l'individu 7. On observe le couple de
variables (Yi,0;x) ou Y, = min(Ty,C;) et o = 1 si Ty < C; et d; = 0 sinon (variable de
censure). Par défaut, Y;o = 0. Soit Gy = Yir, — Yix—1 le délai entre les observations k& —1 et
k. Enfin, \g(t) représente le risque de base de survenu d’un événement au temps ¢. Notons
que sous notre hypothese, le risque de base ne dépend pas du nombre d’événements déja

rencontrés par l'individu.

Modélisation

Le modele de Cox, utilisé pour les données de survie classiques [167], a été étendu
pour 'analyse des événements récurrents. Kelly et Lim [168] ont comptabilisé ainsi sept
modeles possibles dont trois correspondant a notre hypothese : le modele de Andersen
et Gill (AG) [169], le modele « Gap Time - UnRestricted » (GT-UR) et le modele de
Lee, Wei et Amato (LWA) [170]. La différence entre ces trois modeles est la définition
de lintervalle de risque. Le modele AG considére un processus de comptage, ainsi les
intervalles de risque sont définis a partir des temps observés (Figure 35.A). Le modele
GT-UR considere le délai entre les événements en débutant chaque nouvel intervalle de
risque a 0 (Figure 35.B). Le modele LWA consideére le délai total entre Uentrée dans 'étude
et apparition de I’événement (Figure 35.C). La table 11 résume les temps de début et

de fin des intervalles de risque pour les données fictives présentées sur la figure 35.
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B.1. Modélisation des événements récurrents

A. Modeéle AG : « Counting process »

Observation] =—@

B. Modéle GT-UR: « Gap Time »

Observationl —@

Observation 2 -_— Observation2 =———=@
Observation 3 —_—X Observation 3 =——X
(I) i !'5 1'1 temps (I) é é é temps

C. Modele LWA : « Total time »

Observation1l =——@
Observation 2 =——~g@ @® événement

X X censure

Observation 3

0 2 5 11 temps
FIGURE 35 — Définition des intervalles de risque

Ces données sont issues des trois observations d’un méme individu. Celui-ci a rencontré deux événements
aux temps 2 et 5 et il a été suivi jusqu’au temps 11 qui représente une censure.

TABLE 11 — Début et fin des intervalles de risque selon le modele

AG GT-UR LWA
Début Fin Début Fin Début Fin 4]
Observation 1 0 2 0 2 0 2 1
Observation 2 2 5 0 3 0 5 1
Observation 3 5t 11 0 6 0 11 0

Ces données sont issues des trois observations d’'un méme individu, présentées par la figure 35. Celui-ci
a rencontré deux événements aux temps 2 et 5 et il a été suivi jusqu'au temps 11 qui représente une
censure.

Ainsi, au temps t, l'individu i est considéré a risque pour son kéme événement si
Yirer <t <Y, (modele AG) ou sit < G, (modele GT-UR) ou si t < Y, (modele
LWA).

Soit X la matrice des covariables et A\ (¢,X;) le risque qu’a l'individu ¢ de présenter
le keme événement au temps t sachant ses caractéristiques X;. Notons 3 le vecteur des
coefficients de régression associés a X . Les équations B.1 et B.2 modélisent respectivement
le risque de survenu d’un événement par les modeles AG ou LWA et GT-UR.

Modele AG ou LWA

Modele GT-UR :  A\(t,X3) = Xo(t — tg_y)e™ (B.2)
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B.1. Modélisation des événements récurrents

Mesurer ’effet d’un traitement sur ’occurrence des événements

Soit 7; la date d’initiation du traitement pour I'individu 7. Alors la covariable informant
de la prise du traitement s’écrit sous forme d’une indicatrice : X;(t) = 1(t > 7;) qui varie
en fonction du temps. Pour tenir compte de cette fonction du temps, les intervalles de
risque doivent étre redécoupés en ajoutant une observation a chaque fois que la variable

change de valeur, comme proposé dans le tableau 12.

TABLE 12 — Début et Fin des intervalles de risque selon le modele quand l'individu initie
un traitement au temps 2,5

AG GT-UR LWA
Début Fin Début Fin Début Fin X;(t) o
Observation 1 0 2 0 2 0 2 0 1
Traitement 2 2,5 0 0,5 0 2,5 0 0
Observation 2 2,5 ) 0 2,5 0 ) 1 1
Observation 3 5 11 0 6 0 11 1 0

Ces données sont issues des trois observations d’un méme individu, présentées par la figure 35. Celui-ci
a rencontré deux événements aux temps 2 et 5 et il a été suivi jusqu'au temps 11 qui représente une
censure. Il a eu le traitement au temps 2,5.

Modeles a fragilité

Les modeles présentés ci-dessus ne tiennent pas compte de la corrélation intra-patient,
sauf si un estimateur robuste de la variance est utilisé (estimateur « sandwich ») [171].
Mais en cas de forte corrélation, 'effet du traitement peut-étre sous-estimé. Il convient
alors d’utiliser plutot des modeles de fragilité consistant a ajouter un effet aléatoire pro-
portionnel au risque de base [172]. Dans ce cas, les modeles AG, LWA et GT-UR sont
modifiés de la fagon suivante :

Modele AG ou LWA :

Nie(t,X3) = Xo(O)ne’X < Npp(t,X:) = Xo(t)e"™ i oti g = e¥ (B.3)

Modele GT-UR :

Aie(8,X3) = Mo(t — tr_1)neX & Ai(t,X;) = Mo(t — tp_r)e" ™ Xioin=e”  (BA4)

Le terme de fragilité n suppose un risque de base variable entre les individus [173]. La
loi gamma est I’hypothese la plus standard pour la distribution de 7. Mais d’autres lois
peuvent étre considérées comme la loi inverse gaussienne ou encore la loi positive stable.
Les hypotheses sous-jacentes sont une plus forte corrélation entre les événements tardifs
(loi gamma) ou au contraire entre les événements précoces (loi positive stable). L’écriture

v + BX; correspond a un terme mixte ou [ est un effet fixe et v un effet aléatoire. A
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B.2. La méthode CREME ( Clustering for Recurrent Event using Mized Effects)

la différence des modeles mixtes pour données longitudinales, les effets aléatoires ne sont
pas considérés comme ayant une distribution normale. Cependant, par analogie, avec les
modeles mixtes pour données longitudinales, des modéles faisant ’hypothése v; ~ A(0,02%)
ont été développés [174]. Dans ces modeles a effets mixtes les effets aléatoires sont supposés
suivre une loi gaussienne et peuvent étre associés a l'intercept, ce qui revient a l’ajout

d’un terme de fragilité, ou associés a des covariables du modele.

B.2 La méthode CREME (Clustering for Recurrent
Event using Mized Effects)

Problématique

L’effet du traitement peut étre hétérogene avec par exemple seulement un sous-groupe
de patients pouvant en retirer un bénéfice. Si 'effet du traitement est mesuré par son
impact sur 'apparition des événements, le sous-groupe de patients ayant un bénéfice du
traitement verra l'occurrence des événements diminuer voire ne fera plus d’événement
tandis que les autres continueront a en faire autant voire d’avantage. Trouver ces sous-
groupes de patients est important pour mieux définir les patients a exposer au traitement
et comprendre pourquoi le traitement n’est pas efficace chez certains afin d’améliorer leur
prise en charge. Cette problématique est similaire a celle qui a abouti a construire la
méthode CLEB.

La premiere étape de notre méthode consiste a modéliser les données en intégrant la
variable traitement et des effets aléatoires associés au risque de base et au traitement
comme le montre les équations B.5 et B.6.

Modele AG et LWA :

i (t,75) = Ao(t)evitBrent(tzm) (B.5)

Modele GT-UR :

Xik(,73) = Ao(t — ty_y)evit(Brwlltzr) (B.6)

ou [ correspond au coefficient associé a 'effet du traitement, 7; est la date de I'initiation
du traitement pour le patient 7, Ag es le risque de base, v est 'effet aléatoire associé au
risque de base tel que v; ~ N(0,02) et w est Deffet aléatoire associé a effet du traitement
tel que w; ~ N(0,62). Le tableau 13 résume le paralléle entre la modélisation des données

longitudinales continues et la modélisation des données d’événements récurrents.
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B.3. Etude de simulation

TABLE 13 — Parallele entre les données longitudinales continues et les événements récur-
rents pour l'extension de la méthode CLEB

Données longitudinales
continues

Evénements récurrents

Données d’intérét

Effet positif du trai-
tement

Variabilité inter-
individus avant
traitement

Hétérogénéité de

Peffet du traitement

pente d’évolution

diminution de la pente

pente  pré-traitement  +
score a linitiation du
traitement

— effets aléatoires by et by

différents impacts du traite-
ment sur le changement de
pente

— effet aléatoire by

occurrence des événements

diminution du  nombre
d’événements et augmenta-
tion des délais d’apparition

risque de base

— effet aléatoire v

différents impacts du trai-
tement sur 'occurrence des
événements

— effet aléatoire w

La seconde étape de notre méthode consiste a utiliser les estimations de w; en entrée

d’un méthode de clustering classique pour données transversales.

B.3 Etude de simulation

Nous avons mis en place une étude de simulation afin d’évaluer les différentes stratégies

possibles au sein de la méthode CREME en combinant différents modeles a 1’étape 1 et

différentes méthode de clustering a 1’étape 2.

Génération des données pour 1’étude de simulation

Les données pour I'étude de simulation ont été générées a partir d’'un échantillon de

200 patients. Nous supposons deux sous-groupes de patients. Le groupe A de taille N4 a

un effet bénéfique du traitement. Le groupe B de taille Ng n’a pas d’effet du traitement.

On note 7; la date d’initiation du traitement pour le patient ¢, qui a été générée par

une loi uniforme :
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temps. On suppose une censure aléatoire a droite modélisée par C; ~ U(300,500).

Pour chaque patient i, notons T}, le temps réel d’apparition du kéme événement de
I'individu 4, ou T}y = 0, ce qui signifie que le patient entre dans ’étude lorsqu’il fait son
premier événement. Soit Yj les observations de chaque patient. Alors Yj; = min(T},C;).
Le délai entre chaque observation d’événement a été généré en utilisant une fonction
exponentielle tenant compte de la variable traitement dont la valeur varie au cours du
suivi [175].

Pour chaque patient ¢ les observations sont générées de la facon suivante :

e Tin=0et Y;p=0

o k=1

o Tant que T; ;1 < C;
u~U(0,1)

si T; k-1 < 7, alors :

— B #&?gi) si — In(u) < Noexp(B5;) (T
ik ik—1 = —ln(u)—)\oemp(ﬁgi)(Ti)\-()f;;(;g);i);}@i]ff(ﬁgi+ﬁi‘7i)(‘r,;—T,i,k.,l) i — ln(u) > )\exp(ﬁgi)(ﬂ
® si Tk: 1 > T Tk—Tk 1= 7fln(u)
ph=1 = Tt 4, k=1 = Xeap(57,+57,)
o Y, = min(Ti,C;)
o b+ k+1
Les données ont été simulées avec les valeurs des parametres suivantes : (ﬁ(()g),ﬂg)) ~
o2 0
N (9,29 avec p = (In(0.01),In(0.01)), u? = (In(0.01),0), V) = @ = 00 E
01

Tmin = 190 et Thax = 210.

Résultats

Le résultats de I’étude de simulation sont présentés sur la figure 36 en terme de pour-
centage de patients correctement classés. Dans chaque scénario 'utilisation du modele
LWA ne donne pas de bon résultats. Les modeles AG et GT-UR donnent des résultats si-
milaires mais le modele AG semble avoir de meilleures performances en particulier lorsque
les sous-groupes sont déséquilibrés (Figure 36.E). Le nombre total de patients n’affecte
pas la méthode qui est donc robuste dans le cas de faibles effectifs (Figure 36.D). Lorsque
la différence d’effet du traitement entre les deux sous-groupes diminue, le pourcentage de
patients correctement classés diminue jusqu’a atteindre un taux de 50% lorsqu’il n’y a pas
de différence entre les deux sous-groupes, ce qui correspond a un classement « au hasard »
(Figure 36.A). On observe aussi une diminution du pourcentage de patients correctement

classés lorsque la variabilité liée a 1'effet du traitement augmente.
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F1GURE 36 — Pourcentage de patients correctement classés avec la méthode CREME

Discussion

L’étude de simulation montre des résultats similaires entre notre méthode CREME et
notre méthode CLEB. Nos résultats montrent que nous ne pouvons pas utiliser le modele
LWA au sein de la méthode CREME. Ce résultat est en accord avec I’étude de simulation
de Kelly et Lim [168] montrant que ce modele n’était pas approprié pour I'étude des
événements récurrents car il conduit a une estimation biaisée de l'effet du traitement.

Ce modele peut s’étendre au cas ou 'effet du traitement n’est pas immédiat. En effet s’il

176



B.3. Etude de simulation

existe un délai 7’ entre l'initiation du traitement et son effet, il peut étre pris en compte en
remplacant le dans le modele, 7; par 7; +7/. Nous avons supposé une distribution normale
des effets aléatoires. Nous souhaitons poursuivre notre étude de simulation dans le cas
ou la distribution des effets aléatoires n’est pas générée par une loi normale. De méme,
nous avons généré la censure selon une loi uniforme. Nous souhaiterons évaluer 1'impact
d’une censure générée par une loi exponentielle sur les performances de notre méthode.
De plus, nous avons supposé des censures a droites qui sont les censures le plus souvent
rencontrées dans les bases de données réelles. Cependant, nous aimerions savoir comment

notre méthode peut étre adaptée en présence de censure a gauche.
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Annexe C

Calcul de la puissance comme une
fonction de la valeur pronostique du

marqueur

C.1 Notations et puissance du test

Notations

Soit 7, la prévalence du marqueur M+ et n, le nombre de patients dans chaque bras
de stratégie. Nous nous plagons dans le cas ou le traitement standard n’a aucun effet
(indépendamment du marqueur) et ou le traitement expérimental n’a aucun effet chez les
patients M —. Nous avons :

e 0y : probabilité de faire I’événement pour un patient M — ne recevant aucun traite-

ment

e Oy, : effet additionnel du marqueur M+, indépendamment du traitement (effet

pronostique)

® Opyp = 0 : effet additionnel du traitement expérimental, indépendamment du mar-

queur

e Ogq = 0 : effet additionnel du traitement standard, indépendamment du marqueur

® Opyps : effet d’interaction entre le traitement expérimental et le marqueur M+ (effet

prédictif)

o Osq = 0 : effet d’interaction entre le traitement standard et le marqueur M+ (effet

prédictif)
Alors les probabilités de faire I’événement selon le marqueur et le traitements sont :

® Ppupt = 00+ 00+ 4052 +0pupr = O0+0n1+ +0psp+ : probabilité de faire I'événement

pour un patient M+ recevant le traitement expérimental

® Doy = Oy + Opgp = Oy : probabilité de faire I'événement pour un patient M —

recevant le traitement expérimental
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C.2. Cas des plans expérimentaux stratégiques simple et inverse

® Dsiar = 6o+ Onpy + Ospq + Ospar = 0o + Opr4 - probabilité de faire I’événement pour
un patient M+ recevant le traitement standard
® Dsia— = Bo+0giq = O : probabilité de faire I’événement pour un patient M — recevant
le traitement standard
La probabilité de faire I’événement pour un patient inclus dans le bras stratégique (res-

pectivement dans le bras controle) est notée pg (respectivement pc.

Puissance du test

Nous décrivons ici comment écrire la puissance du test :

n/2 (ps — pc)
— P = u — Ly/2 s u NN 5 .
tooer ( = \/ps(l —ps) +pc(l —pe) / ) 0 e

sous la forme :

1-=Pfu < vy — Zas2 | u~ N(0,1) (C.2)
Va+ b0y + b3,

C.2 Cas des plans expérimentaux stratégiques simple

et inverse

Pour les plans stratégiques simple et inverse, nous avons, dans le bras stratégique :

Ps = T™ewpt + (1 — T)psta— = 6o + 704 + mpypt. Dans le bras controle, nous avons
pc = Tsiar + (1 — M)psia— = 0o + mly pour le plan stratégique simple, et po =
sta+ + (1 — T)ppap— = 6o + mlr4 pour le plan stratégique inverse.

Alors :

ps — pc = 0o + Oy + T0pgpr — 0o — TOpry

= 7T-GE'acp+
ps(1 —ps) +pc(l —pe) = (O + 7Ors + T0paps ) (1 — 0y — mOrr — TOpgpy)
+(80 + 7T9M+)(1 — 60 — 7T9M+)

= 200 — 203+ 705+ — 27000 paps — 7T29%7xp+ + (21 — 47l — 270 ps ) Oris — 27203,

Ce qui revient aux valeurs de parametres suivantes :

179



C.3. Cas du plan expérimental stratégique modifié

_ T0Eapt
TTTn
a = 290 - 29(2) + 77‘9Emp+ — 27T900E{Ep+ — WQQ%M)JF (C 3)
b =21 —4nly — 27 0p.p s '

= 272

(@

C.3 Cas du plan expérimental stratégique modifié

Pour le plan stratégique modifié, nous avons, dans le bras stratégique : ps = Tpgap+ +
(1 = m)psia— = 0o + mOnry + T0papy, et dans le bras controle : po = 5 (Ppap+ + Psiar) +

1_T7r(pEac;o— + pStd—) — 90 + 7T9M+ + %W9E$p+.
Alors :

Ps —Pc = 90 + 7T9M+ + 7T€Eg;p+ — 00 — 7T9M+ — %ﬂ'gEmp_;'_

1
= 57T9Ezp+

ps(1 = ps) +pc(l —pc) = (6o + 7y + 70papy ) (1 — 0y — 70y — TOpaps)
+(Q0 + 7T8M+ + %WQEmp—&-)(l - 90 - 7T9M+ — %WQEQCIH_)
= 20 — 202 + TOEpt — 31000 pepr — %TQQJQ%er + (27 — 476y — 27r29Exp+ + %W@Emﬂr

_7T29Exp+)9M+ — 271'29%/[_,'_

Ce qui revient aux valeurs de parametres suivantes :

7 =T

a =20y — 205 + 10geps — 37000pap — 2720F,,, (C.4)
b =21 —4nby + (3 — 3m)TOpups '

c = —2n?
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Résumé/Abstract

Résumé

La maladie de Huntington est neurodégénérative, génétique, rare, multifacette et de
durée d’évolution longue, induisant une grande hétérogénéité sur la présentation et 1’évo-
lution de la maladie. Les biothérapies en cours d’essai sont réalisées sur des petits effectifs,
avec un effet mesurable a long terme et hétérogene. Identifier des marqueurs d’évolution
de la maladie et de réponse au traitement permettrait de mieux comprendre et d’améliorer
les résultats des études de biothérapie dans la maladie de Huntington. Nous avons déve-
loppé une méthode de clustering pour 'efficacité d’un traitement dans le cadre de données
longitudinales afin de définir des répondeurs et non répondeurs au traitement. Notre mé-
thode combine un modele linéaire mixte a deux pentes et un algorithme de clustering
classique (modele le mélange, k-moyennes). Le modele mixte génere des effets aléatoires,
associés a la réponse au traitement, propres a chaque patient. L’algorithme de clustering
permet de définir des sous-groupes selon la valeur des effets aléatoires. Notre méthode est
robuste pour les petits effectifs. Trouver des sous-groupes de patients répondeurs permet
de définir des marqueurs prédictifs de la réponse au traitement qui seront utilisés pour
donner le traitement le mieux adapté a chaque patient. Nous avons discuté de I'intégration
(i) des marqueurs prédictifs dans les plans expérimentaux des futurs essais cliniques, en
évaluant leur impact sur la puissance de I’étude; et (ii) des marqueurs pronostiques de
I’évolution de la maladie, en étudiant le polymorphisme COMT comme marqueur pro-
nostique du déclin cognitif des patients atteints de la maladie de Huntington. Enfin, nous
avons évalué 'effet d’apprentissage des tests neuropsychologiques mesurant les capacités
cognitives, et montré comment une double évaluation a I'inclusion dans un essai clinique

permettait de s’en affranchir quand le critere de jugement principal est le déclin cognitif.

Mots clefs : Clustering; données longitudinales; plans expérimentaux; médecine

stratifiée ; retest ; maladie de Huntington
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Résumé/Abstract

Abstract

Integration of predictive factors of treatment effect in design and analyse

of clinical trials with small sample size : application on Huntington’s disease.

Huntington’s disease is neurodegenerative, genetic, rare, multifaceted and has a long
evolution, inducing heterogeneity of conditions and progression of the disease. Current
biotherapy trials are performed on small samples of patients, with a treatment effect
measurable in the long-term that is heterogeneous. Identifying markers of the disease pro-
gression and of the treatment response may help to better understand and improve results
of biotherapy studies in Huntington’s disease. We have developed a clustering method for
the treatment efficacy in the case of longitudinal data in order to identify treatment re-
sponders and nonresponders. Our method combines a linear mixed model with two slopes
and a classical clustering algorithm (model-based, k-means). The mixed model generates
random effects associated with treatment response, specific to each patient. The cluste-
ring algorithm is used to define subgroups according to the value of the random effects.
Our method is robust in case of small samples. Finding subgroups of responders may help
to define predictive markers of treatment response which will be used to give the most
appropriate treatment for each patient. We discussed integration of (i) the predictive mar-
kers in study design of future clinical trials, assessing their impact on the power of the
study ; and (ii) the prognostic markers of disease progression by studying the COMT po-
lymorphism as a prognostic marker of cognitive decline in Huntington’s disease. Finally,
we evaluated the learning effect of neuropsychological tasks measuring cognitive abilities,
and showed how a double baseline in a clinical trial could take it into account when the

primary outcome is the cognitive decline.

Keywords : Clustering ; data ; designs ; stratified medicine ; retest ; Hun-
tington’s disease
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