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Introduction  
 
 
Dès leur invention, les lasers sont devenus des outils indispensables dans tous les domaines. 
Ils interviennent, en effet, de la physique fondamentale jusqu’aux applications scientifiques, 
industrielles, médicales, militaires,…. Depuis, la puissance délivrée par les lasers n’a cessé 
d’augmenter. Ce n’est que vers le milieu des années 80 que la puissance des impulsions ultra 
brèves a pu être portée à des valeurs considérables par une nouvelle technique d’amplification 
élargissant du même coup le domaine d’application du laser à la physique relativiste. De plus, 
la conjugaison de l’ultra bref et des très hautes puissances a permis d’envisager la conception 
de nouveaux schémas dans le domaine de la fusion par confinement inertiel. 
 
 

Cadre général de l’étude  
Pour engendrer de nouveaux régimes d’interaction laser-matière [1], il est nécessaire de créer 
des impulsions lasers d’éclairement plus intense. Afin d’atteindre ces éclairements, il faut 
pouvoir focaliser sur une dimension la plus petite possible le maximum de puissance. 
L’augmentation de la puissance du laser depuis sa découverte dans les années soixante après 
une progression fulgurante a connu un palier de plusieurs décennies. En effet, l’augmentation 
considérable de la puissance est la source de nombreux effets non-linéaires qui conduisent 
inévitablement à la détérioration des composants optiques subissant l’irradiation de ce type 
d’impulsions. Ce n’est que vers 1985 [2], que la mise en œuvre d’un nouveau procédé, 
consistant à manipuler l’impulsion temporellement (la technique d’amplification à dérive de 
fréquence, CPA, acronyme anglais), issu de la technologie radar [3], a été proposé et 
démontré. Ce nouveau procédé consiste à étirer temporellement l’impulsion avant son 
amplification pour diminuer la puissance crête. Puis elle est comprimée temporellement après 
amplification.  
 
Ces dernières années, le développement d’oscillateurs engendrant des durées d’impulsions de 
plus en plus courtes, combiné à la technique de l’amplification à dérive de fréquence, a 
permis d’obtenir des puissances de quelques centaines de térawatts. Ces puissances sont 
obtenues dans deux régimes différents : impulsions femtosecondes d’un joule ou impulsions 
picosecondes d’une centaine de joules [4, 5]. C’est dans ce deuxième régime que se situent 
ces travaux de thèse. La prochaine génération de chaîne de puissance du Commissariat à 
l’Énergie Atomique devrait produire des impulsions ayant une énergie de plusieurs kilojoules 
soit un potentiel en puissance de l’ordre de la dizaine de pétawatts. Cette nouvelle technologie 
pourrait s’implanter sur la Ligne d’Intégration Laser (LIL) au CESTA (Centre d’Études 
Scientifiques et Techniques d’Aquitaine) à Bordeaux.  
 
En raison des futures applications de cette chaîne de puissance (allumeur rapide pour la fusion 
inertielle, génération d’un laser X, …), c’est la recherche d’énergie maximale qui est 
privilégiée plutôt que celle d’une durée des impulsions plus courtes. Pour obtenir ces énergies 
(1 kJ), les amplificateurs sont des verres dopés au néodyme. Ces verres pouvant être réalisés 
en grande dimension pour stocker beaucoup d’énergie, ce sont ceux qui ont été choisis pour 
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réaliser la LIL et le Laser MégaJoule (LMJ). La longueur d’onde centrale se situe alors autour 
de 1,053 µm pour des spectres limités en largeur à quelques nanomètres. La plus petite durée 
des impulsions délivrées est de quelques centaines de femtosecondes. Ces caractéristiques des 
impulsions sont la source des originalités des travaux effectués et elles engendrent des choix 
différents.  
 
L’éclairement est par définition une densité de puissance par unité de surface. L’objectif à 
réaliser est donc de focaliser le maximum d’énergie sur la plus petite surface possible et cela 
en un minimum de temps. Ainsi, pour une même énergie le profil spatial du faisceau sur cible 
est régi par sa phase spatiale avant focalisation. De même, la forme temporelle d’une 
impulsion est gouvernée par la phase spectrale. L’augmentation des performances d’une 
chaîne de puissance peut donc s’effectuer suivant les trois axes suivants :  

• historiquement par l’amélioration des composants optiques, notamment en terme 
de planéité et de tenue au flux,  

• ensuite par l’amélioration du profil spatial du faisceau ; cette mise en forme de 
profil permet d’adapter le profil du faisceau au profil du gain du matériau 
amplificateur,  

• puis par la correction des aberrations de la phase ; cette correction de la phase 
spatiale a été rendue possible par la mise au point de systèmes de mesure de phase, 
puis de systèmes de correction. L’amélioration de la phase spatiale permet de 
focaliser une plus grande partie de l’énergie dans la tache focale.  

 
Enfin nous montrons qu’une transposition de ces techniques (mesure et correction de la phase 
spatiale) dans le domaine temporel permettra aussi une amélioration des performances d’une 
chaîne de puissance. Les contrôles de phase sont rendus possible par la faible durée des 
impulsions auxquelles correspondent des spectres larges. L’analogie existant entre le domaine 
spatial et le domaine temporel permet de bénéficier de tout l’acquis du domaine spatial en 
transposant des techniques bien connues en optique classique vers des applications au 
domaine temporel, notamment les critères sur les tolérances acceptables sur les aberrations de 
la phase pour focaliser « au mieux » le faisceau.  
 
 
Dans le cadre du laser PW, les différences majeures avec les lasers de puissance (TW) 
existants sont la durée de l’impulsion dans la chaîne et le déphasage apporté par les effets non 
linéaires.  
En effet l’impulsion doit être étirée jusqu'à quelques nanosecondes pour permettre 
l’amplification jusqu’à la dizaine de kilojoules. Nous avons alors besoin d’une nouvelle 
génération d’allongeur. Les lois de phase apportées par l’allongeur et le compresseur ne 
seront alors plus compensées. Pour résoudre ce problème, nous introduisons des corrections 
de la phase spectrale de types statique et dynamique. Par conséquent la mesure de la phase 
spectrale de l’impulsion absolue devient essentielle. Cette mesure devra pouvoir se faire en 
différents points de la chaîne pour des impulsions comprimées.  
Par ailleurs, les déphasages apportés par les effets non linéaires sont critiques pour des 
installations kilojoule/pétawatt. La solution généralement utilisée sur les installations CPA 
(pour limiter les effets non linéaires) est l’augmentation de la durée étirée. Cette solution 
nécessite une augmentation de la distance entre les réseaux de compression et une 
augmentation de la taille des réseaux. Pour la chaîne PW de la LIL, elle ne peut être retenue, 
car le point de fonctionnement nominal (1 kJ et rad3,1B =φ ), nous donne la plus grande 
durée de l’impulsion dans la chaîne réalisable compte tenu de l’encombrement disponible 
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pour le caisson de compression et de la technologie actuelle des réseaux. Les seules solutions 
qui peuvent nous permettre d’obtenir des puissances plus importantes (la dizaine de 
pétawatts) sont de pouvoir corriger les effets non linéaires, avant compression de l’impulsion, 
pour éviter le transfert des modulations de phase en modulation d’amplitude. Une solution est 
un réglage du compresseur différent pour chaque tir (réglage qui est différent selon l’énergie 
de sortie de la chaîne). Cette solution est difficile à mettre en œuvre expérimentalement 
compte tenu de la dimension des réseaux (1 m). Ainsi, les performances sont aujourd’hui 
limitées par les effets non linéaires. Une technique originale de correction de la phase 
temporelle devrait permettre de limiter les effets non linéaires et donc d’améliorer les 
performances de la chaîne laser. Le concept de correction de phase temporelle présenté dans 
ce mémoire est particulièrement bien adapté à ce type d’installation laser où les impulsions 
sont fortement étirées temporellement.  
 
 

Objectifs de la thèse  
L’objectif de la thèse est la correction de la phase spectrale en utilisant un modulateur de 
phase temporelle. Une extension à la correction de la phase temporelle est proposée. Nous 
présenterons dans ce manuscrit les résultats expérimentaux de mesures de la phase spectrale 
et de la correction de la phase spectrale ainsi que des simulations numériques de la correction 
de la phase temporelle.  
 
Le premier chapitre est consacré à la description des phénomènes physiques gouvernant les 
impulsions ultra-intenses.  
Les caractéristiques du laser Pétawatt à installer sur la LIL sont décrites dans le second 
chapitre. La correction active de la phase spectrale envisagée se fait au moyen d'un 
modulateur de phase temporelle intégré, élément déjà utilisé sur les installations de la LIL et 
du LMJ et bien adapté à la grande durée relative des impulsions dans la chaîne et à la relative 
faible largeur spectrale des impulsions.  
Nous avons adapté une méthode de mesure absolue de phase spectrale à nos conditions 
expérimentales et la mise en œuvre expérimentale de la mesure choisie a été effectuée 
(chapitre III). Une attention particulière a été portée au dimensionnement de l’instrument afin 
de procéder à la mesure dans les meilleures conditions.  
Le quatrième chapitre formalise l’analogie existant entre le domaine spatial et le domaine 
temporel, notamment entre la diffraction et la dispersion. Cette analogie permet de bénéficier 
de tout l’acquis provenant du domaine spatial et particulièrement en ce qui concerne le 
traitement des aberrations et leurs influences sur la tache focale.  
Nous avons procédé au développement du moyen de correction de la phase spectrale 
(chapitre V). Le principe de la correction de la phase a été étudié : nous avons formalisé la 
correspondance de la modulation de la phase entre le domaine temporel et le domaine spectral 
pour des impulsions fortement étirées. Ainsi une modulation de phase temporelle se 
transforme en une modulation de phase spectrale. La détermination des caractéristiques et les 
performances du modulateur de phase ont été effectuées.  
Toutes les mesures expérimentales de phase, de modulation et de correction de la phase 
spectrale sont présentées dans le chapitre VI. Tout d’abord nous avons qualifié la mesure 
absolue de la phase spectrale en terme de calibration. Puis, nous avons validé 
expérimentalement le principe du modulateur en mesurant la phase spectrale introduite par le 
modulateur de phase temporelle. Nous avons obtenu un bon accord entre la phase spectrale 
mesurée expérimentalement et la phase déduite de la modulation temporelle appliquée sur le 



 4 

modulateur et la loi reliant le temps et les fréquences. Enfin, nous avons couplé les deux 
objets, le modulateur et la mesure de phase absolue, afin de mettre en œuvre la correction de 
la phase spectrale. Le dimensionnement de la correction a été effectué en fonction des 
possibilités du modulateur de phase, puis la correction a été réalisée et démontrée.  
Enfin dans le dernier chapitre, une extension à la correction de la phase temporelle est 
proposée : la correction des effets non linéaires directement dans le domaine temporel. Cette 
correction devra permettre d’augmenter les performances du laser pétawatt.  
 
Ma contribution dans ces études se situe à la fois sur le plan théorique et sur le plan 
expérimental. J’ai participé à la mise en place de l’analogie entre les domaines temporel et 
spatial, notamment l’utilisation du critère de Maréchal et de la zone de Rayleigh pour 
qualifier l’éclairement maximal et le contraste d’une impulsion.  
J’ai contribué à la mise en place du formalisme de la correspondance entre la modulation de 
phases temporelle et spectrale pour des impulsions fortement étirées en quantifiant les limites 
d’application de ce modèle. Je me suis consacrée à la démonstration expérimentale de ce 
concept permettant d’utiliser le modulateur de phase temporelle comme modulateur de phase 
spectrale.  
J’ai également dimensionné l’instrument de la mesure absolue de la phase spectrale afin 
d’effectuer la mesure dans les meilleures conditions pour nos conditions expérimentales 
(relativement faible largeur spectrale des impulsions). Cette spécificité a nécessité un travail 
d’adaptation de la méthode. Je l’ai qualifiée en terme de calibration et effectué la correction 
de la phase spectrale.  
J’ai également participé à la validation numérique de la correction de la phase temporelle.  
 
 

Intérêt et applications  
Avec la production d’impulsions ultra-courtes et ultra-intenses, une nouvelle physique 
devient accessible avec des conditions extrêmes de champs électromagnétiques lumineux 
dépassant peut être même ce que l’on trouve en astrophysique. Des théories prédisent même 
des effets avec les noyaux tels que des réactions de fusion thermonucléaire, par exemple, le 
concept de l’ignition rapide pour la Fusion par Confinement Inertiel (FCI) [6]. Dans de tels 
champs électromagnétiques, les électrons acquièrent des vitesses relativistes et émettent des 
rayonnements cohérents, rayonnements X [7], ou incohérents de courte durée. Nous pouvons 
aussi envisager l’accélération de particules par onde de sillage [8], ainsi que la mise en 
évidence d’effets relativistes et quantiques, la génération de champs magnétiques importants. 
Les caractéristiques des impulsions varient d’une application à l’autre en terme d’énergie, de 
focalisation.  
 
• Le concept de l’ignition rapide (figure 1) est un schéma, en configuration d’attaque 

directe, permettant d’obtenir la Fusion par Confinement Inertiel. Il se découpe en trois 
parties. La première consiste à comprimer le combustible uniformément en utilisant des 
impulsions délivrées par une chaîne de puissance traditionnelle (nanoseconde). La 
deuxième étape utilise une première impulsion ultra haute intensité pour creuser un canal 
dans la couronne de plasma entourant la zone comprimée. Enfin, une seconde impulsion 
est utilisée pour déposer des particules de forte énergie dans le cœur. La seconde 
impulsion est focalisée dans le canal. Elle doit s’approcher le plus possible des zones 
denses du mélange pour produire des électrons suprathermiques qui vont créer le point 
chaud. Ce point chaud permet l’allumage du combustible. Les caractéristiques des 
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impulsions pour ce type d’application sont pour l’instant une énergie d’environ 30 kJ pour 
une puissance de l’ordre de 30 PW.  
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Figure 1 : concept de l’ignition rapide.  

 
• Le rayonnement X cohérent, laser X, est un diagnostic indispensable du plasma, 

notamment de mesure de sa densité électronique. L’énergie délivrée par le laser doit être 
de l’ordre de 1 kJ pour une puissance de 1 PW pour pouvoir servir de diagnostic sur la 
LIL. Dans le cas des accélérateurs d’électrons la durée des impulsions X créées est 
supérieure à 10 ps et pour les plasmas à décharge, elle est supérieure à 1 ns. L’utilisation 
d’impulsions ultra-courtes et ultra-intenses permet d’obtenir des rayonnements X de durée 
qui peuvent être du même ordre de grandeur de celle des impulsions. La structure d’un 
laser X pompé par laser présente des spécificités vis-à-vis des autres systèmes lasers. 
Ainsi le milieu à gain est un plasma d’ions multichargés créé par l’interaction entre un 
laser et une cible solide. De plus la durée de vie de l’état excité est comparable au temps 
de parcours du rayonnement X dans le milieu à gain. Les impulsions lasers utilisées sont 
des ondes progressives et doivent alors être focalisées sur une ligne [9], pour que le 
pompage par dépôt d’énergie laser se fasse au fur et à mesure du passage de l’émission 
laser X.  

 
• Une autre application de ce laser est la génération de rayonnement X incohérent pour faire 

de la radiographie X. Un laser ultra-intense et ultra court, tirant sur une cible solide, 
constitue un générateur de flashes X durs (par rayonnement de Brehmstrahlung). Ce 
générateur pourrait aboutir à un schéma original de machine de radiographie multi axes et 
multi impulsions. Les impulsions lasers nécessaires possèdent des durées de l’ordre de la 
picoseconde et des énergies de plusieurs kilojoules. L’efficacité de la génération des X 
croît rapidement avec des intensités de l’ordre de 1021 W/cm2.  

 
• La propagation d’une impulsion ultra courte dans un plasma peut générer derrière elle, par 

effet de sillage, un champ électrique très intense qui peut être à la base d’un nouveau 
procédé d’accélérateurs de particules très compact. Ce champ électrique est de l’ordre du 
GV/m soit près de deux fois la limite technologique des accélérateurs de particules actuels 
(CERN).  
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I.  Les mécanismes physiques gouvernant 

les impulsions ultra-intenses  

Ce chapitre sera consacré à la mise en place des phénomènes physiques gouvernant les 
impulsions ultra-intenses. Nous commencerons notre exposé par la description du formalisme 
ainsi que les conventions utilisées dans ce document (I.1). Puis, l’amplification d’une 
impulsion courte (I.2) est étudiée ; débouchant sur la technique à dérive de fréquence (CPA). 
Nous introduisons alors les paramètres physiques qui régissent l’évolution d’une impulsion 
lumineuse ultra-courte et ultra-intense (I.3).  

I.1 Formalisme utilisé pour décrire une impulsion laser 
courte  
Ce paragraphe est consacré à la mise en place du formalisme et des notations utilisées pour la 
description d’une impulsion courte. Nous abordons le rôle essentiel de la phase spectrale pour 
le contrôle de la forme temporelle de l’impulsion laser à spectre large. En effet, un contrôle de 
la phase spectrale permet d’améliorer le profil temporel.  
 
Dans le cas général, le champ électrique de l’onde doit comporter l’ensemble des variables 
d’espace (x, y, z), et temporelle t. Nous limiterons notre étude à la propagation paraxiale c'est 
à dire proche d’un axe, z par exemple. Le champ électrique peut se mettre sous la forme 
suivante (annexe A1) :  

( ) ( ) ( )( )kztiexpt,z,y,xt,z,y,x 0 −ω= AE   
 
où ( )t,z,y,xA  représente l’enveloppe du champ électrique,  

( )( )kztiexp 0 −ω  la porteuse du champ électrique,  

0ω la pulsation centrale de l’onde porteuse,  
k  la norme du vecteur d’onde pour l’onde plane porteuse.  
 
Pour une onde plane et polychromatique, l’enveloppe ne dépend plus des variables 
transverses x et y. L’expression du champ électrique devient :  

( ) ( )t,zt,z,y,x E=E ,  
et son enveloppe :  

( ) ( )t,zt,z,y,x A=A .  
 
À ces dépendances temporelles de l’impulsion lumineuse, nous pouvons associer des 
dépendances spectrales par simple transformation de Fourier :  

( ) ( )[ ] ( ) ( )∫
+∞

∞−

ω−==ω dttiexpt,zt,zTF,z~ EEE  pour le champ,  

( ) ( )[ ] ( ) ( )∫
+∞

∞−

ω−==ω dttiexpt,zt,zTF,z~ AAA  pour l’enveloppe.  
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En considérant un plan donné 0z = , l’expression du champ électrique devient :  

( ) ( ) ( ) ( )tiexptAtEt,z 0ω==E ,  
et son enveloppe :  

( ) ( )tAt,z =A .  
 
De manière similaire, nous pouvons associer des dépendances spectrales aux dépendances 
temporelles :  

( ) ( )[ ]tETFE~ =ω  pour le champ,  
( ) ( )[ ]tATFA~ =ω  pour l’enveloppe.  

 
En introduisant la dépendance temporelle du champ électrique, nous obtenons :  

( ) ( ) ( ) ( )

( )

~

~

E t t

A

ω ω ω

ω ω

 =  A t  exp i  exp -i  dt

 
-

+

0

0

∝

∝

∫
= −

  

 
Le spectre ( )~E ω  de l'impulsion est donc caractérisé par le spectre de l'enveloppe ( )~A ω  centré 
sur la pulsation centrale du spectre ω 0 .  
De même, la dépendance temporelle du champ ( )E t  est reliée à la dépendance spectrale 

( )~E ω  par une transformée de Fourier inverse :  

( ) ( ) ( )

( ) ( )

E t t

t

 =  1
2

 E  exp i  d

=  1
2

 A  exp i  d

-

+

-

+

π
ω ω ω

π
ω ω ω ω

~

~

∝

∝

∝

∝

∫

∫ − 0

  

 
Le spectre de l’enveloppe ( )ωA~  est le produit d'une amplitude réelle A ( )ω  par un terme de 
phase spectrale )(ωϕ  :  

( ))(iexp)()(A~ ωϕω=ω A .  
 
De la même façon, l'enveloppe temporelle s'écrit :  

( ))t(iexp(t))t(A ψ= a .  
 
En utilisant les expressions précédentes, nous obtenons :  

[ ] ( )[ ])(iexpTF)(TF)t(A ωϕ⊗ω= A .  
 
L'expression de l'enveloppe temporelle est donc le produit de convolution de l'enveloppe 
temporelle d'une impulsion sans phase spectrale et de la transformée de Fourier du terme de la 
phase spectrale : pour une même répartition spectrale de l'énergie, la forme temporelle est 
gouvernée par la phase spectrale.  
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Pour de faibles excursions spectrales (c’est à dire 1
0

0 <<
ω

ω−ω
), la phase spectrale peut se 

décomposer en série de Taylor au voisinage de la pulsation centrale 0ω  :  

( )0
43

00
2

00000 O)()(
6
1)()(

2
1)()()()( ω−ω+ω−ωωϕ ′′′+ω−ωωϕ ′′+ω−ωωϕ′+ωϕ=ωϕ  

 
avec )( 0

)i( ωϕ  les dérivées successives de la phase spectrale. Dans le cadre de ce travail, cette 
approximation est largement justifiée : la longueur d’onde centrale se situe dans le domaine 
d’amplification des lasers néodyme nm10500 ≈λ  pour une largeur spectrale de 

nm202/1 =λ∆  soit 2
02/1 10.2/ −≈λλ∆ . Si Gω∆  est la largeur spectrale des impulsions, nous 

quantifions relativement chacun des termes du développement de la phase en radian par 
( ) ( ) ( ) i

G0
ii

rad !i
1

ω∆ωϕ=ϕ .  

 
Si la phase spectrale est une constante, l'enveloppe temporelle du champ électrique n'est pas 
modifiée. Dans le cas d'une phase variant linéairement avec les pulsations, l'impulsion n'est 
pas déformée. Elle est simplement décalée dans le temps. Ce n’est qu’à partir de l’ordre deux 
que nous observons des transformations de l’enveloppe. Pour une répartition spectrale donnée 
de l’énergie, l'impulsion qui contient une phase spectrale constante ou linéaire est l'impulsion 
la plus confinée dans le temps. Elle est dite « limitée par Fourier ».  
 
Dans le cas d’une phase spectrale constante ou linéaire, les amplitudes temporelles et 
spectrales du champ sont reliées par transformation de Fourier. Les largeurs spectrale Gω∆  et 
temporelle Gtδ  vérifient l’égalité suivante :  

Kt GG =δω∆ ,  
où K  est un facteur lié à la forme et à la définition choisie pour les largeurs.  
 
Cette égalité se transforme en inégalité dans le cas d’une phase spectrale d’ordre supérieur à 
deux. On retrouve dans cette propriété de la transformation de Fourier la relation d’incertitude 
d’Heisenberg. Elle précise qu’une impulsion courte possède un spectre large.  
 
Une analogie avec le domaine spatial permet une illustration simple de l’influence de la phase 
spectrale sur l’évolution temporelle du champ électrique (figure 1-1). Les variables choisies 
pour cette analogie sont la variable d’espace transverse x et la variable temporelle t. Dans le 
domaine spatial, il est aisé d’illustrer expérimentalement la transformation de Fourier en 
utilisant une lentille. Ainsi tout changement de la phase d’un faisceau à l’entrée d’une lentille 
se traduit par une modification de la tache dans le plan focal (c’est à dire de la transformation 
de Fourier). Une courbure de phase conduit à un défaut de mise au point, et les termes d’ordre 
supérieur aux aberrations géométriques. Dans le domaine temporel, les distorsions du profil 
correspondent à ces aberrations. Cette analogie sera détaillée dans le chapitre IV.  
 
Ainsi la phase définie en fonction des fréquences spatiales dans le domaine spatial régit la 
forme spatiale du faisceau. Dans le domaine temporel, la phase spectrale régit la forme 
temporelle de l’impulsion. Nous comprenons ici le rôle capital de pouvoir analyser et 
contrôler la phase spectrale des impulsions. Nous allons montrer ainsi que dès l’étape de 
l’amplification, la maîtrise de la phase présente un vif intérêt.  
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Figure 1-1 : illustration de l’analogie entre les domaines spatial et temporel.  

 

I.2 Amplification d’une impulsion courte  
Les énergies délivrées par les oscillateurs sont très faibles, de l’ordre du nanojoule. Il est donc 
nécessaire de les amplifier pour atteindre une énergie située dans la gamme de quelques 
kilojoules. Une première partie sera consacrée à l’évolution de l’énergie dans un milieu 
amplificateur (I.2.1). Puis nous étudierons la durée des impulsions lumineuses dans une 
chaîne de puissance à verre (I.2.2). Cette étude débouchera sur la technique de l’amplification 
à dérive de fréquence CPA (I.2.3).  

I.2.1 Extraction de l’énergie  
Le principe de l’amplification est le suivant : de l’énergie est déposée (stockée) dans un 
milieu amplificateur et elle est extraite par l’impulsion lumineuse lors de l'interaction avec ce 
milieu. L’énergie stockée, dans les verres dopés au néodyme, est de l’ordre de trois cents 
joules par litre. L’obtention d’énergies très élevées se fera donc en utilisant de grands 
volumes amplificateurs. Par ailleurs, la plus grande partie de l’énergie stockée devra être 
extraite pour obtenir un bon rendement entre l’énergie déposée et extraite. Le régime 
d’amplification est alors le régime de saturation décrit dans le modèle de Frantz et Nodvik [1-
1]. Il est atteint pour des fluences supérieures à la fluence de saturation du matériau. (La 

fluence F  de l’impulsion est liée à l’éclairement I  par la relation suivante : 
t
FI

∂
∂

= ).  

 
Pour extraire le maximum d’énergie, la fluence de l’impulsion devra être proche de la fluence 
de saturation du matériau ; et la fluence de saturation du matériau devra être la plus grande 
possible. Les matériaux possédant une grande fluence de saturation sont les milieux solides 
tels que les verres dopés au néodyme ou les matériaux cristallins comme le saphir dopé au 
titane.  
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Cependant, les chaînes de puissance, utiles pour la mise en œuvre des schémas du type de 
l’ignition rapide nécessitent des matériaux possédant non seulement une grande fluence de 
saturation mais aussi réalisables en grandes dimensions. Les matériaux répondant à ces deux 
critères sont les verres dopés au néodyme, possédant une fluence de saturation de 

2
Sat cm/J54F −≈  et dont la dimension n’est pas limitée (au moins sur le plan de la 

production). Nous étudions l’amplification des impulsions dans ce type de matériaux.  
 

I.2.2 Durée des impulsions dans une chaîne de puissance à verre  
L’amplification des impulsions dans une chaîne de puissance à verres est donc régie par les 
paramètres suivants :  

•  la fluence de l’impulsion F  doit être proche de la fluence de saturation du 
matériau pour extraire le maximum de l’énergie stockée :  

SatFF ≈ ,  
•  l’éclairement I de l’impulsion  doit rester inférieur à l’éclairement seuil du 

matériau 2
Seuil cm/GW5I ≈  au-delà duquel il y a des dommages du matériau 

amplificateur :  
SeuilII ≤ .  

 
En effet, une évaluation de l’éclairement seuil se fait en utilisant l’intégrale de rupture (qui 
sera introduite ultérieurement au I.3.4.3) :  

( ) ( )∫λ
π

=φ
L

0
2

0
B dzt,zIn2t .  

 
Dans le cas d’un régime hors saturation, l’intégrale de rupture s’écrit :  

( )( )
g

1gLexpI
n2 0

2
0

B
−

λ
π

=φ ,  

 
avec 2n  l’indice non linéaire du matériau,  
g  le coefficient de gain,  
L  la longueur du milieu traversé,  

0I  l’éclairement initial. 
 
Ainsi, l’éclairement en sortie du milieu s’écrit, pour de fortes amplifications :  

( )
2

0B
0Sortie n2

gglexpII
π

λφ
==  

Ainsi, l’éclairement seuil :  

2

0
Seuil
B

Seuil n2
gI

π
λφ

= .  

 
Or, l’intégrale de rupture est limitée à 1,5 rad [1-2], l’indice non linéaire des verres 
amplificateurs est W/cm10,3n 216

2
−=  et le coefficient de gain 1m6g −= , ce qui conduit à 

un éclairement seuil de :  
2

Seuil cm/GW5I ≈ .  
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Dans la recherche d’impulsions puissante et énergétique, la durée optimale de l’impulsion 
lumineuse doit être supérieure au rapport entre la fluence de saturation et l’éclairement seuil. 
Cette durée est située dans le régime de la nanoseconde. Nous ne pouvons donc pas amplifier 
des impulsions courtes dans une chaîne à verre à des énergies supérieures au joule. La 
solution est la technique de l’amplification à dérive de fréquence [1-3] (CPA : Chirped Pulse 
Amplification).  

I.2.3 Solution : la technique CPA  
La technique CPA permet l’amplification d’impulsions courtes jusqu’à des énergies élevées 
(figure 1-2). En agissant sur la phase spectrale, il est possible de modifier le profil temporel et 
en particulier d’étirer l’impulsion. Elle consiste à allonger temporellement l’impulsion avant 
amplification. L'allongement temporel est réalisé en répartissant dans le temps les différentes 
fréquences du spectre de l'impulsion. Nous pouvons alors amplifier l’impulsion jusqu’à 
saturation tout en maintenant l’éclairement bien en dessous du seuil de dommage des 
optiques. Le fait d’augmenter la durée des impulsions diminue d’autant l’éclairement 
lumineux. Puis nous comprimons l’impulsion lumineuse. Cette technique permet de 
s’affranchir du problème du dommage des optiques. Elle requiert la réalisation de deux lignes 
dispersives de signe opposé.  
 

Ι

t

Amplification

I

t

t

Ι

t

Ι

Allongement

Compression

 
Figure 1-2 : principe de l’amplification à dérive de fréquence.  

 
L’allongement temporel actuel des impulsions repose sur l’utilisation de la dispersion de la 
vitesse de groupe (voir le paragraphe I.3.2) de systèmes très dispersifs tels que des réseaux de 
diffraction [1-4]. Un réseau est un système qui disperse angulairement les différentes 
longueurs d'onde selon l’expression suivante :  

( )( ) ( ) λ=+λα pNisinsin  
 
où i est l’angle d’incidence sur le réseau,  

( )λα  l’angle de diffraction dépendant de la longueur d’onde,  
p l’ordre de diffraction,  
N la densité de traits du réseau par unité de longueur.  
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Un premier réseau est utilisé pour disperser angulairement les longueurs d’onde alors qu’un 
second réseau, placé parallèlement au premier, va compenser la dispersion angulaire apportée 
par le premier réseau [1-5] (figure 1-3). Le montage en double passage permet de s’affranchir 
du chromatisme latéral que pourrait induire ce système. On obtient ainsi un faisceau parallèle 
en sortie.  
 
La dispersion des vitesses de groupe, fixant la nouvelle durée de l’impulsion, est directement 
fonction de la distance entre les réseaux et de la densité de traits des réseaux. En effet, la 
longueur optique parcourue va dépendre fortement de la direction des vecteurs d’onde et donc 
de la fréquence. Ces différences de chemin optique vont se traduire par des variations de 
phase entre les fréquences et donc par un étirement (ou une compression) dans le domaine 
temporel.  
 

Réseau 1
Faisceau
incident

Réseau 2
+λ

−λ  
Figure 1-3 : principe d’un étireur  

 
Il apparaît dans ce système à deux réseaux un chromatisme latéral en sortie Si l’on regarde le 
faisceau en face, on verra un dégradé de longueurs d’onde d’un bord à l’autre. Celui-ci est 
annulé si on utilise le principe de retour inverse de la lumière en plaçant un miroir en 
autocollimation en sortie du deuxième réseau. Nous préférons placer un dièdre pour permettre 
le décalage en hauteur du faisceau en conservant un plan de propagation parallèle au plan 
incident. 
 
La réalisation d’un système de signe opposé est obtenue en utilisant un afocal de 
grandissement –1 permettant d’obtenir une distance algébrique négative entre les deux 
réseaux (figure 1-4).  
 

Réseau 1

f f
Réseau 2

Faisceau incident

Image du
réseau 1

+λ
−λ Distance

négativeLentille

 
Figure 1-4 : schéma de principe d’un étireur (simple passage).  
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Les deux systèmes ainsi créés sont en théorie des opérateurs inverses et devraient permettre 
d’allonger une impulsion jusqu’à la durée minimale pour l’amplification, puis de la 
recomprimer à sa valeur initiale. Cependant la réalisation pratique nécessite de grandes 
précisions d’alignement [1-6]. En pratique, c’est le second système (avec un afocal) qui est 
utilisé pour étirer les impulsions et le premier pour les comprimer. En effet, lors de sa 
compression, le faisceau doit être placé sous vide et l’encombrement du système composé de 
deux réseaux est moindre que celui nécessitant un afocal. De plus, le faisceau est de grande 
dimension et le système constitué de deux réseaux est alors plus simple à mettre en œuvre et 
moins onéreux.  
 
Nous définissons les paramètres physiques qui régissent l’évolution d’une impulsion 
lumineuse courte et intense dans un système CPA.  

I.3 Propagation d’une impulsion courte et intense  
La propagation des impulsions courtes et intenses dans des matériaux solides pose des 
problèmes dus à leur spectre large et à leur éclairement élevé. Il est donc nécessaire d’étudier 
leur propagation dans ces milieux. Cette étude permettra de décrire les différents mécanismes 
mis en jeu : dispersion de la vitesse de groupe, rétrécissement spectral par le gain et effet 
Kerr. Ces mécanismes agissent sur les formes temporelle et spatiale de l’impulsion.  

I.3.1 Vitesse de phase et vitesse de groupe  
Considérons une impulsion lumineuse se propageant dans la direction de l’axe z. Son champ 
électrique s’écrit, dans le domaine des pulsations, après propagation dans un milieu 
homogène, isotrope et non absorbant :  

( ) ( ) ( )( )zikexp,0~,z~ ω−ω=ω EE ,  
où ( )ωk  représente le vecteur d’onde des différentes composantes spectrales.  
 
Pour une impulsion dont le spectre est centré en 0ω  et dont l’indice varie lentement avec la 
pulsation ω , nous pouvons développer le vecteur d’onde en une série de Taylor au voisinage 
de 0ω  :  

( ) ( ) ( ) ( )Ω+Ωω′′+Ωω+ω=ω 32
000 Ok

2
1'kk)(k ,  

 
où nous avons utilisé les notations suivantes :  

( ) ( ) ( )02

2

00 et
d

kdk ,
d
dk'k 

00

ω−ω=Ω⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω

=ω′′⎟
⎠
⎞

⎜
⎝
⎛

ω
=ω

ωω

.  

 
En se limitant à l’ordre deux dans le développement, l’expression du champ électrique 
devient :  

( ) ( ) ( ) ( ) ( ) ( ) ωω−⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Ωω′′+Ωω′+ω−ω= ∫

+∞

∞−

dtiexpzk
2
1kkiexp,0~t,z 2

000EE .  

 
Nous obtenons alors :  

( ) ( )( ) ( )( )zktiexpzkt,zt,z 000 ω−ωω′−= AE ,  
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avec ( ) ( ) ( ) ( ) ΩΩ−⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Ωω′′−Ω+ω= ∫

∞

∞−

d tiexpzk
2
1iexp,0~t,z 2

00EA  l’enveloppe temporelle 

du champ.  
 
Ainsi dans le domaine temporel, l’impulsion lumineuse est une onde plane (porteuse) qui se 
propage avec un vecteur d’onde k(ω0) centrée à ω0 multipliée par une fonction enveloppe 

( )t,zA . L’enveloppe se déplace globalement à la vitesse (k’(ω0))-1.  
 
Nous pouvons définir les deux vitesses de propagation :  

• celle de l’onde porteuse est la vitesse de phase et s’exprime en fonction de 
l’indice de phase ou indice de réfraction nϕ :  

( ) ( ) )(n
c

k
v

00

0
0 ω

=
ω

ω
=ω

ϕ
ϕ   

• celle de l’amplitude est la vitesse de groupe et dépend de l’indice de groupe ng :  

( ) ( ) )(n
c

'k
1

d
dkv

0g

0

0
0g

0
ω

=
ω

=⎟
⎠
⎞

⎜
⎝
⎛

ω
=ω

ω

.  

 
La relation entre les indices de phase et de groupe est la suivante :  

00
d
nd

n
d
nd

nn 00g
λ

ϕ
ϕ

ω

ϕ
ϕ λ

λ−=
ω

ω+= .  

 
Ainsi les deux indices sont différents pour tous les milieux dispersifs, pour lesquels l’indice 
varie avec la pulsation, et plus particulièrement pour les milieux transparents. Ces propriétés 
dispersives influent sur la propagation de l’impulsion.  

I.3.2 Dispersion de la vitesse de groupe  
La dispersion de la vitesse de groupe est liée aux termes d’ordre supérieur ou égal à deux 
dans le développement du vecteur d’onde. Pour simplifier la présentation, on se limitera à 
l’ordre deux dans le développement du vecteur d’onde. Après propagation, le champ 
électrique s’écrit :  

( ) ( )( ) ( )( )zktiexpzkt,zt,z 000 ω−ωω′−= AE   
 

avec ( ) ( ) ( ) ( ) ΩΩ−⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Ωω′′−Ω+ω= ∫

∞

∞−

d tiexpzk
2
1iexp,0~t,z 2

00EA  l’enveloppe temporelle 

du champ.  
 
Or ( ) ( ) ( )Ω=ω=Ω+ω ,0~,0~,0~

0 AEE , d’où :  

( ) ( ) ( ) ( ) ΩΩ−⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛ Ωω′′−Ω= ∫

∞

∞−

d tiexpzk
2
1iexp,0~t,z 2

0AA .  

 
L’enveloppe spectrale des impulsions s’écrit :  

( ) ( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ ωω′′−ω=ω zk

2
1iexp,0~,z~ 2

0AA .  
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Les enveloppes temporelle et spectrale du champ électrique se déforment au cours de la 
propagation. La phase du champ électrique peut se décomposer selon les termes suivants. Le 
terme de phase, ( ) ( ) zk 00 ω=ωφ , constant par rapport à la pulsation exprime le déphasage de 
l’onde. Le terme linéaire, ( ) ( ) zk' 00 ω′=ωφ , décrit un décalage temporel de l’impulsion dû à 
la propagation de la fonction enveloppe à la vitesse de groupe. Le terme quadratique, 

( ) ( ) zk 00 ω′′=ωφ ′′ , décrit une modification de la durée de l’impulsion.  
 
Dans le cas de schéma de type CPA, la dispersion de la vitesse de groupe a trois origines. 
L’impulsion traverse en effet trois milieux dispersifs différents : l’étireur, le milieu 
amplificateur et le compresseur. Lors de la propagation de l’impulsion, les phases spectrales 
s’additionnent. Il apparaît alors des distorsions de phase.  
 
Nous étudions l’influence de cette phase spectrale sur la forme temporelle de l’impulsion. 
Dans le cas d’une impulsion dont l’enveloppe temporelle initiale de demi durée à 1/e2 en 
intensité tδ  est de répartition gaussienne :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

δ
−=

2

0E t
texpt AA ,  

 
dans le domaine des pulsations, l’enveloppe :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

0E exp~~ AA ,  

 
avec πδ= t~

00 AA ,  

et 
t

2
δ

=ω∆  la demi largeur spectrale à 1/e2 en intensité.  

 
Supposons que la différence de phase s’écrive :  

( )
2

0
rad ⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

ϕ ′′=ωϕ ,  

avec ( ) 2
0rad 2

1
ω∆ωϕ ′′=ϕ ′′ .  

 
En présence de la phase spectrale, l’enveloppe spectrale devient :  

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

ϕ ′′−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

rad

2

0S iexpexp~~ AA ,  

 
dans le domaine temporel, l’enveloppe s’écrit :  

( ) ( )⎥⎦
⎤

⎢
⎣

⎡
−

δ
=

zT
texp

zT
t)t( 2

2

0S AA  

 
avec ( ) ( )rad

22 i1tzT ϕ ′′+δ= .  
 
La nouvelle durée t′δ  de l’impulsion est donnée par :  
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2
rad1tt ϕ ′′+δ=′δ .  

 
La phase spectrale apportée par la propagation d’une impulsion, de longueur d’onde centrale 
1 µm, de demi largeur 3 nm à 1/e2 en intensité sur 15 m de verre est 3 rad. Dans ces 
conditions, l’élargissement de la durée de l’impulsion est environ de 3. Pour obtenir la durée 
la plus courte (à largeur spectrale donnée), il est nécessaire d’apporter une attention 
particulière à la compensation des phases spectrales acquises lors de la propagation de 
l’impulsion à spectre large.  
 
C’est la conséquence de la variation du vecteur d’onde en fonction de la pulsation. Il est 
d’autant plus important dans les systèmes femtosecondes car ils sont caractérisés par de 
grandes largeurs spectrales. La propagation d’impulsions à spectre large pose non seulement 
le problème de la dispersion de la vitesse de groupe mais aussi celui du rétrécissement 
spectral par le gain (pertes de composantes spectrales lors de l’amplification).  

I.3.3 Rétrécissement spectral par le gain  
Si une impulsion traverse un amplificateur dont le gain dépend de la longueur d’onde, il peut 
apparaître un rétrécissement de la largeur spectrale de cette impulsion, ce qui tend à 
augmenter sa durée minimale. La forme spectrale de l’impulsion amplifiée dépend en effet 
directement de la forme du gain du milieu amplificateur, et plus particulièrement de sa largeur 
spectrale. Considérons une impulsion gaussienne dont l’éclairement est donné par :  

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛

ω∆
Ω−=Ω

2/1
2

2

0in 2ln4expII   

où 2/1ω∆  sa largeur spectrale à mi hauteur en intensité correspondant à une durée comprimée 

2/1tδ .  
 
Après amplification dans un milieu, dont la forme spectrale est gaussienne, centrée sur le 
spectre de l’impulsion, de largeur à mi-hauteur Ampliω∆  et de gain logarithmique G  pour la 
pulsation centrale (le gain logarithmique est le produit du coefficient de gain g par la 
longueur L de milieu traversé) ; on peut montrer que l’impulsion devient dans 
l’approximation parabolique et sans saturation :  
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ce qui s’écrit également :  
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La nouvelle largeur spectrale à mi-hauteur en intensité de l’impulsion devient :  
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Cette largeur en sortie de l’amplification est plus petite que la largeur initiale. Ce phénomène 
est appelé rétrécissement spectral par le gain. Il va entraîner une augmentation de la largeur 
temporelle comprimée t′δ  à mi hauteur de l’impulsion, dans le rapport :  

.G1
t
t

2
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2/1
2

ω∆

ω∆
+=

δ
′δ   

 
Ce phénomène doit être minimisé de façon à obtenir une compression temporelle maximale 
de l’impulsion amplifiée. De plus, ce mécanisme contribue à diminuer la durée de l’impulsion 
étirée, dans le même rapport que la diminution de la largeur spectrale des impulsions, et 
favorise alors les effets non linéaires. Pour conserver les mêmes effets non linéaires dans la 
chaîne amplificatrice, il convient de diminuer l’énergie en sortie de la chaîne du même 
facteur. L’inverse de ce facteur de rétrécissement spectral intervient donc au carré pour les 
performances de la chaîne et notamment pour l’éclairement I  qui devient I′  :  
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Il faut tenir compte de cet effet lors du dimensionnement de la durée étirée pour 
l’amplification des impulsions et il faut choisir des matériaux amplificateurs à large spectre de 
gain. Ainsi la propagation d’impulsions courtes et intenses pose non seulement des problèmes 
dus au spectre large, mais aussi d’autres, liés aux éclairements élevés des impulsions, tels que 
l’effet Kerr.  

I.3.4 Effet Kerr  
Comme les éclairements mis en jeu dans la chaîne laser sont très forts, il faut prendre en 
compte les effets non-linéaires. En particulier, les matériaux traversés par l’impulsion laser 
ont un indice n qui varie avec l’éclairement I, selon la loi de Kerr :  

( ) InnIn 2+= ϕ   
avec 2n  l’indice non-linéaire du milieu.  
 
L’indice du milieu dépend de l’éclairement de l’impulsion. Sa propagation sera alors fonction 
de sa propre structure spatiale et temporelle. Deux phénomènes peuvent découler de la loi de 
Kerr, selon le domaine choisi : l’autofocalisation pour le domaine spatial (I.3.4.1) et 
l’automodulation de phase pour le domaine temporel (I.3.4.2). Un indicateur de ces effets sera 
ensuite introduit (I.3.4.3).  

I.3.4.1 Autofocalisation  
Le processus d’autofocalisation est brièvement décrit. La prise en compte des inhomogénéités 
spatiales transverses de l’éclairement fait apparaître des phénomènes d’aberration du front 
d’onde. En prenant en compte les variations transverses de l’indice en fonction de 
l’éclairement transverse, nous obtenons :  

( )( ) ( )y,xInny,xIn 20 += .  
 
Dès que l’éclairement lumineux atteint une certaine valeur, l’indice variant spatialement en 
fonction de l’éclairement, il apparaît des lentilles à gradient d’indice ou lentille de Kerr. 
L’indice du matériau que le faisceau traverse devient plus élevé aux endroits où l’éclairement 
est plus grand dans le cas d’un indice non-linéaire positif (c’est le cas des matériaux 
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transparents dans le visible et le proche infrarouge). À ces endroits, le faisceau subit une 
autofocalisation.  
Nous distinguons deux types d’autofocalisation : à grande et à petite échelle suivant la surface 
du faisceau concerné [1-7] :  

•  à grande échelle, c’est l’ensemble du faisceau qui converge. La surface d’onde se 
déforme et présente un déphasage par rapport à la surface d’onde de référence qui 
permettrait d’obtenir une tâche focale limitée par la seule diffraction. Si elle est 
contrôlée, elle peut être bénéfique ;  

 
•  à petite échelle, les petites irrégularités que présente le profil du faisceau vont 

créer de petites lentilles de Kerr. Ces petites irrégularités sont rapidement 
amplifiées. La théorie de V. Bespalov et V. Talanov [1-2] montre qu’elles croient 
exponentiellement avec la phase non linéaire :  

( ) ( )
c
zy,xInz,y,x 20NL ω=φ   

Cet effet se concrétise par la filamentation du faisceau. L’éclairement crête du faisceau 
atteint alors très rapidement le seuil de dommage du matériau. Pour en limiter l’effet, 
la valeur maximale de la phase non linéaire est environ de 1,8 rad [1-8].  

I.3.4.2 Automodulation de phase  
Si nous ne prenons en compte que les effets de phase le long de l’axe de propagation en 
oubliant les effets spatiaux transverses, le champ électrique de l’impulsion devient, dans le 
cas d’un milieu non dispersif :  
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Ainsi, l’impulsion subit un déphasage non-linéaire dépendant de l’éclairement. La fréquence 

instantanée de cette onde est définie par : ( )
dt

tdψ
−=ω  pour un point z donné avec ( )tψ  la 

phase de l’onde. Cette grandeur porte le nom de fréquence car nous montrerons (voir le 
chapitre V) que sous certaines conditions la fréquence instantanée peut se confondre avec la 
fréquence définie classiquement. Pour un milieu présentant de l’effet Kerr, la fréquence 
instantanée s’écrit :  

( )
dt

)t(dI
c

z
nt 0

20
ω−ω=ω .  

 
Cette équation décrit le phénomène appelé automodulation de phase : il est responsable de 
l’élargissement et de la modulation du spectre de l’impulsion. Le front montant de 
l’impulsion va subir une variation de pulsation de signe opposé au front descendant. Ainsi, 
dans le cas d’un indice non-linéaire positif, le front montant va être dévié vers des longueurs 
d’onde plus grandes, alors que le front descendant va être dévié vers des longueurs d’onde 
plus petites. De nouvelles fréquences sont ainsi créées et il s’opère un élargissement spectral. 
Celui-ci peut éventuellement être utilisé pour diminuer la durée d’impulsion du laser après 
compression, conformément à la relation d’incertitude temps-fréquence sous réserve de 
pouvoir contrôler la phase introduite.  



 21

I.3.4.3 Intégrale de rupture  
L’évaluation de l’influence des non linéarités de la variation de l’indice en fonction de 
l’éclairement I  s’obtient au moyen d’une nouvelle grandeur appelée intégrale de rupture :  

( ) ( )∫λ
π

=φ
L

0
2

0
B dzt,z,y,xIn2t,y,x   

avec n2 l’indice non-linéaire du milieu,  
L la longueur du milieu traversé.  
 
Comme nous venons de le voir, cette phase non-linéaire influe sur la propagation de 
l’impulsion laser. En effet elle apporte des distorsions à la phase temporelle et des aberrations 
au front d’onde. Dans le domaine spatial, il apparaît des problèmes de filamentation des 
matériaux dus aux surintensités locales du faisceau et un problème lors de la focalisation du 
faisceau. Dans le domaine temporel, lors de la propagation d’une impulsion courte, l’intégrale 
de rupture élargit le spectre des impulsions.  
 
Le dimensionnement des performances d’une chaîne laser de puissance doit prendre en 
compte la valeur de l’intégrale de rupture afin de contrôler la forme spatiale et temporelle de 
l’impulsion. Pour s’affranchir des distorsions induites par l’intégrale de rupture, sa valeur 
totale dans la chaîne ne doit pas dépasser 1,5 rad [1-9]. La phase non linéaire est fonction de 
l’éclairement de l’impulsion et de la longueur de verre traversé pour un éclairement donné. 
Deux moyens sont alors à notre disposition pour diminuer l’intégrale de rupture : diminuer 
l’éclairement en augmentant la taille du faisceau et la durée des impulsions et mettre le plus 
fort gain en fin de chaîne afin de traverser le moins de verre possible à éclairement élevé.  
 
Dans le domaine spatial, les effets indésirables de l’autofocalisation à petite échelle peuvent 
être éliminés en utilisant des filtrages spatiaux. Par ailleurs, ces filtrages spatiaux réalisent 
plusieurs actions : augmentation de la taille du faisceau, réalisation du relais d’image afin de 
ne pas laisser diverger le faisceau lentement sous l’action de la diffraction et nettoyer le 
faisceau de ses surintensités locales (figure 1-5).  
 

f1 f1

Contribution dans le plan focal
des surintensités locales

 
Figure 1-5 : principe du nettoyage du faisceau des surintensités locales.  

 
 
Chaque filtre spatial est constitué de deux lentilles convergentes et d’un trou placé au foyer 
des deux lentilles. Le foyer image de la première est confondu avec le foyer objet de la 
seconde. Le principe du filtrage repose sur le fait que l’image formée dans le plan focal d’une 
lentille est la transformée de Fourier du profil spatial avant la lentille. Le principe du trou est 
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d’épurer le faisceau de toutes les fréquences spatiales élevées, qui correspondent à tous les 
parasites et points chauds qui modifie la forme spatiale du faisceau. C’est donc une correction 
de l’autofocalisation à petite échelle. Un diaphragme placé au foyer de la lentille permet de 
couper les hautes fréquences spatiales du faisceau. Le diaphragme doit cependant être 
suffisamment large pour que les basses fréquences spatiales responsables de la forme du 
faisceau passent. Ainsi l’intégrale de rupture ne s’accumule pas, dans le domaine spatial, 
entre deux filtrages spatiaux et la limitation de sa valeur devra se faire entre deux filtrages.  
 
Nous verrons dans le chapitre VII une correction de la phase non linéaire temporelle. La 
prochaine génération de chaîne de puissance produira des impulsions ayant une puissance de 
l’ordre de la dizaine de pétawatts. Nous allons en étudier les spécificités dans le chapitre 
suivant.  
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II.  Contexte de l’étude : un laser kilojoule pétawatt 

sur la LIL  

Dans le cadre général des expériences de fusion par confinement inertiel, le Commissariat à 
l’Énergie Atomique prévoit la construction d’un laser de très grande puissance : le Laser 
Mégajoule (LMJ) afin de disposer d’un outil de simulation permettant d’étudier en laboratoire 
la physique des plasmas très denses et chauds. Le LMJ aura une dimension encore inégalée de 
240 faisceaux lasers. L’énergie produite sera de 2 106 joules. Dans ce cadre, la Ligne 
d’Intégration Laser (LIL) est une installation prototype du Laser Mégajoule.  
 
Ce chapitre est consacré à la mise en place du contexte de l’étude : un laser kilojoule pétawatt 
en étude sur la LIL. Dans un premier temps, la présentation de la LIL est effectuée (II.1). Puis 
le dimensionnement d’un laser pétawatt sur la LIL est donné (II.2). De ce dimensionnement, 
nous en déduirons la nécessité de correction des phases spectrale et temporelle (II.3) enfin les 
méthodes de correction actives de la phase seront données (II.4).  

II.1 Présentation de la LIL  
La Ligne d’Intégration Laser est constituée de huit faisceaux identiques à ceux du LMJ. 
Chacun des faisceaux élémentaires aura une dimension de 37 cm par 37 cm et délivrera une 
énergie de 8 kJ à 351 nm dans une impulsion de 3 ns.  
 
Le système laser de la LIL se décompose en trois ensembles (figure 2-1) :  

• une source laser désignée sous le vocable pilote,  
• une section amplificatrice (SA),  
• une fin de chaîne comprenant le transport, la conversion de fréquence et la 

focalisation (TCF).  
 

Pilote

L = 100 m
Source MPA Section amplificatrice

SA

TCF
 

Figure 2-1 : schéma de principe de la LIL.  

 
Le pilote est destiné à créer l’impulsion laser, à la mettre en forme spatialement et 
temporellement et à la préamplifier jusqu’à un niveau d’énergie de l’ordre du joule. Il est 
constitué de deux sous ensembles comprenant : une source et un module préamplificateur 
(MPA).  
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La source est un système complètement intégrée qui comprend :  
• un microlaser qui génère l’impulsion dans l’infrarouge vers 1,05 µm,  
• une mise en forme temporelle qui ajuste le profil et la durée de l’impulsion laser,  
• un modulateur de phase intégré nécessaire pour éviter l’apparition des phénomènes 

non linéaires tels que la diffusion Brillouin stimulée risquant d’endommager 
certains éléments optiques en fin de chaîne.  

L’énergie délivrée par la source est typiquement de quelques nanojoules pour une durée 
d’impulsion de l’ordre d’une nanoseconde. Une fibre de transport permet le passage de la 
source vers le MPA.  
 
Le MPA comprend :  

• un ensemble de préamplification intégrant un amplificateur régénératif à verre 
pompé par diode (1 Hz 10 mJ) et un amplificateur quatre passages à verre pompé 
par flash permettant d’atteindre le joule, le niveau d’énergie requis à l’entrée de la 
section amplificatrice (SA),  

• une mise en forme spatiale carrée adaptée à la section amplificatrice.  
 
Le deuxième ensemble de la chaîne permettant la montée en énergie est la section 
amplificatrice (figure 2-2). Elle rassemble un fagot de huit faisceaux (4x2). Ce système 
constitue la LIL. La section est composée de deux modules amplificateurs (18 plaques 
amplificatrices par faisceau) et deux filtrages spatiaux. Un système demi-tour permet de 
passer quatre fois dans les amplificateurs via un multiplexage angulaire. Le milieu 
amplificateur est aussi du verre phosphate dopé au néodyme. L’énergie disponible en sortie 
est supérieure 20 kJ par faisceau à la longueur d’onde fondamentale.  
 

M1 Polariseur

 

L1 L2 L3 L4

KDP

Réseau 3ω focalisant

Cible

Hublot 

Lame de phase

Transport

MT1

MT6
Demi tour

Injection

Pockels

Ampli 1 Ampli 2

Réseau 1ω

 
Figure 2-2 : schéma d’un faisceau de la LIL.  

 
La dernière partie est le transport, la conversion de fréquences et la focalisation des faisceaux. 
Le transport vers le hall d’expériences (HE LIL) est assuré grâce à un jeu de quatre miroirs. 
Les faisceaux sont ensuite convertis dans l’ultraviolet, en traversant des cristaux de KDP. 
Puis ils sont focalisés, au moyen d’un réseau, au centre de la chambre d’expériences pour 
fournir une tache de l’ordre de 500 µm.  
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II.2 Dimensionnement du laser pétawatt sur la LIL  
Le concept d’allumage rapide pouvant une alternative pour réaliser l’ignition sur l’installation 
LMJ, il est intéressant d’envisager l’amplification d’impulsions ultra- courtes sur la LIL pour 
atteindre des régimes d’éclairement et de puissance très importants : 1023 – 1024 W/cm2 et 
l’exawatt. Les limites technologiques actuelles restreignent aujourd’hui notre ambition au 
régime pétawatt.  
 
Les applications potentielles d’une telle chaîne laser nécessitent des configurations de mise en 
forme temporelle et de focalisation très différentes de celles envisagées pour la LIL dans sa 
configuration de base. Ces configurations ont des conséquences directes sur le choix de 
l’amplification et de la compression. L’implantation d’un système à impulsions courtes sur la 
LIL repose sur des transformations limitées de l’installation afin de faciliter l’exploitation de 
la LIL et d’en réduire le coup. Comme nous l’avons vu au premier chapitre, la technique CPA 
est nécessaire pour atteindre ces niveaux d’énergie. La figure 2-3 présente un schéma de 
principe de la chaîne pétawatt de la LIL.  
 

Amplification
de puissance LIL/LMJ

Transport
Compression
Focalisation

Pilote

allongeur MPA
standard

L = 100 m
Source Section amplificatrice

SA

TCF

Préamplification
Mise en forme spatiale

Oscillateur à modes couplés
femtoseconde à

verre pompé par diodes laser
 

Figure 2-3 : schéma de principe de la chaîne pétawatt de la LIL. Nous retrouvons les différents ensembles 
de la LIL : le pilote, la section amplificatrice ; et le transport, la compression et la focalisation (TCF). Ils 

sont différents dans leur composition du fait de l’utilisation d’impulsions brèves et de la technique de 
l’amplificatrice à dérive de fréquence.  

 
Nous retrouvons les différents ensembles de la LIL : le pilote, la section amplificatrice ; et le 
transport, la compression et la focalisation (TCF). Ils sont différents dans leur composition du 
fait de l’utilisation d’impulsions brèves et de la technique de l’amplificatrice à dérive de 
fréquence. En effet, l’utilisation d’impulsions courtes nécessite la mise en place d’une source 
délivrant de telles impulsions, un allongeur, un compresseur et un système de focalisation 
spécifique : une parabole (optique fonctionnant en réflexion). Les deux derniers éléments 
doivent être placés sous vide pour éviter les effets de filamentation liés à la propagation non 
linéaire d’impulsions intenses.  
 
Dans un premier temps, le dimensionnement est effectué en tenant compte des contraintes 
technologiques ; puis des contraintes liées à l’utilisation de la LIL. Nous poursuivons par le 
résultat du dimensionnement et enfin les solutions envisagées afin d’améliorer les 
performances du laser pétawatt de la LIL.  
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II.2.1 Contraintes technologiques  
Les contraintes technologiques sont liées à la fabrication des réseaux de compression : leur 
tenue au flux et leur dimension. La technologie actuelle des réseaux est une tenue au flux 
inférieure à 1 J/cm2 pour des impulsions picosecondes en section droite et une dimension 
inférieure au mètre.  
 
De ces contraintes, nous en déduisons l’énergie maximale qui pourra être comprimée et 
optimisée la densité de traits des réseaux. En effet la projection du faisceau sortant de la 
section amplificatrice (40 cm par 40 cm) ne doit pas dépasser la taille des réseaux. Cette 
optimisation nous conduit à une densité de traits située aux environs de 1500 traits/mm. Pour 
une densité de traits de 1480 mm-1, valeur déjà utilisée sur des installations équivalentes, 
l’angle d’incidence est de 55°, valeur la plus proche de l’angle de Littrow (51°) [2-1], 
compatible au passage d’un faisceau de 40 cm. Sous cette incidence, la dimension du premier 
réseau est de 40 par 70 cm. Le second réseau sera de plus grande dimension pour accepter la 
dispersion spectrale apportée par le premier. L’énergie maximale que l’on pourra comprimer 
sera alors de 1 kJ, et compte tenu de l’efficacité des réseaux de compression, l’énergie 
disponible après compression sera d’environ 700 J.  
 

II.2.2 Contraintes liées à l’utilisation de la LIL  
Les contraintes liées à l’utilisation de la LIL sont de deux types : les milieux amplificateurs 
utilisés et la place limitée pour le caisson de compression.  
 
Les milieux à gains utilisés sur l’installation laser ne sont pas optimisés pour l’amplification 
d’impulsions à spectre large d’autant plus qu’un seul type de verre est utilisé : le verre 
phosphate dopé. Le rétrécissement spectral par le gain sera donc d’autant plus important par 
rapport aux autres chaînes de puissance utilisant une préamplification dans des cristaux de 
titane saphir et un mélange de verre dans le reste de la chaîne. L’insertion d’un filtre dans 
l’amplificateur régénératif permettra de conserver la largeur spectrale des impulsions en sortie 
de l’étage de préamplification. Une simulation avec le code Miró [2-2] montre que le 
rétrécissement spectral par le gain entre la sortie de l’allongeur et la sortie de la section 
amplificatrice est d’un facteur trois.  
 
Concernant le caisson de compression, la distance entre les réseaux de compression est 
limitée à 6 m pour satisfaire des contraintes d’encombrement dans le hall d’expériences de la 
LIL. Les autres paramètres des réseaux (densité de traits et angle d’incidence) étant fixés par 
les contraintes technologiques, nous sommes limités à 0,5 ns pour la durée de l’impulsion que 
nous pourrons comprimer. Compte tenu du rétrécissement spectral lors de l’amplification, 
cette durée correspond à une durée étirée de 1,5 ns. La distance entre les réseaux de l’étireur 
est alors de 10 m environ, pour une géométrie à quatre passages (comprenant deux réseaux et 
un afocal). Les systèmes allongeur et compresseur doivent être conjugués pour permettre de 
comprimer au mieux l’impulsion. Cependant leur réalisation pratique est loin d’être simple et 
nécessite des précisions d’alignement extrêmes [2-1]. C’est pourquoi il sera nécessaire 
d’insérer un système de correction de phase spectrale pour permettre un contrôle plus précis 
des impulsions comprimées.  
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II.2.3 Résultat du dimensionnement  
L’impulsion initiale de durée 200 fs (correspondant à une largeur spectrale de 8 nm) est étirée 
à 1,5 ns. Avec les contraintes actuelles, les performances de la chaîne pétawatt sont une 
énergie disponible en fin de chaîne de 1 kJ. Cette énergie correspond à 700 J disponible en 
sortie du compresseur avec une largeur spectrale de 2,7 nm correspondant à une durée 
comprimée minimale de 600 fs (limitée par Fourier). La puissance théorique associée est 
1,2 PW. Dans ces conditions les effets non linéaires restent faibles durant l’amplification 
( rad3,1B = ). Ce faisceau est ensuite focalisé sur cible en utilisant une parabole hors axe pour 
atteindre des régimes de 1021 W/cm2. Ce dernier paramètre est le plus difficile à estimer car il 
dépendra des aberrations optiques de la chaîne laser.  

II.2.4 Amélioration des performances  
L’amélioration de ce système, pour exploiter au mieux l’énergie disponible sur la LIL (20 kJ 
pour des durées d’impulsions de 3,5 ns), passe par plusieurs étapes. Les limitations identifiées 
proviennent essentiellement du système de compression, à la fois en dimension (distance 
entre les réseaux et taille des réseaux) et en tenue au flux. L’amélioration d’un facteur trois de 
la tenue au flux des réseaux de diffraction en petites dimensions a été obtenue par un contrat 
RTD de la Communauté Européenne [2-3]. Cependant dans la configuration actuelle 
d’amplification, les performances seront alors limitées par les effets non-linéaires ne 
permettant pas de bénéficier de tout l’acquis sur la tenue au flux des réseaux.  
 
Pour amplifier des énergies plus importantes et donc atteindre des puissances plus 
conséquentes, différents points sont à l’étude et devront être validés avant leur implantation 
sur chaîne. L’objectif principal est de limiter les effets non linéaires avant compression de 
l’impulsion pour éviter le transfert des modulations de phase en modulations d’amplitude. 
Différentes solutions sont envisagées : contrôler la durée de l’impulsion étirée, compenser les 
effets non linéaires.  
 
En effet, le contrôle de la durée de l’impulsion étirée permet de limiter des effets non-
linéaires. Celle-ci diminue au cours de l’amplification à cause du phénomène de 
rétrécissement spectral par le gain dans la section amplificatrice. La compensation de cet effet 
de rétrécissement par l’utilisation d’un filtre spectral est une des solutions envisagées. 
L’augmentation de la durée étirée de l’impulsion sera également nécessaire. Un système de 
mosaïque de réseaux pour la compression d’impulsions (4 passages) ainsi que les 
développements de nouveaux systèmes d’allongement (réseaux de Bragg fibrés, systèmes 
hybrides…) sont en cours de développement.  
 
Le réseau de Bragg fibré (figure 2-4) est actuellement une technologie adaptée aux impulsions 
de longueur d’onde centrale autour de 1,55 µm [2-4]. Il faudrait donc pouvoir transférer cette 
technologie à nos longueurs d’onde (1 µm).  
 
Un réseau de Bragg est constitué d’un ensemble de réflecteurs plans et parallèles engendrés 
par des variations longitudinales de l’indice d’une fibre. Il présente une densité de traits 
variable (figure 2-5). La distance séparant deux réflecteurs dépend de la distance de 
propagation dans la fibre. Les longueurs d’onde sont réfléchies au fur et à mesure de la 
propagation dans la fibre. Les différentes longueurs d’onde ne parcourent donc pas le même 
trajet dans la fibre. En sortie, l’impulsion est alors étirée.  
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Figure 2-4 : réseau de Bragg fibré.  

 
La bande spectrale du réseau de Bragg fibré est fonction de l’évolution de l’écartement des 
réflecteurs. Celle-ci est à adapter en fonction de la largeur spectrale de l’impulsion. Le réseau 
de Bragg Fibré, fabriqué selon la technologie appliqué au marché télécommunication, peut 
n’apporter qu’une phase quadratique, contrairement à la phase spectrale apportée par un 
système d’allongement classique à réseaux. La longueur de la fibre L pour impulsions 
fortement étirées s’écrit :  

T
n2

cL ∆= ,  

avec n l’indice moyen du cœur de la fibre,  
T∆  la durée de l’impulsion étirer.  

 
Ainsi la longueur de la fibre nécessaire à étirer l’impulsion à 1,5 ns est de 15 cm. De plus, 
cette valeur doit être multipliée par un facteur de forme du spectre. L’encombrement de 
l’étireur est considérablement réduit.  
 

δt

∆T

L

 
Figure 2-5 : schéma de principe du réseau de Bragg fibré. Les différentes longueurs d’onde sont réfléchies 

selon la distance de propagation dans le réseau de Bragg fibré (RBF).  

 
L’utilisation d’un nouveau système pour étirer l’impulsion entraîne des lois de phase spectrale 
apportées par l’allongeur et le compresseur différentes. Ces phases spectrales ne seront alors 
plus compensées. Il sera nécessaire de mettre en place un système de correction de la phase 
spectrale.  
 
Une autre solution pour limiter les effets non linéaires est leur compensation. Différentes 
solutions sont possibles. L’utilisation d’un milieu possédant un indice non linéaire négatif 
permet cette compensation : un semi-conducteur (AsGa) [2-5]. La phase non linéaire peut être 
aussi corrigée en utilisant un modulateur de phase.  
 
Enfin une compensation spécifique du front d’onde sera à implanter sur la chaîne pour 
améliorer le confinement de la puissance et atteindre les éclairements annoncés. Un contrat 
européen RTD (Adaptool) devrait raisonnablement contribuer à apporter des solutions 
implantables sur la LIL.  
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Les défauts de phases spectrale et temporelle doivent être corrigés pour l’amélioration des 
performances de la chaîne pétawatt en étude sur la LIL.  

II.3 Corrections des phases spectrale et temporelle  
Quelque soit l’origine des défauts de phase, contributions spectrale ou temporelle, le défaut 
peut être compensé dans l’un ou l’autre des deux domaines. Cependant la limitation en 
amplitude de correction et l’enchaînement des défauts amènent à considérer plus finement le 
problème.  
 
En effet, pour des impulsions fortement étirées, il existe une relation bijective entre le temps 
et les fréquences (cf. chapitre V). Cette relation permet de traiter les phases spectrales comme 
des phases temporelles et inversement. Pour que la relation entre les phases spectrale et 
temporelle soit bijective, il est nécessaire de limiter en amplitude les variations de ces phases ; 
donc la correction.  
 
Dans le cas d’une architecture classique d’une chaîne de puissance (figure 2-6), les effets non 
linéaires sont négligeables devant les défauts de phase spectrale, comme ceux induits par la 
dispersion et la différence de phase entre l’allongeur et le compresseur. L’origine des défauts 
de phase est uniquement spectrale. Dans ce cas, une correction de phase spectrale dynamique 
est suffisant.  
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Figure 2-6 : architecture classique d’une chaîne de puissance. Les effets non linéaires sont négligeables 

devant les défauts de phase spectrale, comme ceux induits par la dispersion et la différence de phase entre 
l’allongeur et le compresseur.  

 
Dans le cas de l’architecture du pétawatt en étude sur la LIL (figure 2-7), l’essentiel du défaut 
de phase spectrale provient du désaccord allongeur/compresseur. Sa correction sera à 
considérer de façon statique. Ces défauts n’évoluent pas d’un tir à l’autre.  
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Figure 2-7 : architecture du laser pétawatt en étude sur la LIL.  

 
Par exemple, nous pourrions envisager un déréglage du compresseur ou l’insertion d’un 
élément dispersif contrôlé (lame de verre dans l’allongeur, …). Seule une faible quantité de 
phase spectrale limitée à une fraction de 2π sera à corriger de façon dynamique ; d’une part 
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pour parfaire la correction et d’autre part pour ajuster des profils particuliers de l’impulsion 
(comme par exemple des fronts de montée et des pré impulsions).  
 
En revanche, en ce qui concerne le défaut de phase temporelle, l’amplitude de correction 
pourrait atteindre des valeurs bien plus importantes (notamment si les effets dans le domaine 
spatial sont corrigés). Nous envisageons alors sa correction directement dans le domaine 
temporel (cf. chapitre VII). Ce type de correction ne nécessitera pas de tir de mesure et par 
conséquent de contre réaction.  

II.4 Méthodes de correction active de phase  
Les différentes méthodes de correction active de la phase sont données (II.4.1) : puis la 
méthode de correction utilisée est présentée (II.4.2).  

II.4.1 Différentes méthodes de correction active de phase  
Les différentes méthodes de correction active de la phase spectrale doivent coupler les 
pulsations avec une variable extérieure. Dans tous les cas, la modulation de phase spectrale 
obtenue sera aussi une modulation de phase temporelle pour des impulsions étirées 
temporellement. Plusieurs choix sont possibles. Soit le couplage se fait par une variable 
d’espace, de deux types transversale ou longitudinale, soit par le temps. La méthode de 
correction de la phase spectrale est adaptée en fonction de la variable de couplage choisie. 
Nous obtenons alors :  

• variables d’espace :  
• transverse x : la correction de la phase spectrale s’obtient en utilisant une valve 

à cristaux optiques [2-6, 7] ou un filtre acousto optique ou encore un miroir 
déformable[2-8] dans un plan de Fourier d’une ligne à dispersion nulle  

• longitudinale : la correction de la phase spectrale s’obtient en utilisant un filtre 
acousto-optique [2-9, 10],  

• variable temporelle : la correction de la phase spectrale est obtenue en utilisant un 
modulateur de phase temporelle intégré pour des impulsions fortement étirées 
temporellement [2-11]. Cette dernière méthode permet de moduler spectralement 
et directement temporellement la phase des impulsions.  

II.4.2 Méthode de correction utilisée  
C’est le modulateur de phase temporelle intégré qui a été étudié. Ce type de modulateur 
permet d’induire une modulation de phase spectrale (pour des impulsions fortement étirées) et 
directement de phase temporelle. Ce modulateur de phase spectrale fait l’objet du chapitre V. 
C’est le modulateur de phase le mieux adapté à l’utilisation d’impulsions fortement étirées et 
des spectres relativement étroits. Le nombre de points accessible à la correction est 
proportionnel à la durée étirée.  
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III. Système de mesure absolue de la phase 

spectrale : dimensionnement de l’appareil et 

mise en œuvre expérimentale  

Pour maîtriser la correction de la phase spectrale de l’impulsion optique, nous en recherchons 
une méthode de mesure qui soit de préférence monocoup et sans référence. Nous 
commencerons donc ce chapitre par une description des différentes méthodes existantes afin 
de choisir la méthode la plus appropriée (III.1). Le principe de la méthode conduisant à notre 
instrument de mesure sera ensuite présenté. Nous en décrivons son fonctionnement (III.2). Le 
dernier paragraphe sera consacré à la mise en œuvre expérimentale de la mesure (III.3). Ainsi 
le dimensionnement de l’instrument afin de procéder à la mesure de phase dans les meilleures 
conditions sera effectué.  

III.1 Méthodes  
Dans le domaine de l’optique, le temps de réponses des détecteurs est beaucoup plus long que 
la durée�des impulsions à mesurer. Donc, dans le cas de méthodes de mesure linéaire, toute 
information concernant la phase du champ électrique (isolé) incident est perdue, sauf si l’on 
dispose d’un champ de référence parfaitement connu. Cette mesure relative donne alors accès 
à une différence de phase spectrale. L’objectif étant d’obtenir une mesure absolue de la phase 
spectrale, nous étudions les méthodes de mesure non linéaires permettant d’atteindre la phase 
de l’impulsion (III.1.1). Puis de cette présentation, nous choisissons la méthode de phase 
spectrale que nous allons utilisée (III.1.2).  

III.1.1 Méthodes de mesures absolues de la phase spectrale de 
l’impulsion  
Par la suite, le spectre dans le domaine spectral )(A~ Ω  de l’impulsion à mesurer est donné par 
l’expression suivante (annexe A1) :  

( ) ( ) ( )( )000 iexp)(A~E~ ω−ωϕω−ω=ω−ω=ω A   
 
avec )(A~ 0ω−ω  l’enveloppe dans le domaine spectral de l’impulsion,  

)( 0ω−ωA  l’amplitude spectrale de l’impulsion,  
)( 0ω−ωϕ  la phase spectrale de l’impulsion à mesurer,  

et ω 0  la pulsation centrale.  
 
Nous allons étudier les différentes méthodes pour la mesure de la phase spectrale ϕ ω( )  de 
l’impulsion.  
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III.1.1.1 Mesure de phase itérative avec porte temporelle  
Le principe de la méthode appelée FROG (Frequency-Resolved Optical Gating) [3-1] est de 
réaliser un filtre temporel sur le signal à caractériser. Le spectre des différentes composantes 
temporelles du signal est alors obtenu. Le signal expérimental est composé de 
l’enregistrement de spectres filtrés pour différents retards temporels. L’analyse de ce spectre 
permet de retrouver la phase de l’impulsion. En général, le filtre temporel est réalisé à partir 
de l’impulsion à caractériser. L’algorithme développé pour retrouver la phase est complexe et 
nécessite plusieurs itérations.  
 
Plusieurs géométries possibles pour cette mesure sont possibles. Chaque géométrie nous 
mène à un spectrogramme différent. Une solution pour retrouver la phase est de reconstruire 
la carte dans le plan (τ, ω) à l’aide d’un algorithme. Pour chaque type de géométrie, nous 
aurons un algorithme complexe pour retrouver la phase de l’impulsion.  
 
La géométrie basée sur la formation d’un filtre obtenu par polarisation est décrite. Le champ à 
caractériser est divisé en deux faisceaux d’énergie différente (figure 3-1) : les faisceaux sonde 
et pompe. Le faisceau sonde est décalé relativement au faisceau pompe d’un retard temporel 
variable τ (variant au cours de la mesure). La polarisation du faisceau pompe est tournée de 
45° par rapport à celle du faisceau sonde. L’interaction des deux faisceaux s’opère dans le 
cristal par effet non linéaire d’ordre trois. Le faisceau pompe induit de la biréfringence. Sous 
son action, le matériau non linéaire joue le rôle d’une lame d’onde qui modifie légèrement la 
polarisation du faisceau sonde. Le faisceau pompe constitue ainsi un filtre temporel (porte 
temporelle). Deux mesures sont effectuées simultanément : la première permet d’accéder à 
l’état de polarisation en fonction du retard temporel (nous mesurons l’énergie du faisceau 
sonde derrière un polariseur) et la seconde donne une mesure du spectre en fonction du retard 
temporel. Cette mesure est sensible au cube de la puissance du champ.  
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Spectromètre
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Retard
variable τ

 
Figure 3-1 : dispositif expérimental basé sur la formation d’un filtre par polarisation.  

 
Certaines de ces mesures peuvent être rendues monocoup, notamment dans le cas d’une 
géométrie utilisant la génération de seconde harmonique [3-2]. C’est la fonction 
d’autocorrélation de l’impulsion qui est mesurée pour différents retards temporels. Cette 
fonction est transférée dans le domaine spatial rendant la mesure de la phase monocoup. 
Cependant, dans ce cas, il y a ambiguïté sur le signe de la phase spectrale de l’impulsion.  
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III.1.1.2 Mesure de phase itérative avec porte spectrale  
Le principe de cette méthode Frequency Domain Phase Measurement (FDPM) [3-3] repose 
sur la mesure des temps d’arrivée des différentes composantes spectrales de l’impulsion 
(figure 3-2). Un filtre spectral est alors utilisé. La mesure permet d’obtenir la dérivée de la 
phase spectrale donc le retard temporel.  
 
L’impulsion incidente est séparée en deux faisceaux. Un des deux faisceaux est retardé de τ, 
l’autre est filtré spectralement. Une fente placée dans le plan spectral permet de sélectionner 
une fréquence centrale 1ω . Dans le domaine spectral, cette opération peut s’effectuer dans le 
plan de Fourier d’un allongeur.  
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Figure 3-2 : principe de la mesure de phase itérative avec filtre spectral.  

 
Nous pratiquons ensuite une corrélation croisée entre le champ à caractériser et la porte 
spectrale dans un cristal non linéaire par un effet non linéaire d’ordre deux. À 1ω  fixé, nous 
balayons le retard τ. Le maximum de signal indiquera le temps d’arrivée de cette fréquence 

1ω . Nous construisons dans l’espace des phases, la carte des temps d’arrivée en fonction de la 
fréquence 1ω . Ces temps correspondent à la dérivée de la phase par rapport à la fréquence. 
Une simple intégration fournit la phase spectrale de l’impulsion. Contrairement à la 
précédente, elle ne peut pas être rendue monocoup.  

III.1.1.3 Mesure de la phase par propagation dans un milieu non linéaire  
La phase spectrale peut être déduite de la propagation dans un milieu non linéaire ne 
subissant que l’effet Kerr (figure 3-3) [3-4]. Nous mesurons le spectre avant et après 
propagation dans ce milieu. Tout repose sur le fait que l’intensité de l’impulsion va influer sur 
le spectre à la sortie du matériau par effet Kerr. Un algorithme itératif permet de retrouver la 
phase spectrale de l’impulsion. La réponse du milieu doit être uniquement un effet Kerr, la 
dispersion de la vitesse de groupe doit être négligeable, ainsi que les effets spatiaux (comme 
la diffraction ou les effets non linéaires). Il est donc nécessaire de connaître les 
caractéristiques spatiales et l’énergie du faisceau.  
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Figure 3-3 : principe de la mesure de phase par propagation dans un milieu non linéaire.  
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III.1.1.4 Mesure de la phase par interférométrie à décalage  
Cette méthode [3-5,6] est une transposition dans le domaine spectral de la méthode par lame 
de shearing dans le domaine spatial [3-7]. Elle consiste à faire deux répliques de la surface 
d’onde à caractériser. Ces deux répliques sont décalées spatialement. L’analyse des 
interférences spatiales permet de reconstruire la surface d’onde. Dans le domaine spectral, il 
suffit de produire deux répliques décalées en fréquence d’une impulsion (figure 3-4). 
L’analyse des interférences spectrales permet de reconstruire la phase. L’algorithme pour 
retrouver cette phase est simple et la méthode est monocoup.  
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( )δω+ωE~
Spectre

 
Figure 3-4 : principe de la mesure de phase par interférométrie à décalage.  

III.1.2 Critères de choix de la méthode de mesure de phase  
Les principes des différentes méthodes de mesure de phase spectrale ont été brièvement 
présentés et nous allons rechercher la méthode la plus adaptée à notre besoin. Tout d’abord, 
nous recherchons une méthode donnant une mesure ne nécessitant pas l’utilisation d’une 
impulsion de référence. De plus, la mesure de la phase devra être monocoup en utilisant un 
algorithme d'analyse le plus simple possible.  
 
C’est cet ensemble de critères qui nous a amené à choisir l’interférométrie à décalage que 
nous allons maintenant étudier en détails.  

III.2 Interférométrie à décalage  
L’interférométrie spectrale à décalage permet de mesurer l’amplitude et la phase spectrale 
d’une impulsion. Le système de mesure est dimensionné pour mesurer des impulsions courtes, 
présentant de faibles variations de phase. Dans un premier temps, nous décrivons le principe 
de l’interférométrie spectrale (III.2.1) puis celui de la mesure : interférométrie spectrale à 
décalage (III.2.2). Ensuite, nous présentons l’algorithme développé pour retrouver la phase 
spectrale d’une impulsion (III.2.3).  

III.2.1 Principe de l’interférométrie spectrale  
Nous étudions le montage utilisé pour l’interférométrie spectrale permettant de mesurer une 
différence de phase spectrale. Ce montage permettra d’expliquer plus simplement celui de 
l’interférométrie à décalage. Dans un premier temps, nous analysons le principe de 
l’interférométrie spectrale. Puis, nous expliquons l'algorithme développé pour retrouver le 
déphasage spectral ( )ωφ . Ensuite, nous étudions la mise en œuvre expérimentale de la 
mesure.  
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III.2.1.1.1 Montage  
Nous présentons maintenant le montage réalisé pour obtenir une mesure d’un déphasage 
spectral [3-8] : l'interférométrie spectrale (figure 3-5). Un montage du type de Mach-Zender 
permet d’obtenir deux impulsions de durée identique séparée d’un intervalle de tempsτ. Nous 
avons une interférence spectrale entre les deux impulsions ainsi formées.  
 

ligne à
retard τ

SpectromètreObjet de phase
( )ωφ  

Figure 3-5 : principe de l'interférométrie spectrale 

 
Le signal obtenu sur le spectromètre est le suivant :  

( ) ( ) ( ) 2

21 A~A~I~ ω+ω=ω   

avec  
( )ωiA~  le spectre de l’enveloppe des impulsions,  

 
Le signal s’écrit aussi :  

( ) ( ) ( ) ( ) ( ) ( )( )( )ωτ+ωφ+ωϕ−ωϕω+ω=ω 12cosc1EnI   
avec  

( )ωiA  l’amplitude spectrale des impulsions à la sortie de l’interféromètre,  
( )ωϕ i la phase spectrale des impulsions,  

τ  l’écart temporel entre les deux impulsions,  
( )ωφ  la phase de l'objet de phase,  

( )ωEn  l’enveloppe du signal : ( ) ( ) ( )ω+ω=ω 2
2

2
1En AA , l'enveloppe du signal est en fait la 

somme des intensités spectrales des impulsions,  

et )(c ω  le contraste des franges : ( ) ( ) ( )
( ) ( )ω+ω

ωω
=ω 2

2
2

1

212c
AA

AA
.  

 
Les deux impulsions sont crées à partir de la même impulsion. Elles possèdent alors la même 
amplitude et phase spectrale au début de l’interféromètre. Nous supposons que les phases 
spectrales acquises par les deux impulsions lors de leur propagation dans l’interféromètre sont 
identiques :  

( ) ( )ωϕ=ωϕ 12 .  
 
Ainsi, seule la différence de chemin optique (le temps retard) et l’objet de phase apportent 
une contribution à la différence de phase spectrale entre les deux impulsions. Ainsi, nous 
mesurons la somme de la phase spectrale introduite par l’objet de phase et le temps retard 
entre les deux impulsions [3-9].  
( ) ( ) ( ) ( )( )( )ωτ+ωφω+ω=ω cosc1EnI .  
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Nous obtenons un système de franges fonction du temps retard entre les deux impulsions et de 
la phase spectrale introduite entre les deux impulsions (figure 3-6). Le terme linéaire de la 
phase totale ( ) ωτ+ωφ=ωΦ )(  définit le pas des franges, c’est le temps retard entre les deux 
impulsions. La déformation des franges est introduite par les ordres supérieurs de la phase 
spectrale, qui représentent les termes de phase spectrale modifiant la forme temporelle des 
impulsions.  
 

I

ω  
Figure 3-6 : système de franges obtenues.  

 
Ce dispositif nous permet de mesurer la phase spectrale entre les deux impulsions. C'est une 
méthode pour mesurer la différence de phase. Elle n'est pas une méthode de mesure absolue 
de la phase spectrale. Nous pouvons ainsi mesurer la phase spectrale )(ωφ  introduite par tout 
objet de phase.  

III.2.1.1.2 Algorithme pour retrouver la phase spectrale introduite  
Nous analysons maintenant les franges obtenues pour pouvoir déterminer la phase spectrale 
introduite. Le processus est le suivant. Le signal peut être séparé en deux ensembles. Le 
premier représente l’enveloppe des franges tandis que le second est responsable des franges. 
C’est dans ce dernier terme que nous avons l’information sur la phase spectrale.  
 
Dans un premier temps, nous faisons la transformation de Fourier inverse du spectrogramme. 
Nous obtenons trois pics. En effet, si nous développons l'expression du signal obtenu sur le 
spectromètre, il apparaît deux termes :  
( ) )(I)(II 21 ω+ω=ω  

avec :  
( ) ( )ω+ω=ω 2

2
2

11 )(I AA ,  
et  

( ) ( ) ( ) ( )( )ωτ+ωφωω=ω cosI 212 AA .  
 
La transformation de Fourier inverse du spectrogramme est alors la somme des deux 
transformations de Fourier inverse des deux parties du signal : un pic central et deux 
satellites. Toutes les informations de la phase spectrale sont contenues dans un des satellites 
et la position du satellite par rapport au pic central est reliée à la partie linéaire de la phase 
totale )(ωΦ .  
 
La figure 3-7 représente le principe d’extraction du pic central et de l’un des deux satellites. 
Nous isolons, dans un premier temps, le pic. Les filtres doivent sélectionner la même partie de 
hautes fréquences dans les deux cas. Ils doivent donc être de même largeur. La largeur du 
filtre est la distance qui sépare le pic central du satellite. Nous prendrons dans ces conditions 
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la même partie de hautes fréquences pour les deux signaux. Nous en prenons la 
transformation de Fourier, nous obtenons alors l’enveloppe des franges. La phase de la 
transformation de Fourier de l’un des deux satellites représente la phase spectrale du 
signal )(ωΦ . Or la relation entre les phases du signal et de l’objet ( )ωφ  est la suivante :  

( ) ( ) ωτ+ωφ=ωΦ .  
 
Ainsi, par simple différence entre la phase spectrale du signal et le retard temporel τ, nous 
obtenons la phase spectrale de l’objet de phase.  
 

Extraction d’un satellite Extraction du pic central

TF-1

t

I

0

I

ω

t0

I

τ t

I

0  
Figure 3-7 : principe de l’extraction du pic central et de l'un des deux satellites. Dans un premier temps, le 

pic central est isolé. Par un deuxième filtre, l'un des satellites est isolé. Les filtres doivent sélectionner la 
même partie de hautes fréquences dans les deux cas. Ils doivent donc être de même largeur. La largeur du 

filtre est la distance qui sépare le pic central du satellite. Nous prendrons dans ces conditions la même 
partie de hautes fréquences pour les deux signaux.  

 

τ > 0

τ < 0

φ

ω
ω

φ

ω

φ
ω

φ

ω
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Figure 3-8 : détermination du signe du terme du second ordre de la phase spectrale par le sens de 

défilement des franges lorsque le temps retard varie. Le sens de défilement est aussi fonction du signe du 
temps retard. Ainsi pour un temps retard positif et un terme du second ordre positif, lorsque nous 

augmentons le temps retard, les franges semblent provenir de la droite. C’est le contraire si le signe du 
terme du second ordre est négatif.  
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Pour retrouver le signe du terme du second ordre de la phase spectrale introduite, nous 
observons le sens de défilement des franges lorsque nous faisons varier le temps retard entre 
les deux impulsions (figure 3-8). Le sens de défilement est aussi fonction du signe du 
temps�retard. Ainsi pour un temps retard positif et un terme du second ordre positif, lorsque 
nous augmentons le temps retard, les franges semblent provenir de la droite. C’est le contraire 
si le signe du terme du second ordre est négatif, toujours pour le cas d’un temps retard positif.  
 
L’analyse des franges expérimentales permet de transformer le signal en une mesure de 
différence de phase. Nous allons appliquer ce principe d’analyse à l’interférométrie à 
décalage pour mesurer la phase spectrale de l’impulsion.  

III.2.2 Principe de la mesure de la phase spectrale  
Le montage est du type Mach-Zehnder (figure 3-9). L’impulsion est dédoublée au moyen 
d’une lame demi-onde et d’un polariseur. Ce système permet aussi d’ajuster de l’énergie sur 
chacun des bras, dans la mesure où l’énergie incidente est polarisée. En effet l’efficacité de 
diffraction des réseaux utilisés est optimisée pour une polarisation contenue dans le plan 
d’incidence.  
 
Sur le premier bras de l’interféromètre, un montage de type de Michelson permet d’obtenir 
deux impulsions de durée identique séparées d’un intervalle de temps τ . Le second bras 
comprend un étireur qui introduit une dérive de fréquence. L’impulsion est étirée à une 
durée T∆ .  

 

lame λ/2

Spectromètre

Cristal doubleur
type II

Étireur

polariseur

polariseurτ
lame séparatrice

Impulsion comprimée
à caractériser

∆T

Impulsion
étirée

 
Figure 3-9 : schéma de principe de l’interférométrie à décalage.  

À la sortie de l’interféromètre, un cristal doubleur de type II permet d’effectuer l’addition de 
fréquences entre les impulsions provenant des deux bras. L’addition de fréquences est 
obtenue sur deux parties de spectre différentes (figure 3-10). En effet, les deux impulsions 
courtes sont séparées dans le temps, donc elles voient deux fréquences différentes dans 
l’impulsion étirée. Cet écart en fréquence est relié à l’écart temporel. L’écart entre les deux 
fréquences centrales δω  est donné par la relation suivante :  

ω∆
∆
τ

=δω
T

  

avec ω∆  la largueur spectrale de l’impulsion initiale,  
τ l’écart temporel entre les deux impulsions issues de l’interféromètre de Michelson,  

T∆ la durée de l’impulsion étirée.  
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Cette relation n’est valable que dans le cas où la phase introduite par l’étireur est quadratique 
et suffisante. C’est à dire que la durée étirée doit être grande devant la durée initiale de 
l’impulsion (comprimée). Dans cette configuration, la fréquence ajoutée à l’impulsion courte 
est la même pour tout le spectre de l’impulsion courte ; le spectre de l’impulsion doublée est 
le même que le spectre initial à l’acceptance du cristal doubleur près. Dans notre cas, 
l’acceptance spectrale du cristal doubleur est grande devant la largeur du spectre de 
l’impulsion. Ainsi, les largeurs temporelle et spectrale des nouvelles impulsions restent 
inchangées.  
 

CF CF

Interférence à décalage

I

ω

2
2 0

δω
+ω=

ω+

I

ω

2
2 0

δω
−ω=

ω−

I

ω

τ

t

20
δω

+ω0ω

δω

( )t,t ω
20

δω
−ω

02ω  
Figure 3-10 : obtention d’un système de franges spectrales.  

 
Dans le domaine spectral, les deux impulsions converties sont séparées de δω , qui est petit 
devant la largeur spectrale de l’impulsion. Ainsi leurs phases spectrales sont identiques au 
décalage spectral δω  près. Le spectre de l’ensemble de ces deux impulsions fournit un 
système de franges. Le principe de la mesure repose sur l’analyse de ces franges.  
 
L’enveloppe dans le domaine spectral )(A~ Ω  de l’impulsion courte à caractériser est donnée 
par l’expression suivante :  

( ) ( )( )ΩϕΩ=Ω iexp)(A~ A   
avec  

0ω−ω=Ω  les pulsations centrées,  
)(ΩA  l’amplitude spectrale,  

et )(Ωϕ  phase spectrale à mesurer.  
 
Le signal mesuré par le spectromètre est de la forme suivante (annexe A2) :  

( ) ( ) ( ) ( ) ))(cos(2)(I 22 ωΦω−ωω−ω+ω−ω+ω−ω=ω −+−+ AAAA  
où A  représente l’amplitude spectrale de l’impulsion,  

http://www.rapport-gratuit.com/
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et les deux fréquences centrales des deux répliques doublées en fréquences sont données par 
les relations suivantes :  

2
2 0

δω
+ω=ω+   

et 
2

2 0
δω

−ω=ω− ,  

et la phase spectrale ωτ+ω−ωϕ−ω−ωϕ=ωΦ −+ )() ()( ,  
où )(ωϕ représente la phase spectrale de l’impulsion à mesurer.  
 
La phase spectrale mesurée est centrée à 02ω , c’est aussi la phase spectrale centrée à 0ω  
puisqu’elle a été simplement décalée en fréquence lors de sa mesure. Nous mesurons alors la 
phase )(ωϕ  centrée à 0ω .  
 
Le signal en sortie du spectromètre s’écrit aussi :  

( ) ( )[ ][ ]))(cos(C1)(I 22 ωΦ+ω−ω+ω−ω=ω −+ AA ,  
 

où ( ) ( )
( ) ( )−+

−+

ω−ω+ω−ω
ω−ωω−ω

= 222C
AA

AA  est le contraste des franges.  

Le principe de la mesure est simple en revanche la mesure risque d’être entachée d’erreurs 
systématiques dues aux conditions expérimentales de la réalisation. Nous allons maintenant 
étudier l’algorithme nécessaire pour retrouver la phase spectrale de l’impulsion. Cette étude 
va nous permettre de dimensionner les différents paramètres pour la mise en œuvre 
expérimentale adaptée à notre application.  
 

III.2.3 Algorithme développé pour retrouver la phase spectrale  
L’algorithme développé pour la retrouver est étudié, ce principe est identique à celui mis en 
place pour l’interférométrie spectrale. Dans un premier temps, une analyse du signal est faite 
(III.2.3.1) afin de déterminer le terme du signal formant les franges. La phase spectrale du 
signal se décompose alors :  

ωτ+ωϕ=ωΦ )()( diff ,  
avec )() ()(diff −+ ω−ωϕ−ω−ωϕ=ωϕ .  
 
Nous déterminons ensuite la phase spectrale )(diff ωϕ  (III.2.3.2) ; puis enfin la phase spectrale 
de l’impulsion (III.2.3.3). La recherche de la phase spectrale de l’impulsion nécessite d’une 
part la détermination de deux paramètres (III.2.3.4) : l’écart temporel entre les deux 
impulsions courtes τ et l’écart spectral entre les deux spectres convertis δω. Afin de 
caractériser la phase spectrale obtenue, nous pouvons la décomposer en polynômes. Les 
différentes possibilités de décomposition pour la phase sont présentés (III.2.3.5). D’autre part 
la numérisation du signal (III.2.3.6) est indispensable pour la détermination de la phase 
spectrale.  
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III.2.3.1 Analyse des franges  
Nous cherchons à évaluer le terme prépondérant dans l’expression de la phase spectrale du 
signal )(ωΦ  contribuant à former des franges. Nous analysons pour cela l’expression de 

)(ωΦ . Les franges proviennent du terme linéaire de la phase spectrale. Nous développons les 
phases spectrales autour de la longueur d’onde centrale 0ω  :  

( )0
32

02010 O)(
2
1)()( ω−ω+ω−ωΦ+ω−ωΦ+Φ=ωΦ ,  

et  

( )0
32

02010 O)(
2
1)()( ω−ω+ω−ωϕ+ω−ωϕ+ϕ=ωϕ ,  

avec  
iϕ  les dérivées successives calculées en 0ω  de la phase spectrale de l’impulsion,  

iΦ  les dérivées successives calculées en 0ω  de la phase spectrale du signal.  
 
L’expression du premier terme de la phase spectrale mesurée est donnée par la relation 
suivante :  

τ+δωϕ=Φ 21   
 
ou encore, pour comparer des valeurs adimensionnées,  

ω∆τ+ω∆δωϕ=ω∆Φ 21 ,  
avec ∆ω  la demi largeur spectrale à 1/e2 en intensité, dans le cas d’une impulsion dont 
l’amplitude spectrale est de forme gaussienne.  
 
Nous cherchons les ordres de grandeur de ces deux termes afin de les comparer. Nous 
pourrons alors déterminer le terme qui formera les franges.  
 
L’expression du terme du second ordre ϕ2  de la phase spectrale de l’impulsion, qui conduit à 
un élargissement temporel de la durée de l’impulsion, est donnée par la relation suivante :  

1
t
't

2
1 2

2
2 −⎟

⎠
⎞

⎜
⎝
⎛

δ
δ

=ω∆ϕ ,  

avec  
tδ  la durée de l’impulsion sans la contribution de ϕ2  (comprimée),  
t′δ  la durée élargie de l’impulsion.  

 
Ainsi, l’expression du terme linéaire de la phase du signal ( )ωΦ  devient : 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
−⎟

⎠
⎞

⎜
⎝
⎛

δ
′δ

ω∆
δω

τ
δ

+ω∆τ=ω∆Φ 1
t
tt1

2

1 .  

 
Nous analysons les différents termes de cette expression. Le second terme se décompose 
suivant les trois termes suivants :  

• 
τ
δt  le rapport entre la durée de l’impulsion comprimée et l’écart temporel entre les deux 

impulsions courtes, ce rapport est petit devant l’unité ;  
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• 
ω∆

δω  le rapport entre l’écart des pulsations centrales des impulsions doublées et la largeur 

spectrale des impulsions, ce rapport est faible devant l’unité ;  

• 1
t
t 2

−⎟
⎠
⎞

⎜
⎝
⎛

δ
′δ  le terme permettant de mesurer l’étirement de l’impulsion. Ce terme est petit 

devant l’unité car l’impulsion à caractériser est comprimée au mieux.  
 
Ainsi, le produit de ces trois termes reste petit devant l’unité. Le terme τω∆  est prépondérant 
et il formera les franges. La seconde contribution ne modifiera que légèrement le nombre de 
franges.  
 
Cette étude nous conduit à décomposer la phase spectrale du signal selon la forme suivante :  

ωτ+ωϕ=ωΦ )()( diff ,  
avec )() ()(diff −+ ω−ωϕ−ω−ωϕ=ωϕ .  
 
Cette décomposition permet de séparer la phase spectrale )(diff ωϕ  du terme τω  formant les 
franges. La prochaine étape est la détermination de la phase spectrale )(diff ωϕ .  

III.2.3.2 Obtention de la phase )(diff ωϕ   
Le processus pour retrouver la phase spectrale )(diff ωϕ  est le suivant. Dans un premier temps, 
nous faisons la transformation de Fourier inverse du spectrogramme. Nous obtenons trois 
pics. En effet, si nous développons l'expression du signal obtenu sur le spectromètre, il 
apparaît deux termes :  

( ) ( )ω+ω=ω 21 II)(I .  
avec :  

( ) ( )−+ ω−ω+ω−ω=ω 22
1 )(I AA   

et  
( ) ( ) ( )

( ) ( ) ( )( )[ ] ( ) ( ) ( )( )[ ]ωτ+ωϕ−ω−ωω−ω+ωτ+ωϕω−ωω−ω=
ωΦω−ωω−ω=ω

−+−+

−+

diffdiff

2

iexpiexp
))(cos(2I

AAAA
AA

  

avec 
2

2 0
δω

+ω=ω+ ,  

et 
2

2 0
δω

−ω=ω− ,  

 
Le signal est séparé en deux ensembles. Le premier représente l’enveloppe des franges (c’est 
un terme non interférométrique ne présentant aucune information sur la phase spectrale) 
tandis que le second est responsable des franges. C’est dans ce dernier terme que nous avons 
l’information sur la phase spectrale )(diff ωϕ . La transformation de Fourier inverse du 
spectrogramme est alors la somme des deux transformations de Fourier inverse des deux 
parties du signal. Elle nous fournit trois pics :  

( )[ ] ( ) ( )[ ]−+
−− ω−ω+ω−ω=ω 22 AA1

1
1 TFITF   

et  
( )[ ] ( ) ( ) ( )( )[ ] ( )

( ) ( ) ( )( )[ ] ( )τ−δ⊗ωϕ−ω−ωω−ω+

τ+δ⊗ωϕω−ωω−ω=ω

−+
−

−+
−−

tiexpTF

tiexpTFITF

diff
1

diff
1

2
1

AA
AA

.  
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La position du satellite est directement reliée au terme linéaire de phase spectrale du signal 
(donc au retard temporel τ et à la partie linéaire de la différence de phase )(diff ωϕ ). Toutes les 
informations de la différence de phase spectrale )(diff ωϕ  sont contenues dans un des 
satellites. Les deux satellites contiennent une information similaire pour la valeur absolue de 
la phase spectrale. Il est ainsi important de noter que le signe de la phase spectrale retrouvée 

)(diff ωϕ  dépend du choix du satellite.  
 
L’influence du contraste des franges se traduit simplement par une variation relative de la 
hauteur du satellite par rapport au pic central. (figure 3-11). Le contraste des franges 
n’influence pas sur la largeur du satellite.  
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Figure 3-11 : influence du contraste des franges sur la hauteur relative des satellites par rapport au pic 

central. Dans les cas représentés ici, la phase spectrale de l’impulsion est supposée nulle et l’écart 
temporel entre les deux impulsions comprimées est de τ = 2 ps. Le contraste de la courbe en traits pleins 
est de 1 ; celui de la courbe en traits pointillés de 0,7. La hauteur relative des satellites est dans la même 

proportion. 

 
Le principe d’extraction du pic central et de l’un des deux satellites est le même que celui 
utilisé pour l’interférométrie spectrale (figure 3-7).  
 
Nous choisissons le satellite qui nous permet de retrouver )(diff ωϕ+ , donc le satellite centré 
en τ−=t . Nous formons deux filtres afin de sélectionner le pic central et l’un des satellites. 
En pratique, lors de la sélection des pics de la transformation de Fourier inverse, nous 
pouvons ajuster les deux fronts de montées d’un filtre indépendamment l’un de l’autre. Cette 
sélection permet d’ajuster au mieux la partie du signal sélectionnée.  
 
Une représentation d’un filtre est donnée sur la figure 3-12. La forme mathématique du filtre 
utilisé est une somme de fonction de Boltzmann dont l’équation est donnée par la relation 
suivante :  

( ) 1
1

Dx
dxXexp

1

1
Dx

dxXexp

1xF −
+⎟

⎠
⎞

⎜
⎝
⎛ −−

+
+⎟

⎠
⎞

⎜
⎝
⎛ −

= ,  

avec 0xxX −=  l’axe des abscisses centré sur 0x ,  
Dx  la raideur du filtre,  
dx  la demi largeur du filtre.  
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Figure 3-12 : représentation d’un filtre centré sur x0 de largeur dx et de raideur Dx.  

 
Ce type de filtre permet l’ajustement des fronts de montés indépendamment l’un de l’autre.  
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Figure 3-13 : principe de l’obtention de la phase spectrale du signal Φ(ω) et de l’enveloppe des franges. 

Nous faisons une transformation de Fourier des deux pics isolés précédemment. Dans le cas du pic 
central, nous obtenons la somme des intensités spectrales c’est l’enveloppe des franges. Pour retrouver la 

phase spectrale du signal, nous prenons la phase de la transformée de Fourier du satellite.  

 
Ainsi, après filtrage, les deux signaux s’écrivent :  

( ) ( ) ( )[ ]−+
− ω−ω+ω−ω= 22 AA1

Central TFtP  pour le pic central,  
( ) ( ) ( ) ( )[ ] ( )

( ) ( ) ( )[ ]ωΦω−ωω−ω=

τ+δ⊗ωϕω−ωω−ω=

−+
−

−+
−

iexpTF

tiexpTFtP
1

diff
1

Sat

AA
AA

 pour un satellite.  

 
La phase de la transformation de Fourier de l’un des satellites représente la phase spectrale 

)(ωΦ  du signal et la transformation de Fourier du pic central l’enveloppe des franges. La 
figure 3-13 présente ces résultats.  
 
Nous avons obtenu, par transformation de Fourier et par filtrage, les informations sur la phase 
spectrale du signal )(ωΦ . La phase ( )ωϕdiff  est obtenue par la relation suivante :  

( ) ( ) ωτ−ωΦ=ωϕdiff .  
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Nous recherchons maintenant la phase spectrale ( )ωϕ  de l’impulsion laser.  

III.2.3.3 Obtention de la phase spectrale de l’impulsion )(ωϕ   
La différence de phase )() ( −+ ω−ωϕ−ω−ωϕ  peut se transformer en dérivée de phase 

( )
δω

ω∂
ωϕ∂  lorsque la durée de l’impulsion étirée est grande devant le retard temporel entre les 

deux impulsions courtes (annexe A3). Dans ces conditions, la phase spectrale de l’impulsion 
est donnée par la relation suivante :  

( ) ( )
ω

δω
ωτ−ωΦ

=ωϕ ∫ d .  

 
La précision sur la phase spectrale retrouvée de l’impulsion est liée à l’écart spectral δω . Le 
nombre de points accessibles à la mesure de la phase est le rapport entre la largeur spectrale 
de l’impulsion et l’écart spectral soit nous aurons 10 points pour caractériser la phase 
spectrale de l’impulsion.  
 
La connaissance du retard temporel τ  entre les deux impulsions courtes et du décalage 
spectral δω  entre les deux spectres convertis nous permet de retrouver la phase ( )ωϕ  de 
l’impulsion.  
 

III.2.3.4 Détermination expérimentale des paramètres τ et δω  

III.2.3.4.1 Retard temporel τ entre les deux impulsions courtes  
La connaissance de l’écart temporel entre les deux impulsions s’obtient par l’interférométrie 
spectrale en cachant le bras de l’impulsion étirée (figure 3-14) dans l’interféromètre de Mach 
Zehnder.  
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Figure 3-14 : principe de la mesure de l’écart temporel entre les deux impulsions courtes τ.  

 
Le signal obtenu sur le spectromètre est le suivant :  

( ) ( )( ) ))cos(C1(
~~

)(I~ 0
2

0
2 ωτ+ω−ω+ω−ω=ω 21 AA   
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avec  
( ) ( )0201

~
,

~
ω−ωω−ω AA représente les amplitudes spectrales des impulsions,  

( ) ( )
( ) ( )0

2
0

2
00 ~~

~~
C

ω−ω+ω−ω

ω−ωω−ω
=

21

21

AA
AA2

 le contraste des franges, lorsque les amplitudes spectrales des 

deux impulsions sont égales, le contraste est égale à 1,  
et τ l’écart temporel entre les deux impulsions courtes.  
 
L’interférogramme obtenu est centré à la fréquence fondamentale et c’est un système de 
franges de pas régulier proportionnel à l’écart temporel τ entre les deux impulsions courtes. 
En effet la transformation de Fourier de cet interférogramme est donnée par l’expression 
suivante :  

( ) ( ) ( ) ( )⎥⎦
⎤

⎢⎣
⎡ τ+δ+τ−δ+δ⊗+= t

2
Ct

2
Ct)t()t()t(I 22

21 AA . 
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Figure 3-15 : spectre expérimental (à gauche) obtenue en cachant l’impulsion longue et la transformation 

de Fourier inverse normalisée (à droite) afin de retrouver le retard temporel entre les deux impulsions 
courtes. Dans l’exemple choisi, ce retard temporel est de 2,7 ps comme on peut le constater par la position 

du satellite sur la transformation de Fourier inverse. Le contraste des franges est de 0,8, ce qui 
correspond à une hauteur relative du satellite de 0,4 ; comme on peut le constater sur la courbe 

représentant la transformation de Fourier inverse du signal.  

 
 
La hauteur normalisée des satellites dépend entre autres du contraste des franges. Plus le 
retard temporel sera important, plus les satellites seront éloignés du pic central. C’est la 
position du satellite qui fournira l’écart temporel entre les deux impulsions courtes (figure 3-
15).  
 
Plus les amplitudes spectrales des deux impulsions courtes seront proches, plus la précision 
sur la mesure de retard temporel sera grande.  
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III.2.3.4.2 Écart spectral δω entre les deux spectres convertis  
L’écart δω des deux spectres s’obtient selon le principe suivant. Nous cachons l’un des deux 
bras du Michelson (figure 3-16), nous enregistrons le spectre doublé (centré sur la fréquence 

+ω ). Puis nous cachons le second bras, le nouveau spectre enregistré est centré sur la 
fréquence δω+ω=ω −+ .  
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Figure 3-16 : mesure de l’écart spectral δω entre les deux spectres convertis. Dans un premier temps, 

l’une des deux impulsions courtes est cachée, nous prenons son spectre. Nous faisons la même opération 
en cachant la seconde impulsion courte. De ces deux enregistrements, nous déduisons l’écart spectral.  

 

Longueurs d’onde centrées (nm)

ua

0

0,2

0,4

0,6

0,8

1

-15 -10 -5 0 5 10 15

ua

Longueur d’onde centrées  (nm)

0

0,2

0,4

0,6

0,8

1

-15 -10 -5 0 5 10 15

(a) (b)

 
Figure 3-17 : mesure de l’écart spectral entre les spectres convertis. La figure (a) représente les deux 

spectres convertis en cachant l’un puis l’autre des bras du Michelson. La figure (b) représente la fonction 
de corrélation des deux spectres. L’écart spectral entre les deux spectres convertis est de 0,9 nm, ce qui 

correspond à un rapport entre la largeur spectrale (à mi-hauteur en intensité) et cet écart de 0,14.  

 
De ces deux enregistrements, nous pouvons en déduire l’écart δω. Pour augmenter la 
précision de cette mesure, nous effectuons une corrélation de ces signaux. Cette technique de 
mesure de l’écart spectral entre les deux spectres convertis n’est possible que lorsque nous 
pouvons cacher l’un des deux bras de l’interféromètre sans cacher l’autre. C’est à dire qu’il 
existe un espace libre de propagation sur chacun des bras qui permet l’implantation d’un 
écran. Un exemple de mesure expérimentale de l’écart spectral est présenté dans la figure 3-
17.  



 51 

Afin de caractériser la phase spectrale obtenue, nous pouvons la décomposer en polynômes.  

III.2.3.5 Décomposition de la phase spectrale de l’impulsion )(ωϕ   
La décomposition d’une phase spectrale retrouvée en polynômes est délicate. Tout d’abord 
l’information obtenue sur la phase n’est valable que pour des valeurs non nulles de 
l’enveloppe des franges. La décomposition de la phase peut être obtenue en utilisant soit les 
polynômes de Legendre (III.2.3.5.1), soit un fit polynomial (III.2.3.5.2), soit le 
développement de Taylor obtenus par la dérivée de la phase (III.2.3.5.3).  

III.2.3.5.1 Polynômes de Legendre  
Les polynômes de Legendre correspondent aux polynômes de Zernike dans le cas d’une 
géométrie rectangulaire. Les polynômes de Zernike sont couramment utilisés en optique pour 
l’analyse d’une surface d’onde de géométrie circulaire. Ils sont reliés aux termes d’aberration 
tel que le basculement, un défaut de mise au point ou la coma. Ils peuvent donc être reliés aux 
termes de distorsions en utilisant l’analogie entre le domaine spatial et le domaine temporel 
étendue aux phases spatiales et temporelles (cf. chapitre IV). La décomposition en polynômes 
de Legendre ( )ωnP  repose sur la définition d’un intervalle centré [-1,1] et sur un poids 
constant, donc une amplitude spectrale constante. La phase spectrale se décompose sous la 
forme :  

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω∆
ω

=ωϕ ∑
∞

= Lim
n

0n
n PA ,  

 
avec Limω∆  la borne de l’intervalle considéré pour calculer les polynômes 
( LimLim ω∆≤ω≤ω∆− ),  

( )ωnP  les polynômes de Legendre définis par la relation suivante :  

( ) ( ) ( )
n

n2nn

n d
1d

!n
1P

ω
−ω−

=ω .  

 
Le polynôme ( )ωnP  est de degré n et contient uniquement des termes de même parité que n. 
Comme ces coefficients ne sont pas normés, on préférera utiliser les coefficients ( )ωnL  qui 
sont normés et définis par la relation suivante :  

( ) ( )ω+=ω nn P1n2L .  
 
Ces polynômes peuvent être raccordés aux distorsions de la phase spectrale. Le terme 
constant ( )ω0L  représente la moyenne de la phase, le premier terme ( )ω1L  le basculement. 
Par exemple le quatrième terme de cette décomposition contient un terme en 4ω  auquel 
s’ajoute un terme en 2ω  pour adapter la phase spectrale. Il est bien connu qu’une phase 
spectrale d’ordre quatre peut se corriger en ajustant la distance entre les réseaux d’un 
compresseur dans un système CPA, par exemple. Nous reviendrons au cours du chapitre IV 
sur ce point.  
 
Bien que ces coefficients correspondent aux distorsions de la phase spectrale, ils ne seront pas 
utilisés car ils supposent une amplitude spectrale constante.  
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III.2.3.5.2 Fit polynomial  
Le second choix est l’utilisation d’un fit polynomial pondéré. Ce fit polynomial doit prendre 
en considération l’enveloppe des franges pour accorder un poids à chaque point de la phase 
spectrale (figure 3-18). En effet ce fit prend en considération toutes les composantes 
spectrales. Il est donc important d’accorder plus de poids là où nous avons le plus d’énergie. 
Lors du calcul des coefficients, il est nécessaire d’aller jusqu’à l’ordre n+1 pour conserver 
l’ordre n du développement.  
 

Φ

ω

enveloppe des franges

phase retrouvée

phase pondérée

 
Figure 3-18 : Effet de la pondération par l’enveloppe des franges sur la phase spectrale. Les différences 

entre ces deux phases se situent sur les bords du spectre.  

 
Les coefficients de cette décomposition ne sont pas raccordés aux distorsions de la phase. 
C’est une combinaison de ces coefficients qui permet de les relier aux distorsions de la phase 
spectrale.  

III.2.3.5.3 Développement de Taylor  
Le troisième choix est le calcul de la dérivée de la phase pour la pulsation centrale. Nous 
aurons alors accès au développement de Taylor. Ces coefficients sont différents de ceux 
obtenus par le fit polynomial. En effet le calcul des coefficients par le fit polynomial prend en 
considération toutes les composantes spectrales alors que la dérivée de la phase est calculé 
pour une composante spectrale définie du spectre. Ces coefficients pourront être comparés 
aux calculs analytiques de phase spectrale que l’on fait usuellement.  
 
La décomposition de la phase spectrale sera alors effectuée selon les besoins : un fit 
polynomial pondéré par le spectre ou le calcul de la dérivée de la phase pour comparer aux 
coefficients de Taylor. Nous allons aborder maintenant la numérisation du signal et ses 
conséquences.  

III.2.3.6 Numérisation du signal  
La détermination de la phase spectrale de l’impulsion contraint à un traitement numérique. 
Cette numérisation du signal est nécessaire indépendamment de la numérisation effectuée par 
la chaîne de mesure. En effet, la détermination de la phase de l’impulsion requiert des 
transformations de Fourier, ce qui dans le cas de signaux numérisés se nomment 
Transformation de Fourier Discrète (TFD).  
 
Pour le traitement numérique, le signal est échantillonné sur un tableau de N1 points. Afin 
d’avoir la même précision sur la définition dans les deux domaines (départ et Fourier), le 
même échantillonnage sur la transformée de Fourier inverse que sur le signal de départ est 
recherché (III.2.3.6.1). De plus, la séparation du pic satellite du pic central dépend du retard 
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temporel entre les impulsions courtes. Il est donc important de bien définir le nombre de 
franges. En fait, nous montrerons que numériquement, l’écartement entre le pic central et le 
satellite dépend uniquement du nombre de points par franges et non du nombre de franges 
(III.2.3.6.2).  
 

III.2.3.6.1 Occupation du signal  
Nous recherchons la relation entre l’occupation du signal et sa transformation de Fourier 
inverse. Les amplitudes spectrale et temporelle sont supposées de formes gaussiennes et les 
phases sont nulles. Nous étudions les largeurs spectrale et temporelle des enveloppes des 
impulsions. Elles doivent comporter le même nombre de points. (Ceux sont des demi largeurs 
à 1/e2 en intensité).  
 
Le support dans l’espace des pulsations est m2 ω∆  pour une largeur spectrale ω∆ . Le taux 
d’occupation du signal dans cet espace est donné par le rapport de ces deux grandeurs :  

m2
Occu

ω∆
ω∆

=ω .  

 

Dans l’espace de Fourier, le demi support temporel du signal est : 
m

1
m 2

Nt
ω∆

π
=∆  pour une 

durée tδ . L’occupation du signal dans cet espace est alors :  

m
t t2

tOccu
∆
δ

= ,  

avec 2t =δω∆ .  
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Figure 3-19 : évaluation du nombre de points définissant les largeurs spectrale N∆ω et temporelle Nδt afin 

qu’ils soient identiques. Le signal est échantillonné sur N1 points.  

 
Le nombre de points identiques pour les deux espaces correspond à une même occupation 
pour le signal dans les deux domaines, soit :  

mm t2
t

2 ∆
δ

=
ω∆
ω∆   

 
ou encore :  
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1

2

m N
1

2 π
=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω∆
ω∆ .  

 
Or la correspondance le support spectral du signal m2 ω∆  est défini par 1N  points ; et à la 
largeur spectrale ω∆ , on associe un nombre de points ω∆N  ainsi la relation précédente 
devient (figure 3-19) :  

π
=ω∆

1N
N .  

Dans ces conditions, les deux signaux sont définis par le même nombre de points.  

III.2.3.6.2 Nombre de points par franges n  
La transformation de Fourier Discrète est une fonction périodique. Pour éviter le problème de 
recouvrement des informations ; et donc une perte d’information ; il existe une fréquence 
limite d’échantillonnage du signal de départ ou fréquence de Shannon. Si ce critère de 
Shannon n’est pas respecté, le contenu de la transformation de Fourier Discrète n’est pas 
correct. Le critère de Shannon nous indique un minimum de deux points pour définir une 
frange. Dans notre cas il est nécessaire d’avoir plus que deux points par franges. Nous 
débuterons par la détermination du nombre de points par frange pour séparer au mieux les 
satellites du pic central ; puis nous adapterons ce nombre de points à la détermination d’une 
phase spectrale. C’est le nombre de points par frange qui détermine la position du satellite et 
non le nombre de franges.  
 
Le nombre de points par frange est déterminé par la considération suivante : le pic central et 
les deux satellites divisent l’espace de Fourier en trois parties. Dans ces conditions, le filtrage 
du satellite et du pic central sera optimal dans le sens où il minimisera la perte d’information 
des fréquences élevées. L’écart temporel entre les deux impulsions courtes, terme de la phase 
spectrale du signal qui forme les franges, peut s’écrire en fonction du nombre de franges m 
dans la largeur spectrale ω∆  par :  

ω∆
π

=τ
m2 .  

 
Le nombre n de points par frange s’écrit :  

m
N

n ω∆= .  

 
Soit 1n  la position du satellite dans le domaine de Fourier (qui correspond au retard temporel 
entre les deux impulsions courtes) :  

1
m

n
t2

=
∆
τ ,  

 
et la largeur spectrale ω∆  s’écrit aussi :  

ω∆ω∆=ω∆ N2 m  ;  

soit : 
n

Nn 1
1 = .  

Ainsi, la position du satellite correspond à l’inverse du nombre de points par frange. C’est le 
nombre de points par frange qui est le paramètre important et non le nombre de franges ; pour 
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la position du satellite. Et le nombre de points par franges pour répartir également les pics 
dans le domaine temporel est de trois (figure 3-20).  
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Figure 3-20 : choix du nombre de points par frange pour séparer au mieux les satellites du pic central. En 
effet, la position du satellite est liée au nombre de points par frange. Un partage de l’espace de Fourier en 

trois parties égales correspond à 3 points par frange.  

 
Ce nombre de points par frange est indépendant du nombre total de points. Il permet 
uniquement de séparer dans les meilleures conditions les satellites du pic central. Nous avons 
adapté le nombre de points par franges à la détermination de la phase spectrale.  
 
L’étude de la numérisation du signal nous conduit à considérer trois points par frange pour 
séparer au mieux les satellites du pic central. Cependant, plus le nombre de points par frange 
est important plus nous aurons une meilleure définition des franges dont l’analyse permet de 
retrouver la phase spectrale de l’impulsion. Dans notre cas, il est ainsi nécessaire de 
considérer un plus grand nombre de points par frange.  
 
Nous considérons un nombre de points par frange plus important ; tout en continuant à 
séparer les satellites du pic central. Ces deux conditions conduisent à un minimum de points 

1N . En effet, l’écart entre le pic central et un des satellites doit être plus grand que 
l’occupation du pic central. Ce qui conduit à la condition suivante :  

π
>> 11 N

n
N , 

soit,  
2

1
nN ⎟

⎠
⎞

⎜
⎝
⎛

π
>> .  

 
Le nombre minimum de points évolue comme le carré du nombre de points par frange. Il est 
nécessaire de conserver un écart entre les satellites et le pic central six fois plus grand que 



 56 

l’occupation du pic central (l’occupation est définie à 1/e2 en éclairement) pour les deux pics 
ne se recouvrent pas.  
 
Nous avons ainsi les moyens de définir le nombre de points pour obtenir la même largeur 
dans les deux espaces et le nombre de points par frange nécessaire pour séparer les satellites 
du pic central avec une définition suffisante des franges pour déterminer la phase spectrale 
des impulsions. Ces conditions sont uniquement des conséquences du traitement numérique 
du signal pour retrouver la phase spectrale de l’impulsion. La mise en œuvre expérimentale de 
la mesure absolue de la phase spectrale de l’impulsion est étudiée dans le paragraphe suivant.  
 

III.3 Mise en œuvre expérimentale de la mesure  
Notre système de mesure peut être considéré comme une succession de composants 
spécifiques (Michelson, étireur, cristal mélangeur, spectromètre, …) assurant des opérations 
élémentaires qui transforment une acquisition initiale en une mesure. Durant le processus 
d’élaboration de cette mesure, il conviendra d’ajuster chaque fonction élémentaire pour 
dimensionner les composants. Cette opération nous permettra d’adapter notre instrument à la 
mesure de la phase spectrale d’une chaîne à dérive de fréquences à verres dopés au néodyme 
(III.3.1).  
 
Les erreurs intrinsèques liées à chaque composant seront analysées afin d’effectuer notre 
mesure dans les meilleures conditions (III.3.2). Nous présenterons ainsi : l’étireur et son 
dimensionnement ; l’interféromètre de Michelson ; le mélangeur de fréquences ; la chaîne 
d’acquisition spectrale en terme de résolution, de numérisation et d’échantillonnage du signal. 
Ces études permettent ainsi d’aboutir au système de mesure final dont nous donnons un 
schéma expérimental (III.3.3).  

III.3.1 Choix des paramètres  
Lors de l’étude de la numérisation du signal, nous avons établi les moyens de définir le 
nombre de points pour obtenir la même largeur dans les deux espaces et le nombre de points 
par frange nécessaire pour séparer au mieux les satellites du pic central et définir le système 
de franges. Cette détermination nous permet de choisir les paramètres expérimentaux de la 
mesure de la phase spectrale :  

•  le rapport entre la durée de l’impulsion étirée et l’écart temporel entre les impulsions 
comprimées τ∆ /T  pour transformer une différence de phase en une dérivée de phase,  

•  l’écart temporel entre les impulsions comprimées pour permettre de séparer le 
satellite du pic central.  

 
Le choix de ces paramètres conduit à dimensionner l’ensemble de la mesure. Cependant, le 
nombre de points sur lequel est échantillonné la mesure dépend aussi du détecteur utilisé. En 
sortie du détecteur le signal est échantillonné sur un tableau de N points. Cependant, nous ne 
pouvions pas traiter numériquement les données issues de ce détecteur. Nous avons alors 
récupéré le signal sur un support différent qui nous fournit 2000N2 =  points.  
 
 
Le fait de récupérer le signal sur un nombre de points différents représente une contrainte 
expérimentale. Nous aurons alors une adaptation des conditions précédentes (occupation du 
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spectre dans la fenêtre et du nombre de points par frange) pour adapter l’analyse du système 
de franges aux conditions expérimentales.  

III.3.1.1 Rapport entre la durée étirée et l’écart temporel entre les 
impulsions comprimées  
Le rapport entre la durée étirée et l’écart temporel entre les impulsions comprimées permet de 
passer d’une différence à une dérivée dans l’expression de la phase spectrale mesurée. La 
différence de phase ( ) )() (diff −+ ω−ωϕ−ω−ωϕ=ωϕ  peut s’assimiler à une dérivée de phase 

( )
δω

ω∂
ωϕ∂  sous réserve que la durée de l’impulsion étirée soit grande devant l’écart temporel 

entre les impulsions courtes :  

1T
>>

τ
∆ .  

 
Cela revient à réaliser un décalage spectral entre les deux impulsions courtes faible par 
rapport à leur largeur spectrale de l’impulsion. Cette approximation est vérifiée pour un 
rapport de dix entre ces deux quantités (annexe A3). Ce rapport est indépendant du nombre de 
points sur lequel le signal est échantillonné. Ainsi l’optimisation de l’écart temporel τ entre 
les deux impulsions courtes permet d’obtenir la durée de l’impulsion étirée.  

III.3.1.2 Écart temporel entre les deux impulsions courtes  
C’est le paramètre qui forme les franges. La détermination du nombre de points par frange, 
puis du nombre de franges permet la détermination de l’écart temporel entre les deux 
impulsions τ  par la relation suivante :  

ω∆
π

=τ
m2 ,  

avec ∆ω la largeur spectrale l’impulsion, 
et m le nombre de franges dans la largeur de l’impulsion.  
 
Lors de l’étude de la numérisation du signal, nous avons déterminé dans un premier temps le 
nombre de points par frange permettant de séparer au mieux les satellites du pic central : 

6n = . Ce nombre ne permet pas d’une part de définir suffisamment les franges et d’autre part 
le terme linaire de la phase spectrale du signal est défini par :  

τ+δωϕ=Φ 21 .  
 
L’écart temporel entre les impulsions courtes est inversement proportionnel au nombre de 
points par frange. Ainsi, un nombre de six points par frange, si l’on souhaite conserver la 
même largeur pour l’occupation, conduit à un écart temporel entre les impulsions courtes 
important devant le terme d’ordre deux de la phase spectrale de l’impulsion.  
 
Nous adaptons maintenant les paramètres expérimentaux aux caractéristiques des impulsions 
(largeur spectrale) et au détecteur utilisé, notamment en prenant en compte la spécificité de la 
récupération du signal : la double numérisation.  
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III.3.1.3 Choix des paramètres de la mesure de phase  
La plage spectrale utilisée du détecteur est de nm232 m =λ∆  à l’ordre 1 du réseau pour la 
pulsation fondamentale 0ω . Le nombre de points sur cette plage est de N = 230. Le détecteur 
utilisé est une barrette de 1024 photodiodes dont une partie seulement est utilisée environ 

20%. La résolution du spectromètre à l’ordre 1 est nm1,0
N

2d m
2/1 =

λ∆
=λ .  

 
Le nombre de points disponible pour le traitement numérique est fonction du logiciel utilisé 
pour récupérer le signal en sortie de la barrette de photodiodes. Dans notre cas, nous utilisons 
un oscilloscope. Le nombre initial de points pour le traitement des franges est alors 

2000N2 = . Il représente une contrainte dans la détermination des paramètres de la mesure de 
la phase spectrale et nécessite une adaptation de ces paramètres.  
 
La mesure de phase spectrale est effectuée en sortie le l’amplificateur régénératif, la largeur 
spectrale 2/1λ∆  de l’impulsion à mi hauteur en intensité est 9 nm. La durée comprimée, à mi 
hauteur en intensité est 180 fs. La demi largeur spectrale à 1/e2 en intensité λ∆  est alors 
de 7,6 nm. Le nombre de points accessibles λ∆N  dans la demi largeur spectrale à 1/e2 en 
intensité λ∆  est de 660 points. Dans le cas d’une mesure en sortie de l’oscillateur, la largeur 
spectrale à mi hauteur en intensité des impulsions est de 15 nm ce qui conduit à un nombre de 
points accessibles λ∆N  dans la demi largeur spectrale à 1/e2 en intensité de 1110 points.  
 
Pour obtenir le même nombre de points dans les deux domaines, le nombre total de points 
nécessaires est de 2

2 NN λ∆π= , lorsque la largeur est une demi largeur à 1/e2 en intensité ; 
soit environ 140000 points pour une mesure sur impulsion amplifiée et 3800000 points pour 
une mesure en sortie de l’oscillateur. Afin de se placer dans ces conditions, nous ajoutons 
alors artificiellement des points sans modifier le signal. Ces points sont rajoutés de façon à ce 
que le système de franges initial se situe au milieu de ce nouveau signal.  
 
L’écart temporel entre les deux impulsions courtes se déduit du choix du nombre de points 
par franges :  

ndc 2/1

2
0

λ
λ

=τ ,  

 
avec n le nombre de points par frange,  
et 2/1dλ  la résolution du spectromètre.  
 
Cet écart temporel ne dépend pas de la largeur spectrale de l’impulsion si l’on souhaite 
conserver le nombre de points par franges (qui est le paramètre permettant de connaître 
directement la position du satellite) et non le nombre de franges.  
 
Le rapport entre les deux nombres de points d’échantillonnage (celui de la barrette et celui 
récupéré) conduit à une série de pics dans le domaine de Fourier situé périodiquement à 

9/N2  (représentant le rapport entre N et 2N ). Il sera donc nécessaire de considérer un 
nombre de points par franges supérieur à 9. Pour répartir équitablement les satellites et le pic 
central, le nombre de points par frange sera 18 (figure 3-21).  
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Figure 3-21 : choix du nombre de points par frange pour séparer l’espace de 2N2/9 en quatre partie. Le 

nombre de points par frange est alors de 18. Dans le domaine de Fourier, nous n’avons pas ajouté le 
phénomène de repliement dû au nouvel échantillonnage du signal.  

 
Dans le cas d’un nombre de 18 points par franges, l’écart temporel est de 2 ps entre les deux 
impulsions courtes. La durée de l’impulsion étirée est de 20 ps. La prochaine étape est 
l’analyse et le dimensionnement de chaque composant élémentaire de la mesure afin de 
minimiser les erreurs intrinsèques.  

III.3.2 Analyse de chaque composant élémentaire  
Les erreurs intrinsèques liées à chaque composant sont analysées afin d’effecteur notre 
mesure dans les meilleures conditions. Nous présentons ainsi : l’étireur et son 
dimensionnement ; l’interféromètre de Michelson ; le mélangeur de fréquences ; la chaîne 
d’acquisition spectrale en terme de résolution, de numérisation et d’échantillonnage du signal.  

III.3.2.1 Dimensionnement de l’étireur  
Nous cherchons à dimensionner l’étireur nécessaire pour la mesure de phase. Le dispositif 
expérimental peut servir à mesurer la phase en deux positions différentes de la chaîne de 
puissance : soit en sortie de l’oscillateur, soit en sortie de chaîne. Nous avons alors deux 
conditions initiales différentes pour la mesure de la phase. Il est nécessaire de concevoir deux 
étireurs différents.  
La durée de l’impulsion étirée, dans l’interféromètre, est de 20 ps. En sortie de l’oscillateur, la 
largeur spectrale à mi-hauteur est de 15 nm ; tandis qu’en sortie de chaîne elle est réduite à 
9 nm dû au rétrécissement spectral par le gain. Les durées ultimes des impulsions sont donc 
de 150 fs pour l’oscillateur et 300 fs pour la fin de chaîne.  
 
Pour concevoir ces étireurs, nous avons à notre disposition les réseaux en réflexion suivants 
dont les densités de traits par unité de longueur sont respectivement de 1740, 1700 et 1200 
mm-1.  
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Dans un premier temps, le principe d’un étireur est rappelé ; ensuite, une application au calcul 
de la distance entre les réseaux est donnée. Puis les distorsions apportées par ce système sont 
présentées (influence du terme du troisième ordre et géométrie). Enfin, des solutions sont 
proposées pour construire les étireurs.  

III.3.2.1.1 Principe de l’étireur 
Les étireurs utilisent la dispersion de la vitesse de groupe produite par des composants très 
dispersifs. On se reportera à la figure 3-22 pour le schéma complet d’un compresseur 
fonctionnant en double passage.  
 
La fonction de ce système est habituellement de comprimer une impulsion lumineuse. Le 
système pour étirer une impulsion est constitué de deux réseaux et d’un afocal. Mais ce 
second système possède un encombrement plus important que le système décrit plus haut. 
C’est pour cette raison que nous utiliserons le premier système pour étirer notre impulsion.  
 
Nous utilisons les réseaux à l’ordre 1. Nous étirons une impulsion de la durée initiale tδ  à la 
durée finale T∆ . Cet allongement est lié au nombre de traits couverts sur le second réseau. La 
distance étiL , nécessaire pour étirer l’impulsion, est la distance parcourue entre les réseaux 
par un rayon à la longueur d’onde moyenne :  

( )
λ∆λ
α∆

=
0

2
0

2

éti N
cosTc

2
1L   

avec  
λ∆  largeur spectrale, elle est reliée à la durée initiale de l’impulsion,  

N densité de traits du réseau par unité de longueur,  
i angle d’incidence,  

0λ longueur d’onde moyenne,  
α0 angle de diffraction pour la longueur d’onde moyenne.  
 

Réseau 2

Dièdre

Réseau 1

Faisceau incident

Faisceau émergent
Figure 3-22 : schéma d’un compresseur en double passage.  

 
La distance étiL  a été calculée dans l’hypothèse d’un double passage dans l’étireur. 
L’encombrement de l’étireur est inversement proportionnel au carré de la densité de traits et à 
la largeur spectrale des impulsions.  
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Le diamètre du second réseau 2R  dû à la dispersion doit être plus grand que le premier 1R . 
Nous avons la relation suivante :  

RRR 12 ∆+=   
où R∆  est l’élargissement du diamètre du second réseau donné par :  

0N2
TcR
λ

∆
=∆ .  

 
Le facteur deux provient du double passage. Cet élargissement est indépendant de la distance 
entre les réseaux et de la largeur spectrale de l’impulsion. Il dépend de la durée de l’impulsion 
étirée et de la densité de traits par unité de longueur. Nous étudions maintenant les limitations 
de l’étireur.  

III.3.2.1.2 Limitations de l’étireur  
Nous avons évalué la distance Léti nécessaire pour étirer l’impulsion entre les réseaux 
parcourue pour un rayon à la longueur d’onde moyenne, ainsi que l’élargissement du diamètre 
du second réseau. Cependant, il est indispensable de prendre en compte les limitations du 
système. Dans un premier temps, nous regarderons l’influence du terme du troisième ordre de 
la phase introduite par l’étireur sur la mesure de la phase spectrale de l’impulsion. Puis nous 
étudierons la faisabilité de l’étireur en terme de réalisation et d’encombrement.  

III.3.2.1.2.1 Influence du terme du troisième ordre de la phase 
Pour la mesure de la phase spectrale de l’impulsion, nous avons besoin de connaître 
parfaitement le retard temporel apporté sur chaque composante spectrale. Pour des impulsions 
fortement étirées, à chaque temps correspond une fréquence (chapitre V). Ainsi, à un écart 
temporel τ  correspond un écart spectral δω  :  

( )δω=τ retardT .  
 
L’écart spectral créé dépend de la relation existant entre les fréquences et le temps. En effet, 
l’obtention de la relation linéaire pour la définition de l’écart en fréquences est liée à la 
linéarité du retard temporel :  

ω∆
∆
τ

=δω
T

.  

 
Le rapport entre la largeur spectrale de l’impulsion ω∆  et l’écart spectral δω  est figé pour 
pouvoir transformer la différence de phase spectrale en dérivée de phase spectrale et ainsi 
obtenir une mesure de la phase spectrale de l’impulsion. Il est donc nécessaire que l’influence 
du terme de la phase spectrale de l’étireur soit négligeable. Le retard temporel est défini par la 
relation (chapitre V) :  

( ) ( )
ω

ω−ωΦ
=ω−ω

d
dT 0E

0retard  

avec ( )0E ω−ωΦ la phase introduite par l’étireur,  
 
La phase spectrale introduite par l’étireur s’exprime par la relation suivante :  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0
43

00E
2

00E00E0E
0

E O
6
1

2
1

ω−ω+ω−ωωΦ ′′′+ω−ωωΦ ′′+ω−ωωΦ′+ωΦ=ωΦ  

où ( )0E
)i( ωΦ représente le terme d’ordre i de la phase introduite par un étireur. Nous avons les 

expressions suivantes :  
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2
0

2
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0

2

éti0E )cos(
1

c2
NL2)(

απ
λ

=ωΦ ′′ ,  

et  

4
0

0
32

4
0

2

éti0E )cos(
)sin()isin(1

c4
NL6)(

α
α+

π
λ

=ωΦ ′′′ ,  

 
Ces deux termes de phase s’écrivent aussi en introduisant la durée de l’impulsion étirée et la 
distance entre les réseaux : 

( )
ω∆

∆
=

λ∆π
λ∆

=ωΦ ′′ T
c2
T 2

0
0E ,  

et 

( ) 2
0

0
22

3
0

0E )cos(
)sin()isin(1

c4
T3

α
α+

λ∆π
λ∆

=ωΦ ′′′ .  

 
Le retard temporel s’exprime donc par la relation suivante :  

( ) ( ) ( ) ( ) ( )2
00E00E0retard 2

1T ω−ωωΦ ′′′+ω−ωωΦ ′′=ω−ω . 

L’influence du terme du troisième ordre de la phase de l’étireur sur la linéarité du retard 
temporel est étudiée. Ainsi, à un écart temporel τ  correspond un écart spectral δω . 
L’expression du retard temporel, pour l’écart en fréquence δω , devient :  

( ) )1(T)1(0E ε+δω
ω∆

∆
=ε+δωωΦ ′′=τ .  

avec  

0
2

0

0

)cos(
)sin()isin(1

2
3

ω
δω

α
α+

=ε .  
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Figure 3-23 : influence du terme du troisième ordre de la phase introduite par l’étireur sur la linéarité du 
retard temporel pour différentes densités de traits dans le cas d’une impulsion de largeur spectrale 15 nm 

avec i l’angle d’incidence et α0 l’angle de diffraction pour un rayon à la longueur d’onde moyenne λ0. 
Dans le cas de i - α0 < 0, l’angle d’incidence est égal à iLittrow + 4° et inversement dans le second cas.  

 
Pour que l’influence du terme du troisième ordre sur la linéarité du retard temporel soit 
négligeable, il est nécessaire que le rapport ε soit petit devant l’unité. Ce rapport ne dépend 
pas de la durée de l’impulsion étirée. Il est proportionnel à la largeur spectrale de l’impulsion 
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par l’intermédiaire de l’écart spectral δω . Nous avons supposé un rapport 10/ =δωω∆ . Quel 
que soit l’angle d’incidence, ce rapport augmente lorsque la densité de traits des réseaux 
augmente (figure 3-23). Il est donc préférable de considérer de faibles densités de traits. 
Cependant, il n’est pas nécessaire de choisir de très faibles densités de traits (variations très 
faibles de ε pour des faibles densités de traits).  
 
Comme l’indique la figure 3-23, pour une densité de traits donnée, le cas le plus favorable est 
celui où l’angle d’incidence i est plus grand que l’angle de diffraction α0 pour un rayon de 
longueur d’onde centrale. Tous les calculs suivants sont présentés pour des angles d’incidence 
i égaux à ces trois valeurs : °−=°+== 4ii,4ii,ii LittrowLittrowLittrow .  
 
Parmi les trois valeurs disponibles pour la densité de traits, notre choix se portera donc de 
préférence sur la densité de 1200 traits par millimètre (ε < 0,1).  
 
Cependant l’influence du terme du troisième ordre de la phase introduite par l’étireur n’est 
pas le seul critère limitatif dans le choix des réseaux pour l’étireur. En effet, il faut tenir 
compte des deux autres critères liés à la géométrique de l’étireur.  

III.3.2.1.2.2 Géométrie  
Le premier critère géométrique est l’encombrement de l’étireur. Nous cherchons en effet à 
construire un étireur le plus compact possible. Nous considérons le cas d’un étireur double 
passage, c’est à dire en présence d’un dièdre pour éviter le chromatisme latéral. Nous avions 
calculé la distance Léti nécessaire pour étirer l’impulsion. C’est cette distance qu’il est 
nécessaire de minimiser.  
 

Réseau 1

Réseau 2

supλ

infλ

Faisceau
incident

Lmin

D

 

Figure 3-24 : limitation géométrique pour l’étireur. Le faisceaux doit pouvoir ressortir du système.  

 
Cette distance entre les réseaux doit néanmoins permettre le passage du faisceau (figure 3-
24). C’est ce second critère géométrique qui impose une distance minimale minL  donnée par :  

L
D

i
fa

min
infcos( ) tan( ) tan( )

=
−α α0

1

  
 
avec  
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D
D

ifa =
cos( )

, où faD  représente le diamètre du faisceau apparent sur le premier réseau et D le 

diamètre du faisceau en section droite,  
)isin(N)(sin infinf −λ=α , où représente αinf l’angle de diffraction pour un rayon de longueur 

d’onde infλ , donnée par la relation 
20inf
λ∆

−λ=λ .  
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Figure 3-25 : évolution de la distance pour étirer l’impulsion Léti et évolution de la distance minimale Lmin 

entre les deux réseaux en fonction de la densité de traits par unité de longueur. L’impulsion étirée est à 
20 ps pour une largeur spectrale 15 nm pour différentes densités de traits dans le cas de i =iLittrow + 4°.  

 
La distance minimale Lmin (figure 3-25) est différente pour un dispositif de mesure de phase 
spectrale en sortie de l’oscillateur ou en sortie de la chaîne. Dans notre configuration où nous 
avons choisi i - α0 = 9°, la figure 3-25 montre clairement que la densité de traits optimale est 
située autour de 1200 mm-1 pour une durée d’impulsion étirée de 20 ps.  
 
Ainsi les deux critères limitant le choix des paramètres de l’étireur conduisent à une densité 
de traits de 1200 par millimètre. Ayant fixé la densité de traits, l’élargissement du diamètre du 
second réseau est de 2,4 mm. L’étude suivante nous permet de choisir précisément l’angle 
d’incidence sur le premier réseau pour déterminer la distance entre les deux réseaux.  

III.3.2.1.3 Solutions  

III.3.2.1.3.1 Mesure en sortie de l’oscillateur  
Dans un premier temps, nous considérons l’impulsion en sortie de l’oscillateur. La largeur 
spectrale est alors de 15 nm. La différence entre les distances nécessaire et minimale 
augmentent avec l’angle d’incidence. Cependant plus l’angle d’incidence est élevé plus 
l’encombrement sera important. 
 
Dès que l’angle d’incidence °+> 7ii Littrow , la distance minimale entre les réseaux est plus 
petite que la distance nécessaire pour obtenir une durée étirée de 20 ps pour des faisceaux de 
sections droites cm5,1D < . Cependant comme les montures des réseaux sont encombrantes, 
il convient de choisir un angle d’incidence plus grand que le minimum requis pour que le 
faisceau puisse ressortir du système.  
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Nous choisissons un angle d’incidence de 58°. La distance entre les deux réseaux est alors de 
10,8 cm. La différence entre la distance nécessaire pour étirer l’impulsion et la distance 
minimum est de 0,9 cm pour un faisceau faisant 10 mm de diamètre. Dans ces conditions 
l’angle de diffraction est 24,9° pour un rayon de longueur d’onde moyenne. La différence 
entre l’angle incident et l’angle de diffraction est de 33,1°.  

III.3.2.1.3.2 Mesure en sortie de la chaîne  
Dans un second temps, nous considérons l’impulsion en sortie de la chaîne. La largeur 
spectrale est alors de 9 nm. Les mêmes constatations sont faites pour une mesure en sortie de 
la chaîne.  
 
Nous choisissons également un angle d’incidence de 58°, ce qui nous conduit à considérer le 
même étireur que dans le cas de la mesure en sortie de l’oscillateur. Il suffira d’ajuster la 
distance entre les réseaux à 18 cm pour obtenir une durée étirée de 20 ps.  

III.3.2.1.3.3 Résultats  
Ainsi nous avons dimensionné les étireurs nécessaires pour la mesure de phase spectrale 
d’une impulsion courte en sortie de l’oscillateur ou en fin de chaîne. La densité de traits 
choisie est de 1200 mm-1 (tableau 3-1).  
 
Dans les deux cas l’erreur linéaire de la dérive de fréquence ne modifie pas la mesure de la 
phase spectrale. En effet, cette erreur ne changera pas le rapport entre la largeur spectrale des 
impulsions et l’écart spectral.  

Sortie oscillateur chaîne 
Largeur spectrale (nm) 15 9 
Angle d’incidence (°) 58 58 

Angle de diffraction (°) 
α( λ0 ) 
α( λinf) 
α( λsup) 

 
24,8 
24,2 
25,3 

 
24,8 
24,4 
25,1 

i- α(λ0) (°) 33,2 33,2 
Distance L (cm) 10,8 18,0 

Erreur linéaire de la dérive 
de fréquence ε 

3,5 10-3 1,5 10-3 

Tableau 3-1 : dimensionnement des étireurs où λ0, λinf, λsup, la longueur d’onde centrale, la plus petite , la 
plus grande, i l’angle d’incidence et α l’angle de réfraction et Léti représente la distance entre les deux 

réseaux pour étirer l’impulsion.  

 

III.3.2.2 Michelson  
Nous étudions les phases spectrales des deux impulsions courtes. La différence de phase entre 
les deux impulsions provient de la différence de trajet optique et de la propagation dans les 
matériaux. Dans un premier temps, nous supposons que la différence de phases spectrales 
dues à la différence de trajet optique est nulle (trajet identique). Nous nous attachons à ce que 
les deux impulsions traversent le même nombre de composants optiques. La seule différence 
provient du Michelson, représenté sur le schéma (a) de la figure 3-26, permettant de former 
les deux impulsions optiques.  
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Figure 3-26 : Michelson. Le schéma (a) représente un Michelson non compensé. La différence de phase 

spectrale entre les deux impulsions est k z ω/c*n(ω) e, avec e l’épaisseur et n l’indice de la lame 
séparatrice. Le second schéma (b) représente un Michelson compensé. Les deux impulsions traversent la 

même épaisseur de verre. Les phases acquises par ces deux impulsions sont alors égales.  

 
Pour conserver les phases spectrales égales, nous construisons un Michelson compensé, 
représenté sur le schéma (b) de la figure 3-26. Dans ces conditions, la propagation dans les 
composants optiques est la même pour les deux impulsions optiques. Les deux phases 
spectrales de ces deux impulsions sont donc égales. Après avoir assuré l’égalité entre les 
phases spectrales des deux impulsions, nous réalisons le décalage temporel du bras n°2, qui 
nous permet de créer les franges.  
 

III.3.2.3 Mélangeur de fréquences  
Le choix du cristal repose sur sa capacité à additionner deux longueurs d’onde légèrement 
différentes tout en conservant la largeur spectrale incidente. Il faut également s’assurer que la 
différence de vitesse de groupe entre les deux impulsions courtes lors de leur propagation 
dans le cristal est négligeable. Le cristal choisi est le KDP.  
 
Nous avons choisi de travailler en configuration type II. Dans cette configuration, une 
impulsion polarisée selon l’axe extraordinaire du cristal et la seconde selon l’axe ordinaire 
seront converties pour créer une impulsion polarisée selon l’axe ordinaire. Si les deux 
impulsions courtes sont polarisées selon l’un des axes du cristal, elles ne peuvent pas être 
converties en fréquence. Lors de la conversion seules les impulsions recherchées seront 
obtenues. Nous choisissons une configuration colinéaire pour ce cristal. En effet, dans cette 
configuration les faisceaux restent parallèles. Les franges spectrales mesurées sont celles que 
nous introduisons. Nous évitons le « basculement » des franges dans le domaine spatial avant 
la mesure par le spectromètre, pour ne pas modifier les franges créées spectralement. De plus, 
l’alignement peut s’effectuer sur une distance plus grande, le contraste des franges étant ainsi 
amélioré.  
 
Dans une configuration de type II, l’acceptance spectrale est plus grande selon l’un des axes 
du cristal : l’axe ordinaire. Ainsi, Il suffit d’orienter le cristal pour que les impulsions courtes 
soient polarisées selon l’axe ordinaire. En effet, l’addition de fréquence ne se fait que sur une 
faible partie de l’impulsion étirée, donc de façon monochromatique.  
 
Nous avons fait de plus un compromis sur l’épaisseur du cristal. En effet le rendement 
augmente avec l’épaisseur du cristal mais la différence entre les vitesses de groupes des deux 
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impulsions dans le cas d’une configuration type II et la phase spectrale ajoutée lors du 
doublage aussi. La différence de vitesse de groupe modifie l’écartement spectral δω  par une 
modification relative de la position des deux impulsions courtes dans l’impulsion longue. Il 
est nécessaire que cette modification soit négligeable devant l’écart spectral initialement 
prévu. C’est l’écart temporel crsitalδτ  engendré par la propagation à des vitesses différentes sur 
les deux axes du cristal à l’écart temporel τ  entre les deux impulsions courtes (2 ps) qu’il 
faudra regarder. Et, la phase apportée par le doublage doit être faible pour ne pas perturber la 
mesure de la phase spectrale. Pour cette contribution, notre relative faible largeur spectrale 
des impulsions, nous permet de prendre un cristal plus épais que le cas de spectre plus large.  
 

Nous avons choisi une épaisseur de 500 µm pour ce cristal. le rapport 
τ

δτcrsital  est égal à 10-3. 

La phase spectrale ajoutée par la propagation dans le cristal est ainsi négligeable (0,2 mrad 
pour l’épaisseur de cristal) sur la bande spectrale utilisée (7 nm pour la largeur spectrale à mi 
hauteur en intensité). Nous pouvons de plus compenser la phase spectrale introduite (soit par 
simulation soit par mesure).  

III.3.2.4 Chaîne d’acquisition spectrale  
Le dernier composant élémentaire de notre système de mesure est la chaîne d’acquisition 
spectrale. Il comporte les éléments suivants : un spectromètre avec une résolution de 0,1 nm, 
une barrette de photodiodes, et un oscilloscope qui nous permet de récupérer les données pour 
leur traitement numérique. Plusieurs points sont à étudier afin de pouvoir mesurer la phase 
spectrale de l’impulsion. Tout d’abord rappelons que le problème de la double numérisation a 
été abordé lors du choix des paramètres. La première étape est l’étude de l’influence de la 
résolution du spectromètre sur la phase spectrale (III.3.2.4.1). Ensuite, il est important de 
constater que l’échantillonnage de l’axe des pulsations en sortie du spectromètre n’est pas 
linéaire (III.3.2.4.2). Enfin, l’interférométrie spectrale est très sensible à la calibration du 
spectromètre (III.3.2.4.3).  

III.3.2.4.1 Résolution du spectromètre  
L’influence de la résolution du spectromètre sur la phase spectrale retrouvée est étudiée 
(figure 3-27). Nous considérons un système de franges défini par une phase spectrale et une 
enveloppe. La transformation de Fourier inverse de ce système de franges est caractéristique 
de l’enveloppe des franges et de la phase spectrale introduite. Considérons maintenant que 
nous mesurons expérimentalement ce même système de franges.  
 
Le spectromètre utilisé possède une résolution définie par λd  dans l’espace des longueurs 
d’onde ou ωd  dans l’espace des pulsations. La mesure obtenue ( )ω2S~  est la convolution du 
système de franges ( )ω1S~  par la résolution du spectromètre ( )ωR~   :  

( ) ( ) ( )ω⊗ω=ω R~S~S~ 12 .  
 
Dans le domaine temporel (après une transformation de Fourier), ce produit de convolution se 
transforme en produit simple. Ainsi la transformation de Fourier inverse de ce système 
expérimental est la multiplication de la transformation de Fourier inverse des franges 
caractéristiques du signal par la transformation de Fourier inverse de la résolution du 
spectromètre :  

( ) ( ) ( )tRtStS 12 = .  
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Figure 3-27 : Influence de la résolution du spectromètre sur la phase spectrale retrouvée. La convolution 
de la résolution du spectromètre sur les franges modifie la forme et la position du satellite. L’information 

contenue dans les satellites est déformée, la phase spectrale également.  

 
Cette multiplication introduit un déplacement des satellites et une modification de leur 
amplitude et forme que nous allons quantifiés dans cette étude. Pour simplifier, l’amplitude de 
l’impulsion dans le domaine spectral est supposée de forme gaussienne définie par une 
largeur ω∆  dans le domaine des pulsations ou λ∆  dans le domaine des longueurs d’onde :  
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Dans un premier temps, la phase spectrale de l’impulsion (à mesurer) est supposée nulle. 
Dans ces conditions, la phase spectrale du signal est donnée par : ( ) ωτ=ωΦ . Le signal en 
sortie du spectromètre est donné par, (annexe A4) :  
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L’écart temporel est modifié par la résolution du spectromètre. La nouvelle position du 
satellite est Rτ . Le satellite se rapproche du pic central. Le rapport entre la résolution du 

spectromètre et la largeur spectrale de l’impulsion 
λ∆
λd  est l’inverse du nombre de points dans 

la largeur spectrale de l’impulsion. L’amplitude du satellite est également modifiée. Elle 
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dépend de l’écart temporel introduit entre les deux impulsions courtes. Plus le satellite 
s’éloigne du pic central ; plus l’amplitude du satellite diminue. Il deviendra difficilement 
détectable.  
 
Si la largeur spectrale est définie par 90 points (dans le cas de la largeur spectrale de 9 nm), 
alors le rapport entre les deux écarts temporels est de 0,99. L’erreur commise sur l’écart 
temporel entre les deux impulsions courtes sera de l’ordre du pour-cent dans ces conditions 
(pour une amplitude du satellite suffisante 0,47 en hauteur normalisée).  
 
Dans un deuxième temps, la phase spectrale de l’impulsion (à mesurer) est supposée d’ordre 
trois et donnée par l’expression suivante :  
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Sous ces conditions, la phase spectrale du signal est donnée par : 
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La nouvelle largeur temporelle du satellite est donnée par :  
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et l’expression du satellite par :  
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La nouvelle position du satellite Rτ  ainsi que sa nouvelle amplitude S sont données par les 
relations suivantes (annexe A4) :  
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Dans le cas d’une phase spectrale de l’impulsion du troisième ordre, la position du satellite va 
dépendre de cette phase. Ce n’était pas le cas lorsque nous supposions une résolution infinie 



 70 

dans l’espace des longueurs d’onde. L’amplitude en présence de ce terme est d’autant plus 
modifiée.  
 
La figure 3-28 présente l’ensemble des résultats relatifs à l’influence de la résolution du 
spectromètre sur la position et l’amplitude du satellite pour deux cas : une phase spectrale 
d’impulsion à mesurer nulle et un terme du troisième ordre. Les calculs ont été effectués pour 
un écart temporel ps3=τ  et pour 20 points dans la largeur spectrale. La phase introduite est 

( ) rad753
rad =ϕ . La position du satellite est modifiée par la présence de la phase et de la 

résolution finie du spectromètre.  
 
Plus la résolution sera importante, c’est à dire la largeur spectrale de résolution est petite 
devant la largeur spectrale de l’impulsion, plus sa largeur par transformation de Fourier 
inverse sera grande. L’influence de la résolution du spectromètre sur la phase spectrale 
retrouvée se trouvera ainsi limitée.  
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Figure 3-28 : influence de la résolution du spectromètre sur la position et l’amplitude du satellite. Le 

nombre de points dans le spectre est de 20, l’écart temporel est de τ =3 ps et la phase introduite 
φ = 75 rad.  

 
Nous pouvons aussi nous affranchir de la résolution du spectromètre en la mesurant. Nous 
faisons ensuite la transformation de Fourier inverse de la mesure de la résolution. Nous 
divisons en amplitude la mesure par cette fonction. Nous retrouvons alors la position et la 
forme des satellites avec une résolution infinie.  

III.3.2.4.2 Echantillonnage à pas variable  
Dans le plan de Fourier du spectromètre, les pulsations ne sont pas espacées linéairement sur 
le détecteur. En fait, la loi liant les pulsations et la position sur le détecteur est déterminée à 
partir de la loi des réseaux. Il n’y a alors aucune raison pour que la répartition des pulsations 
dans le plan de Fourier du spectromètre soit une fonction linéaire de la position. Une 
interpolation de l’interférogramme pour rendre l’axe linéaire peut introduire une erreur sur la 
phase spectrale du signal qui peut complètement masquer cette phase spectrale.  
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Cependant il est important de noter que l’échantillonnage est effectué à pas régulier sur l’axe 
du détecteur. Il est alors possible d’utiliser l’algorithme de transformation de Fourier 
Discrète ; en notant que l’axe des variables de Fourier ne représentera pas exactement le 
temps. Il est donc important lors de tout dépouillement d’interférogramme de ne pas travailler 
dans le plan de Fourier en considérant l’axe de Fourier comme axe temporel. De retour dans 
l’espace initial, une interpolation de l’axe des pulsations sera effectuée. Pour diminuer l’effet 
de la non linéarité de l’axe, l’angle du réseau du spectromètre est adapté pour positionner le 
spectre au milieu du réseau et donc du détecteur.  
 
Dans le cas du spectromètre utilisé, la non linéarité est faible. En bord de plage spectrale du 
spectromètre, le rapport entre la différence entre un axe linéaire et l’axe réel et l’axe réel est 
0,1%. La dernière partie est consacrée à l’étude de la calibration du spectromètre.  

III.3.2.4.3 Calibration du spectromètre  
L’interférométrie spectrale est très sensible à la calibration du spectromètre. L’erreur 
commise sur la phase ( )ωϕdiff  est en général négligeable, masquée par l’échantillonnage du 
spectromètre. Une erreur sur la calibration entraîne une erreur systématique dépendant de 
l’écart temporel entre les deux impulsions courtes [3-10]. Ainsi une erreur faible sur la 
calibration est multiplié par l’écart temporel entre les deux impulsions courtes, en produisant 
donc une erreur notable sur la différence de phase ( )ωϕdiff . Une erreur sur la position de la 
longueur d’onde d’un point engendre pour un écart de 2 ps une erreur de 0,3 rad. C’est donc 
loin d’être négligeable.  
 
Pour la mesure de la phase spectrale de l’impulsion, il existe deux techniques pour résoudre 
ce problème :  

•  la première : l’écart temporel entre les impulsions courtes est mesuré à 02ω . Il 
suffit de tourner légèrement le cristal de type II en masquant la voie étirée pour 
doubler chacune des deux impulsions courtes du Michelson avec elle même. Nous 
obtenons la phase )(2 ωϕ τ , qui contient l’écart temporel et l’erreur de calibration. 
La différence de phase ( )ωϕdiff  est donnée par la relation suivante :  

( ) ( )ωϕ−ωΦ=ωϕ τ2diff )( .  
Dans ces conditions, l’erreur due à la calibration est éliminée. Les spectres 
obtenus sont plus larges que le spectre du signal de phase )(ωΦ . La correction 
sera alors effective pour toutes les valeurs non nulles de l’enveloppe du signal.  
 
Mais pour cette technique de correction, l’écart temporel entre les impulsions 
courtes est supposé identique pour les deux longueurs d’onde, alors qu’ils sont 
obtenus après la traversé dans un matériau dont l’indice dépend de la longueur 
d’onde ;  

 
•  la seconde : l’écart temporel entre les impulsions courtes est mesuré à 0ω  en 

utilisant l’ordre 1 du réseau (phase ⎟
⎠
⎞

⎜
⎝
⎛ ω

ϕ τ 21 ) et le signal de phase )(ωΦ à l’ordre 2 

du réseau. La phase ( )ωϕdiff  est donnée par la relation suivante :  
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Dans ces conditions, l’erreur due à la calibration est éliminée. Cette correction 
n’est valable que si l’on ne tourne pas les réseaux entre les deux mesures.  

 
Nous avons ainsi analysé chaque composant élémentaire du système de mesure de la phase 
spectrale de l’impulsion.  

III.3.3 Schéma expérimental  
Le schéma expérimental est présenté sur la figure 3-29. L’oscillateur délivre des impulsions 
d’énergie 1 nJ de longueur d’onde centrale 1,053 nm et de durée environ 100 fs, 
correspondant à une largeur spectrale de 15 nm. Ces impulsions sont allongées 
temporellement jusqu’à la nanoseconde dans un étireur classique à réseaux. Les 
caractéristiques sont les suivantes : une densité de traits est 1740 par millimètre, une distance 
équivalente entre les réseaux de 70 cm, un angle d’incidence de 63°. Les impulsions optiques 
traversent ensuite le système anti-retour ; puis l’amplificateur régénératif ; leur énergie de 
sortie est de l’ordre de 2 mJ pour une largeur spectrale de 7-8 nm. Elles sont alors 
comprimées à 250 fs. La phase spectrale de l’impulsion est mesurée en sortie de 
l’amplificateur régénératif.  
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Figure 3-29 : schéma expérimental de la mesure de la phase spectrale de l’impulsion  

 
Ainsi le Michelson est composé d’une lame séparatrice et compensatrice pour équilibrer les 
phases spectrales des deux impulsions courtes. Le compresseur est composé de deux réseaux 
de 1200 traits par millimètre travaillant à 58° en incidence et à 18 cm de distance. Une ligne à 
retard a été introduite dans le bras comprenant le Michelson permettant d’ajuster le retard 
temporel entre les impulsions courtes et l’impulsion longue.  
 
En conclusion, après avoir choisi la méthode de mesure absolue de phase spectrale, nous 
avons étudié le principe. Puis nous avons adapté cette méthode à nos conditions 
expérimentales afin de réaliser la mesure dans les meilleures conditions.  
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IV.  Analogie entre l’optique traditionnelle et 

l’optique « temporelle »  

L’étude de l’analogie existant entre le domaine spatial et le domaine temporel et notamment 
entre la diffraction paraxiale et la dispersion quadratique est décrite [4-1, 2, 3, 4]. Les 
variables choisies pour l’analogie sont les variables d’espace transverses (x,y) dans le 
domaine spatial et le temps t dans le domaine temporel. Nous montrerons ainsi que 
l’amplification laser nécessite des transformations spatiales et temporelles de même nature. 
Cela provient du fait que les équations de la diffraction et de la dispersion sont formellement 
analogues. Nous l’illustrerons en comparant la diffraction par propagation d’un faisceau 
gaussien et la dispersion par propagation d’une impulsion gaussienne dans un milieu dispersif. 
Cette analogie permet de bénéficier de tout l’acquis du domaine spatial en transposant des 
techniques bien connues en optique classique vers des applications au domaine temporel, 
notamment les critères sur les tolérances acceptables sur les aberrations de la phase pour 
focaliser « au mieux » le faisceau.  

IV.1 Présentation de l’analogie  
L’amplification de faisceaux et d’impulsions est étudiée pour comprendre le rapprochement 
entre le domaine spatial et le domaine temporel.  
 
Dans le domaine spatial, pour limiter l’éclairement afin de ne pas endommager les 
composants, il est nécessaire d’étaler spatialement les faisceaux. Cet agrandissement est 
obtenu soit par diffraction naturelle, soit de façon plus efficace à l’aide de systèmes afocaux. 
L’imperfection des composants constituant la chaîne d’amplification apporte des défauts, en 
particulier une déformation de la surface d’onde, les aberrations géométriques. Ces défauts se 
traduisent dans le plan focal d’une lentille par des défauts d’amplitude (baisse de 
l’éclairement crête et apparition d’un piédestal). Pour obtenir un faisceau limité par la 
diffraction, il est nécessaire d’utiliser des techniques de correction de phase spatiale.  
 
Dans le domaine temporel, nous retrouvons la même démarche. Pour limiter la puissance 
crête des impulsions brèves, il convient d’étirer temporellement ces impulsions avant de les 
amplifier. Cet étirement est obtenu par la propagation dans un milieu dispersif. 
L’amplification amène aussi des défauts de phase spectrale qui se traduisent par des défauts 
d’amplitude après compression temporelle (focalisation). Il est donc important de mettre au 
point des systèmes de correction de phase agissant dans le domaine temporel.  
 
En théorie, à chaque opérateur dans le domaine spatial, il existe son équivalent dans le 
domaine temporel. En pratique, certaines de ces transformations sont extrêmement simples 
dans un domaine et irréalisables dans l’autre. Par exemple, la technologie actuelle ne permet 
pas de disposer de « lentilles temporelles » aussi performantes que les lentilles classiques. 
Mais il est extrêmement simple de stopper les effets de la dispersion alors qu’il est délicat 
d’arrêter les effets de la diffraction sans modifier la phase. Notre propos est illustré dans la 
figure 4-1. Considérons un faisceau agrandi par diffraction. Sa phase spatiale présente une 
courbure. Pour figer la taille du faisceau, nous insérons une lentille. En sortie, le faisceau 
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possède une phase plane. Sa phase a donc été modifiée pour en stopper sa divergence. Dans le 
domaine temporel, une impulsion est étirée temporellement par dispersion entre deux réseaux 
parallèles. Le second réseau permet de figer la nouvelle durée de l’impulsion tout en ne 
modifiant pas la phase temporelle de l’impulsion étirée. Ainsi un faisceau de grande taille 
fixée possède une phase plane et une impulsion de grande durée fixée possède une phase 
présentant une courbure. Les paragraphes suivants formalisent cette analogie.  
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Figure 4-1 : étalement spatial d’un faisceau (a) et étirement d’une impulsion (b) en vue d’une 

amplification.  (a) : le faisceau de petite dimension s’étale spatialement par diffraction et une lentille 
permet de figer la dimension spatiale en modifiant la phase du faisceau     

  (b) : l’impulsion brève est étirée temporellement par dispersion entre deux réseaux ; le 
réseau de sortie permet de figer la durée en stoppant la dispersion mais en ne modifiant pas la phase.  

 

IV.2 Analogie entre la diffraction de Fresnel et la 
dispersion quadratique  
L'analogie entre la diffraction de Fresnel d'un faisceau et la dispersion quadratique spectrale 
d'une impulsion se propageant sur une distance z peut se montrer à partir de la 
correspondance des variables d'espace transverses x et y avec la variable temporelle t. Dans 
un premier temps, les ondes mises en jeu sont introduites : une onde monochromatique 
possédant une variation spatiale de son champ et une onde plane possédant un spectre large. 
Puis, les principes et les résultats des calculs pour obtenir les équations de la diffraction et de 
la dispersion sont présentés. Nous illustrerons cette analogie par la diffraction d’un faisceau 
gaussien et la dispersion d’une impulsion gaussienne.  

IV.2.1 Notation des champs mis en jeu  
Dans le cas général, le champ électrique de l’onde doit comporter l’ensemble des variables x, 
y, z, t. La propagation du champ se fait selon l’axe z (annexe A1). De plus nous aurons besoin 
de deux transformations de Fourier : une pour le temps associé à la fréquence temporelle (ou 
pulsation ω) et une pour les variables transverses du champ associés aux fréquences spatiales 
(ou vecteurs d’onde).  
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Dans le domaine optique qui nous intéresse le champ électrique peut s’exprimer par :  
( )( )kztiexp)t,z,y,x()t,z,y,x( 0 −ω=AE   

 
avec : )t,z,y,x(A  l’enveloppe du champ électrique,  

( )( )kztiexp 0 −ω  la porteuse du champ électrique,  

0ω  la pulsation centrale de l’onde porteuse,  
k  la norme du vecteur d’onde de l’onde plane porteuse qui se propage selon l’axe z.  
 
Les ondes mises en jeu sont les suivantes : une onde monochromatique possédant une 
variation spatiale de son champ et une onde plane possédant un spectre large. Dans ces deux 
cas la porteuse est identique. Ces deux types d’ondes sont décrits par les équations suivantes :  
 

•  onde plane et polychromatique :  
Dans ce cas, l’enveloppe du champ électrique est constante pour les variables transverses 
(x,y). L’expression du champ électrique devient :  

)t,z()t,z,y,x( E=E ,  
et son enveloppe :  

)t,z()t,z,y,x( A=A .  
 

• onde non plane et monochromatique :  
Dans ce cas, l’enveloppe du champ électrique ne comporte pas de variations au cours du 
temps et la pulsation centrale devient la pulsation du champ. La norme du vecteur d’onde 
s’écrit alors 0k . L’expression du champ électrique devient :  

)t,z,y,x()t,z,y,x( =E ,  
et son enveloppe :  

)z,y,x()t,z,y,x( =A .  
 

IV.2.2 Principe des calculs  
Deux calculs sont menés pour obtenir les équations de diffraction et de dispersion 
(annexe A5) :  

•  formulation locale : les équations de Maxwell sont dérivées pour chacun des deux 
champs mis en jeu.  

•  formulation intégrale : des fonctions (opérateurs) de transfert sont utilisées pour 
définir les éléments et les phénomènes physiques mis en jeu. Pour la diffraction, 
l’écriture de Kirchhoff, puis celle de Fresnel sont reprises.  

IV.2.2.1 Diffraction d’une onde monochromatique  
Dans la formulation locale, dans l’approximation paraxiale, l’équation pour l’enveloppe 
s’écrit :  

z
ik2 0 ∂

∂
=∆⊥  Équation 1 

 
Dans l’approximation paraxiale, les variations de l’enveloppe sont considérées comme petites 
pour la variable longitudinale par rapport aux variations apportées par les variables 
transverses.  
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Pour simplifier la présentation, nous choisissons de travailler avec une seule dimension 
transverse. Pour la formulation intégrale, la diffraction de Fresnel est utilisée [4-5]. La 
fonction de transfert est donnée par la relation suivante : 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
λ

π−⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
πν−

λ
=

ϕ z
xiexp

v
zi2exp

z
ixH

2

0F  Équation 2 

avec z  la distance de propagation,  
0ν  la fréquence de l’onde,  

ϕv  la vitesse de phase.  
 
L’enveloppe spatiale du champ ( )xS  après une propagation sur une distance z  se détermine 
à partir de l’enveloppe initiale du champ ( )x  par la relation suivante :  

( ) ( ) ( )xHxx F∗= .  
 

IV.2.2.2 Dispersion d’une onde plane et polychromatique  
Dans la formulation locale, l’équation de la dispersion, dans un milieu purement quadratique, 
est donnée par : (dans le repère mouvant de l’onde et dans le cas de l’approximation de 
l’enveloppe lentement variable)  

( ) zk
2i

t 0
2

2

∂
∂

ω′′
−

=
∂
∂ AA  Équation 3 

avec ( )0k ω′′  la dérivée seconde du vecteur d’onde. Nous avons supposé un développement à 
l’ordre deux en pulsation du vecteur d’onde. L’inverse de la dérivée première du vecteur 
d’onde représente la vitesse de groupe et la dérivée seconde la dispersion de la vitesse de 
groupe.  
 
Dans la formulation intégrale, nous obtenons la fonction de transfert suivante :  

( ) ( ) ( )( ) ( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω′′

−ω′−
ω′′π

=
zk2

tiexpzkiexp
zk2

itH
0

2

0
0

D  Équation 4 

avec ( )0k ω′′  la dérivée seconde du vecteur d’onde,  
( )0k ω′  sa dérivée première,  

z la distance de propagation dans le milieu dispersif.  
 
L’enveloppe temporelle du champ ( )tS  après une propagation sur une distance z  se 
détermine à partir de l’enveloppe initiale du champ ( )t  par la relation suivante :  

( ) ( ) ( )tHtt F∗= .  
 
Pour la formulation locale, les deux équations obtenues sont identiques. La diffraction est 
l’analogue de la dispersion. Nous pouvons associer la dispersion de la vitesse de groupe dans 
le cas du domaine temporel au vecteur d’onde dans le domaine spatial. Dans les deux cas, les 
fonctions de transfert sont analogues. Nous avons formalisé l’analogie entre la diffraction et la 
dispersion. Une illustration de cette analogie est maintenant présentée.  
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IV.2.3 Illustration de l’analogie : faisceau gaussien et impulsion 
gaussienne  
L’illustration repose sur la comparaison des deux phénomènes suivants : propagation d’un 
faisceau gaussien et dispersion d’une impulsion gaussienne.  

IV.2.3.1 Diffraction d’un faisceau gaussien  
Nous considérons le cas de faisceaux gaussiens (figure 4-2). Le champ s’écrit alors :  

( ) ( ) ( ) ( ) ( )[ ]zikxiexp
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i
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2

2
0

0 −ψ−⎥
⎦
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−=  Équation 5 

 

avec ( )
2

R
0 z

z1wzw ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=  l’évolution de la taille du faisceau,  
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Figure 4-2 : propagation d’un faisceau gaussien.  

IV.2.3.2 Dispersion d’une impulsion gaussienne  
Dans le domaine spectral, nous considérons également des variations gaussiennes pour les 
champs électriques (figure 4-3). Soit une amplitude gaussienne en spectre :  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω−ω
2

0
0 exp~)(~

0AA   

avec ∆ω la demi largeur spectrale à 1/e2 en intensité.  
 
La dispersion de l’impulsion est caractérisée par une phase spectrale quadratique :  

( ) ( ) ( )2
00 zk

2
1z, ω−ωω′′=ωφ   
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avec z la distance de propagation dans le milieu dispersif.  
L’enveloppe spectrale au cours de la propagation dans le milieu dispersif est alors donnée par 
l’expression :  

( )( )z,iexpexp~)z,(~
2

0
0 ωφ−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω−ω 0AA .  

 
Par transformation de Fourier inverse, nous calculons l’évolution temporelle du champ 
électrique :  
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Figure 4-3 : dispersion d’une impulsion gaussienne.  

Par analogie avec l’évolution spatiale d’un faisceau gaussien, nous pouvons définir une durée 
de Rayleigh, la durée initiale tδ de l’impulsion et une distance de Rayleigh (dans le domaine 
temporel) RTz  donnée par :  

)(k
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)(k
2z
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2

2
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= .  

 
La nouvelle durée de l’impulsion s’écrit :  

( )
2

RTz
z1tzt ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+δ=∆ ,  



 80 

et la phase temporelle :  

( ) ( )
2

T0

t
zR)(k

2z,t
ω′′

=ψ ,  

avec ( ) ⎟
⎠
⎞

⎜
⎝
⎛ +=

z
z1zzR RT

T  le rayon de courbure temporel.  

 
L’analogie existant entre la dispersion et la propagation permet de définir la dispersion des 
impulsions gaussiennes comme la diffraction des faisceaux gaussiens. Nous étendons cette 
analogie aux phases spatiales (le front d’onde) et phases temporelles.  

IV.3 Modulation des phases spatiale et temporelle  

IV.3.1 Lentille parfaite et modulateur de phase temporelle 
quadratique  
Les fonctions de transfert de la lentille spatiale parfaite puis d’une lentille temporelle 
quadratique sont introduites.  
 
Dans le domaine spatial, la lentille se comporte au premier ordre comme un transformateur 
quadratique de phase. Dans le cas d’une lentille mince, la fonction de transfert est donnée par 
la relation suivante :  

⎟⎟
⎠

⎞
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⎝

⎛
λ

π=
f

xiexpT
0

2

x  Équation 6 

où f est la distance focale de la lentille.  
 
La lentille permet la focalisation d’un faisceau. En effet un faisceau de diamètre initial D 

possède au point de focalisation de la lentille un diamètre 
D

f
d 0λ≈ .  

 
Dans le domaine temporel, une lentille temporelle possède une fonction de transfert donnée 
par :  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ π
=

T0

2

t fT
tiexpT  Équation 7 

avec Tf  la focale temporelle, c’est un temps,  

et 
0

0
2T
ω
π

=  la période temporelle.  

 
De façon analogue, la lentille temporelle permet la compression d’une impulsion 
monochromatique en créant du spectre. En effet, une impulsion de durée initiale t∆  possède 

au point de compression de la lentille une durée 
t
fT

t T0

∆
≈δ .  

Dans le cas d’un modulateur de phase temporelle sinusoïdale, la transmission se définit par :  
( ))tcos(miexpT mt ω= .  

avec m la profondeur de modulation,  
mω  la pulsation du modulateur.  
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Nous obtenons au premier ordre et au voisinage de t = 0 la fonction de transfert :  

⎟
⎠
⎞

⎜
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⎛ ω= 2

m
2

t t
2
miexpT .  

 
Le modulateur de phase temporelle peut être assimilé à une lentille de focale temporelle :  

2
m

0
t m

1f
ω
ω

= .  

 
Les fréquences de modulation des modulateurs actuels se situent autour du gigahertz, les 
focales temporelles correspondantes sont situées autour de la microseconde. Considérons le 
cas d’une impulsion d’une durée 1 ns, la durée ultime que l’on puisse obtenir est 2 ps. Cette 
lentille temporelle ne possède pas une focale suffisante pour pouvoir mieux comprimer 
l’impulsion. Une méthode tout optique permet de comprimer une impulsion 
monochromatique. Elle repose sur le transfert de l’énergie d’une impulsion monochromatique 
(amplifiée) vers une impulsion courte à dérive de fréquence par amplification 
paramétrique [4-6, 7].  
 
Le modulateur de phase peut être utilisé comme correcteur de distorsions temporelles de la 
phase. Il apporte dans ces conditions des petites variations de phases temporelles.  

IV.3.2 Miroir déformable et modulateur de phase temporelle  
Afin de corriger les aberrations optiques, des modulateurs de phases spatiales sont insérés 
dans les chaînes lasers de puissance. Ces modulateurs peuvent être soit des miroirs 
déformables soit des valves optiques à cristaux liquides. Nous décrivons le principe de 
correction par un miroir déformable et sa meilleure position dans la chaîne. Nous montrerons 
ensuite que ce principe est identique dans le domaine temporel en utilisant un modulateur de 
phase comme correcteur de distorsions temporelles [4-8].  

IV.3.2.1 Miroir déformable  
La première partie de ce paragraphe sera consacrée à l’étude de la focalisation d’un faisceau 
et à l’influence des aberrations du front d’onde lors de la focalisation. Nous introduirons ainsi 
la notion d’écart aberrant en nous appuyant sur le théorème de la phase stationnaire. De ces 
définitions, l’étude du principe de la correction des aberrations du front d’onde sera 
envisagée.  

IV.3.2.1.1 Focalisation d’un faisceau  
Considérons la focalisation d’un faisceau se propageant dans un milieu diffractif (figure 4-4). 
L’éclairement initial du faisceau est représenté par la courbe en petits pointillés. Deux phases 
spatiales sont représentées : une phase parfaitement quadratique en traits pleins et une phase 
présentant de faibles aberrations par rapport à la phase quadratique en traits pointillés. Lors de 
la focalisation du faisceau, c’est l’éclairement spatial du faisceau qui sera représenté. La tache 
focale du faisceau est observée en différents plans sur l’axe z de propagation du faisceau.  
 
En l’absence d’aberrations (traits pleins) ; la phase spatiale est parfaitement quadratique ; tous 
les rayons lumineux (qui sont normaux aux plans équiphases) viennent se concentrer en un 
point : le foyer paraxial. Dans cette approche, à chaque point M de coordonnée spatiale 
transverse x de la surface d’onde est associé un vecteur directeur (normal). Si les variations de 
la phase spatiale plus rapides que celles de l’enveloppe, la direction de ce vecteur se confond 
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avec celle du vecteur d’onde d’une localement plane au point M. Nous sommes dans les 
conditions de l’application du théorème de la phase stationnaire valable lorsque le faisceau est 
loin de son point de focalisation. Il existe alors une correspondance entre la coordonnée x et le 
vecteur d’onde kx ou, plus précisément, une correspondance entre la grandeur x et sa variable 
conjuguée kx. L’application du théorème de la phase stationnaire permet de justifier 
rigoureusement de cette approche.  
 

z

x

Foyer
principal

Plan de meilleure
mise au point

Ψ(x) I(x) I(x)  
Figure 4-4 : évolution de la tache focale du faisceau.  

 
En présence de faibles aberrations (traits pointillés), nous pouvons reprendre la notion d’onde 
plane locale. Si les variations de l’enveloppe sont faibles, il existe en chaque point M un plan 
tangent à la surface d’onde et localement nous avons une onde plane qui se propage avec son 
vecteur d’onde orthogonal à ce plan. Nous sommes dans les conditions de l’optique 
géométrique. Le faisceau n’est plus focalisé ponctuellement. Les rayons lumineux, 
orthogonaux à la surface d’onde, se concentrent dans un plan dont l’abscisse z est différente 
de celle du foyer paraxial (figure 4-5). C’est le plan de meilleure mise au point ou de moindre 
diffusion. L’impact dans un plan z=z0 des rayons lumineux permet de retrouver la répartition 
spatiale du faisceau si l’on affecte à chaque rayon l’amplitude de l’enveloppe au point M. En 
tout plan z, la forme spatiale du faisceau peut être ainsi reconstituée dans le cadre de 
l’approximation de l’optique géométrique.  
 
Pour un champ électrique s’écrivant sous la forme :  
( ) ( ) ( )( )z,y,xikexpz,y,xz,y,x 0= ,  

l’équation des ondes se ramène à l’équation eikonale donnant l’évolution du chemin optique 
pour de petites longueurs d’onde (ou grande valeur du vecteur d’onde). Les surfaces 
( ) cstz,y,x =  représentent les surfaces d’onde et les trajectoires orthogonales à ces surfaces 

les rayons lumineux. Sans aberrations, ces surfaces ( ) cstz,y,x =  sont des sphères contrées 
sur le foyer paraxial. Avec de faibles aberrations, il est commode d’étudier l’écart entre la 
surface d’onde réelle et une sphère centrée sur une image quelconque : c’est l’écart aberrant 
( )x∆  (mesuré soit en radians, soit en fraction de longueur d’onde). C’est le domaine 

d’approximation privilégiée des opticiens pour l’étude des systèmes optiques.  
 
Les effets de la diffraction sont pris en compte en considérant l’onde se propageant 
globalement comme une onde plane le long de l’axe z. La phase étant incluse dans 
l’enveloppe lentement variable. Nous obtenons ainsi l’équation paraxiale (équation locale) ou 
la diffraction de Fresnel (équation intégrale).  
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z

x

Plan de meilleure
mise au point

 
Figure 4-5 : tracé des rayons lumineux.  

 

IV.3.2.1.2 Principe de la correction des aberrations du front d’onde  
Reprenons la notion d’écart aberrant et de sphère de référence en se plaçant dans le cadre de 
l’approximation de la phase stationnaire. Considérons une lentille dont la distance focale est 
égale au rayon de la sphère de référence (figure 4-6). Il existe de part et d’autre de la lentille 
deux plans qui sont conjugués par transformation de Fourier. Dans le plan focal objet, le 
champ est défini par son amplitude et sa phase. L’approximation de la phase stationnaire nous 
permet de définir kx en chaque point de ce plan. La répartition du champ dans le plan focal 
image est alors obtenue en prenant la transformation de Fourier du champ dans le plan focal 
objet.  

plan focal
image

z

plan focal
 objet lentille

∆
∆

 
Figure 4-6 : définition des plans conjugués et des phases et dans le domaine des fréquences.  

 
Pour une amplitude constante dans le plan focal objet, la répartition de l’éclairement au point 
de focalisation est complètement déterminée par la phase ou par l’écart aberrant. La 
correction de ce défaut de phase dans ce plan permet alors d’atteindre la limite ultime de 
focalisation. Cependant le théorème de Gouy précise que l’écart aberrant est invariant le long 
d’un rayon lumineux. C’est de plus une quantité additive : l’écart aberrant total d’un système 
est la somme des écarts aberrants apportés par les différents éléments du système. 
L’utilisation de ce théorème nous autorise à placer un système de correction n’importe où 
pourvu d’être loin du plan de focalisation, c’est à dire juste avant ou juste après la lentille de 
focalisation. Ce principe de correction des aberrations du front d’onde va maintenant être 
appliqué pour la correction des distorsions de la phase spectrale.  
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IV.3.2.2 Modulateur de phase temporelle  
La première partie de ce paragraphe sera consacrée à l’étude de la compression d’une 
impulsion et à l’influence des distorsions de la phase temporelle lors de la compression. Puis, 
l’étude du principe de la correction des distorsions de la phase temporelle sera présentée. 
Nous montrerons notamment le parallèle entre la correction des aberrations du front d’onde et 
des distorsions de la phase temporelle.  

IV.3.2.2.1 Compression d’une impulsion  
Nous étudions la compression d’une impulsion donc sa propagation dans un milieu dispersif 
(figure 4-7). L’intensité initiale (temporelle) de l’impulsion est représentée par la courbe en 
petits pointillés. Deux phases temporelles sont représentées : une phase parfaitement 
quadratique (en traits pleins) et une phase présentant de faibles distorsions par rapport à la 
phase quadratique (en traits pointillés). Lors de la compression de l’impulsion, c’est 
l’éclairement temporel qui sera représentée. La forme temporelle est observée en utilisant un 
autocorrélateur monocoup. Son évolution est étudiée pour diverses longueurs de propagation 
dans le milieu dispersif ; par exemple pour des distances différentes entre les réseaux d’un 
compresseur. Chaque position z de l’écran est associée à la distance de propagation dans le 
milieu dispersif (l’analogue d’un milieu diffractif dans le domaine spatial).  
 

z

t

Foyer
principal

Plan de meilleure
compression

Ψ(t) I(t) I(t)  
Figure 4-7 : évolution de la forme temporelle de l’impulsion.  

 
De façon identique à la focalisation dans le domaine spatial, en l’absence d’aberrations (traits 
pleins) ; la phase temporelle est parfaitement quadratique ; tous les rayons temporels (qui sont 
normaux aux plans équiphases) viennent se concentrer en un point : le foyer. Dans cette 
approche, chaque point M de coordonnée temporelle t de la phase est associée à un vecteur 
directeur. À chaque point de la phase temporelle est associé un rayon temporel. Si les 
variations de la phase temporelle sont plus rapides que celles de l’enveloppe, une des 
composantes de ce vecteur se confond avec la pulsation, qui est par définition la fréquence 
instantanée. Nous sommes dans les conditions de l’application du théorème de la phase 
stationnaire. Dans cette approximation, l’impulsion est loin de son point de compression. La 
relation existante entre la coordonnée temporelle t et la pulsation ω (variable conjuguée de la 
variable temporelle) peut se définir plus rigoureusement en utilisant ce théorème. Cette 
relation dépend de la phase temporelle initiale du faisceau.  
 
En présence de faibles distorsions de la phase temporelle (traits pointillés), l’impulsion est 
comprimée au mieux à une distance différente de la précédente. C’est le plan de meilleure 
compression. Les rayons ne convergent plus en un point unique (pic de Dirac dans 
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l’approximation de l’optique géométrique) (figure 4-8). La trace des rayons temporels dans un 
plan z = z0 donne la répartition temporelle de l’impulsion si l’on affecte à chaque rayon une 
amplitude. La visualisation de cette trace permet d’évaluer rapidement l’allure de la forme 
temporelle de l’impulsion en tout plan z.  
 

z

t

Plan de meilleure
compression

 
Figure 4-8 : tracé des rayons temporels.  

 
Il est commode d’étudier les faibles distorsions en calculant l’écart entre la phase temporelle 
réelle et un cercle centré sur un plan de compression quelconque : c’est l’écart aberrant ( )t∆ . 
Le cercle ainsi choisi est un cercle de référence, par analogie avec la sphère de référence dans 
le domaine spatial. Plusieurs solutions sont envisageables pour le calcul de cet écart. Si la 
sphère choisie est centrée sur l’image dans le plan de meilleure compression, cet écart sera 
minimum. C’est le plan où il se forme la meilleure compression de l’impulsion.  
 
Tout ce qui a été introduit pour le domaine spatial se transpose donc directement au domaine 
temporel, en particulier les principes de correction.  

IV.3.2.2.2 Principe de la correction des distorsions de la phase temporelle  
Le modulateur de phase temporelle doit ramener la phase temporelle à la phase de référence 
conduisant à la compression ultime (limite de Fourier). C’est à dire qu’il doit corriger l’écart 
aberrant (figure 4-9). Au cours de la propagation dans le milieu dispersif, le plan de 
compression de l’impulsion dépend du choix de la sphère de référence. La correction de 
l’écart aberrant associé à ce choix conduira à la compression ultime. Il est donc judicieux de 
prendre comme plan de compression celui de moindre diffusion, c’est à dire celui qui 
minimise en moyenne l’écart aberrant. Expérimentalement, c’est la démarche qui est utilisée. 
On modifie la distance entre les réseaux jusqu’à l’obtention de la durée minimum de 
l’impulsion et on procède ensuite à la correction par modulateur de phase.  
 
Il est à noter que la phase temporelle à corriger correspond à la phase spectrale mesurée dans 
le plan de compression, compte tenu de l’approximation de la phase stationnaire. Ce qui en 
facilite la mesure et donc la correction. Comme nous l’avons déjà mentionné dans le domaine 
spatial, la position du modulateur sur la chaîne laser n’est pas critique (théorème de Gouy) en 
optique linéaire. En présence d’effet non linéaire, tel que l’effet Kerr, la mesure de la phase 
temporelle devient plus pertinente pour corriger ces effets. Une étude spécifique de ce point 
fait l’objet du chapitre VII.  
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Figure 4-9 : insertion d’un modulateur de phase temporel pour corriger les distorsions de la phase 

temporelle.  

 
Dans le cas de faibles distorsions, l’étude de l’écart aberrant fournit des informations très 
utiles pour la distribution de l’éclairement spatial du faisceau focalisé.  

IV.4 Critères de tolérance sur les aberrations du front 
d’onde et les distorsions de la phase spectrale  
Ainsi une analyse de l’écart aberrant permet d’évaluer les tolérances acceptables sur les 
aberrations pour focaliser « au mieux » le faisceau. Le critère de Maréchal (IV.4.1), appliqué 
au domaine temporel, relie l’écart aberrant à la puissance crête de l’impulsion comprimée. De 
même, la qualité de la compression temporelle fournit par un compresseur présentant des 
distorsions de phase peut s’estimer simplement à partir d’une zone, dite zone de Rayleigh 
(IV.4.2), définie sur l’amplitude de la phase. Il est, en particulier très utile, pour estimer le 
contraste des impulsions qui seront comprimées.  

IV.4.1 Éclairement crête et critère de Maréchal  
Ce premier critère permet d’évaluer simplement les tolérances sur les aberrations du front 
d’onde en fonction du pic d’éclairement du faisceau focalisé (IV.4.1.1). La transposition de ce 
critère dans le domaine temporel permet de connaître également le maximum de l’éclairement 
après compression de l’impulsion (IV.4.1.2).  

IV.4.1.1 Domaine spatial  
Le critère de Maréchal [4-9] fournit une relation simple entre l’éclairement dans le plan focal 
(centre de la sphère de référence) et l’écart quadratique moyen σ  de la phase par rapport à 
cette sphère. Quand les aberrations sont suffisamment faibles, l’éclairement maximum dans le 
plan focal peut s’exprimer par :  

2

Max

1 σ−=  Équation 8 
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avec 
2

2 ϕ−ϕ=σ  l’écart quadratique moyen de la surface d’onde,  
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)y,x(  l’amplitude du champ,  
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0

∆
λ
π

=φ  phase associée à l’écart aberrant ( )y,x∆ .  

 
Avec ce critère, on retrouve les tolérances trouvées par Lord Rayleigh [4-10] : il a déduit de 
l’observation et d’études qu’une aberration sphérique de l’ordre de π/2 (mesurée en radians) 
au bord de la pupille donnait une baisse de l’éclairement maximal de 20%.  
 
En effet, calculons l’écart quadratique moyen à la surface d’onde dans le cas d’une aberration 
sphérique. Considérons une pupille circulaire définie par les coordonnées r  le rayon 
normalisé et θ  l’angle et d’amplitude constante. Une aberration sphérique du troisième ordre, 
de coefficient 1s , s’écrit :  
( ) 4

1rs,r =θ∆ .  
 
Cette aberration sphérique du troisième ordre modifie le plan de moindre diffusion du 
faisceau. Dans le calcul de tolérance des aberrations, il devient nécessaire d’ajouter un défaut 
de mise au point (ou courbure), de coefficient d , afin de minimiser l’écart quadratique moyen 
à la surface d’onde. Le nouvel écart aberrant s’écrit :  
( ) 24

1 drrs,r +=θ∆ .  
La valeur moyenne est donnée par :  
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Le carré de l’écart quadratique moyen à la surface d’onde s’écrit :  
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Dans un premier temps, nous cherchons à minimiser cet écart quadratique en fonction du 
défaut de mise au point. Nous ajustons en fait le plan de focalisation au plan de moindre 
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diffusion pour obtenir l’éclairement crête maximal pour une aberration sphérique d’ordre trois 
donnée. Nous obtenons : 

1sd −= ,  
 
Dans ces conditions, le carré de l’écart quadratique moyen est donné par :  

180
s2 2

1

2

0

2
⎟⎟
⎠

⎞
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⎛
λ
π

=σ .  

 
Ainsi une amplitude maximale de l’écart aberrant de  

4
0

max
λ

=∆  

 
Une baisse de l’éclairement maximal de 20% conduit à un coefficient :  

01s λ≈ ,  
et à une amplitude maximale de l’écart aberrant total de :  

4
0

max
λ

=∆  Équation 9 

ce qui correspond à la règle de Lord Rayleigh soit à une phase de :  

2max
π

=ϕ .  

 
Ainsi la mesure de l’écart aberrant permet de connaître simplement le maximum de 
l’éclairement disponible sur cible. L’écart aberrant représente aussi la phase mesurée dans le 
domaine des fréquences du faisceau focalisé.  

IV.4.1.2 Domaine temporel  
La transposition de ce critère dans le domaine temporel permet de connaître également le 
maximum de l’éclairement après compression de l’impulsion. La mesure de la phase spectrale 
de l’impulsion comprimée nous apporte la connaissance de l’écart aberrant. La valeur 
maximale de l’éclairement de l’impulsion après compression est donnée par la relation 
suivante :  

2

Max

1
I

I
σ−=  Équation 10 

avec 
2

2 ϕ−ϕ=σ  l’écart quadratique moyen de la phase spectrale,  
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2  la phase spectrale liée à l’écart aberrant ( )ω∆ .  
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Pour simplifier les calculs, nous supposerons une amplitude spectrale gaussienne de demi 
largeur ∆ω  à 1/e2 en intensité :  
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⎦
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2

0 expA~A~ .  

L’équivalent de l’aberration sphérique d’ordre trois est une phase spectrale d’ordre quatre 
4
radϕ  à laquelle nous ajoutons un terme d’ordre deux 2

radϕ  pour adapter le plan de compression 
au plan de moindre diffusion. La phase spectrale est alors donnée par l’expression :  
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La valeur moyenne est :  
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et la variance :  
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Le carré de l’écart quadratique moyen à la surface d’onde s’écrit :  

24
rad

4
rad

2
rad

22
rad2 63
2

ϕ+ϕϕ+
ϕ

=σ .  

 
Dans un premier temps, nous cherchons à minimiser cet écart quadratique en fonction du 
défaut de mise au point (terme d’ordre deux). Nous ajustons en fait le plan de compression au 
plan de moindre diffusion pour obtenir l’éclairement crête maximal pour une phase spectrale 
d’ordre quatre donnée. Nous obtenons : 

4
rad

2
rad 3 ϕ−=ϕ ,  

 
La relation liant les termes d’ordre deux et quatre de la phase est différente de celle obtenue 
dans le domaine spatial. Dans ces conditions, le carré de l’écart quadratique moyen est donné 
par :  

2
3 24

rad2 ϕ
=σ .  

 
Une baisse de l’éclairement maximal de 20% conduit à un coefficient :  

37,04
rad =ϕ ,  

et à une amplitude de la phase spectrale totale, calculée en ω∆=Ω , de :  
( ) rad73,0−=ω∆ϕ  Équation 11 

et calculée en bord du spectre donc pour ω∆=Ω 2  de :  

( ) rad
2

rad46,12 π
≈=ω∆ϕ .  

 
Au bord du spectre (c’est à dire au bord de la pupille pour le domaine spatial), on retrouve le 
critère de Lord Rayleigh.  
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Une illustration de ce critère est représentée sur la figure 4-10. Les phases spectrales idéales, 
en trait plein, et réelle, en pointillés, juste avant la compression sont représentées dans la 
partie gauche de la figure. La différence entre ces deux phases est l’écart aberrant. C’est la 
phase spectrale mesurée en sortie du compresseur. L’éclairement des impulsions comprimées 
est représenté sur la partie droite de la figure.  
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Figure 4-10 : tolérances sur les distorsions de la phase spectrale pour la compression des impulsions.  

 
La mesure de la phase spectrale permet de connaître simplement le maximum de l’éclairement 
disponible sur cible en utilisant le critère de Maréchal, sans faire appel à un calcul de 
transformation de Fourier. Une autre information sur la phase peut être utilisée pour évaluer le 
contraste : la zone de Rayleigh.  
 

IV.4.2 Contraste et zone de Rayleigh  
Dans le domaine spatial, l’estimation approximative de la qualité d’une tache délivrée par une 
lentille fortement aberrante peut se déduire d’une analyse de l’amplitude de la phase 
(IV.4.2.1.). La transposition de ce critère dans le domaine temporel permet aussi d’estimer la 
qualité de la compression (IV.4.2.2).  

IV.4.2.1 Domaine spatial  
Au siècle dernier Lord Rayleigh a montré que dans un système optique, la partie efficace de la 
pupille, appelée zone de Rayleigh, est limitée à une amplitude de phase inférieure à π/2. Le 
reste de la pupille ne contribue pas à la formation du pic central. Tout se passe comme si nous 
avions un instrument parfaitement stigmatique sous réserve de limiter l’ouverture à la zone de 
Rayleigh. Ainsi le centre de la pupille (zone de Rayleigh) donne une image stigmatique à 
laquelle vient se superposer un halo parasite dû au reste de la pupille. Si nous diaphragmons le 
faisceau à la zone de Rayleigh, la focalisation sera meilleure en terme de contraste (figure 4-
11). Il est bien connu des opticiens qu’il est préférable d’utiliser en photographie un bon 
objectif ouvert à f/4 qu’un moins bon ouvert à f/3,5. Il est à noter que la zone de la pupille où 
l’amplitude de la phase est inférieure à π/2 n’est pas nécessairement située au centre de la 
pupille et constituée d’une seule partie de la pupille. Il apparaît un décentrement de la phase 
lorsque celle-ci n’est ni paire, ni impaire.  
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Figure 4-11 : illustration du critère de Rayleigh. Considérons un faisceau de forme circulaire. La pupille 
se décompose en deux parties selon l’amplitude de la phase spatiale. La zone hachurée en rouge présente 
un écart aberrant inférieur à λ/4 donc une phase spatiale inférieure à π/2. C’est la définition de la zone de 

Rayleigh. Dans le reste de la pupille l’écart aberrant est supérieur à λ/4 donc une phase spatiale 
supérieure à π/2. L’intensité spatiale correspondant à l’ensemble de la pupille est représentée par la 

courbe en trait pointillé noir. Si nous diaphragmons la pupille à la zone hachurée dite la zone de Rayleigh, 
l’intensité spatiale correspondante présente un meilleur contraste courbe en rouge. En effet tout se passe 
comme si la zone de Rayleigh donnait une image stigmatique à laquelle viendrait se superposer un halo 

parasite incohérent dû au reste de la pupille.  

 
Nous présentons maintenant le principe de détermination de la zone de Rayleigh. Nous 
cherchons à obtenir (conserver) le maximum d’énergie possible. Dans le cas d’une pupille 
d’amplitude constante, cela revient à conserver la plus grande zone de la pupille possible, sans 
nous préoccuper du décentrement éventuel de la zone conservée par rapport à la pupille de 
départ. La valeur absolue de la phase liée à l’écart aberrant est arbitrairement limitée à π/2. 
Nous ajustons alors les termes de basculement et de mise au point pour conserver une 
amplitude de phase inférieure à π/2 et pour obtenir la plus grande zone possible. Dans le cas 
d’aberrations sphérique ou de coma, la zone conservée devient un cercle et nous 
maximiserons alors son rayon r .  
 
Appliquons ce principe au cas d’une aberration sphérique d’ordre trois liée à un défaut de 
mise au point. L’écart aberrant s’écrit :  
( ) 24

1 drrs,r +=θ∆ .  
 
Dans ce cas, le centre de la pupille à conserver (puisque c’est un cercle) est situé au centre de 
la pupille initiale. Le coefficient de mise au point est cherché pour satisfaire les deux 
conditions suivantes :  

•  r  maximum,  

•  ( )
2

drrs2 24
1

0

π
≤+

λ
π .  

 
Pour une aberration sphérique d’amplitude π≤ 2s1  et une mise au point 1sd −= , toute la 

pupille peut être conservée. Pour une aberration sphérique d’amplitude π≥ 2s1 , le défaut de 
mise au point correspondant à la plus grande pupille (que nous cherchons à conserver) est 

( ) π−= 2ssignd 1 , et le rayon normalisé de la pupille conservée s’écrit :  
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Nous constatons, logiquement, que le rayon de la pupille est inversement proportionnel à 
l’aberration sphérique. Pour une aberration sphérique d’amplitude 5 π, nous obtenons 

75,0r =  ; nous conservons les trois quarts de la pupille.  

IV.4.2.2 Domaine temporel  
L’application de ce critère dans le domaine temporel permet de définir la partie efficace du 
spectre. Une illustration de ce critère est donnée par la figure 4-12. Considérons une 
impulsion dont le spectre est de forme gaussienne. Le spectre se décompose en deux parties 
selon l’amplitude de la phase spectrale. La zone hachurée en rouge présente une phase 
spectrale inférieure à �/2. C’est la définition de la zone de Rayleigh. Dans le reste du spectre 
une phase spectrale est supérieure à �/2. L’intensité temporelle correspondant à l’ensemble 
du spectre est représentée par la courbe en trait pointillé noir. Si nous diaphragmons le spectre 
à la zone hachurée dite la zone de Rayleigh, l’intensité temporelle correspondante présente un 
meilleur contraste courbe en rouge. En effet tout se passe comme si la zone de Rayleigh 
donnait une compression stigmatique à laquelle viendrait se superposer un halo parasite 
incohérent dû au reste du spectre. 
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Figure 4-12 : illustration du critère de Rayleigh. Considérons une impulsion dont le spectre est de forme 
gaussienne. Le spectre se décompose en deux parties selon l’amplitude de la phase spectrale. La zone 

hachurée en rouge présente une phase spectrale inférieure à π/2. C’est la définition de la zone de Rayleigh. 
Dans le reste du spectre une phase spectrale est supérieure à π/2. L’intensité temporelle correspondant à 

l’ensemble du spectre est représentée par la courbe en trait pointillé noir. Si nous diaphragmons le spectre 
à la zone hachurée dite la zone de Rayleigh, l’intensité temporelle correspondante présente un meilleur 
contraste courbe en rouge. En effet tout se passe comme si la zone de Rayleigh donnait une compression 

stigmatique à laquelle viendrait se superposer un halo parasite incohérent dû au reste du spectre. 

 
Nous cherchons à obtenir (conserver) le maximum d’énergie possible. Dans le cas d’une 
impulsion d’amplitude gaussienne, il faut se préoccuper du décentrement éventuel de la zone 
conservée par rapport au spectre de départ. La valeur absolue de la phase liée à l’écart 
aberrant est arbitrairement limitée à π/2. Nous ajustons alors les termes de basculement et de 
mise au point pour conserver une amplitude de phase inférieure à π/2 et pour obtenir la plus 
grande zone possible.  
 
Nous avons appliqué ce critère dans le cas d’une distorsion de la phase spectrale d’ordre 
quatre d’amplitude rad124

rad π=ϕ  (figure 4-13). Dans ce cas, c’est la partie centrale du 
spectre qui sera conservée. Il n’y a pas de décentrement de la phase par rapport au spectre de 
l’impulsion. Le maximum d’énergie est obtenu pour la plus grande partie de spectre conservé. 
Le terme de courbure est ajusté : rad22

rad π−=ϕ . La zone de Rayleigh coïncide avec des 
amplitudes normalisées supérieures à 0,7 ; ce qui correspond à 80% de l’énergie.  
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Figure 4-13 : zone de Rayleigh dans le cas d’une distorsion de phase spectrale d’ordre quatre 

d’amplitude 12 rad.  

 
Les éclairements comprimés de l’ensemble du spectre, traits pointillés, et de la partie limitée à 
la zone de Rayleigh sont représentés sur la figure 4-14. L’éclairement relatif est multiplié 
par 1,1 et la hauteur des rebonds par 0,4. Le contraste de l’impulsion pour laquelle le spectre 
est limité est alors multiplié par 2,7 par rapport au contraste en considérant tout le spectre.  
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Figure 4-14 : intensités temporelles lorsque le spectre n’est pas coupé, traits pointillés et lorsqu’il est limité 

à la zone de Rayleigh, trait plein.  

 
Les résultats sont similaires aux précédents : la compression de l’impulsion limitée à la zone 
de Rayleigh est de meilleure qualité que celle où nous considérons tout le spectre (elle 
présente un meilleur contraste).  
 
Ainsi, l’éclairement crête de l’impulsion comprimée peut être évalué en utilisant le critère de 
Maréchal et en se limitant à la zone de Rayleigh le contraste des impulsions comprimées est 
amélioré.  
 
 



 94 

En conclusion, l’étude de l’analogie entre le domaine spatial et le domaine temporel nous 
permet  

• d’envisager la correction de la phase spectrale en utilisant un modulateur de phase 
temporelle (c’est l’objet du chapitre suivant),  

• de fournir des principes de correction :  
• l’amplitude de la phase doit être inférieure à π/2 après correction,  
• il vaut mieux couper le spectre que de laisser passer des parties dont 

l’amplitude de la phase est supérieure à π/2.  
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V. Modulation de la phase spectrale : justification 

théorique et description des schémas expérimentaux 

pour la validation expérimentale du concept  

Pour interpréter l’action du modulateur de phase, nous utilisons l'analogie développée au 
chapitre IV entre les variables d’espace transverses x et y et la variable temporelle t. Dans 
notre application, le modulateur de phase agit dans le domaine temporel et l’équivalent dans 
le domaine spatial de ce système est un miroir adaptatif corrigeant de faibles aberrations. Le 
modulateur utilisé est un modulateur de phase intégré. Il conviendra de le décrire (V.1) plus 
précisément pour comprendre le principe de fonctionnement et étudier les conditions de 
validité d’une relation bijective et prédictive entre la modulation de phase temporelle et la 
modulation de phase spectrale pour des impulsions fortement étirées. Puis, muni de cette 
relation, nous décrirons les schémas expérimentaux pour la validation expérimentale de ce 
concept de modulation de la phase spectrale (V.2) en utilisant un modulateur de phase 
temporelle.  

V.1 Le modulateur de phase  
L’analogie a permis de montrer simplement l’utilisation d’un modulateur de phase temporelle 
comme correcteur des distorsions de la phase spectrale. Il conviendra tout d’abord d’étudier 
l’obtention d’une telle modulation de phase temporelle (V.1.1) ; puis les conditions de validité 
pour le passage d’une modulation de phase temporelle vers une modulation de phase spectrale 
(V.1.2) en utilisant le théorème de la phase stationnaire.  

V.1.1 Obtention d’une phase temporelle  
Dans ce paragraphe, le principe physique utilisé pour obtenir une modulation de phase 
temporelle sera décrit (V.1.1.1), puis la réalisation expérimentale du modulateur de phase 
(V.1.1.2). Le modulateur de phase est caractérisé par un ensemble de paramètres qu’il 
conviendra de mesurer (V.1.1.3), notamment la tension demi-onde qui caractérise l’amplitude 
accessible à la correction du modulateur de phase.  

V.1.1.1 Principe de fonctionnement  
Il existe des milieux qui, sous l’action de champs extérieurs, modifient leurs propriétés 
optiques. Par exemple certains milieux, initialement isotropes, peuvent devenir biréfringents. 
Les champs extérieurs sont essentiellement des champs de nature électriques, magnétiques ou 
acoustiques. Dans le cas d’une anisotropie linéairement induite, cela se traduit, pour les 
propriétés optiques des matériaux, par une modification de l’ellipsoïde des indices. En 
d’autres termes, les coefficients de l’ellipsoïde des indices deviennent des fonctions des 
champs appliqués. Les propriétés optiques de la propagation, comme la biréfringence, 
peuvent être ainsi commandées de façon externe [5-1].  
 
Dans le cas d’application de champs électriques, on parlera d’effets électro-optiques. Deux 
types de réponses peuvent être induits selon la structure du milieu : une réponse linéaire (effet 
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Pockels) et une réponse quadratique (effet Kerr). Ces réponses sont des fonctions de 
l’amplitude du champ appliqué. Une des applications de l’effet Pockels est la réalisation de 
déphaseurs variables. En effet, l’application d’un champ électrique sur un cristal permet de 
faire varier les indices de réfraction de celui-ci. Ceci produit une modification de la constante 
de propagation du mode guidé dans le cristal. Cette variation se traduit par une modification 
de la phase. La réponse du milieu est une réponse linéaire en fonction de la tension appliquée. 
La tension nécessaire pour créer un déphasage de π est la tension demi-onde Vπ. Ainsi, la 
modulation temporelle est obtenue en appliquant une tension électrique aux bornes du milieu. 
Nous allons maintenant étudier la réalisation expérimentale d’un modulateur de phase 
temporelle intégré.  

V.1.1.2 Réalisation expérimentale d’un modulateur de phase intégré 
Comme nous venons de le voir, l’obtention d’une phase temporelle est liée aux modifications 
engendrées sur les propriétés optiques d’un milieu lorsque nous lui appliquons un champ 
électrique. Le choix du matériau repose alors sur la capacité à répondre à un champ électrique 
excitateur. Le cristal retenu est le niobate de lithium LiNbO3.  
 
La première étape est la formation d’un canal pour permettre la propagation du mode guidé 
dans le cristal. Il existe deux technologies pour réaliser ces guides : la diffusion de titane [5-2] 
et l’échange protonique [5-3,4]. La technologie la plus prometteuse est actuellement l’échange 
protonique. La dimension du guide obtenu est compatible avec la propagation guidée d’un 
faisceau monomode.  
 
La seconde étape est la réalisation de la modulation de phase temporelle. Il existe deux 
configurations possibles pour la réaliser : une configuration longitudinale et une autre 
transversale. Tout d’abord, considérons une impulsion optique se propageant dans la direction 
de l’axe optique du cristal Oz. Si l’on dépose des électrodes transparentes sur les plans 
d’entrée et de sortie du cristal, l’application d’une différence de potentiel entre ces dernières 
induit un champ électrique parallèle à l’axe Oz. C’est la configuration longitudinale. Les deux 
inconvénients majeurs de celle-ci sont la grande tension demi-onde qui peut atteindre 
plusieurs kilovolts et la traversée les électrodes par l’impulsion laser à moduler. De plus cette 
configuration nécessite la réalisation d’un modulateur de phase massif. Pour ces raisons, la 
configuration retenue est la configuration transverse. Dans ce cas, le champ électrique 
appliqué est perpendiculaire à la direction de propagation de l’impulsion qui est selon l’axe 
optique Oz. La figure 5-1 représente alors un schéma du modulateur de phase.  
 

Impulsion optique
(guide d’onde)

Électrodes

Lignes de champ  
Figure 5-1 : schéma d’un modulateur de phase temporelle.  
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Le modulateur de phase que nous utilisons est un modulateur de phase intégré de la société 
Alénia, identiques à ceux utilisés pour la LIL et le LMJ (figure 5-2). L’entrée et la sortie de 
l’impulsion optique se font par fibres optiques. Ces fibres sont à maintien de polarisation (la 
polarisation de l’onde est inchangée lors de la propagation de l’impulsion optique dans la 
fibre). De plus, une seule polarisation peut se propager dans le modulateur de phase (le cristal 
est taillé à l’angle de Breswter) : il est donc nécessaire d’adapter la polarisation de l’onde à 
l’entrée de la fibre. Le cœur des fibres est elliptique. La grande largeur du cœur des fibres est 
de 8 µm.  

 
Figure 5-2 : photo d’un modulateur ouvert de phase temporelle.  

 

V.1.1.3 Paramètres de modulateur de phase  
Le modulateur de phase est caractérisé, notamment sa réponse spectrale, par une étude des 
coefficients ijS  de la matrice de diffusion définie par :  
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⎝
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a
a
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SS

b
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,  

 
L’indice 1 se rapporte au champ électrique et le 2 à l’impulsion optique, la lettre a aux 
champs incidents et b aux champs émergents définis dans la figure 5-3.  
 

(S)

Electrique Optique

a1

b1

b2

a2
 

Figure 5-3 : définition de la matrice de diffusion. L’indice 1 se rapporte au champ électrique et l’indice 2 à 
l’impulsion optique. La lettre a se rapporte aux champs incidents et la lettre b aux champs émergents.  
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Chacun de ces coefficients représente un paramètre :  

• 
0a1

1
11

2
a
b

S
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=  le bon transfert de la tension électrique appliquée aux bornes du 

modulateur, c’est à dire ce coefficient représente les pertes de la tension électrique 
lors de son application aux bornes du modulateur,  

• 
0a2

2
22

1
a
b

S
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=  la transmission optique,  

• 
0a1

2
21

2
a
b

S
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=  le transfert de la tension électrique vers l’impulsion optique, 

c’est ce qui définit la tension demi-onde Vπ,  

• 
0a2

1
12

1
a
b

S
=

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=  le transfert de l’impulsion optique vers la tension électrique (dans 

notre cas, ce coefficient ne correspond pas à un paramètre « physique »).  
 
Il est nécessaire d’étudier ces paramètres pour caractériser le modulateur de phase.  
 

V.1.1.4 Mesure de l’ensemble des paramètres du modulateur de phase  
Les caractéristiques générales du modulateur de phase sont les suivantes. La puissance 
optique admissible aux bornes du modulateur est limitée. Elle doit rester inférieure à 
1 W crête et à 50 mW moyen. De plus, sa puissance électrique moyenne est restreinte à 50 V. 
L’impédance d’entrée est de 37 Ω. Nous abordons maintenant la mesure des coefficients de la 
matrice de diffusion.  

V.1.1.4.1 Transmission optique S22  
Nous plaçons une lentille à l’entrée de la fibre optique afin d’adapter la taille du faisceau à la 
taille du cœur de la fibre. De plus, l’ouverture de la lentille doit correspondre à celle de la 
fibre optique. Nous insérons une lame 2/λ  pour adapter la polarisation des impulsions 
optiques à celle qui peut se propager dans la fibre. Nous obtenons 11% de l’énergie disponible 
à l’entrée de la première lentille au niveau la lentille de sortie.  
 
La transmission optique, 11 %, est faible. En effet l’ouverture de la lentille ne correspond pas 
exactement à celle de la fibre optique. De plus, le diamètre du faisceau est beaucoup plus 
grand que le diamètre de la lentille. L’énergie incidente n’est pas totalement transmise par la 
lentille. L’utilisation d’une source laser fibré permet d’obtenir une transmission optique 
de 33%.  

V.1.1.4.2 Pertes de la tension électrique S11  
Ce coefficient mesure le bon transfert de la tension électrique. Il doit être alors étudié en 
fonction de la fréquence de la tension électrique. Cette étude permettra de savoir si la forme 
de la tension électrique est bien transmise par le modulateur de phase. La figure 5-4 
représente le logarithme de la tension réfléchie en fonction de la fréquence de modulation.  
 



 100 

( )RéfléchieVlog

( )GHzf

50

10
20
30
40

0

dB
31.8 2.41.20.6

 
Figure 5-4 : pertes pour la tension électrique en fonction de la fréquence de la tension. Cette courbe 

représente le logarithme de la tension réfléchie en fonction de la fréquence de modulation.  

 
La réflexion, pour des fréquences allant de 0.3 MHz jusqu’à 3 GHz, varie de 10-3 à 1/30. 
Donc la transmission varie de 0,96 à 0,99. Elle est pratiquement constante sur la bande de 
fréquence considérée. La fréquence haute de 3 GHz correspond à un temps de montée de 
110 ps et la fréquence basse 0,3 MHz à 1 µs. Le modulateur de phase possède une bande 
passante de 10 GHz.  

V.1.1.4.3 Tension demi-onde Vπ ou S21  
Ce dernier paramètre Vπ définit l’amplitude de la modulation obtenue en fonction de 
l’amplitude de la tension électrique appliquée. Il est mesuré en évaluant l’élargissement 
spectral engendré par une modulation de phase sinusoïdale. Ce paramètre possède une 
réponse constante sur une bande de fréquences allant de 1,5 à 2,5 GHz. Sa mesure ne sera 
alors effectuée pour une seule fréquence de modulation. Nous étudierons donc l’élargissement 
spectral consécutif à une modulation de phase (V.1.1.4.3.1). Le principe de détermination de 
la tension demi-onde découle de la comparaison entre les mesures expérimentales et les 
simulations numériques correspondantes (V.1.1.4.3.2).  

V.1.1.4.3.1 Elargissement spectral consécutif à l’application d’une modulation de phase  
Les principes théoriques concernant l’élargissement spectral consécutif à une modulation sont 
rappelés. Nous considérons une impulsion optique monochromatique incidente sur le 
modulateur de phase. Le champ dans le domaine temporel s’exprime par :  

( ) ( )tiexptE 0ω= 0a ,  
avec 0ω  la pulsation du champ.  
 
L’impulsion électrique appliquée sur le modulateur de phase est de forme sinusoïdale et de 
fréquence de modulation modf  liée à la pulsation modω  :  

( ) ( )tsinVtV modω= ,  
avec V l’amplitude de la tension électrique appliquée.  
 

La profondeur de modulation m est définie par : 
π

π=
V
Vm ,  

avec Vπ la tension demi-onde.  
 
La forme temporelle du champ en sortie du modulateur de phase prend la forme :  

( ) ( )( )tsinmtiexptE mod0 ω+ω= 0a .  
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L’enveloppe temporelle peut se décomposer en utilisant les fonctions de Bessel :  

( ) ( ) ( ) ( ) ( ) ( ) ( )tiexptipexpmJ1tipexpmJJtE 0
1p

modp
p

1p
modp0 ω⎥

⎦

⎤
⎢
⎣

⎡
ω−−+ω+= ∑∑

+∞

=
−

+∞

=
0a .  

 
Dans le domaine des fréquences, après une transformation de Fourier, nous obtenons :  

( ) ( ) ( ) ( ) ( ) ( ) ( )⎥
⎦

⎤
⎢
⎣

⎡
ω+Ωδ−+ω−Ωδ+Ωδ=Ω ∑∑

+∞

=
−

+∞

= 1p
modp

p

1p
modp00 pmJ1pmJJA~A~ ,  

avec 0ω−ω=Ω .  
 
L’intensité spectrale s’écrit alors :  

( ) ( ) ( ) ( ) ( ) ( )⎥
⎦

⎤
⎢
⎣

⎡
ω+Ωδ+ω−Ωδ+Ωδ=Ω=Ω ∑∑

+∞

=
−

+∞

= 1p
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2
p
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2
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2
0

2
0

2
pmJpmJJA~A~)(I .  

 
Nous obtenons un spectre de raies caractéristique de la profondeur et de la fréquence de 
modulation (figure 5-5). De ce spectre, nous pouvons estimer la tension demi-onde.  
 

ω0 ω0+ ωmodω0− ωmodω0− 2ωmod ω0+ 2ωmod ω  
Figure 5-5 : spectre de raies caractéristique pour une profondeur de 1,5. Ce spectre est un cas idéal 

car chaque raie est représentée par un pic de Dirac.  

V.1.1.4.3.2 Mesure de la tension demi-onde  
Le principe de mesure de la tension repose sur la comparaison entre les spectres mesurés et 
simulés. Le paramètre variant pour faire coïncider le spectre mesuré et simulé est la tension 
demi-onde. La tension appliquée sur le modulateur de phase est une tension de forme 
sinusoïdale d’amplitude crête à crête de 20 V et de fréquence 1,74 GHz. Du fait de la limite 
de la puissance électrique moyenne admissible par le modulateur, son application est 
restreinte sur une plage temporelle de 40 ms (correspondant à la durée de la mesure).  
 
Le schéma expérimental utilisé est représenté sur la figure 5-6. Nous utilisons un laser 
monochromatique, de longueur d’onde 1,064 µm. Une lame demi-onde permet d’adapter la 
polarisation du laser à celle qui peut se propager dans la fibre du modulateur de phase. Le 
spectre est obtenu en utilisant un interféromètre de Fabry Pérot d’épaisseur 2 mm, ce qui 
correspond à un intervalle spectral libre de 2,5 Å. La finesse du Fabry Pérot étant de 100, sa 
résolution est de 025,0=δλ Å pm5,2= . Une caméra placée au foyer d’une lentille permet de 
visualiser le spectre obtenu.  
 
Un exemple des deux types de spectres obtenus sur la caméra est représenté dans la figure 5-7 
La figure du haut est celle d’un spectre obtenu sans l’application de la tension électrique aux 
bornes du modulateur de phase. Il est caractéristique du Fabry Pérot utilisé. Le spectre du bas 
consécutif à l’application d’une tension sinusoïdale est caractérisé par les fonctions de Bessel.  
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Fabry Pérot 2 mm
δλ = 0,02 Å

V(t)

fmod = 1.74 GHz

λ = 1,064 µm

Laser
monochromatique

λ/2

Caméra

 
Figure 5-6 : schéma expérimental pour mesurer la tension demi-onde du modulateur de phase.  

Nous présentons les résultats obtenus sur la figure 5-8. La figure de gauche correspond à une 
acquisition de spectre. La figure de droite représente la simulation, qui permet de faire 
correspondre le spectre mesuré et le spectre simulé, avec une profondeur de modulation 

4m = . Le caractère non parfaitement monochromatique de la source laser ou la résolution 
spectrale limitée du Fabry Pérot (pertes internes, état de surface) contribuent à l’élargissement 
des raies spectrales composant le spectre mesuré. Le spectre de raies de résolution infinie a 
été convolué par une intensité de forme gaussienne de largeur à mi-hauteur pm32/1 =λ∆ . 
Compte tenu de l’amplitude de la tension appliquée aux bornes du modulateur de phase, 20 V 

crête à crête, la tension demi-onde est de V0,8
m
VV =

π
=π . La précision de la mesure de la 

tension demi-onde correspond à celle de l’amplitude de la tension électrique. En effet 
l’incertitude sur la mesure de la profondeur est faible vis-à-vis de celle de l’amplitude de la 
tension électrique. La précision de l’amplitude de la tension est de l’ordre de 0,25 V . Ainsi le 
modulateur de phase utilisé possède une tension demi-onde de 8,0 V à 0,25 V.  
 

V(t)=V sin(ωmod t)

V(t) = 0

 
Figure 5-7 : spectres mesurés sans (figure du haut) et avec (figure du bas) tension électrique appliquée aux 

bornes du modulateur de phase. La figure du haut est caractéristique de la réponse du Fabry Pérot 
(fonction d’Airy) et celle du bas de l’élargissement spectral consécutif à l’application 

d’une tension sinusoïdale (fonction de Bessel).  

 
La tension maximale que l'on puisse appliquer est 50 V ; la phase maximale introduite dans 
ces conditions est de 20 rad, c’est à dire 6π environ. Une amplitude en correction plus 
importante peut être obtenue en employant plusieurs modulateurs de phase en série.  
 
Ainsi, la forme temporelle de la phase introduite correspond à la forme temporelle de la 
tension appliquée aux bornes du modulateur. En effet, la réponse du milieu est linéaire en 
fonction de la tension appliquée et les caractéristiques de ce milieu ne varient pas en fonction 
des fréquences composant la tension électrique (la tension demi-onde et le transfert de la 
tension électrique vers l’impulsion optique). 
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Figure 5-8 : détermination expérimentale de la tension demi-onde. La figure de gauche représente une 

acquisition du spectre. La figure de droite représente la simulation avec une tension demi-onde de 8 V qui 
permet de faire correspondre le spectre mesuré et le spectre simulé. Le spectre de raies de résolution 

infinie a été convolué avec une intensité de forme gaussienne de largeur à mi-hauteur 3 pm.  

 
Nous allons maintenant étudier les conditions de validité d’une relation bijective et prédictive 
entre la modulation de phase temporelle et la modulation de phase spectrale pour des 
impulsions fortement étirées. La relation bijective et prédictive entre les deux phases permet 
de contrôler la phase spectrale introduite par le modulateur de phase temporelle et 
inversement : connaissant la phase spectrale qu’il faut appliquer savoir calculer la phase 
temporelle donc la tension électrique à appliquer aux bornes du modulateur de phase.  

V.1.2 Obtention d’une phase spectrale  
Les enveloppes spectrale et temporelle sont reliées par transformation de Fourier. Il est donc 
possible de calculer la modulation de phase spectrale introduite connaissant la tension 
électrique appliquée aux bornes du modulateur de phase. Or ce calcul de la phase n’est 
analytique que dans le cas d’impulsions d’amplitude gaussienne ; pour les autres cas, les 
résultats obtenus sont numériques. Un calcul approché de la phase est possible en utilisant le 
théorème de la phase stationnaire. Dans un premier temps, nous énonçons ce théorème et ses 
conditions de validité (V.1.2.1). Dans les conditions d’application du théorème, la relation 
entre les phases spectrale et temporelle est bijective. Nous introduirons ensuite la notion de 
point stationnaire (V.1.2.2). Ce point permet de définir un codage entre le temps et les 
pulsations dans le cas d’impulsions fortement étirées. Puis nous calculons la relation entre les 
phases spectrale et temporelle en sortie d’un étireur (V.1.2.3). Nous en définirons les limites 
(V.1.2.4). Nous calculons cette relation dans le cas de faibles modulations de phase en sortie 
d’un étireur (V.1.2.5).  

V.1.2.1 Théorème de la phase stationnaire  
Le principe du calcul de la phase temporelle repose sur l’intégration de signaux d’amplitude 

( )xf  et oscillants (caractérisés par une phase ( )xg ) :  
( ) ( )( ) dxxgcosxM ∫= f .  

 
Deux cas peuvent se présenter (figure 5-9). Le premier est un signal purement oscillant (Les 
oscillations de la fonction ( )xg1  sont plus rapides que les variations de l’enveloppe ( )xf ), 
l’intégrale est alors nulle : les parties positives et négatives de l’intégrale se compensent.  
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Figure 5-9 : principe de la phase stationnaire.  

Pour le second cas, la phase présente un point stationnaire et l’intégrale est non nulle. Ce 
point stationnaire se traduit par un manque d’oscillations et mathématiquement par une 
dérivée nulle de la phase ( )xg2  en ce point.  
 
L’énoncé du théorème de la phase stationnaire est le suivant [5-5] :  

Soit ( ) ( ) dxxiexpxfJ ∫
+∞

∞−
⎥⎦
⎤

⎢⎣
⎡

ε
Φ

=  une intégrale que nous cherchons à calculer,  

avec ( ) ( ) ( )( )xiexpxxf φ= f  l’enveloppe ( ( )xf  l’amplitude et ( )xφ  la phase),  

et ( )
ε

Φ x  la phase ;  

 
moyennant quelques hypothèses détaillées après, l’intégrale peut se mettre sous la forme :  

=J )
4

)(signiexp(
0x

π
Φ ′′ ⎥⎦

⎤
⎢⎣
⎡

ε
Φ

Φ ′′
ε )x(iexp)x(f 0

0
x0

)(O ε+ .  

 
Si l’enveloppe est réelle (donc la phase ( ) 0x =φ ), les conditions de validité sont les 
suivantes :  

• 1<<ε  c’est à dire que l’étendue de ( ) εΦ /x  sur le domaine de ( )xf  est grand devant 
π (la phase varie beaucoup sur l’intervalle où ( )xf  est non nulle),  

• ( )xΦ  est extrémale en un point 0x , nommé point stationnaire, tel que :  

 1. ( ) 0
dx

xd

0x

=⎟
⎠
⎞

⎜
⎝
⎛ Φ ,  

 2. ( ) 0
dx

xd

0x
2

2
≠⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛ Φ ,  

 3. 0)x( 0 ≠f ,  
 

La différence entre le calcul exact de l’intégrale et le calcul approché en appliquant le 
théorème de la phase stationnaire sera appelé reste du théorème de la phase stationnaire. Ce 
reste est en ε . C’est donc ce facteur qui permet de valider l’application de ce théorème. Plus 
il est petit, plus le calcul approché est proche du calcul exact. Le choix de ce facteur est donc 
important.  
 

cos(g1(x) 0M ≈

cos(g2(x) 0M ≠
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Si la phase ( )xφ  est non nulle et s’écrit comme ( ) ( )
d1

1 xx −ε
φ=φ , l’erreur (annexe A6) 

commise sur la phase retrouvée en considérant ( )xφ  dans l’expression de la phase stationnaire 
( ) εΦ /x , correspondant au point stationnaire 1x  ou comme une perturbation de cette 

expression correspondant au point stationnaire 0x  est :  

( ) ( )01 xx ⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ−⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ=ρ   

soit :  
( )( )

( )
( )d

0

2
0 O

x2

x
ε+″

⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

φ′−
=ρ .  

Pour que l’on puisse considérer la phase ( )xφ  comme une perturbation de la phase ( ) εΦ /x , il 
est nécessaire que le reste de l’erreur précédente, qui est en 1d+ε , soit plus petit que le reste du 
théorème de la phase stationnaire, qui est en ε . Dans ces conditions, il est donc nécessaire 
d’avoir 0d > . La phase ( )xφ  peut être alors considérée comme une perturbation de la phase 

( ) εΦ /x  et le point stationnaire 0x  est conservé.  
 
Il est important de noter que tous les résultats (phase stationnaire et erreur) sont donnés au 
point stationnaire. La prochaine étape est alors le calcul du point stationnaire.  

V.1.2.2 Recherche du point stationnaire  
Ce point permet de définir un codage entre le temps et les pulsations dans le cas d’impulsions 
fortement étirées. Nous supposons, pour ce calcul, que la seule phase est celle introduite par 
l’étireur. En sortie de l’étireur, le spectre de l’enveloppe est donné par la relation suivante :  

[ ])(iexp)()(A~ E ωΦω=ω A   
avec  

( )ωA  l’amplitude spectrale,  
( )ωΦ E  la phase spectrale introduite par l’étireur.  

 
Rappelons que le spectre de l’impulsion ( )ωE~  s’écrit comme :  

( ) ( )Ω=ω A~E~ ,  
 
donc le spectre de l’enveloppe sera utilisé pour des pulsations centrées.  
 
Dans le domaine temporel, l’enveloppe du champ s’écrit comme la transformation de Fourier 
inverse du spectre de l’enveloppe dans le domaine spectral :  

( ) ( )[ ]ω= − A~TFtA 1 .  
 
Ainsi l’enveloppe temporelle s’écrit :  

( ) ( ) ( )[ ] ωω+ωΦω= ∫
+∞

∞−

dtiiexptA EA .  
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Nous appliquons le théorème de la phase stationnaire au calcul de l’enveloppe temporelle du 
champ de l’onde. Nous posons alors :  

( ) ( ) tE ω+ωΦ=
ε
ωΦ .  

 
Nous recherchons le facteur ε . L’étendue de la phase spectrale doit être grande devant π sur 
le domaine où l’amplitude spectrale est non nulle. C’est à dire que la phase doit varier 
beaucoup plus rapidement que l’enveloppe sur ce domaine.  
 
Nous considérons le cas d’une impulsion d’amplitude spectrale de forme gaussienne, définie 
par la relation suivante :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

expA   

avec ω∆  la demi largeur spectrale à 1/e2 en intensité.  
 
Dans le cas d’un étireur parfait, la phase spectrale introduite est donnée par :  

( ) ( )
2

2
0EE 2

1
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

ω∆ω″Φ=ωΦ   

avec  
( )0E ω″Φ  le terme d’ordre deux de la phase spectrale de l’étireur,  

et 0ω  la pulsation centrale du spectre de l’impulsion lumineuse.  
 
La phase devient :  

( ) ( )
t

tt
2
1 2

2
0E ∆ω∆

ω
∆ω∆+⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω

ω∆ω″Φ=
ε
ωΦ .  

 
Nous introduisons le facteur d’étirement F , défini par le rapport des durées étirée t∆  et 
comprimée tδ  (annexe A7) :  

( )
t

tF21F
2

2
∆ω∆

ω
+⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=
ε
ωΦ .  

 
La phase spectrale variera beaucoup plus rapidement que l’amplitude de l’onde si F  >> π2 . 
Nous devons alors considérer des impulsions fortement étirées pour que nous puissions 
appliquer le théorème de la phase stationnaire. Le facteur d’étirement F  représente alors le 
facteur ε/1 .  
 
Nous recherchons alors le point stationnaire 0Ω  tel que :  

( ) 0
d

d

0

=⎟
⎠
⎞

⎜
⎝
⎛

ω
ωΦ

Ω
.  

Nous obtenons une définition du temps en fonction des pulsations :  
( ) ( )0

E t
d

dt
0

Ω=⎟
⎠
⎞

⎜
⎝
⎛

ω
ωΦ

−=
Ω
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t représente le retard temporel pour chacune des longueurs d’onde du spectre de l’impulsion 
lumineuse. Nous avons ainsi un codage des différentes longueurs d’onde du spectre en 
fonction du temps. A chaque longueur d’onde, il correspond un temps (figure 5-10). Ce temps 
exprime le fait que nous avons une impulsion à dérive de fréquence.  
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Figure 5-10 : codage des longueurs d’onde du spectre de l’impulsion lumineuse en fonction du temps pour 

des impulsions fortement étirées.  

 
En inversant l’expression du temps en fonction des fréquences, nous définissons la fréquence 

( )t0Ω  au point stationnaire en fonction du temps. Dans le cas d’impulsions fortement étirées, 
c’est la fréquence instantanée.  
 
Dans le cas précédent d’une phase spectrale quadratique (pour l’étireur), l’expression du 
retard temporel devient :  

( )
ω∆

Ω
ω∆

−=Ω= 0
0

F2tt ,  

 
ou encore  
 

( )
ω∆

Ω
−=

∆
Ω 00

t
t .  

 
Le retard temporel est une fonction linéaire de la pulsation. En inversant l’équation 
précédente, nous obtenons la fréquence instantanée :  

( )
t

tt0
∆

−=
ω∆

Ω .  

 
Nous appliquons ce théorème au calcul de la phase temporelle en sortie d’un étireur.  
 

V.1.2.3 Relation entre les phases spectrale et temporelle en sortie d’un 
étireur  
L’enveloppe spectrale en sortie de l’étireur s’écrit :  

( ) [ ])(iexp)(A~ E ωΦω=ω A   
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En appliquant le théorème de la phase stationnaire, nous obtenons :  

⎥⎦
⎤

⎢⎣
⎡ π

+Ω+ΩΦΩ
Ω″Φ

=
4

t)t())t((iexp))t((
))t((

1)t(A 00E0

0E

A   

 
Or l’enveloppe dans le domaine temporel s’écrit :  

)t(iexp)t()t(A EΨ=a   
 
soit la phase temporelle introduite par l’étireur s’écrit :  

( ) ( )( ) ( ) tttt 00EE Ω+ΩΦ=ψ .  
 
Ainsi nous avons obtenu la relation entre les phases spectrale et temporelle en sortie d’un 
étireur pour des impulsions fortement étirées. Cette relation est obtenue sans hypothèse sur la 
forme des amplitudes spectrale ou temporelle des impulsions. De plus, elle est bijective. Nous 
pouvons tout aussi bien passer du domaine spectral vers le domaine temporel qu’inversement.  
 
Dans le cas d’impulsions d’amplitude spectrale de forme gaussienne, d’un étireur parfait et 
d’impulsions fortement étirées, la phase introduite par l’étireur s’écrit :  

( )
2

E F ⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

=ωΦ ,  

 
et la phase temporelle apportée par l’étireur, en utilisant la fréquence instantanée, s’écrit :  

( )
2

E t
tFt ⎟

⎠
⎞

⎜
⎝
⎛

∆
−=ψ .  

Ce résultat est aussi celui obtenu lorsque nous utilisons la transformation de Fourier 
(annexe A7).  
 
Ainsi nous avons défini une relation entre le temps et les fréquences. Nous allons maintenant 
définir les limites de cette correspondance.  

V.1.2.4 Limites de la relation entre le temps et les fréquences  
Nous avons défini une fréquence instantanée. C’est à dire qu’à chaque temps, nous avons 
défini une fréquence. Cette correspondance est représentée sur la figure 5-11 a. Mais en fait ; 
la loi imposée par la dispersion possède une certaine « largeur » (figure 5-11 b).  
 

t

ω

loi imposée
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ω = ω(t)

t1

ω1

(a)

δt'

ω
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ω = ω(t)

δω

t
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Figure 5-11 : représentation de la correspondance entre le temps et les fréquences. La courbe (a) 

représente le cas idéal de cette correspondance ; tandis que la courbe (b) représente la réalité de cette 
correspondance. A une largeur temporelle δt’ nous faisons correspondre une largeur spectrale δω. 
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Ainsi faut noter qu’à chaque largeur temporelle 'tδ , il correspond en fait une largeur spectrale 
δω . Nous ne pouvons pas associer un temps à une fréquence. Nous allons calculer la relation 
liant ces deux largeurs permettant ainsi de qualifier la correspondance entre le temps et les 
fréquences.  
 
Considérons deux impulsions : la première fortement étirée temporellement dont l’enveloppe 
dans le domaine temporel est donnée par la relation suivante :  

( ))t(iexp
t

texp)t(A E

2

Ψ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∆
−= 0a ,  

 

avec t∆  la demi largeur temporelle à 1/e2 en intensité (avec ω∆∆=
δ
∆

= t
2
1

t
tF  le facteur 

d’étirement) ;  
 
et la seconde courte :  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

δ
−=

2

't
texp)t(A 1a  

avec tδ  la demi largeur temporelle à 1/e2 en intensité.  
 
La transformée de Fourier du produit temporel de ces deux impulsions nous permet de 
calculer la largeur spectrale δω . Pour le cas d’impulsions fortement étirées, nous avons la 
relation suivante :  

2
2

E 't
2
11

t
2

⎟
⎠
⎞

⎜
⎝
⎛ δ″ψ+

δ
=δω  

 
Cette largeur est minimale pour :  

″ψ
=δ

E

2t , 

 
en introduisant le facteur d’étirement :  

F2t
ω∆

=δ  ;  

 
ce qui correspond à :  

F
2 ω∆

=δω .  

Ainsi l’observation de la fréquence instantanée ne pourra pas se faire à mieux qu’un intervalle 
spectral caractérisé par l’inverse de la racine carrée du facteur d’étirement.  
 
Nous appliquons maintenant le théorème de la phase stationnaire au calcul de la phase 
temporelle dans le cas de faibles aberrations de phases spectrales.  
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V.1.2.5 Relation entre les phases spectrale et temporelle pour de faibles 
aberrations de phase  
Nous sommes dans le cas d’une fonction ( )xf  possédant une phase non nulle. Supposons que 
le spectre de l’enveloppe à l’entrée de l’étireur soit de la forme suivante :  

( ) ( ) ( )[ ]ωφ∆ω=ω iexpA~ A   
avec  

( )ωφ∆  la modulation de la phase spectrale.  
 
Après l’étireur, le spectre de l’enveloppe devient :  

( ) ( )( )[ ]ωφ∆+ωΦω=ω Eiexp)()(A~ A .  
 
La forme temporelle s’écrit :  

( ) ( ) ( )[ ] ( )[ ] ωω+ωΦωφ∆ω
π

= ∫
+∞

∞−

dtiiexpiexp
2
1tA EA .  

 
La forme temporelle de l’impulsion, donc l’amplitude et la phase, dépend de l’amplitude de la 
modulation de phase spectrale par rapport à celle de la phase spectrale de l’étireur. En effet, 
l’erreur commise sur la phase retrouvée en considérant ( )ωφ∆ , s’écrivant comme 

( ) ( )
d1

1
−ε
ωφ∆

=ωφ∆ , dans l’expression de la phase stationnaire ( ) εωΦ /  ou comme une 

perturbation de cette expression est donnée par :  
( )( )

( )
( )d

0

2
0 o

2

ε+

Ω
″

⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

Ωφ′∆−
=ρ .  

 
Dans le cas d’un étireur parfait, c’est à dire n’apportant qu’un terme de phase d’ordre deux et 
de modulation de phase spectrale quadratique :  

( )
2

E F ⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

=ωΦ  , 

et ( )
2

f ⎟
⎠
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⎜
⎝
⎛

ω∆
ω

=ωφ .  

 
L’expression de l’erreur s’écrit alors, pour tt ∆=  :  

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛+

−
=ρ

22

F
fO

F
f .  

 
Pour que nous puissions prendre les modulations de la phase spectrale comme perturbation de 
la phase stationnaire, il faut que ρ << π2 . Ainsi nous avons 2f << F , ceci dans le cas de 
phases spectrales quadratiques (pour l’étireur et pour les modulations apportées). Cela signifie 
que les modulations de phase spectrale ne perturbent pas le codage entre les pulsations et le 
temps obtenu après l’étireur.  
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Dans le cas général, nous appliquons le théorème de la phase stationnaire lorsque les 
modulations apportées sont considérées comme une perturbation de l’expression de la phase 
stationnaire ; nous obtenons :  

=J )
4

)(signiexp(
0E

π
Φ ′′ Ω ( ) ( )( )[ ] [ ]ti)(iexpiexp)t(a 00E00

0

Ω+ΩΦΩφ∆Ω
Φ ′′

ε

Ω

( )dO ε+ .  

 
Dans ces conditions, l’amplitude temporelle du champ n’est pas modifiée par la phase 
spectrale introduite. Si nous regardons uniquement les termes de phase, nous avons :  

( ) ( )( ) ( ) ( )[ ]tt)t(tt 00E0 Ω+ΩΦ+Ωφ∆=ψ .  
 
En identifiant la phase temporelle introduite par l’étireur, nous obtenons :  

( ) ( )( )tt 0Ωφ∆=ψ∆ .  
 
Nous avons ainsi la relation simple entre les phases spectrale et temporelle pour des 
impulsions fortement étirées et dans le cas de faibles modulations de phase spectrale ne 
perturbant pas le codage existant entre les pulsations et le temps en sortie d’un étireur 
(figure 5-12). Cette relation est bijective. D’une simple mesure de la phase spectrale, nous 
connaissons la phase temporelle introduite sur le modulateur de phase et inversement. Ainsi, 
lors de l’étape de correction de la phase spectrale, de la simple mesure absolue de la phase 
spectrale résiduelle nous aurons la forme temporelle à appliquer aux bornes du modulateur de 
phase.  
 

phase temporelle
introduite par
le modulateur

phase spectrale induite
sur l’impulsion optique

Φ

t

ωΨ

loi imposée
par la dispersion

ω = ω(t)

 
Figure 5-12 : équivalence entre une modulation de phase temporelle et spectrale pour des impulsions 

fortement étirées. La phase temporelle appliquée sur le modulateur de phase est représentée en rouge. 
Nous avons le codage entre le temps et les pulsations en vert. De ces deux courbes, nous calculons la phase 

spectrale introduite par le modulateur de phase en bleue.  

 
 
La relation bijective entre les modulations des phases spectrale et temporelle permet de 
connaître parfaitement la phase spectrale introduite connaissant la phase temporelle, donc la 
tension électrique appliquée aux bornes du modulateur de phase. Nous validons maintenant 
expérimentalement le concept de relation simple entre les phases temporelle et spectrale 
introduite sur le modulateur de phase.  
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V.2 Schémas expérimentaux pour la démonstration 
expérimentale du concept  
Pour la validation expérimentale, nous cherchons à mesurer la phase spectrale introduite par 
le modulateur et à la comparer à la phase spectrale théorique. L’étude portera sur la forme de 
la phase spectrale retrouvée et sur la linéarité de la réponse du modulateur en fonction de 
l’amplitude de la tension électrique appliquée aux bornes du modulateur. Nous décrivons les 
schémas expérimentaux et les résultats expérimentaux sont présentés dans le chapitre VI.  
 
Nous avons été amenés à utiliser deux tensions électriques différentes selon l’étude effectuée. 
Concernant la seconde étude, elle nécessite une tension électrique d’amplitude suffisante 
(plusieurs fois la tension demi onde) pour pouvoir la faire diminuer tout en restant détectable 
par le système de mesure. La tension électrique disponible n’est pas synchronisable avec les 
impulsions optiques. La mesure de phase ne devra se faire que sur une seule impulsion 
optique donc une impulsion amplifiée. Concernant la seconde étude, la tension électrique est 
de faible amplitude (environ la tension demi onde) ; la tension électrique disponible est 
synchronisable avec les impulsions optiques et de forme variable. La phase appliquée sera la 
même pour un ensemble d’impulsions optiques ; une mesure de phase pourra se faire sur 
plusieurs impulsions.  
 
Du fait de la tenue au flux actuelle du modulateur, sa seule position possible dans une chaîne 
de puissance est juste derrière l’étireur. Pour cette validation expérimentale, il est intéressant 
d’avoir une mesure de phase spectrale d’un objet de phase. Nous pourrons alors mesurer la 
phase spectrale introduite par le modulateur de phase. Or ce dispositif de mesure ne permet 
pas une mesure de phase d’impulsion amplifiée. Nous sommes donc amené à utiliser deux 
schémas expérimentaux selon l’étude effectuée.  
 
Ainsi, la première expérience repose sur une tension électrique synchronisable et une mesure 
de différence de phase spectrale peut être utilisée (V.2.1). La seconde expérience repose sur 
une tension électrique de forte amplitude et la mesure absolue de phase spectrale doit être 
utilisée (V.2.2).  
 

V.2.1 Premier montage : mesure d’une différence de phase 
spectrale  
Pour ce premier montage, une mesure de différence de phase spectrale peut être utilisée : c’est 
l’interférométrie spectrale (chapitre III.2.1) (V.2.1.1). Ensuite, la tension électrique synchrone 
de l’impulsion optique sera étudiée (V.2.1.2). Enfin, l’implantation d’un tel système sera 
présentée (V.2.1.3).  
 

V.2.1.1 Interférométrie spectrale 
De façon analogue à la mesure absolue de la phase spectrale, la transformation d’un système 
de franges en une mesure effective de la différence de phase nécessite une analyse de la 
mesure. Il conviendra d’ajuster les paramètres (V.2.1.1.1) et d’étudier la mise en œuvre 
expérimentale (V.2.1.1.2).  
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V.2.1.1.1 Choix des paramètres  
L’étude de la numérisation du signal nous permet de choisir les paramètres expérimentaux de 
la mesure de la phase spectrale : l’écart temporel τ  entre les impulsions. C’est l’analogue de 
ce qui a été fait pour la mesure absolue de la phase spectrale.  
 
Cependant, le nombre de points sur lequel est échantillonné la mesure dépend aussi du 
détecteur utilisé. En sortie du détecteur le signal est échantillonné sur un tableau de N points. 
Pour permettre le traitement numérique, le signal est récupéré sur un support différent qui 
nous fournit 2000N 2 =  points. Le fait de récupérer le signal sur un nombre de points 
différents représente une contrainte expérimentale. De façon identique à la mesure absolue de 
la phase spectrale de l’impulsion, nous aurons alors une adaptation des conditions précédentes 
(occupation du spectre dans la fenêtre et du nombre de points par frange) pour adapter 
l’analyse du système de franges aux conditions expérimentales. Le rapport entre les deux 
nombres de points d’échantillonnage (celui de la barrette et celui récupéré) conduit à une série 
de pics dans le domaine de Fourier situé périodiquement à 9/N2 . Il sera donc nécessaire de 
considérer un nombre de points par franges supérieur à 9. Pour répartir équitablement les 
satellites et le pic central, le nombre de points par frange n sera 18.  
 

-15 -10 -5 0 5 10 15
0

0.2

0.4

0.6

0.8

1

Longueur d'onde centrées (nm)

(u
a)

-5 -2,5 0 2,5 5
0

0.2

0.4

0.6

0.8

1

Temps (ps)

(a)
(b)

 
Figure 5-13 : Franges expérimentales (a) et transformation de Fourier du spectrogramme (b). Nous avons 

choisi 6 franges à mi-hauteur du spectre. Sur la courbe (b), nous notons que la position du satellite est 
directement reliée au temps retard qui existe entre les deux impulsions soit 2,8 ps.  

 
Le temps retard est lié au nombre de points par frange n par la relation suivante :  

ndc 2/1

2
0

λ
λ

=τ ,  

avec 2/1dλ  la résolution spectrale du spectromètre.  
 
Le spectromètre utilisé est constitué de réseaux de 600 traits par millimètre et sa résolution est 
0,07 nm. Le nombre de points par franges est choisi à 18, ce qui correspond à un temps retard 
de 3 ps à la longueur d’onde centrale de 1,056 µm. Dans le cas d’une largueur spectrale de 
8 nm, nous obtenons 6 franges dans la largeur du spectre. Les franges obtenues ainsi que la 
transformation de Fourier inverse du signal sont représentées sur la figure 5-13. Le pic central 
est ainsi séparé du satellite.  
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Afin d’occuper le même nombre de points dans les deux espaces, le nombre total de points 
nécessaires est de 2

2 NN λ∆π= , où λ∆N  représente le nombre de points accessibles dans la 
demi largeur spectrale à 1/e2 en intensité.  
 
La plage spectrale utilisée du détecteur est de nm302 m =λ∆  à l’ordre 1 du réseau pour la 
pulsation fondamentale 0ω . Le nombre de points sur cette plage est de N = 430. Pour une 
largeur spectrale de 9 nm, nous utilisons 100 points soit environ 31500 points pour obtenir la 
même occupation dans les deux espaces. De la même façon, nous ajoutons des points afin de 
se placer dans ces conditions.  
 
Afin d’effectuer la mesure de phase dans les meilleures conditions, il est aussi nécessaire 
d’étudier sa mise en œuvre expérimentale.  

V.2.1.1.2 Mise en œuvre expérimentale de la mesure  
Il conviendra d’étudier le contraste des franges (V.2.1.1.2.1) et aussi d’analyser la chaîne 
d’acquisition spectrale (V.2.1.1.2.2). 

V.2.1.1.2.1 Contraste des franges  
Le contraste des franges dépend de plusieurs paramètres : le rapport d’énergie entre les deux 
bras de l’interféromètre ; la différence de polarisation ; la direction, la dimension et la 
divergence des faisceaux ainsi que la résolution du spectromètre.  
 
Pour les paramètres spatiaux des deux impulsions, c’est à dire la direction, la dimension et la 
divergence, nous regardons les interférences spatiales entre les deux faisceaux. Nous nous 
plaçons à la teinte plate en temporelle (aucun retard entre les deux impulsions optiques) pour 
construire la teinte plate en spatiale. Dans ces conditions, nous avons ajusté les paramètres 
spatiaux des impulsions optiques. Puis, nous formons les franges recherchées en augmentant 
le retard entre les deux impulsions optiques. Nous obtenons alors les franges expérimentales 
de la figure 5-14-a.  
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Figure 5-14 : Franges expérimentales. La courbe a représente les franges expérimentales en présence d’un 
seul modulateur et la courbe b en présence de deux modulateurs. Nous constatons une amélioration dans 

le contraste des franges.  

 
Nous ajoutons un second modulateur pour améliorer le contraste des franges. En effet, ce 
second modulateur permet d’obtenir des franges entre les deux mêmes impulsions optiques et 
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de compenser la dispersion spectrale dans la fibre du modulateur de phase. Nous obtenons les 
franges représentées sur la figure 5-14-b.  
 
Nous constatons une amélioration du contraste des franges et une meilleure mesure de la 
différence de phase spectrale.  

V.2.1.1.2.2 Analyse de la chaîne d’acquisition spectrale  
La chaîne d’acquisition spectrale est dans son principe la même que celle utilisée pour la 
mesure absolue de la phase spectrale (cf. III.3.2.4) (seul le spectromètre utilisé est différent). 
Son analyse repose alors sur la précédente.  
 
Après l’étude de la mesure de la différence de phase spectrale, nous abordons la réalisation de 
la tension électrique.  

V.2.1.2 Tension électrique  
La tension électrique recherchée est synchrone des impulsions optiques et d’amplitude 
environ la tension demi-onde 8 V. De plus la tension électrique doit être synchronisable avec 
le système d’acquisition. Nous utilisons alors un prélèvement sur le train de l’impulsion 
optique (figure 5-15). Ce prélèvement est à la même fréquence que le train d’impulsions 
optiques. Il est envoyé sur une photodiode pour le transformer en signal électrique. Le signal 
de sortie de la photodiode possède une durée d’environ 1 ns du fait du temps de réponse de la 
photodiode. Nous avons ainsi crée un signal électrique de même fréquence et de même durée 
que le train d’impulsions optiques passant dans le modulateur de phase. La mise en forme de 
la tension électrique est, compte tenu des moyens que nous avons, limitée à quelques formes 
simples. La tension électrique est alors amplifiée tout en conservant ces caractéristiques. Nous 
utilisons pour cela des amplificateurs qui possèdent une grande bande passante (10 GHz).  
 
Cependant pour pouvoir l’appliquer sur le modulateur de phase, nous devons diminuer la 
durée du train, la puissance moyenne électrique du modulateur étant limitée. Ainsi afin de ne 
pas dépasser la limite de la puissance électrique moyenne, il est nécessaire de limiter les 
temps d’application de la tension à 4 ms. Nous créons un obturateur mécanique à cet effet, 
placé devant la photodiode. Cependant, le temps d’ouverture de cet obturateur est de 8 ms. La 
durée de la porte est augmentée à 40 ms et elle est plus grande que le temps d’acquisition.  
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Figure 5-15 : réalisation de l’impulsion électrique synchrone du train des impulsions optiques et d’une 
amplitude de 8 V. La forme de la tension électrique représentée sur ce schéma est l’une des formes que 

nous avons pour l’instant à notre disposition.  
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Nous introduisons de plus une ligne à retard (variable) pour modifier la phase spectrale 
introduite par le modulateur. En effet, la phase spectrale introduite est fonction de la forme de 
l’impulsion électrique appliquée sur le modulateur donc dépend du temps retard entre la 
tension électrique et l’impulsion optique. De plus, la forme de la tension électrique ainsi crée 
est modifiable.  
 
Nous devons maintenant synchroniser le système d’acquisition avec la modulation de la 
phase, donc avec le passage de l’impulsion électrique dans le modulateur. Nous utilisons à cet 
effet un obturateur qui commande l’acquisition et le passage de la tension électrique.  

V.2.1.3 Implantation du système 
Nous donnons le schéma expérimental utilisé (figure 5-16). Nous retrouvons la mise en forme 
de l’impulsion électrique ainsi que la mesure de la phase spectrale.  
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Figure 5-16 : schéma expérimental utilisé.  

 
Nous étudions maintenant le second montage expérimental pour l’étude de la linéarité de la 
réponse du modulateur en fonction de l’amplitude de la tension électrique.  
 

V.2.2 Second montage : mesure absolue d’une phase spectrale  
Pour ce second montage, la mesure de phase spectrale est la mesure absolue, effectuée sur une 
impulsion amplifiée. Le modulateur de phase intégré est placé avant l’amplificateur 
régénératif, sa puissance optique admissible étant limitée. De plus, sa puissance électrique 
moyenne étant restreinte, il ne sera activé que sur une plage temporelle de 40 ms. Le taux de 
récurrence des impulsions est différent dans le modulateur de phase et au niveau de la mesure 
de phase. Ainsi, l’expérience se sépare en deux parties qui diffèrent par leurs énergies et par 
leurs taux de récurrence :  

•  la première : basse énergie et deux taux de récurrence 76 MHz ou 40 ms. Cette 
partie est constituée de l’oscillateur, de l’étireur et du modulateur de phase,  

•  la seconde : haute énergie et deux taux de récurrence possibles 10 Hz ou 
monocoup ; cette partie contient l’amplification, la compression et la mesure de 
phase.  

 
Dans un premier temps, l’implantation du modulateur de phase est étudiée (V.2.3.1). Ensuite, 
la tension électrique sera présentée (V.2.3.2) ; puis la synchronisation (V.2.3.3).  
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V.2.2.1 Modulateur de phase  
Le modulateur de phase est donc implanté en sortie de l’étireur. Un système anti-retour est 
inséré pour protéger le modulateur de phase des retours de l’amplificateur régénératif. La 
protection devra annuler au moins le gain acquis dans l’amplification soit un facteur 
d’atténuation de 106. Le système anti-retour choisi est un ensemble de deux rotateurs de 
Faraday.  

V.2.2.2 Tension électrique  
La tension électrique dans ce cas est celle utilisée pour la mesure de la tension demi onde. 
Elle est issue d’un générateur délivrant une tension de forme sinusoïdale de fréquence 
1,74 GHz et une amplitude de crête à crête de 20 V. La durée temporelle de la tension a été 
limitée à 40 ms pour ne pas endommager le modulateur.  
 
La forme appliquée sera différente d’une impulsion à l’autre. En effet la fréquence de 
modulation n’est pas un multiple de la fréquence des impulsions lasers utilisées. Nous devons 
alors utiliser une mesure de phase monocoup, c’est à dire qui ne nécessite pas d’accumulation 
de tirs pour la mesure de la phase spectrale. C’est la mesure absolue de phase spectrale qui est 
retenue. Le générateur peut être déclenché en utilisant un signal d’amplitude 5 V.  

V.2.2.3 Synchronisation  
La mesure de la phase spectrale doit se faire sur l’impulsion optique qui a été modulée. Ainsi 
l’impulsion modulée en phase doit être celle qui va être amplifiée. Le taux de récurrence en 
sortie de l’amplificateur régénératif est de 10 Hz ; ce qui correspond à une impulsion optique 
toutes les cents millisecondes. Le signal de synchronisation choisi est celui en sortie de 
l’amplificateur à 10 Hz. Ce signal est synchrone de l’impulsion optique amplifiée. Cependant 
le système d’acquisition de la mesure de phase et le modulateur de phase ne peuvent pas 
suivre le taux de récurrence de l’amplificateur régénératif. Nous avons alors utilisé un autre 
signal synchrone des impulsions optiques amplifiées mais dont le taux de récurrence est 
inférieur.  
 
Nous avons utilisé un signal de synchronisation existant possédant un taux de récurrence de 
cinq secondes. Ce signal, avancé de 80 ms, va déclencher le générateur permettant la 
modulation des impulsions et permettre l’acquisition du signal de mesure de phase spectrale. 
Ce temps de décalage correspond à l’écart temporel entre deux impulsions amplifiées auquel 
nous retirons la moitié du temps d’action du générateur. Ainsi, l’impulsion optique qui doit 
être amplifiée correspond à la moitié du temps d’action du générateur.  

V.2.2.4 Schéma expérimental  
Nous donnons le schéma expérimental utilisé (figure 5-17). Nous retrouvons la 
synchronisation ainsi que la mesure de la phase spectrale.  
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Figure 5-17 : schéma expérimental comprenant les composants optiques (trait plein), la tension électrique 

(traits pointillés) et le signal de synchronisation (petits pointillés).  

 
En conclusion, résumons l’ensemble des performances du modulateur de phase :  

• nous avons deux limites sur l’amplitude de la modulation de phase accessible :  
• une d’ordre technologique : la tension maximale que l'on puisse appliquer 

est 50 V ; la phase maximale introduite dans ces conditions est de 20 rad, 
c’est à dire 6π environ. Une amplitude en correction plus importante peut 
être obtenue en employant plusieurs modulateurs de phase en série ;  

• la seconde nécessaire si la modulation doit être prédictive : l’amplitude de 
modulation doit être inférieure à la racine carré du facteur d’étirement pour 
conserver une relation bijective et donc prédictive entre les variations 
temporelles et les variations spectrales, 

• le nombre de points accessibles à la modulation est par exemple de 10 pour une 
impulsion étirée à 1 ns (si l’on considère un synchronisation à 100 ps, ce qui sera 
le cas sur le LIL) ; de plus ce nombre de points croît comme la durée de 
l’impulsion étirée,  

• nous pouvons introduire deux types de modulations de phase : temporelle ou 
spectrale,  

• il n’y a pas de couplage entre le domaine spatial et le domaine temporel dans le 
modulateur de phase,  

• de la même façon, la modulation de phase introduite ne modifie pas l’amplitude de 
l’impulsion optique,  

 
Nous présentons maintenant l’ensemble des résultats expérimentaux de la mesure, la 
modulation et la correction de la phase spectrale.  
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VI. Mesures expérimentales de la phase et 

de la modulation, et correction  

Pour maîtriser la phase spectrale, nous avons mis au point un système de mesure couplé à un 
système de correction de cette phase. Nous commencerons ce chapitre par les résultats de la 
mesure absolue de la phase spectrale (VI.1). Nous retrouvons ici la même approche bien 
connue en astronomie pour corriger les surfaces d’onde déformées par les perturbations 
d’indice de l’atmosphère. C’est pourquoi l’analyse des mesures de la phase reposera sur 
l’analogie avec le domaine spatial (définie au chapitre IV). Puis nous continuerons par la mise 
en place expérimentale de la modulation de la phase spectrale (VI.2). La démonstration 
expérimentale du concept de modulation de la phase spectrale en utilisant le modulateur de 
phase temporelle pour des impulsions fortement étirées sera effectuée. Enfin, nous 
terminerons en effectuant la correction de la phase spectrale (VI.3) en couplant les deux 
objets (mesure et modulation de la phase).  

VI.1 Mesure absolue de la phase spectrale  
La phase spectrale est obtenue par l’interférométrie spectrale à décalage (chapitre III). Dans 
un premier temps nous rappelons le schéma expérimental utilisé (VI.1.1). Puis les deux 
paramètres nécessaires à la mesure de la phase spectrale seront déterminés (VI.1.2). Ces deux 
paramètres sont le retard temporel τ  entre les impulsions courtes et l’écart spectral δω  entre 
les deux spectres convertis. La calibration de l’appareil de mesure est alors effectuée (VI.1.3). 
Enfin, nous procédons à la mesure de la phase spectrale de notre laser (VI.1.4). Ces mesures 
de la phase seront suivies d’analyse en appliquant les critères de Maréchal et la zone de 
Rayleigh (définis au cours du chapitre IV).  

VI.1.1 Schéma expérimental  
Le schéma expérimental de la mesure de phase est présenté sur la figure 6-1. L’oscillateur 
délivre des impulsions d’énergie 1 nJ de longueur d’onde centrale 1,053 nm et de durée 
environ 100 fs correspondant à une largeur spectrale de 16 nm. Ces impulsions sont allongées 
temporellement jusqu’à 1a nanoseconde dans un étireur classique à réseaux. Les 
caractéristiques de l’allongeur sont les suivantes : une densité de traits de 1740 par millimètre, 
une distance équivalente entre les réseaux de 70 cm, un angle d’incidence de 63°. Les 
impulsions optiques traversent ensuite un système anti-retour ; puis l’amplificateur 
régénératif ; leur énergie de sortie est de l’ordre de 2 mJ pour une largeur spectrale d’environ 
7 nm. Elles sont alors comprimées à 250 fs. Le rétrécissement spectral par le gain diminue 
dans un rapport de 0,4 la largeur spectrale des impulsions. La phase spectrale de l’impulsion 
est mesurée en sortie du compresseur.  
 
Le montage de la mesure de la phase spectrale est du type Mach-Zehnder. L’impulsion 
optique est dédoublée au moyen d’un polariseur et d’une lame λ/2 pour ajuster l’énergie. Le 
premier bras (trait continu) est constitué d’une ligne à retard, permettant d’ajuster le retard 
temporel entre les impulsions courtes et l’impulsion longue, et d’un Michelson compensé 
créant les deux impulsions courtes. Ce Michelson est composé d’une lame séparatrice et 
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compensatrice pour équilibrer les phases spectrales des deux impulsions courtes. Le second 
bras (trait pointillé) est constitué d’un étireur comprenant deux réseaux de 1200 traits par 
millimètre travaillant en double passage à 58° en incidence et à 18 cm de distance.  
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Étireur
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KDP

 
Figure 6-1 : schéma expérimental de la mesure de la phase spectrale de l’impulsion  

 
Rappelons que la phase spectrale de l’impulsion ( )ωϕ est donnée par la relation suivante :  

( ) ( )
ω

δω
ωτ−ωΦ

=ωϕ ∫ d ,  

 
avec ( )ωΦ  la phase spectrale du signal en sortie de l’interféromètre,  
δω  l’écart spectral entre les deux spectres convertis,  
τ  l’écart temporel entre les deux impulsions courtes.  
 
La connaissance du retard temporel τ  entre les deux impulsions courtes et du décalage 
spectral δω  entre les deux spectres convertis nous permet de retrouver la phase ( )ωϕ  de 
l’impulsion.  

VI.1.2 Mesure des paramètres τ et δω  

VI.1.2.1 Retard temporel τ entre les deux impulsions courtes  
La mesure du retard temporel s’effectue en analysant les franges d’interférences entre les 
deux impulsions courtes. La figure 6-2 présente les résultats obtenus. Les courbes (a) 
représentent les franges expérimentales (en trait plein) et le spectre retrouvé (en trait 
pointillé). La courbe (b) représente la transformation de Fourier des franges. L’axe des 
abscisses est le temps et la position du maximum du satellite se situe vers 2,7 ps, qui est le 
retard temporel entre les deux impulsions. La précision sur cette mesure est inférieure au 
pour-cent. Cette précision est nécessaire si l’on souhaite mesurer la phase spectrale avec une 
bonne précision.  
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Figure 6-2 : spectre expérimental (à gauche) obtenue en cachant l’impulsion longue, et la transformation 

de Fourier inverse normalisée (à droite) afin de retrouver le retard temporel entre les deux impulsions 
courtes. Dans l’exemple choisi, ce retard temporel est de 2,7 ps comme on peut le constater par la position 

du satellite sur la transformation de Fourier inverse. Le contraste des franges est de 0,8, ce qui 
correspond à une hauteur relative du satellite de 0,4. C’est la hauteur relative du satellite calculé.  

 

VI.1.2.2 Écart spectral δω entre les deux spectres convertis  
Nous cherchons maintenant à mesurer le rapport ω∆δω / . Pour cela nous mesurons la 
pulsation centrale des deux impulsions converties. Nous trouvons deux valeurs ; la différence 
entre ces deux valeurs nous fournit δω  (figure 6-3). Pour augmenter la précision de cette 
mesure, nous effectuons une corrélation de ces signaux. Nous trouvons 14,0/ =ω∆δω . Ce 
rapport est conforme à ce que nous attendons puisque la durée de l’impulsion étirée est de 
20 ps.  
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Figure 6-3 : mesure de l’écart spectral entre les spectres convertis. La figure de gauche représente les 
deux spectres convertis en cachant l’un puis l’autre des bras du Michelson. La figure de droite représente 

la fonction de corrélation des deux spectres. L’écart spectral entre les deux spectres convertis est 
de 0,9 nm, ce qui correspond à un rapport entre la largeur spectrale (à mi-hauteur en intensité spectrale) 

et cet écart de 0,14.  

 
Munis de ces deux paramètres, nous pouvons mesurer la phase spectrale d’une impulsion.  
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VI.1.3 Calibration de la mesure  
La mesure de phase spectrale a été dimensionnée et les erreurs intrinsèques de chaque 
composant élémentaire analysées afin d’effectuer la mesure dans les meilleures conditions 
(chapitre III.3.). L’étalonnage de la mesure peut maintenant être effectué. Le principe de la 
méthode de l’étalonnage de la mesure est tout d’abord présenté, puis les résultats obtenus.  
 
Le principe de la méthode de l’étalonnage de la mesure est le suivant : nous cherchons à 
retrouver la phase spectrale introduite par un calibre. Ainsi, dans un premier temps, nous 
mesurons la phase spectrale de l’impulsion lumineuse. Puis nous insérons le calibre, nous 
refaisons une mesure de phase spectrale. La différence de phase entre ces deux mesures nous 
permet d’obtenir la phase spectrale du calibre. C’est une mesure différentielle. Le calibre est 
une lame de verre de 3,5 cm d’épaisseur, correspondant à une phase spectrale de 

( ) mrad5
2
1 2

2/10 =ω∆ωφ ′′  pour une largeur spectrale de nm5,72/1 =λ∆ . Cette phase spectrale 

est calculée à partir du développement de Taylor. Pour le dépouillement des mesures de la 
phase, cette donnée correspond à un calcul des termes du développement de Taylor et non de 
fit polynomial pondérée par le spectre (chapitre III.2.3.5).  
 
Du fait d’instabilités de la phase spectrale de l’impulsion, nous faisons des moyennes des 
mesures de la phase spectrale de l’impulsion. Les résultats sont présentés sur la figure 6-4. La 
courbe (a) représente les franges expérimentales. Le contraste des franges est de plus de 0,8. 
Les courbes (b) représentent les phases spectrales mesurées (trait pointillé) et calculée (en 
trait plein). C’est une différence de moyenne entre une mesure en présence et sans le calibre. 
Nous avons un bon accord entre ces deux phases spectrales. La mesure absolue de la phase 
spectrale permet de mesurer des phases inférieures à 5 mrad. Cette précision est largement 
suffisante pour nos applications.  
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Figure 6-4 : calibration de la mesure de la phase spectrale de l’impulsion. La courbe (a) représente les 

franges expérimentales. Les courbes (b) représentent les phases spectrales mesurée et calculée. La courbe 
en trait pointillé est la mesure. C’est une différence de moyenne entre une mesure en présence et sans le 

calibre. La courbe en plein est la phase spectrale introduite par le calibre. Nous avons un bon accord 
entre ces deux phases spectrales.  

 
Cependant cette calibration est une calibration faite en relatif provenant d’une différence entre 
deux mesures de phase spectrale. Pour une calibration en absolue, nous avons comparé la 
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trace d’autocorrélation calculée à partir de la mesure de la phase spectrale avec la trace 
d’autocorrélation mesurée en utilisant un autocorrélateur monocoup. Nous avons un bon 
accord entre la phase et la trace obtenue.  
 
Différentes mesures de la phase spectrale d'impulsions sont ensuite effectuées.  

VI.1.4 Mesure et analyse de la phase spectrale de l’impulsion  
Ces mesures ont été effectuées sur une chaîne laser dont l’étirement se fait classiquement par 
réseaux et dont l’amplification est limitée à l’amplificateur régénératif (ce qui sera différent 
lorsque nous utiliserons la LIL). Nous présentons un exemple de mesure (figure 6-5) de phase 
spectrale de l’impulsion laser en sortie du compresseur. Pour le graphique (a), la courbe en 
trait continu représente le spectre retrouvé, la largeur spectrale des impulsions est 6,6 nm et 
les deux courbes en traits pointillées représentent deux exemples de mesure de phase 
spectrale de l’impulsion.  
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Figure 6-5 : mesure de la phase spectrale de l’impulsion laser. Pour le graphique (a), la courbe en trait 

continu représente le spectre retrouvé et les deux courbes en trait pointillé représentent deux exemples de 
mesure de phase spectrale de l’impulsion. Nous constatons une dispersion des phases spectrales mesurées. 
L’ensemble des courbes du graphique (b) représente les différences de phases spectrales par rapport à la 

moyenne de la phase spectrale. L’amplitude de ces différences est inférieure à 0,5 rad.  

 
La décomposition de la phase spectrale est obtenue sur les coefficients de fit polynomial en 
pondérant la phase par le spectre. Les phases spectrales représentées sont les phases spectrales 
précédentes auxquels nous retirons la partie constante et linéaire. Nous constatons une 
dispersion des phases spectrales mesurées. L’ensemble des courbes du graphique (b) 
représente les différences de phases spectrales par rapport à la moyenne de la phase spectrale. 
L’amplitude de ces différences est inférieure à 0,5 rad (soit 2π/12 équivalent à λ/12).  
 
Nous abordons maintenant l’analyse de la mesure de la phase spectrale. Nous avons deux 
choix possibles pour faire cette analyse :  

• calculer les profils temporels relatifs en utilisant les transformations de Fourier,  
• utiliser le critère de Maréchal en calculant le rapport de Strehl.  

 
En effet, dans le cas de faibles distorsions, montrons que l’étude de l’écart aberrant fournit 
des informations très utiles pour la distribution de l’éclairement temporel de l’impulsion 
comprimée. Le critère de Maréchal appliqué au domaine temporel, relie l’écart aberrant à la 
puissance crête de l’impulsion comprimée. De même, la qualité de la compression temporelle 
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fournie par un compresseur présentant des distorsions de phase peut s’estimer simplement à 
partir d’une zone, dite zone de Rayleigh, définie sur l’amplitude de la phase.  
 
La décomposition de la phase spectrale est alors effectuée en utilisant les coefficients de 
Taylor. C’est à dire que les dérivées successives de la phase spectrale sont calculées pour la 
pulsation centrale du spectre. Ensuite, nous cherchons les coefficients correspondants aux 
distorsions connues de phase spectrale. Pour cela nous ajustons le terme linéaire de la phase 
spectrale en tenant compte du terme du troisième ordre du développement de Taylor. En effet, 
il existe une relation entre les termes d’ordre trois et un de la phase spectrale. Cette relation 
permet de minimiser l’écart quadratique moyen à la phase spectrale (cf. chapitre IV). Nous 
représenterons alors la phase spectrale correspondante, notamment pour l’étude de la 
correction de la phase spectrale (figure 6-6).  
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Figure 6-6 : nouvelle représentation des phases spectrales mesurés et formes temporelles correspondantes. 

Le graphique (a) présente le spectre (trait continu) et les phases spectrales mesurées comparées par 
rapport à π/2 (trait pointillé). La graphique (b) présente les profils temporels correspondants à une phase 
nulle (trait continu) et aux phases spectrales mesurées (trait pointillé) en utilisant les transformations de 

Fourier.  

 
Le carré de l’écart quadratique moyen de la phase spectrale à la phase spectrale nulle est de 
0,08 ; ce qui correspondrait à un éclairement maximum de 92% par rapport au cas d’une 
phase spectrale nulle. C’est le coefficient de Strehl. Nous retrouvons un rapport entre ces 
deux maxima de 0,9 en utilisant les transformations de Fourier. Les durées des impulsions 
sont de l’ordre de 310 fs (dans le cas d’une phase spectrale nulle, nous obtenons 250 fs). 
L’amplitude de la phase spectrale (1,6 rad) est proche du critère de Rayleigh, π/2 équivalent à 
λ/4 (cf. chapitre IV). L’ensemble du spectre ne participera pas à la formation d’un pic 
d’éclairement et un peu d’énergie formera un halo parasite ; ce que nous constatons en 
observant la forme temporelle des impulsions très peu déformée.  
 
Ainsi dans le cas de faibles distorsions, la qualification de la compression de l’impulsion peut 
être avantageusement être effectuée en utilisant le coefficient de Strehl.  
 
Cette étude de la phase spectrale de l’impulsion permet de montrer la relative qualité de notre 
impulsion.  
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VI.2 Validation expérimentale du modulateur  
Pour cette validation expérimentale, nous cherchons à mesurer la phase spectrale introduite 
par le modulateur et à la comparer à la phase spectrale théorique. Nous nous placerons dans 
les conditions d’application du théorème de la phase stationnaire permettant d’avoir un 
relation prédictive et bijective entre les modulations de phases temporelle et spectrale. 
L’étude portera sur la forme de la phase spectrale retrouvée et sur la linéarité de la réponse du 
modulateur en fonction de l’amplitude de la tension électrique appliquée aux bornes du 
modulateur.  
 
Cette seconde étude nécessite une tension électrique d’amplitude suffisante (plusieurs fois la 
tension demi-onde) pour pouvoir la faire diminuer tout en restant détectable par le système de 
mesure. Les dispositifs expérimentaux utilisés sont décrits au chapitre V.2. Rappelons 
simplement que le modulateur de phase temporelle est placé juste après l’étireur (où il existe 
une relation entre le temps et les pulsations).  
 
Dans un premier temps, nous mesurons simplement la phase spectrale introduite par le 
modulateur (VI.2.1). Puis, nous faisons varier le retard temporel entre les impulsions optique 
et électrique, la forme de la tension appliquée aux bornes du modulateur varie (VI.2.2). Enfin, 
nous étudions la linéarité de la réponse du modulateur (VI.2.3). Pour les deux premières 
études, nous mesurons une différence de phase spectrale d’une impulsion non amplifiées par 
interférométrie spectrale. Pour la dernière, nous mesurons la phase spectrale d’une impulsion 
amplifiée.  

VI.2.1 Démonstration du principe du modulateur  
La démonstration expérimentale du principe du modulateur s’effectue en trois temps. Dans un 
premier temps, nous calculons la phase spectrale introduite connaissant la forme temporelle 
de la tension électrique appliquée aux bornes du modulateur de phase. Puis, nous mesurons la 
phase spectrale introduite. Enfin, nous comparons la phase spectrale mesurée à la phase 
spectrale calculée.  
 
La première étape est le calcul de la phase spectrale introduite. Tout d’abord nous mesurons 
la forme temporelle ( )tV  de la tension électrique appliquée aux bornes du modulateur à l’aide 
d’un oscilloscope à échantillonnage rapide. Nous connaissons alors la phase temporelle 
introduite :  

( ) ( )tV
V

t
π

π
=ψ∆ ,  

avec πV  la tension demi-onde mesurée au préalable (cf. chapitre V.1.1.4).  
 
L’amplitude de la phase appliquée permet de se placer dans les conditions de l’application du 
théorème de la phase stationnaire (cf. Chapitre V.1.2). Il existe, en effet, une relation bijective 
entre la phase temporelle et la phase spectrale pour des impulsions fortement étirées :  

( ) ( )( )ω∆Ψ=ωφ∆ t ,  

avec ( )ωt  le retard temporel défini par 
( ) ( )ω=⎟

⎠
⎞

⎜
⎝
⎛

ω
ωΦ

−=
ω

t
d

dt E   

où ( )ωΦ E  est la phase spectrale introduite par l’étireur. Nous limitons le développement de la 
phase spectrale apportée par l’étireur en série de Taylor à l’ordre trois.  
L’expression de la phase spectrale introduite s’exprime par la relation suivante :  
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La seconde étape est la mesure de la phase spectrale introduite par le modulateur de phase par 
interférométrie spectrale. Nous mesurons alors une différence de phases spectrales entre les 
deux bras de l’interféromètre. Cette mesure s’effectue en deux temps. Dans un premier temps, 
nous mesurons la différence de phases spectrales sans impulsion électrique ; puis nous 
appliquons une impulsion électrique aux bornes du modulateur. Nous calculons ensuite la 
différence de phases spectrales. Nous obtenons la phase spectrale introduite par le 
modulateur.  
 
Le fait de faire deux mesures différentes pour retrouver la phase spectrale introduite par le 
modulateur de phase permet de s’affranchir de la phase spectrale introduite par l’erreur sur la 
calibration du spectromètre. En effet, cette phase spectrale dépend du retard temporel entre 
les deux impulsions optiques. Or entre deux mesures, nous ne changeons pas de retard 
temporel. En calculant cette différence, nous ôtons la phase venant de l’échantillonnage à pas 
variables de l’axe des pulsations. Cette différence de phase spectrale revient à faire une 
mesure de phase spectrale à retard constant (cf. chapitre III.3.2.4.3). La figure 6-7 présente les 
résultats obtenus.  
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Figure 6-7 : mesure de la phase spectrale introduite du modulateur de phase. Pour l’ensemble des courbes 

(a), l’axe des abscisses est le temps exprimé en nanoseconde. La courbe en trait pointillé représente la 
forme temporelle de l’impulsion (axe à droite). La courbe en trait plein est la forme temporelle appliquée 

sur le modulateur de phase. Cette forme est définie selon un axe V/Vπ. Ainsi nous avons une lecture 
directement en radian pour la forme temporelle appliquée. Pour l’ensemble des courbes (b), l’axe des 

abscisses est les longueurs d’onde exprimées en nanomètre. La courbe en trait mixte est le spectre 
retrouvé (axe à droite). La courbe en trait pointillé est la phase spectrale calculée tandis que celle en trait 

plein est la phase spectrale mesurée. Nous obtenons un bon accord entre ces deux phases. Nous 
connaissons la forme temporelle que nous appliquons et la relation entre les phases spectrale et 
temporelle ; nous pouvons calculer la phase spectrale que nous introduisons sur le modulateur.  

 
Le graphique (a) représente à la forme temporelle de l’impulsion (en trait pointillé et axe à 
droite) et la forme temporelle appliquée sur le modulateur de phase (en trait plein). Cette 
forme est définie selon un axe V/Vπ. Ainsi nous avons une lecture directement en radian pour 
la forme temporelle appliquée. Le graphique (b) représente le spectre retrouvé (trait mixte et 
axe à droite) et représente la phase spectrale mesurée (trait plein) ainsi que la phase spectrale 
mesurée (trait pointillé). Nous obtenons un bon accord entre ces deux phases [6-1]. Nous 
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pouvons ainsi déterminer la phase spectrale que nous apportons à l’impulsion optique 
connaissant la forme temporelle de la tension électrique connaissant la relation entre le temps 
et les impulsions (pour des impulsions fortement étirées).  
 
Pour chaque mesure, nous avons une accumulation d'impulsions (due à la mesure de phase 
spectrale utilisée). Les franges ne sont pas brouillées par cette accumulation de signal ; nous 
en déduisons que la gigue du signal électrique par rapport au signal optique est suffisamment 
faible pour na pas perturber le signal. Le retard entre l'impulsion électrique et l'impulsion 
optique est suffisamment stable pour ne pas modifier la phase apportée par le modulateur de 
phase. 
 
Nous faisons varier la forme temporelle appliquée sur le modulateur de phase.  

VI.2.2 Variation de la forme appliquée  
Cette variation de phase spectrale repose sur une modification du retard temporel entre les 
impulsions optiques et la tension électrique. Nous utilisons pour cela une ligne à retard 
électrique permettant d’obtenir un retard de 70 ps pour une variation de 2 cm de la ligne à 
retard. Nous faisons varier le délai entre l’impulsion électrique et optique sur une plage de 
200 ps. Le pas de temps choisi est de l’ordre de 40-50 ps.  
 
Nous mesurons pour chaque retard temporel la phase spectrale introduite par le modulateur de 
phase (figure 6-8). L’axe des abscisses est la pulsation centrée. La courbe en noir représente 
le spectre retrouvé de l’impulsion, son axe est à droite. L’ensemble des courbes en couleur 
représente les différentes phases spectrales pour différents retards temporels. Nous voyons 
l’évolution de la phase spectrale introduite en fonction du retard temporel.  
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Figure 6-8 : Evolution de la phase spectrale en fonction du retard temporel entre les impulsions électrique 
et optique. L’axe des abscisses est la pulsation centrée. La courbe en noir représente le spectre retrouvé de 

l’impulsion, son axe est à droite. L’ensemble des courbes en couleur représente les différentes phases 
spectrales pour différents retards temporels. Nous voyons l’évolution de la phase spectrale introduite en 

fonction du retard temporel.  

 
En faisant un grossissement autour des minimums de phases spectrales retrouvées, nous 
obtenons une mesure du délai entre deux mesures de phase spectrale (figure 6-9). La première 
phase spectrale mesurée est représentée en bleue (la plus à droite). Nous augmentons ensuite 
le retard de 50 ps. Nous mesurons une deuxième phase spectrale (la courbe en vert). Nous 
mesurons alors le retard entre ces deux phases spectrales. Nous choisissons de la mesurer au 
niveau du minimum des phases spectrales mesurées. Nous obtenons un délai de 50 ps entre 



 129

ces deux minimum. Nous retrouvons le délai introduit. Il manque une mesure de phase 
spectrale entre les mesures deux et trois ; le retard mesuré entre ces deux courbes est de 
90 ps ; ce qui correspond au double du pas choisi. Nous obtenons un bon accord entre le délai 
introduit et le délai mesuré. 
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Figure 6-9 : Evolution du retard temporel entre les impulsions. Le pas de temps est de l’ordre 45 ps. Il 

manque une mesure de phase spectrale entre les mesures deux et trois ; le retard mesuré entre ces deux 
courbes est de 90 ps ; ce qui correspond au double du pas choisi.  

 
Nous atteignons une synchronisation entre la tension électrique et l’impulsion optique d’au 
moins 50 ps. De plus la gigue entre ces deux signaux est suffisamment faible pour ne pas 
perturber le signal.  

VI.2.3 Linéarité du modulateur  
Nous étudions maintenant la linéarité de la réponse du modulateur en fonction de la tension 
appliquée aux bornes du modulateur de phase. Nous étudions pour cela l’évolution de 
l’amplitude de la phase spectrale mesurée en fonction de la tension appliquée sur le 
modulateur de phase. Nous utilisons un atténuateur que nous appliquons sur l’impulsion 
électrique ; nous étudions l’amplitude de la phase spectrale retrouvée en fonction de 
l’atténuation apportée. Pour cette étude, nous utilisons un montage expérimental différent du 
précédent. La mesure de phase utilisée est la mesure absolue de phase spectrale. Nous faisons 
une mesure différentielle (nous appliquons la même technique que lors de la calibration de la 
mesure absolue de la phase spectrale). Nous effectuons une première mesure en présence de 
la tension électrique appliquée aux bornes du modulateur et une seconde sans tension 
électrique. Puis, nous faisons la différence entre ces deux mesures. Il est à noter que la forme 
de la tension électrique est différente d’une impulsion à l’autre puisque ce générateur n’est 
pas synchronisable avec le train d’impulsions optiques.  
 
Nous utilisons un générateur de forme sinusoïdale et de fréquence 1,74 GHz. La tension de 
sortie de ce générateur est de 10 V, ce qui correspond à une amplitude de phase spectrale de 
3,9 rad compte tenu de la tension demi-onde de 8 V. Cette tension rend possible son 
atténuation tout en restant suffisante pour être détectée.  
 
La première mesure de phase spectrale a été effectuée sans atténuation. Les résultats sont 
présentés sur la figure 6-10.  
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Figure 6-10 : mesure de la phase spectrale introduite par le modulateur de phase. La courbe (a) 

représente les franges expérimentales (trait plein) et le spectre retrouvé (trait pointillé). Notons le bon 
contraste des franges.  courbe (b) représente un ensemble de phases spectrales mesurées (trait plein) et la 
phase calculée (trait pointillé). L’amplitude et la forme des phases spectrales mesurées correspondent à 

celle de la phase spectrale introduite.  

 
Nous faisons une nouvelle mesure de phase spectrale en ajoutant un atténuateur sur la tension 
électrique. Nous diminuons par deux l’amplitude de la tension électrique. L’amplitude de la 
phase spectrale mesurée est aussi divisée par un facteur deux (figure 6-11). Pour l’indice 1, la 
tension électrique n’est pas atténuée tandis que l’indice 2, elle est divisée par deux. Les 
courbes (a) représentent les transformations de Fourier normalisées des franges. Les courbes 
(b) représentent les phases spectrales mesurées (trait continu) et calculée (trait pointillé). Il y a 
un bon accord entre les phases spectrales calculées et mesurées.  
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Figure 6-11 : évolution de l’amplitude de la phase spectrale retrouvée en fonction de l’amplitude de la 

tension électrique appliquée. Pour l’indice 1, la tension électrique n’est pas atténuée tandis que l’indice 2, 
elle est divisée par deux. Les courbes (a) représentent les transformations de Fourier normalisées des 
franges. Les courbes (b) représentent les phases spectrales mesurées (trait continu) et calculées (trait 

pointillé). Il y a un bon accord entre les phases spectrales calculées et mesurées.  

 
La réponse du modulateur de phase est linéaire en fonction de la tension électrique.  
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VI.3 Correction de la phase spectrale  
L’étude réalisée consiste à montrer la capacité du modulateur de phase temporelle à corriger 
des défauts de phase spectrale. Le concept de la correction de la phase est basé sur 
l’utilisation d’une modulation et d’une mesure absolue de phase spectrale. Nous venons 
d’analyser les résultats de la mesure de la phase. La démonstration de la maîtrise de la 
modulation de la phase spectrale en utilisant un modulateur de phase temporel vient d’être 
effectuée. La prochaine étape est la mise en place de la correction de cette phase. La maîtrise 
de la correction de la phase repose sur le contrôle de la synchronisation entre l’impulsion 
optique, la modulation de la phase et la mesure. La tension électrique appliquée aux bornes du 
modulateur sera donc celle utilisant une photodiode (voir chapitre V.2.). Elle est 
synchronisable avec les impulsions optiques. Dans un premier temps, la possibilité de la 
correction de la phase de notre laser est étudiée (VI.2.1.). Puis le schéma expérimental est 
décrit (VI.2.2.). Enfin, les résultats expérimentaux sont présentés (VI.2.3.).  

VI.3.1 Étude de la correction de la phase  
Le principe de validation de la correction de la phase spectrale de notre impulsion laser se 
décompose en trois étapes. Dans un premier temps, nous comprimons « au mieux » 
l’impulsion. Nous mesurons alors la phase spectrale correspondante. Nous nous apercevons 
qu’elle n’est pas entachée de défaut. Il faudra alors l’entacher d’aberration pour la 
démonstration expérimentale de la correction de la phase spectrale. Il est important de noter 
que la chaîne laser utilisée ne possède pas les mêmes éléments que la chaîne laser pétawatt en 
étude sur la LIL. Nous introduisons un défaut calibré adapté aux possibilités de correction et 
caractéristique d’un défaut à corriger sur une chaîne de puissance. La dernière étape est la 
correction de la phase spectrale.  

VI.3.1.1 Dimensionnement de la correction  
L’amplitude maximum de la tension électrique que nous pouvons appliquer aux bornes du 
modulateur de phase fige les limites de la correction de la phase spectrale. La tension 
électrique retenue est celle provenant de la photodiode pour des raisons de synchronisation 
(voir chapitre V.2). Son amplitude sera alors limitée à quelques volts, ce qui nous permet 
d'accéder, à une amplitude de phase maximale de quelques radians, la tension demi-onde étant 
de 7 V. Rappelons que la mise en forme de la tension électrique est, compte tenu des moyens 
que nous avons, limitée à quelques formes simples.  
 
L’amplification de la tension électrique est obtenue par trois amplificateurs électriques à large 
bande permettant de conserver la forme du signal en sortie de la photodiode. Les deux 
premiers amplificateurs sont montés en parallèle et le dernier est en série avec les deux autres. 
Les deux premiers amplificateurs servent d’une part à modifier la forme de la tension et 
d’autre part à l’amplifier jusqu’à près de 1 V. Le dernier amplificateur possède un gain de dix. 
La forme de la tension retenue est de forme cubique, permettant la correction d’ordre trois 
d’amplitude 2 rad en phase spectrale caractéristique d’un défaut de désalignement de 
l’incidence du faisceau sur le compresseur. La prochaine étape est l’introduction de ce défaut 
de phase. La forme cubique est obtenue en faisant la différence entre les tensions sortant des 
deux premiers amplificateurs (figure 6-12).  
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Figure 6-12 : formation de la forme de la tension électrique.  

 

VI.3.1.2 Introduction du défaut de phase  
Différents choix sont possibles pour l’introduction de ce défaut : une lame de verre, un 
déréglage du compresseur. Dans le cas d’une lame de verre, la phase spectrale introduite est 

( ) rad5,0
6
1 3

2/10 =ω∆ωφ ′′′  pour un mètre de verre et une largeur spectrale à mi-hauteur en 

intensité spectrale de nm5,72/1 =λ∆ . L’ordre trois de la dispersion du verre est donc 
beaucoup trop faible pour permettre l’introduction du défaut de phase. De plus, elle 
s’accompagne d’un ordre deux très important 1,4 rad dans les mêmes conditions. Il faudrait 
alors ajuster la distance entre les réseaux pour la compenser.  
C’est la seconde solution qui a été retenue. Les paramètres choisis sont la distance entre les 
réseaux ainsi que l’angle d’incidence sur les réseaux (tout en les conservant parallèles pour 
produire une onde homogène) [6-2]. Les paramètres initiaux des réseaux du compresseur sont 
les suivants : une densité de 1740 traits par millimètre, un angle d’incidence de 63° et une 
distance entre les deux réseaux L = 70 cm (géométrie double passage). Afin d’introduire la 
phase spectrale recherchée, les nouveaux paramètres sont un angle d’incidence de 
63° 01’ 48’’ et une augmentation de la distance de 3 mm. La différence entre les angles 
d’incidence est faible et nécessitera un réglage soigneux. Nous étudions le schéma 
expérimental.  

VI.3.2 Schéma expérimental  
La mesure de phase spectrale est la mesure absolue, effectuée sur une impulsion amplifiée. Le 
modulateur de phase intégré est placé avant l’amplificateur régénératif, sa puissance optique 
admissible étant limitée. De plus, sa puissance électrique moyenne étant restreinte, il ne sera 
activé que sur une plage temporelle de 40 ms. Le taux de récurrence des impulsions est 
différent dans le modulateur de phase et au niveau de la mesure de phase. Ainsi, l’expérience 
se sépare en deux parties qui diffèrent par leur énergie et par leurs taux de récurrence :  

• la première : basse énergie et deux taux de récurrence 76 MHz ou 40 ms. Cette 
partie est constituée de l’oscillateur, de l’étireur et du modulateur de phase.  

• la seconde : haute énergie et deux taux de récurrence possibles 10 Hz ou 
monocoup ; cette partie contient l’amplification, la compression et la mesure de 
phase.  

 
Dans un premier temps, la synchronisation de l’impulsion électrique ; puis le schéma 
expérimental complet est présenté.  
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VI.3.2.1 La synchronisation  
La synchronisation (figure 6-13) consiste à mesurer la phase spectrale de l’impulsion optique 
qui a été modulée. Le taux de récurrence en sortie de l’amplificateur régénératif est de 10 Hz ; 
ce qui correspond à une impulsion optique toutes les cents millisecondes.  
 
Le signal de synchronisation choisi est le même que celui utilisé pour la synchronisation du 
générateur de tension électrique (cf. chapitre V.2.2.3). Ce signal est synchrone de l’impulsion 
optique amplifiée. Son taux de récurrence est de cinq secondes. Ce signal, avancé de 80 ms, 
va déclencher l’ouverture de l’obturateur permettant la modulation des impulsions et 
permettre l’acquisition du signal de mesure de phase spectrale. Ce temps de décalage 
correspond à l’écart temporel entre deux impulsions amplifiées auquel nous retirons la moitié 
du temps d’ouverture de l’obturateur. Ainsi, l’impulsion optique qui doit être amplifiée 
correspond à la moitié du temps d’ouverture de l’obturateur.  
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Figure 6-13 : chronogramme. Toutes les cinq secondes l’amplificateur régénératif délivre un signal de 
synchronisation, qui avancé de 80 ms, active l’obturateur et l’acquisition de la mesure (synchronisation 

lente) sur l’impulsion suivante.  

 
Le signal de synchronisation en sortie de l’amplificateur permet de moduler (respectivement 
de mesurer) la prochaine impulsion qui entrera (respectivement sortira) de l’amplificateur.  

VI.3.2.2 Schéma expérimental  
Un schéma expérimental de l’expérience est représenté sur la figure 6-14.  
 
L’oscillateur délivre des impulsions d’énergie 1 nJ de longueur d’onde centrale 1,053 nm et 
de durée environ 100 fs. Ces impulsions sont allongées temporellement jusqu’à 1a 
nanoseconde dans un étireur classique à réseaux. Les impulsions optiques traversent ensuite 
le système anti-retour (protégeant le modulateur de phase) ; puis l’amplificateur régénératif ; 
leur énergie de sortie est de l’ordre de 2 mJ. Elles sont alors comprimées à 250 fs. Nous 
opérons enfin à la mesure de la phase spectrale des impulsions.  
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Figure 6-14 : schéma expérimental comprenant les composants optiques (trait plein), la tension électrique 

(trait pointillé) et le signal de synchronisation (trait mixte).  

 

VI.3.3 Résultats expérimentaux  
L’étude réalisée consiste à montrer la capacité du modulateur à corriger les défauts de phase 
spectrale introduits. Elles se découpent suivants les trois phases exposées précédemment :  

• mesure de la phase initiale (VI.3.3.2),  
• introduction du défaut de phase (VI.3.3.3),  
• correction de la phase (VI.3.3.4).  

VI.3.3.1 Contexte  
Cette étude expérimentale a dû se dérouler en un laps de temps inférieur au mois (fermeture 
du laboratoire de Limeil et déménagement des installations à Bordeaux). L’analyse des 
résultats s’est effectuée a posteriori plusieurs mois après les expériences sans possibilité de 
réaction. Nous avons donc analysé scrupuleusement les résultats expérimentaux pour en 
extraire l’interprétation et ainsi pu démontrer la validité du concept de correction de la phase 
spectrale en utilisant un modulateur de phase temporelle.  

VI.3.3.2 Phase initiale  
La première étape de correction est la mesure de la phase spectrale initiale de l’impulsion. 
Pour cette mesure, nous ajustons la distance entre les réseaux afin d’obtenir la durée la plus 
courte possible. Les résultats sont présentés sur la figure 6-15. La représentation choisie pour 
la phase spectrale est celle utilisée pour la mesure et l’analyse de la phase spectrale de 
l’impulsion (VI.1.4).  
 
L’amplitude de la phase spectrale est de 1,3 rad pour l’ensemble du spectre ; elle est 
inférieure au critère de Rayleigh , π/2 équivalent à λ/4 (cf. chapitre IV). L’ensemble du 
spectre participera à la formation d’un pic de puissance et peu d’énergie formera un halo 
parasite (cf. chapitre IV.4.2.) ; ce que nous constatons en observant la forme temporelle des 
impulsions.  
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Figure 6-15 : résultats de mesure de la phase spectrale initiale de l’impulsion. Le graphique (a) représente 

le spectre (trait pointillé) et la phase mesurée (trait plein). Le graphique (b) représente les profils 
temporels correspondants à une phase nulle (trait pointillé) et à la phase spectrale mesurée (trait plein).  

 
Le carré de l’écart quadratique moyen de la phase spectrale à la phase spectrale nulle est 0,01. 
Nous devrions alors obtenir 99% pour la puissance maximale par rapport à la puissance avec 
une phase spectrale initiale nulle. Expérimentalement, le rapport entre ces deux maxima est 
0,92. Le rapport entre les deux maxima des traces d’autocorrélation reconstruites est 0,86. La 
largeur spectrale des impulsions est de 7,5 nm à mi-hauteur en intensité spectrale. La durée 
théorique des impulsions est de 220 fs et nous obtenons 250 fs.  
 
La phase spectrale de l’impulsion n’est pas entachée de défaut suffisant pour entrevoir sa 
correction sans introduire de défaut de phase spectrale.  

VI.3.3.3 Introduction du défaut de phase  
Nous appliquons le dimensionnement effectué sur les réseaux du compresseur. La mesure de 
la phase spectrale après ces modifications est présentée sur la figure 6-16.  
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Figure 6-16 : résultat de l’introduction du défaut de phase. Le graphique (a) représente le spectre (trait 

pointillé) et la phase mesurée (trait plein). Le graphique (b) représente les profils temporels 
correspondants à une phase nulle (trait pointillé) et à la phase spectrale mesurée (trait plein). 
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L’amplitude de la phase spectrale est de 2,8 rad pour l’ensemble du spectre. Cette amplitude 
est supérieure au critère de Rayleigh. Le profil temporel correspondant présente des rebonds 
(ou halo parasite) dû au terme du troisième ordre de la phase spectrale. Le carré de l’écart 
quadratique moyen de la phase spectrale à une phase spectrale nulle est 0,22 Nous devrions 
alors obtenir 78% pour la puissance maximale par rapport à la puissance avec une phase 
spectrale initiale nulle. Expérimentalement, le rapport entre ces deux maxima est 0,70.  
 
Le rapport entre les deux maxima des traces d’autocorrélation reconstruites est 0,53. La 
largeur spectrale des impulsions est de 7,5 nm à mi-hauteur en intensité spectrale. La durée 
des impulsions est 290 fs.  
 
Nous abordons maintenant la dernière étape de correction de la phase spectrale : l’application 
de la tension de correction aux bornes du modulateur de phase.  

VI.3.3.4 Correction du défaut de phase  
Nous venons de montrer que nous sommes capables d’introduire un défaut de phase spectrale 
comparable à celui rencontré sur chaîne et compatible avec la modulation que nous sommes 
en mesure d’introduire pour compenser ce défaut. Nous avons alors effectué des tirs avec et 
sans correction. Les premières acquisitions ont montré une répartition inattendue des 
résultats. Certaines mesures montraient une absence de correction. Nous avons attribué le 
défaut de correction à la spécificité du mode de fonctionnement de l’amplificateur régénératif. 
En effet, l’extraction de l’énergie peut se faire dans le type de cavité de l’amplificateur 
régénératif soit à énergie fixe soit à nombre d’aller-retour fixe de l’impulsion. Le premier 
mode (à énergie fixe) permet de garantir une stabilité en énergie dans une chaîne de 
puissance. Le second (à temps fixe) autorise la synchronisation de plusieurs chaînes de 
puissance. Nous avons donc deux choix possibles : soit une gigue en temps, soit une gigue en 
énergie. La phase acquise par l’impulsion dépend du nombre d’aller-retour via la dispersion 
de l’indice (il est important de noter que la phase spectrale liée à la dispersion de l’indice est 
négligeable dans notre cas : relative faible largeur spectrale des impulsions) et par ailleurs de 
l’énergie extraite via les effets non-linéaires. Cependant, comme nous n’étions pas couplés à 
une autre chaîne de puissance, notre choix s’était porté sur le mode de fonctionnement à 
énergie fixe (le mode de fonctionnement existant de l’amplificateur régénératif).  
 
Nous sommes donc passés au second mode de fonctionnement (temps fixe), pour nous 
affranchir de la variation tir à tir de la dispersion chromatique apportée par l’amplificateur 
régénératif. Cependant pour limiter la fluctuation éventuellement due aux effets non linéaires, 
nous n’avons sélectionné que les tirs présentant le même niveau d’énergie. Les résultats, qui 
ont suivi ce changement, n’ont montré aucune corrélation entre la modulation appliquée et la 
mesure effectuée. Ce n’est qu’après la campagne expérimentale que nous nous sommes 
rendus compte qu’un défaut de synchronisation entre le système d’acquisition et le système de 
mesure avait été introduit lors du changement du mode de fonctionnement de l’amplificateur 
régénératif rendant inexploitable cette dernière campagne.  
 
Nous avons alors repris les résultats de la première étape et procédé à une analyse statistique. 
Nous avons effectué des moyennes sur les tirs sans et avec modulations. Nous avons vérifié 
que la différence entre deux mesures correspond à la phase introduite (figure 6-17). En fait, 
elle correspond à la forme de la tension appliquée au modulateur de phase avec un défaut de 
synchronisation entre la tension électrique et l’impulsion optique expliquant que la correction 
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n’est pas parfaite. Nous avons introduit un retard trop important entre ces deux grandeurs 
d’environ 250 ps.  
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Figure 6-17 : différence de phases spectrales pour des impulsions corrigées et non corrigées (trait plein). 

Cette différence de phase correspond à la forme de la tension mesurée aux bornes du modulateur.  

 
La nouvelle amplitude de la phase spectrale corrigée est π/2 pour l’ensemble du spectre 
(figure 6-18). Cette amplitude correspond au critère de Rayleigh. Nous avons diminué 
l’amplitude de la phase résiduelle et l’amplitude des rebonds présents sur la forme temporelle 
des impulsions. Le carré de l’écart quadratique moyen de la phase spectrale à la phase 
spectrale nulle est 0,05. Nous devrions alors obtenir 95% pour la puissance maximale par 
rapport à la puissance avec une phase spectrale initiale nulle. Expérimentalement, le rapport 
entre ces deux maxima est 0,85. Le rapport entre les maxima des traces d’autocorrélation est 
0,73. 
 
L’application de la correction sur l’impulsion a eu plusieurs effets sur le profil temporel et la 
trace d’autocorrélation (figure 6-19).  
 
 

-1,5

-1

-0,5

0

0,5

1

-8 -4 0 4 8
Longueurs d’onde centrées (nm)

Iφ/(π/2)
Spectre et phase mesurés

0

0,5

1

 
Figure 6-18 : résultats de la correction de la phase en appliquant une tension aux bornes du modulateur. 
La courbe en trait mixte représente le spectre des impulsions. L’amplitude de la phase spectrale avant 
correction (trait pointillé) est supérieure au critère de Rayleigh tandis qu’après correction (trait plein), 

elle est inférieure au critère de Rayleigh.  
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Nous comparons maintenant les cas d’une phase spectrale avec et sans l’application de la 
tension électrique aux bornes du modulateur de phase :  

• la durée des impulsions a diminué de près de 10%,  
• le rapport entre les valeurs maximales des traces d’autocorrélation est de 1,4 ;  
• celui des profils temporels est de 1,2, en utilisant les écarts quadratiques moyens à 

la phase spectrale calculée ce rapport est aussi de 1,2 ;  
• et le rapport des rebonds présents dans les formes temporelles de 3,6 ; leur hauteur 

relative passe de 0,0043 sans correction à 0,0012 avec correction (calculé avec des 
formes temporelles normalisées).  

 
Nous avons ainsi obtenu une amélioration du contraste dans le rapport 4,3.  
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Figure 6-19 : évolution de la trace d’autocorrélation reconstruite et du profil temporel. Les courbes en 

trait pointillé représentent les grandeurs sans correction et celles en trait continu avec correction.  

 
Les résultats de correction obtenus sont encourageants car il sont en adéquation avec les 
résultats théoriques mais ils ne sont pas optimisés car nous avons travaillé en aveugle pour les 
raisons précédemment évoquées. La prochaine étape expérimentale de la correction de la 
phase spectrale est sa stabilisation pour une démonstration plus spectaculaire.  
 
 
 
En conclusion, nous avons montré :  

• la relative qualité de notre impulsion laser, 
• dans le cas de faibles distorsions, la qualification de la compression de l’impulsion 

peut être avantageusement effectuée en utilisant le coefficient de Strehl (lié au 
critère de Maréchal),  

• la démonstration expérimentale de la relation bijective et prédictive entre les 
modulations de phases spectrale et temporelle pour des impulsions fortement 
étirées (dans les conditions d’application du théorème de la phase stationnaire),  

• la linéarité de la réponse du modulateur de phase en fonction de l’amplitude de la 
tension électrique appliquée,  

• la validité du principe de correction de la phase spectrale en utilisant un 
modulateur de phase temporelle pour des impulsions fortement étirées.  
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VII. Correction de la phase non linéaire 

par modulation de la phase temporelle 

dans la technique CPA  

Les lasers ultra-intenses représentent une voie de recherche extrêmement prometteuse pour 
explorer la physique de l’interaction laser-matière. La prochaine génération de chaîne de 
puissance devrait produire des impulsions ayant une puissance de l’ordre de la dizaine de 
pétawatt correspondant à des énergies supérieures au kilojoule pour une durée dans le 
domaine picoseconde. La focalisation de ces impulsions devrait permettre de générer de très 
hautes intensités (1022 W/cm2) en monocoup. Afin d’atteindre de telles intensités, les 
principaux mécanismes physiques à maîtriser sont :  

• la phase spectrale correspondant à la dispersion des matériaux et à la différence de 
phase introduite entre l’étireur et le compresseur,  

• le rétrécissement spectral par le gain,  
• l’effet Kerr correspondant à une phase non linéaire encore appelée « intégrale de 

rupture » :  

( ) ( )∫λ
π

=φ
L

0
2

0
B dzt,z,y,xIn2t,y,x   

avec ( )t,z,y,xI  l’éclairement,  
n2 l’indice non linéaire du milieu,  
L la longueur du milieu traversé.  
 
Les conséquences de cette phase non linéaire sont en général traitées séparément 
dans les domaines spatial et temporel : ( )y,xBφ  et ( )tBφ . Ce terme ( )tBφ  devient 
spécifique dans le cas d’une technique CPA (Chirped Amplified Amplification). 
En effet, lorsque l’impulsion est étirée (nous avons une correspondance entre les 
pulsations ω  et le temps t), la phase temporelle ( )tBφ  devient une phase spectrale 

( )ωφB . Elle va donc modifier la compression (élargissement) de l’impulsion et 
diminuer la puissance du faisceau.  

 
L’objectif retenu est d’atteindre une plage d’énergie de 1 à 10 kJ. Dans cette gamme de 
variation, le rétrécissement spectral par le gain influe très peu [7-1] ou est compensé par des 
filtres spectraux. Pour des problèmes d’exploitation, l’ensemble des plaques amplificatrices 
est traversé par le faisceau même à bas flux. Les distorsions de la phase spectrale sont alors, 
elles, indépendantes de l’énergie. Il apparaît que seul l’effet Kerr va dépendre de façon directe 
de l’éclairement de l’impulsion. Ce point devient alors critique pour des installations 
kilojoule/pétawatt. En effet la solution généralement utilisée sur les installations CPA (pour 
limiter les effets non linéaires) est l’augmentation de la durée étirée. Ces solutions nécessitent 
une augmentation de la distance entre les réseaux de compression et une augmentation de la 
dimension transverse des réseaux. Pour la chaîne PW de la LIL, cette solution ne peut être 
retenue, car le point de fonctionnement nominal (1 kJ et rad3,1B =φ  (cf. chapitre II)), nous 
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donne un compresseur de 6 m de long et des réseaux de 800 mm (dimension technologique 
maximale). Une des solutions qui peuvent nous permettre d’obtenir des puissances plus 
importantes (5 PW) est de pouvoir corriger les effets non linéaires, avant compression de 
l’impulsion, pour éviter le transfert des modulations de phase en modulation d’amplitude.  
 
Nous proposons dans ce chapitre une technique qui permet de corriger sur le tir lui-même la 
phase non linéaire temporelle sans augmenter la durée étirée donc sans modifier la 
compression de l’impulsion. Le premier paragraphe sera consacré à l’influence des intégrales 
de rupture dans les domaines spatial et temporel afin de trouver ce qui limite, en dehors de la 
tenue au flux des réseaux, l’énergie en sortie de la chaîne amplificatrice (VII.1). Nous 
envisagerons alors les corrections adaptées pour l’intégrale de rupture. Ainsi, en ce qui 
concerne la correction dans le domaine spatial, les effets indésirables de l’autofocalisation à 
petite échelle peuvent être éliminés en utilisant des filtrages spatiaux et les effets à grande 
échelle par un ajustement de la distance de focalisation. Pour le domaine temporel, nous 
montrerons qu’une modulation de phase temporelle permet de corriger la phase non linéaire 
accumulée. Cette modulation devrait non seulement permettre de mieux comprimer 
l’impulsion mais aussi d’amplifier plus, c’est à dire d’augmenter l’énergie disponible en fin 
de chaîne (VII.2).  

VII.1 Influence des effets non linéaires dans les domaines 
spatial et temporel  
Nous débutons par une description de l’intégrale de rupture dans le domaine spatial (VII.1.1) ; 
puis nous poursuivrons par celle dans le domaine temporel (VII.1.2). Ces descriptions nous 
permettent de comprendre ce qui limite les performances de la chaîne amplificatrice.  

VII.1.1 Domaine spatial  
L’effet Kerr induit l’autofocalisation du faisceau. Une des grandeurs caractéristiques de cet 
effet est l’intégrale de rupture. Pour analyser cet effet, nous distinguons deux types 
d’autofocalisation : à grande et à petite échelle selon que l’on s’intéresse à la forme globale 
du faisceau ou à ses modulations.  
 
À grande échelle, c’est l’ensemble du faisceau qui converge (figure 7-1). Il y a donc 
compétition entre le diffraction qui tend à faire diverger le faisceau et l’effet Kerr qui tend à 
le faire converger. La  puissance pour laquelle l’autofocalisation compense exactement la 
diffraction est la puissance critique de Talanov donnée par la relation :  

02

2
0

C nn8
P

π
λ

= .  

 
La puissance critique est ainsi inversement proportionnelle à l’indice de réfraction qui 
caractérise la diffraction. C’est la propagation, ou plus exactement la diffraction, du faisceau 
qui rend possible l’autofocalisation. En effet lors de la diffraction du faisceau, il y a un 
transfert des modulations de la phase en modulations de l’amplitude.  
 
La surface d’onde se déforme proportionnellement à l’éclairement et présente un déphasage 
par rapport à la surface d’onde de référence qui permettrait d’obtenir une tâche focale limitée 
par la seule diffraction. Ainsi, l’autofocalisation à grande échelle modifie la focalisation du 
faisceau. Pour augmenter le rendement de la chaîne et le rendement de conversion de 
fréquences, le profil du faisceau de la LIL et du LMJ sont uniformes. Comme la phase 
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apportée est proportionnelle au profil, elle ne modifie que légèrement la focalisation du 
faisceau.  

 
Figure 7-1 : l’observation du champ lointain c’est à dire au point de focalisation permet de voir les effets 

dits à grande échelle : la dégradation de la tache focale.  

 
L’autofocalisation à grande échelle peut être corrigée soit de façon passive, soit de façon 
active (avec un miroir déformable par exemple). De façon passive, elle peut être corrigée en 
bougeant la position de la lentille de focalisation en fonction de l’énergie de sortie de la 
chaîne. Elle peut aussi être corrigée en insérant une lame présentant l’inverse de la phase 
apportée par l’effet Kerr [7-2]. Cependant cette lame devra être fonction de l’énergie de sortie 
de la chaîne adaptant la phase appliquée à la phase apportée.  
 
À petite échelle, les irrégularités que présente le profil du faisceau vont créer de micro 
lentilles de Kerr (courbure locale du faisceau) qui vont focaliser plus ou moins vite (figure 7-
2). Comme l’autofocalisation à petite échelle repose sur des irrégularités du profil spatial, 
l’effet est présent tout au long de la chaîne de puissance. Ces petites irrégularités sont 
rapidement amplifiées. La théorie de V. Bespalov et V. Talanov montre qu’elles croissent 
exponentiellement avec la phase non linéaire [7-3] :  

( )Bexpg φ= .  
 

 
Figure 7-2 : l’observation du champ proche c’est à dire avant focalisation permet de voir les effets dits à 

petite échelle : la filamentation du faisceau.  

 
Il faudra alors limiter l’intégrale de rupture à une valeur proche de l’unité pour que les effets 
ne deviennent pas préjudiciables. Le faisceau présenterait alors des surintensités ou points 
chauds. Cet effet se concrétiserait par la filamentation du faisceau. L’éclairement crête du 
faisceau atteindrait alors très rapidement le seuil de dommage des matériaux (amplificateurs, 
lentilles, …). De plus ces surintensités limiteraient la qualité de la focalisation. En effet, les 
différents points chauds représentent une énergie qui n’est pas focalisable.  
Cependant, les effets indésirables de l’autofocalisation à petite échelle peuvent être éliminés 
en utilisant des filtrages spatiaux. Les hautes fréquences spatiales (points chauds) sont filtrées 
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par un diaphragme placé au foyer d’un système afocal. L’intégrale de rupture ne s’accumule 
pas entre deux filtrages spatiaux. La limitation de sa valeur devra s’évaluer entre deux 
filtrages spatiaux. Ainsi, dans le domaine spatial, seule la partie de l’intégrale de rupture 
acquise entre le dernier filtrage spatial et l’entrée du compresseur perturbera la focalisation du 
faisceau. De plus le nombre de points chauds pouvant être amplifiés est proportionnel au 
rapport entre la puissance du faisceau et la puissance critique de Talanov.  
 
C’est la propagation, ou plus exactement la diffraction, du faisceau qui rend possible 
l’amplification des irrégularités. En effet lors de la diffraction du faisceau, il y a un transfert 
des modulations de la phase en modulations de l’amplitude.  
 
En résumé, dans le domaine spatial, l’autofocalisation à grande échelle peut être corrigée par 
des techniques passives ou actives. L’autofocalisation à petite échelle peut être annulée entre 
deux filtrages spatiaux. Sa valeur maximale doit cependant être limitée à 1,8 rad entre deux 
filtrages ; c’est la valeur retenue sur la LIL et le LMJ. Cette limite provient de la filamentation 
et de la tenue au flux des matériaux. C’est la première limite pour l’énergie en sortie de la 
chaîne amplificatrice. Nous étudions maintenant l’intégrale de rupture dans le domaine 
temporel pour en connaître la valeur limite.  

VII.1.2 Domaine temporel  
Dans le domaine temporel, on pourrait s’attendre aussi à deux types d’automodulation de 
phase : à petite et à grande échelle.  
 
Dans ce domaine, contrairement au domaine spatial, pour lequel la diffraction entrait en 
compétition avec l’effet Kerr pour des valeurs de n2 positives, il n’y a pas de compétition 
entre l’effet Kerr et la dispersion dans les matériaux. Dans le cas de l’automodulation à petite 
échelle, les petites irrégularités du profil temporel ne sont pas amplifiées. Au contraire, elles 
ont tendance à diminuer l’éclairement crête (en contribuant à augmenter la durée des 
impulsions).  
 
De plus, l’effet de la diffraction est beaucoup plus important que celui de la dispersion. Il 
faudrait traverser beaucoup plus de matériaux dispersifs que de milieux diffractifs (comme 
l’air) pour transformer les mêmes modulations de phase en modulation d’amplitude. En effet, 
en considérant le même rapport entre les points chauds et la dimension du faisceau dans les 
deux domaines, le rapport entre les distances de Rayleigh (temporelle et spatiale) est de 10-2. 
Il faudrait traverser une distance de matériaux 100 fois plus grande que celle parcourue par le 
faisceau dans la chaîne. Il n’y aura donc pas de transfert de modulation de phase en 
modulation d’amplitude pour les longueurs de matériaux traversés.  
 
L’automodulation de phase à petite échelle n’apparaît donc pas comme une limitation des 
performances de la chaîne dans le domaine temporel.  
 
Ainsi, seule est importante l’automodulation de phase à grande échelle. Elle va modifier la 
compression de l’impulsion (figure 7-3). Mais contrairement au domaine spatial, le profil 
temporel de l’impulsion n’est pas uniforme lors de l’amplification. La phase apportée par 
l’effet Kerr modifie alors beaucoup plus la compression qu’elle ne modifiait la focalisation. 
Ainsi, la limitation due à l’intégrale de rupture dans le domaine temporel sera plus forte que 
celle qui existe dans le domaine spatial. C’est cette contribution de l’intégrale de rupture qui 
limitera les performances de la chaîne amplificatrice (il est à noter que cette limite devient 
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une contrainte plus forte que la tenue au flux des réseaux). La correction de cette intégrale de 
rupture est donc nécessaire pour augmenter les performances de la chaîne. En effet la valeur 
de cette intégrale, qui est une valeur cumulée sur toute la chaîne, ne doit pas dépasser 1,5 rad 
[7-4] pour ne pas diminuer les performances de la chaîne et modifier la compression de 
l’impulsion. Il devient essentiel de pouvoir la corriger.  
 

t

I

 
Figure 7-3 : l’observation du champ lointain c’est à dire après compression permet de voir les effets dits à 

grande échelle : la dégradation de la compression de l’impulsion.  

 
L’intégrale de rupture est fonction de l’énergie de sortie, qui est différente d’un tir à l’autre. 
Sa correction doit être alors une correction active sur le tir qui a lieu sans avoir eu besoin de 
faire une mesure sur le tir précédent. Une solution pour la corriger est de bouger les réseaux 
du compresseur (en orientation et en distance) en fonction de l’énergie de sortie (correction 
active). Cette énergie étant différente à chaque tir, cela nécessite un réglage du compresseur 
entre chaque tir. Cette solution est difficile à mettre en œuvre expérimentalement compte tenu 
de la dimension des réseaux (1 m) et de leur implantation sous vide. Nous pourrions de façon 
équivalente bouger les réseaux de l’étireur ; mais la sensibilité de réglage ne permet pas de les 
bouger sans contrôle de la phase introduite. Ceci suppose donc une parfaite connaissance de 
la relation existante entre les pulsations et le temps pour faire correspondre la phase 
temporelle à introduire à une phase spectrale.  
 
Une solution active pour la correction de l’intégrale de rupture temporelle est l’application 
d’une modulation de phase temporelle sur l’impulsion étirée, c’est à dire de venir corriger 
directement dans le domaine temporel la phase non linéaire temporelle.  

VII.2 Correction de la phase non linéaire temporelle  
Dans un premier temps, le principe et les étapes de la correction de l’intégrale de rupture sont 
détaillés (VII.2.1). Puis le profil temporel de l’intégrale de rupture est étudié pour permettre la 
correction (VII.2.2). Nous terminons par une démonstration numérique de la correction de 
l’intégrale de rupture permettant d’augmenter les performances de la chaîne (VII.2.3).  

VII.2.1 Principe de correction des phases  
La première étape dans l’optimisation d’une chaîne CPA est la correction des distorsions de 
phase dite statiques (indépendantes de l’énergie), en particulier les distorsions de phase 
spectrale. Elles correspondent à la dispersion dans les matériaux et des défauts d’alignement 
des systèmes allongeur et compresseur. En effet, ces corrections sont optimisées avec un 
fonctionnement de l’installation à bas flux et haute cadence par un ajustement des paramètres 
du compresseur. C’est une correction passive indépendante de l’amplification.  
 
La seconde étape est l’optimisation de la chaîne à forte énergie. Dans notre étude, nous 
proposons de corriger par l’intermédiaire d’un modulateur de phase les défauts non linéaires 
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apportés lors de l’amplification tout en conservant les réglages passifs obtenus à basse 
énergie. Le principe de correction de l’intégrale de rupture est l’application aux bornes du 
modulateur de phase d’une tension correspondant au profil temporel de l’intégrale de rupture 
dont l’amplitude dépendra directement de l’énergie de sortie de la chaîne amplificatrice. Il est 
alors nécessaire d’étudier la forme temporelle de l’intégrale de rupture.  

VII.2.2 Forme temporelle de l’intégrale de rupture  
L’intégrale de rupture est principalement acquise pour de fort éclairement de l’impulsion. 
Ainsi, c’est en fin de chaîne amplificatrice que l’impulsion acquiert pour la plus grande part 
cette phase temporelle. Le profil temporel de l’impulsion en sortie de la chaîne amplificatrice 
sera donc le profil le plus proche de la forme temporelle de la phase non linéaire à corriger.  
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Figure 7-4 : schéma de principe de correction de la phase non linéaire temporelle, dans le cas d’une 

amplification non saturée et avec rétrécissement spectral par le gain.  

 
La forme temporelle des impulsions en sortie de la chaîne est fonction de l’étirement, de la 
dispersion dans les matériaux et de l’amplification. Le facteur d’étirement est fixé (F de 
l’ordre de 5000) et la dispersion des vitesses de groupe lors de l’amplification est 
suffisamment faible devant la phase introduite par l’étirement pour ne pas modifier la forme 
temporelle des impulsions. Ainsi seule l’amplification modifie la forme temporelle des 
impulsions. L’énergie extraite de la chaîne amplificatrice est inférieure à l’énergie maximale 
que peut délivrer la chaîne ; l’amplification se fait alors sans saturation du gain, c’est à dire 
sans modification temporelle importante. Par contre, nous sommes en présence du 
rétrécissement spectral par le gain et la forme temporelle en sortie de la chaîne amplificatrice 
est modifiée par ce mécanisme. Dans la gamme d’amplification utilisée, le rapport des 
largeurs spectrales entre la sortie et l’entrée de la chaîne amplificatrice est environ de 0,4. 
Pour une variation d’un facteur 10 de l’amplification, ce rapport reste pratiquement constant. 
Ainsi, la forme temporelle des impulsions en sortie de la chaîne amplificatrice restera la 
même quelle que soit l’énergie disponible en fin de chaîne. On peut admettre que la forme 
temporelle de la phase non linéaire suit celle des impulsions en sortie de chaîne 
amplificatrice. Le rapport des durées des impulsions entre la sortie et l’entrée de la chaîne 
amplificatrice est dans le même rapport que les largeurs spectrales (0,4).  
La forme temporelle des impulsions en sortie de la chaîne amplificatrice est pratiquement 
celle des impulsions à la moitié de l’étireur. Ainsi, la forme temporelle de la tension 
électrique à appliquer aux bornes du modulateur pourra être créée par une impulsion à demi 
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étirement (figure 7-4) par l’intermédiaire d’une photodiode et d’un amplificateur électrique. 
La correction de la phase non linéaire se fera alors simplement en ajustant l’amplitude de 
cette tension électrique en fonction de l’énergie désirée en sortie de la chaîne amplificatrice.  

VII.2.3 Correction effective  
Nous démontrons l’efficacité de la correction de l’intégrale temporelle de rupture pour 
augmenter les performances de la chaîne. Dans un premier temps, les paramètres initiaux de 
la chaîne sont définis (VII.2.3.1). Puis la correction statique de la phase spectrale est 
introduite (VII.2.3.2). Enfin, la correction de l’intégrale de rupture est effectuée (VII.2.3.3). 
Les résultats présentés sont obtenus par simulations numériques. Les simulations numériques 
prennent en compte les effets de rétrécissement spectral par le gain, de la dispersion dans la 
chaîne. Cette dispersion pourrait modifier la modulation apportée pour la correction de la 
modulation et ainsi ne pas corriger la phase apportée par l’effet Kerr. Les simulations 
numériques tiennent aussi compte du fait que la tension que nous appliquons aux bornes du 
modulateur de phase ne correspond pas exactement au profil temporel de l’intégrale de 
rupture en sortie de la chaîne amplificatrice. En effet le rapport entre la durée temporelle des 
impulsions entre la sortie et l’entrée de la chaîne est 0,4 et nous nous plaçons à 0,5 (mi-
étireur) pour la correction. Cette simulation permet de se replacer au mieux dans les 
conditions expérimentales.  

VII.2.3.1 Conditions initiales  
La figure 7-5 présente la modélisation de la chaîne pétawatt. L’impulsion initiale possède un 
spectre de 8 nm à mi-hauteur en éclairement centré à 1,053 µm ; ce qui correspond à une 
durée initiale de 200 fs. Cette impulsion est étirée jusqu’à 1 ns dans un étireur classique à 
réseaux de 1740 traits par millimètre. Le facteur d’étirement est de 5 103. L’étape suivante est 
la modulation temporelle de la phase (la correction des effets non linéaires).  
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Figure 7-5 : modélisation de la chaîne pétawatt  

 
Nous abordons ensuite l’amplification et la propagation des impulsions. Les modifications 
prises en compte, lors de la simulation numérique, se découpent selon les deux domaines : 
spectral pour l’amplification et la dispersion ; et temporel pour la phase non linéaire. Comme 
la phase non linéaire est principalement acquise pour une impulsion amplifiée, ce sont alors 
les modifications spectrales qui seront prises en compte en premier. L’amplification est 
supposée sans saturation et en présence de rétrécissement spectral par le gain. Puis, nous 
ajoutons la phase non linéaire. Enfin, l’impulsion est comprimée.  
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Notons que les points importants des simulations numériques sont :  

• la chaîne est constituée d’une succession de contributions spectrale et temporelle. 
Entre ces deux domaines nous avons procédé par transformation de Fourier,  

• l’impulsion est étiré jusqu’à la nanoseconde avec un pas de l’ordre de 50 fs,  
• nous avons intégré deux contributions de l’amplification :  

• le rétrécissement correspondant à ( )ωA , 
• la dispersion correspondant à ( )ωφD .  

VII.2.3.2 Correction de la phase statique  
Dans un premier temps, nous corrigeons la partie statique de la phase. C’est la phase spectrale 
acquise lors de la propagation dans les matériaux à bas flux (sans l’amplification et sans les 
effets non linéaires). La distance ainsi que l’angle d’incidence entre les réseaux du 
compresseur sont ajustés afin de corriger le terme du second ordre et du troisième ordre dans 
le développement de la phase spectrale. Ces réglages se feront sur chaîne avec un mode de 
fonctionnement à bas flux (pour lequel le pilote est le seul actif) et donc récurrent (1 Hz). 
L’utilisation de réseaux de densités de traits différents ou de géométries différentes peut 
également contribuer à la correction de cette phase statique [7-5].  

VII.2.3.3 Correction de l’intégrale de rupture  
Les résultats obtenus pour la correction de la phase non linéaire sur la forme temporelle de 
l’impulsion en sortie du compresseur sont maintenant présentés. Nous procédons en plusieurs 
étapes. Tout d’abord considérons le cas idéal d’une amplification sans effet non linéaire en 
tenant compte simplement du rétrécissement spectral par le gain. C’est cette forme temporelle 
que nous cherchons à obtenir dans le cas d’une prise en compte des effets non linéaires avec 
l’application de la correction. Dans le cas du rétrécissement spectral par le gain, la durée de 
l’impulsion en sortie du compresseur est augmentée dans le rapport inverse des pertes 
spectrales. Cette nouvelle forme temporelle sera celle prise pour référence (cas 1). Les 
résultats seront comparés à ceux obtenus pour ce cas. Notamment, les puissances maximales 
seront des rapports entre la puissance maximale du cas considéré par rapport à ce cas de 
référence.  
 
Nous prenons maintenant en compte les effets non linéaires (cas 2). Dans notre cas, le 
maximum de l’intégrale de rupture Bpic est de 1,8 rad. Cette limite est supérieure à la limite 
classiquement prise pour l’intégrale de rupture (B = 1,5 rad). Le rapport des maxima de 
puissance est 0,66 et le rapport du contraste à 1 ps est environ de 1000. De plus, la durée de 
l’impulsion est légèrement plus grande (facteur 1,1).  
 
Nous appliquons ensuite la correction sur le modulateur de phase : la forme temporelle 
appliquée est celle des impulsions à mi-étirement (cas 3). Nous retrouvons la durée idéale des 
impulsions. Le rapport des maxima de puissance est 0,93 et le rapport du contraste à 1 ps est 
environ de 100. Nous avons une amélioration de la compression de l’impulsion et de la 
puissance disponible après compression. La correction permet de se retrouver dans le cas où il 
n’y aurait pas d’effet non linéaire et la puissance est multipliée par 1,5.  
 
Lorsque la correction appliquée aux bornes du modulateur de phase a pour forme la forme 
temporelle celle des impulsions en sortie de l’étireur (cas 4), elle ne permet pas de retrouver 
la durée initiale des impulsions et le rapport entre les puissances maximales n’est que de 0,8. 
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L’ensemble de ces résultats est présenté dans le tableau 7-1 et les profils temporels étant 
tracés sur la figure 7-6.  
 

Avec effets non linéaires Puissance en 
sortie du 

compresseur 

Sans effets 
non linéaires 

(cas 1  
référence) 

Sans 
correction  

(cas 2) 

Correction 
sortie étireur 

(cas 4) 

Correction à 
demi-étireur 

(cas 3) 
Pmax 1 0,66 0,80 0,93 

Contraste à 1 ps 1,5 10-4 1,4 10-1 3,0 10-2- 3,0 10-2 
Durée (fs) 570 640 680 570 

Tableau 7-1 : présentation de l’ensemble des résultats de correction de la phase non linéaire de valeur 
maximum Bpic = 1,8 rad en tenant compte du rétrécissement spectral par le gain. La puissance est 

adimensionnée par rapport à celle obtenue en l’absence d’effet non linéaire.  
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Figure 7-6 : présentation des profils temporels relatifs. Pour le premier cas, les effets non linéaire ne sont 

pris en compte, dans le second cas, on ajoute les effets non linéaire. Le dernier cas, on applique la 
correction aux bornes du modulateur de phase (cas 3).  

 
La différence entre le cas de référence et le troisième cas (prise en compte des effets non 
linéaires et application de la correction à demi étireur) provient du fait que la forme 
temporelle appliquée aux bornes du modulateur ne suit pas celle de la phase non linéaire. Si la 
forme temporelle de la tension électrique appliquée aux bornes du modulateur de phase est 
celle de la phase non linéaire, la correction du contraste est améliorée. En fait la maîtrise du 
contraste repose sur la maîtrise du profil temporel sur l’ensemble de la tension électrique à 
appliquer aux bornes du modulateur de phase. Le contraste est un paramètre qui permet 
d’évaluer la quantité d’énergie dans les pieds de l’impulsion. Il est donc nécessaire, pour le 
contrôler, de maîtriser aussi le profil de la tension électrique au niveau des pieds de 
l’impulsion. Or c’est au niveau des pieds que l’information sur le profil est la plus 
difficilement mesurable. Il apparaît comme une conséquence que la maîtrise du contraste est 
la moins aisée par rapport à la durée ou les fronts de montés par exemple. Il en est de même 
pour la correction de la phase spectrale et la correction de la surface d’onde.  
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Cependant, nous avons obtenu une amélioration des performances de la chaîne en utilisant la 
correction de l’intégrale de rupture temporelle. Cette correction ne nécessite ni de mesure sur 
le tir précédent, ni la mise en place d’un algorithme. Elle est donc active sur le tir qui a lieu 
quelque soit le tir précédent. Cette correction est simple à mettre en œuvre. Nous avons ainsi 
corrigé une intégrale de rupture de valeur maximale 1,8 rad. Avec cette correction la durée de 
l’impulsion en fin de chaîne a été multipliée par 0,9 ; et la puissance par 1,5. La forme 
temporelle de l’impulsion a été améliorée, notamment les fronts de montées.  
 
Regardons le potentiel de cette technique de correction pour le laser PW en étude sur la LIL. 
La valeur maximale de l’intégrale de rupture de 1,3 rad (correspondant à une énergie de 1 kJ) 
n’apparaît plus comme une limite pour les performances de la chaîne. On peut donc envisager 
une limite supérieure pour l’intégrale de rupture. Cette valeur est fonction de la valeur 
maximale que la chaîne puisse supporter lors de l’amplification : c’est celle correspondant à 
l’autofocalisation à petite échelle.  
 
Dans ce cas, la valeur maximale de l’intégrale de rupture est limitée à 1,8 rad entre deux 
filtrages spatiaux [7-6]. Cela correspond à une valeur maximale cumulée de l’intégrale de 
rupture de 3 rad pour l’ensemble de l’amplification. Cette valeur correspond à une 
multiplication de l’énergie disponible en fin de chaîne par un facteur trois. Le rétrécissement 
spectral par le gain est alors constant. La correction de l’intégrale de rupture peut se faire dans 
les mêmes conditions.  
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Figure 7-7 : profils temporels. Pour le cas 1, les effets non linéaires sont de 3 rad et non corrigés. Pour la 
cas 2, les effets non linéaires sont de 3 rad et mais corrigés. Nous obtenons une puissance trois fois plus 

grande. Nous bénéficions de tout l’énergie disponible.  

 
La figure 7-7 présente les éclairements temporels simulés pour les deux cas suivants :  

• cas 1 : pas de correction active donc les effets non linéaires sont limitatifs,  
• cas 2 : la correction est activée permettant des effets non linéaires de 3 rad.  

Nous constatons que cette correction permet d’obtenir trois fois plus d’énergie en sortie (1,5 à 
3 rad) mais surtout permet un gain de trois en éclairement sans modification des réglages du 
compresseur. Nous bénéficions de toute l’énergie disponible.  
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En conclusion, la spécificité de ce laser pétawatt est la limitation de la durée (quelques 
nanosecondes) des impulsions en sortie de l’allongeur. Cette limite est due à la place 
disponible pour le compresseur. Les effets non linéaires limiteront d’autant plus les 
performances de cette chaîne. Leur correction permet d’augmenter les performances d’une 
chaîne laser, dès que la nouvelle technologie pour les réseaux sera mise en place. Les 
nouvelles performances de la chaîne sont une puissance multipliée par trois et une 
amélioration des fronts de montées de l’impulsion. De plus cette correction est simple à 
mettre en œuvre. Elle ne nécessite plus un ajustement des paramètres du compresseur 
(distance et angle) en fonction de l’énergie désirée en fin de chaîne. Nous obtenons ainsi une 
simplification de l’exploitation d’une telle chaîne de puissance.  
 



 
 

Conclusion et perspectives  

 
 
Les travaux menés au cours de cette thèse ont porté sur l’étude de la correction de la phase 
spectrale pour des impulsions de relativement faible largeur spectrale (quelques nanomètres) 
centrées autour de 1,053 µm. La spécificité des impulsions a nécessité un travail particulier 
d’adaptation des méthodes de mesure absolue et de modulation de phase spectrale. La 
maîtrise de la phase spectrale des impulsions permet en effet non seulement la correction des 
défauts de phase pour comprimer les impulsions à dérive de fréquence mais aussi la mise en 
forme temporelle de ces impulsions.  
 
Concernant la mesure de phase, nous avons adapté une technique de mesure existante : 
SPIDER (cf. chapitre III ). Une attention particulière a été portée au calcul des paramètres de 
cet instrument pour effectuer la mesure de la phase spectrale d’une impulsion issue d’une 
chaîne utilisant la technique de l’amplificatrice à dérive de fréquence dérive de fréquences à 
verres dopés au néodyme dans les meilleures conditions. Nous avons analysé les erreurs 
intrinsèques liées à chaque composant élémentaire de l’instrument. Nous avons ensuite 
calibré notre instrument de mesure. Le calibre utilisé apporte une phase spectrale de 5 mrad.  
 
L’analogie existant entre le domaine spatial et le domaine temporel et notamment entre la 
diffraction paraxiale et la dispersion quadratique permet de bénéficier de tout l’acquis du 
domaine spatial. En transposant des techniques bien connues en optique classique vers des 
applications au domaine temporel, nous retrouvons notamment les critères sur les tolérances 
acceptables sur les aberrations de la phase pour focaliser « au mieux » le faisceau 
(cf. chapitre IV). Ainsi, l’analyse de l’écart aberrant permet d’évaluer les tolérances 
acceptables sur les distorsions pour comprimer « au mieux » l’impulsion. Le critère de 
Maréchal, appliqué au domaine temporel, relie l’écart aberrant à la puissance crête de 
l’impulsion comprimée. De même, la qualité de la compression temporelle fournie par un 
compresseur présentant des distorsions de phase peut s’estimer simplement à partir d’une 
zone, dite zone de Rayleigh définie sur l’amplitude de la phase. Il est, en particulier très utile, 
pour estimer le contraste des impulsions qui seront comprimées. Ces critères permettent 
d’analyser la phase spectrale mesurée et d’évaluer simplement la qualité de la compression de 
l’impulsion en terme de contraste et de puissance crête disponible. Une étude de la phase 
spectrale de l’impulsion en utilisant les critères précédents permet de montrer la relative 
bonne qualité de l’impulsion (cf. chapitre VI). Il a donc fallu l’entacher d’aberration pour la 
démonstration expérimentale de la correction de la phase spectrale.  
 
Pour la modulation de phase, nous avons validé théoriquement et expérimentalement le 
concept de modulation d’une phase spectrale en utilisant un modulateur de phase temporelle 
intégré pour des impulsions fortement étirées. Nous avons notamment formalisé la 
correspondance de modulation de phase entre le domaine temporel et le domaine spectral 
pour des impulsions fortement étirées. Nous avons défini les limites d’une correspondance 
bijective entre ces deux modulations de phase. Dans le principe, la dynamique de correction 
est ainsi de 100 rad et limitée technologiquement à l’heure actuelle à 11 rad par modulateur. 
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Le modulateur de phase utilisé est le système de modulation de phase le mieux adapté aux 
impulsions fortement étirées possédant un spectre relativement étroit. Le nombre de points 
accessibles à la modulation est proportionnel à la durée des impulsions dans la chaîne de 
puissance avant compression. De plus ce type de modulateur ne couple pas les variables 
spatiales lors de la modulation de phase. L’utilisation de la même technologie permet 
d’obtenir une modulation d’amplitude. Par ailleurs, ce type de modulateurs sera utilisé sur la 
LIL et le LMJ pour d’autres applications.  
 
Le concept de la correction de la phase est basé sur l’utilisation d’une modulation et d’une 
mesure absolue de phase spectrale. La synchronisation électronique des impulsions lasers des 
grandes installations telles que la LIL ou le LMJ permettra aussi de synchroniser la 
modulation, la mesure et l’impulsion à corriger, assurant ainsi la maîtrise de la correction. 
L’étude réalisée sur cette correction a permis de montrer la capacité du modulateur de phase 
temporelle à corriger des défauts de phase spectrale. Ce défaut calibré de phase introduit est 
adapté aux possibilités de correction et caractéristique d’un défaut à corriger sur une chaîne 
de puissance. Lors de cette étude, la correction maximum était une phase spectrale 
d’amplitude 2 rad et de forme cubique (caractéristique d’un défaut d’alignement de 
l’incidence du faisceau sur le compresseur). La synchronisation entre la tension électrique et 
l’impulsion optique à moduler peut s’effectuer au moins à 50 ps. Les résultats de correction 
obtenus sont encourageants car ils sont en adéquation avec les résultats théoriques mais ils ne 
sont pas optimisés (cf. chapitre VI). La prochaine étape expérimentale de la correction de la 
phase spectrale est sa stabilisation pour une démonstration plus spectaculaire.  
 
 
Enfin, une extension du modulateur de phase temporelle à la correction de la phase temporelle 
a été proposée : la correction des effets non linéaires directement dans le domaine temporel 
(cf. chapitre VII). En effet, les déphasages apportés par les effets non linéaires dépendent 
directement de l’énergie désirée en fin de chaîne. Ces déphasages deviennent critiques pour 
des installations kilojoules/pétawatts. La solution généralement utilisée sur les installations 
CPA est l’augmentation de la durée étirée. Or la spécificité du laser pétawatt en étude sur la 
LIL est la limitation de la durée des impulsions à quelques nanosecondes dans la chaîne. Pour 
des raisons de place disponible pour le caisson de compression et des problèmes 
technologiques liés à la fabrication des réseaux, nous sommes limités pour la durée que nous 
pouvons comprimer (cf. chapitre II). Les effets non linéaires limiteront donc d’autant plus les 
performances de cette chaîne. Les seules solutions qui peuvent nous permettre d’obtenir des 
puissances plus importantes sont la correction des effets non linéaires avant la compression, 
pour éviter le transfert des modulations de phase en modulation d’amplitude. Une solution est 
un réglage des paramètres (angle d’incidence et distance entre les réseaux) du compresseur en 
fonction de l’énergie désirée en fin de chaîne. Cette solution est difficile à mettre en œuvre 
expérimentalement compte tenu de la dimension des réseaux (1 m).  
 
Cette technique originale de correction permet l’augmentation des performances d’une chaîne 
de puissance utilisant la technique de l’amplification à dérive de fréquence. Les résultats des 
simulations numériques de la correction de la phase temporelle ont été présentés. Les 
simulations prennent en compte les effets de rétrécissement spectral par le gain et la 
dispersion dans la chaîne. Cette simulation a permis de se replacer au mieux dans les 
conditions expérimentales. Les nouvelles performances attendues de la chaîne sont une 
puissance multipliée par trois et une amélioration des fronts de montées de l’impulsion. De 
plus cette correction est simple à mettre en œuvre. Elle ne nécessite plus un ajustement des 
paramètres du compresseur en fonction de l’énergie désirée en fin de chaîne. Elle ne requiert 
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ni de mesure sur le tir précédent, ni de contre réaction, ni la mise en place d’un algorithme. 
Nous obtenons ainsi une simplification de l’exploitation d’une telle chaîne de puissance.  
 
 
En résumé, les études initiales ont porté sur un système de correction de la phase spectrale de 
l’impulsion, d’où la nécessité de mettre en place une mesure absolue et une modulation de la 
phase spectrale de l’impulsion. La mise en place de l’analogie entre les domaines temporel et 
spatial a permis de bénéficier de tout l’acquis du domaine spatial pour analyser la phase 
spectrale de l’impulsion. De plus, nous avons démontré le concept de modulation de phase 
spectrale en utilisant un modulateur de phase temporelle pour des impulsions fortement 
étirées. Enfin, l’utilisation de cette modulation couplée à la mesure a permis de corriger la 
phase spectrale d’une impulsion. Cependant, le point dur du laser pétawatt de la LIL ne sont 
pas les phases spectrales mais les effets non linéaires qui limitent les performances de la 
chaîne et la montée en puissance (la durée étirée est limitée). Ces effets non linéaires peuvent 
être corrigés directement dans le domaine temporel par une utilisation particulière du 
modulateur de phase, pour des installations utilisant l’amplification à dérive de fréquence. La 
première étape a été la vérification numérique et la prochaine étape sera la démonstration 
expérimentale de cette technique originale de correction.  
 
 
Bien que toutes ces études soient orientées vers l’amélioration des performances d’une 
installation kilojoule pétawatt et plus généralement de l’ensemble des chaînes femtosecondes 
amplifiées, elles ont des répercutions dans d’autres domaines scientifiques. L’aspect arbitraire 
de la modulation de phase obtenue autorise non seulement des corrections mais aussi des 
mises en formes temporelles quelconques. Plus particulièrement, le concept développé dans 
cette thèse peut ainsi être appliqué dans le domaine très porteur des télécommunications. La 
modulation de phase d’une impulsion ultra brève que nous avons proposée permet en effet un 
traitement électro optique du signal avec des technologies déjà commercialisées.  
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A1. Notations  

A1.1 Champ électrique  
Le champ électrique de l’onde doit comporter l’ensemble des variables x, y, z, t. La 
propagation du champ se fait selon l’axe z. De plus nous aurons besoin de deux 
transformations de Fourier : une pour le temps (qui donne les fréquences temporelles que 
nous transformons en pulsation ω) et une pour les variables transverses du champ (x, y qui 
donnent les fréquences spatiales).  
 
Le champ électrique en notation complexe s’écrit alors :  

( ) ( ) ( )( )kztiexpt,z,y,xt,z,y,x 0 −ω= AE   
 
avec : ( )t,z,y,xA  l’enveloppe du champ électrique,  

( )( )kztiexp 0 −ω  la porteuse du champ électrique,  

0ω  la pulsation centrale de l’onde porteuse,  
k  le module du vecteur d’onde moyen pour la direction de propagation z.  
 
Nous distinguons deux types d’onde : (dans ces deux cas la porteuse est identique)  

•  onde plane et polychromatique :  
Dans ce cas, l’enveloppe du champ électrique est constante pour les variables transverses 
(x,y). L’expression du champ électrique devient :  

( ) ( )t,zt,z,y,x E=E   
et son enveloppe :  

( ) ( )t,zt,z,y,x A=A .  
 
La transformation de Fourier selon le temps se notera :  

( ) ( )[ ]t,zTF,z~ EE =ω  pour le champ  
( ) ( )[ ]t,zTF,z~ AA =ω  pour l’enveloppe.  

 
• onde non plane et monochromatique :  

Dans ce cas, l’enveloppe du champ électrique ne comporte pas de variations au cours du 
temps et la pulsation centrale devient la pulsation du champ. La seule variation temporelle est 
celle de la porteuse. L’expression du champ électrique devient :  

( ) ( )t,z,y,xt,z,y,x =E   
et son enveloppe :  

( ) ( )z,y,xt,z,y,x =A .  
 
La transformation de Fourier selon les variables transverses se notera :  

( )[ ]t,z,y,xTF)z,k,k(~
yx =  pour le champ,  

( )[ ]t,z,y,xTF)z,k,k(~
yx =  pour l’enveloppe.  
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A1.2 Variations temporelles et spectrales  
Nous considérons une onde plane (x,y n’interviennent pas). Elle ne se propage pas à travers 
un milieu dispersif (pas de variable z). Les milieux dispersifs sont considérés comme des 
objets de phase spectrale. On connaît la phase qu’ils apportent.  

A1.2.1 Transformations de Fourier  
Transformation de Fourier  

( )[ ] ( ) ( ) ( ) dttiexptEE~tETF ∫
+∞

∞−

ω−≡ω= ,  

Transformation de Fourier inverse  

( )[ ] ( ) ( ) ( ) ωωω
π

≡=ω ∫
+∞

∞−

− dtiexpE~
2
1tEE~TF 1   

A1.2.2 Pulsations  
0ω  centrale  

0ω−ω=Ω  centrée  

A1.2.3 Champ électrique  

A1.2.3.1 Domaine temporel  
( ) ( ) ( )tiexptAtE 0ω=   

( ))t(iexp)t()t(A Ψ=a   
( ) )tiexp()t(iexp)t()t(E 0ωΨ=a ,  

avec )t(E  le champ dans le domaine temporel  
)t(A  l’enveloppe temporelle du champ  
)t(a  l’amplitude temporelle  

)t(t0 Ψ+ω  la phase temporelle, par abus de langage on notera )t(Ψ  la phase temporelle  

A1.2.3.2 Domaine spectral  

( ) ( ) ( ) dttiexptEE~ ∫
+∞

∞−

ω−=ω   

[ ] [ ])(A~TF)(iexp)(TF)t(E 11 Ω=ΩΦΩ= −− A   
( ) ( )Ω=ω A~E~   

( ) ( ) ( ) ( )[ ]ω=ωωω
π

= −
+∞

∞−
∫ A~TFdtiexpA~

2
1tA 1   

( ) ( )( )ΩΦΩ=Ω iexp)(A~ A   
avec ( )ωE~  le spectre de l’impulsion , 

)(A~ Ω  l’enveloppe dans le domaine spectral,  
)(ΩA  l’amplitude spectrale,  
)(ΩΦ  phase spectrale.  
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A1.2.4 Gaussienne  
Dans un premier temps, nous supposons que les enveloppes des champs peuvent s’exprimer 
par une gaussienne. Pour connaître la relation entre les largeurs spectrales et temporelles, 
nous supposons la phase spectrale nulle. C’est à partir de l’expression de l’enveloppe dans le 
domaine spectral qu’est calculée l’enveloppe temporelle du champ. Deux définitions pour les 
largeurs seront prises en compte :  
 

• pour les calculs :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

0 expA~A~   

et  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

δ
−=

2

t
texp)t( 0aa   

avec ∆ω la demi largeur spectrale à 1/e2 en intensité pour laquelle ( )
( )

13,0
1exp

1I 2 ==ω∆ ,  

δt la demi largeur temporelle à 1/e2 en intensité (durée)  

δt =
2

∆ω
 ;  

 
• pour la partie expérimentale :  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω∆
ω

−=
2

2/1
0 2ln2expA~)(ωA~   

et  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
δ

−=
2

2/1t
t2ln2exp)t( 0aa   

avec ∆ω1 2/  la largeur à mi-hauteur en intensité pour laquelle 
2
1

2
I 2/1 =⎟

⎠
⎞

⎜
⎝
⎛ ω∆

,  

δt1 2/  la largeur à mi-hauteur en intensité (durée)  

2/1
2/1

2ln4t
ω∆

=δ .  

 
Soit entre ces deux définitions de largeurs spectrales et temporelles dans le cas de champ 
gaussiens, nous avons la relation suivante :  

ω∆=ω∆ 2ln22/1  pour les largeurs spectrales  
et  

t2ln2t 2/1 δ=δ  pour les largeurs temporelles.  
 
Remarque : Kt GG =ω∆δ   

Gω∆ la largeur spectrale sans préciser la forme de l’impulsion  

Gtδ  la largeur temporelle sans préciser la forme de l’impulsion.  
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A1.2.5 Phases  
( )ω∆  l’écart aberrant (valable dans le domaine des fréquences spatiales et dans le domaine 

spectral)  

A1.2.5.1 Spectrales  
( ) ( ) ( )ωφωϕωΦ ,,  les phases spectrales  
( )ωϕ  la phase spectrale de l’impulsion (celle que nous mesurons)  

( )0
43

00
2

000000 O)()(
6
1)()(

2
1)()()()( ω−ω+ω−ωωϕ ′′′+ω−ωωϕ ′′+ω−ωωϕ′+ωϕ=ωϕ  la 

décomposition de la phase spectrale en série de Taylor au voisinage de la pulsation centrale 
0ω   
( ) ( ) ( ) i

0
ii

rad !i
1

ω∆ωϕ=ϕ  la phase exprimée en radians (de façon générale valable pour toutes les 

phases spectrales  
( ) ( ) i0
i ϕ=ωϕ  les dérivées successives de la phase spectrale  
( )ωΦ  la phase spectrale du signal en sortie du spectromètre pour les mesures de phase 

(absolue ou différence)  
( )ωΦ E  la phase spectrale introduite par l’étireur  

( )ωφ  la phase spectrale d’un objet de phase  

( ) ( )ω∆
λ

π
=ωφ

0

2  la phase spectrale lié à l’écart aberrant (même notation que objet de phase)  

 
( )Ω∆Φ la modulation de phase spectrale  

A1.2.5.2 Temporelles  
( ) ( )t,t ψΨ  les phases temporelles  
( )tEΨ  la phase temporelle de l’étireur  

 
( )t∆Ψ  la modulation de phase temporelle  

A1.2.6 Divers  

0
0

2T
ω

π
=  la période temporelle  

0λ  la période spatiale  

A1.2.6.1.1 Facteur d’étirement  

t
tF

δ
∆

=  le rapport des durées (étirée/comprimée)  

t∆  la durée étirée  

( )
2

2
0E2

11F ⎟
⎠
⎞

⎜
⎝
⎛ ω∆ω″Φ+=  pour gaussienne calcul  
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( )
22

2/1
0E 2ln22

11F ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ ω∆
ω″Φ+=  pour mi-hauteur en intensité  

( ) 2
0E2

1F ω∆ω″Φ=  pour des impulsions fortement étirées  

( )
2ln22

1F
2

2/1
0E

ω∆
ω″Φ=  pour mi-hauteur en intensité fortement étirées  

A1.2.6.1.2 Fluence, Eclairement  
F  la fluence de l’impulsion  

SatF  la fluence de saturation  

I  l’éclairement : 
t
FI

∂
∂

=  et 2EI =   

SeuilI  l’éclairement seuil (dommage des optiques)  

A1.2.6.1.3 Indices et vitesses  
nϕ l’indice de phase ou l’indice de réfraction  

( )0v ωϕ  la vitesse de phase  
ng l’indice de groupe  

( )0gv ω la vitesse de groupe  

2n  l’indice non linéaire  

A1.2.6.1.4 Effet Kerr  
( )z,y,xNLφ  la phase non linéaire dans le domaine spatial  

( ) ( )∫λ
π

=φ
L

0
2

0
B dzt,z,y,xIn2t,y,x  l’intégrale de rupture (les deux domaines)  

A1.2.6.1.5 Spectromètre  

2/1dλ  ou λd  la résolution du spectromètre  

( )ω1S~  et ( )tS1  le premier système de franges (théorique)  
( )ω2S~  et ( )tS2  la mesure obtenue  

( )ωR~  et ( )tR  la résolution du spectromètre  

Rτ  la nouvelle position du satellite (en présence de la résolution λd  du spectromètre)  

A1.2.6.1.6 Mesure de phase spectrale  
τ  l’écart temporel entre deux impulsions  
δω  l’écart spectral entre les deux spectres convertis  

2
2 0

δω
+ω=ω+  et 

2
2 0

δω
−ω=ω−  les deux fréquences centrales des deux répliques doublées 

en fréquences  

A1.2.6.1.7 Filtre  

0xxX −=  l’axe des abscisses centré sur 0x   
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Dx  la raideur du filtre  
dx  la demi largeur du filtre  

A1.2.6.1.8 Numérisation du signal  

λ∆N  le nombre de points accessibles dans la largeur spectrale de l’impulsion ou le nombre de 
points définissant la largeur spectrale  

mω∆  le support dans l’espace des pulsations  

m
m 2

Nt
ω∆

π
=∆  le support temporel correspondant  

N  le nombre de points  
m  le nombre de franges  
n  le nombre de points par franges  

A1.2.6.1.9 Etireur  
i l’angle d’incidence sur le réseau  

Littrowi  l’angle de Littrow  
( )λα  l’angle de diffraction dépendant de la longueur d’onde  

α0 angle de diffraction pour la longueur d’onde moyenne  
αinf l’angle de diffraction pour un rayon de longueur d’onde infλ , donnée par la relation 

20inf
λ∆

−λ=λ   

p l’ordre de diffraction  
N la densité de traits du réseau par unité de longueur  

étiL  la distance, nécessaire pour étirer l’impulsion (ou L dans le chapitre IV)  

1R  le diamètre du premier réseau  

2R  le diamètre du second réseau  
R∆  l’élargissement du diamètre du second réseau : RRR 12 ∆+=   

retardT  le retard temporel  
ε  linéarité du retard temporel  

minL  distance minimale (encombrement géométrique de l’étireur)  

faD  le diamètre du faisceau apparent sur le premier réseau  
D le diamètre du faisceau en section droite  
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A2.  Signal mesuré par le spectromètre en sortie de 

la mesure absolue de la phase spectrale 

Le signal mesuré par le spectromètre est obtenu par addition de fréquences sur des impulsions 
venant de deux bras différents. Le premier bras de l’interféromètre crée deux impulsions 
séparées de τ . Le second bras se compose d’un allongeur, qui étire l’impulsion à une 
durée ∆t . L’addition de fréquences se fait alors sur des parties de spectres différents. En sortie 
du cristal, les deux impulsions sont séparées de δω en centrage de spectre.  
 
Dans un premier temps, nous allons écrire les champs électriques mis en jeu. Puis, nous 
présenterons le calcul ; en faisant les principales étapes de ce calcul.  

A2.1 Champs électriques mis en jeu  
Afin de simplifier les calculs, nous supposons que les amplitudes des champs sont de forme 
gaussiennes. Pour les deux impulsions courtes, les spectres des impulsions courtes s’écrivent :  

( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ τ

ω−ω−ω−ωϕ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω
2

iexpexpA~E~ 00

2
0

11 ,  

et 

( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ τ

ω−ω+ω−ωϕ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω
2

iexpexpA~E~ 00

2
0

22  ;  

 
tandis que pour l’impulsion longue, nous avons :  

( ) ( ) ( )[ ]0E0

2
0

00 iexpexpA~E~ ω−ωΦ+ω−ωϕ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω ,  

 
avec  
τ  l’écart temporel entre les deux impulsions courtes,  

( )0ω−ωϕ  la phase spectrale à mesurer,  
( )0E ω−ωΦ  la phase apportée par l’étireur,  

ω∆  la demi largeur spectrale à 1/e2 en éclaiRement,  
 
Pou pouvoir mener analytiquement l’ensemble des calculs, nous supposerons que les phases 
spectrales sont quadratiques Ainsi, les phases spectrales s’écrivent :  

( ) ( )
2

2
radEE ⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω

Φ=ωΦ  la phase spectrale apportée par l’étireur,  

et  

( ) ( )
2

2
rad ⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω

ϕ=ωϕ  la phase spectrale de l’impulsion.  
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nous avons  
( ) ( )2

rad
2

radE ϕ>>Φ .  
 
Les champs électriques correspondants sont donnés par :  

( ) ( ) ( )tiexp
t
2

t
iexp

t
2

t
expAtE 0

2

2
rad

2

11 ω

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
−

ϕ

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
−

−= ,  

et  

( ) ( ) ( )tiexp
t
2

t
iexp

t
2

t
expAtE 0

2

2
rad

2

22 ω

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
+

ϕ

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
+

−= ,  

 
et l’impulsion longue :  

( ) ( ) ( )tiexp
t

tiexp
t

texpAtE 0

2
2

radE

2

00 ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∆
Φ

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∆
−= ,  

 
avec  

( ) 22
rad1tt ϕ+δ=′δ ,  
( ) ( )( )22

radE
2

rad1tt Φ+ϕ+δ=∆ ,  
et  

( )2
rad

j
j

i12

A~
A

ϕ−π

ω∆
=  pour 2,1j = ,  

( ) ( )( )2
radE

2
rad

0
0

i12

A~
A

Φ+ϕ−π

ω∆
= .  

 

A2.2 Calcul  
L’addition de fréquences, en non déplétion des ondes, se traduit par le produit temporel des 
champs. Ainsi, en sortie du cristal doubleur les deux champs s’écrivent :  

( ) ( ) ( )tEtEtE 0110 = ,  
et  

( ) ( ) ( )tEtEtE 0220 = .  
 
En sortie du spectromètre, le signal est donné par :  

( ) ( ) ( )[ ] 2
2010 tEtETFS +=ω .  

 
Nous allons maintenant détailler les principales étapes du calcul.  
 



 166 

A2.2.1 En sortie du cristal doubleur  

A2.2.1.1 ( )tE10   
Nous avons :  

( ) ( ) ( )

( ) ( )

( )( ) ( )ti2exptiexp)t(

t2
t

tiexp
t
2

t
iexp

t
texp

t
2

t
expA

tEtEtE

010

0

2
2

radE

2

2
rad

2

2

10

0110

ωΨ=

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
ω+⎟

⎠
⎞

⎜
⎝
⎛

∆
Φ

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
−

ϕ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∆
−

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
−

−=

=

a

.  

 
Nous calculons dans un premier temps l’amplitude :  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

∆
−

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜

⎝

⎛

′δ

τ
−

−=
2

2

1010 t
texp

t
2

t
expA)t(a .  

 
Pour cela nous formons un carré :  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

′δ
∆

−
′δ

τ

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

∆

⎟
⎠
⎞

⎜
⎝
⎛

′δ
∆τ

−
−=

2

2

2

22

1010 t
1

t4
expt2

t
expA)t(a  

avec  

222 t
1

t
11

∆
+

′δ
=

∆
.  

 
Tenant compte que la valeur relative des phases spectrales, nous avons :  

tt ′δ>>∆ ,  
 
ce qui conduit à :  

22 t
11
′δ

≈
∆

.  

 
L’amplitude précédente s’écrit alors :  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

′δ

τ
−

−=

2

1010 t
2

t
expA)t(a .  

 
La phase temporelle du champ s’écrit :  

( ) 2
2

10 tB
2

tbt +⎟
⎠
⎞

⎜
⎝
⎛ τ

−=Ψ ,  
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en posant :  
( )

2

2
rad

t
b

′δ
ϕ

= ,  

et 
( )

2

2
radE

t
B

∆

Φ
= .  

 
Il nous faut former le même carré que pour l’amplitude.  

( ) ( ) cst
2

tB
2

tBbt
2

10 +⎟
⎠
⎞

⎜
⎝
⎛ τ

−τ+⎟
⎠
⎞

⎜
⎝
⎛ τ

−+=Ψ .  

 

A2.2.1.2 ( )tE20   
De la même façon, nous avons l'amplitude :  

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

′δ

τ
+

−=

2

2020 t
2

t
expA)t(a ,  

 
et la phase temporelle :  

( ) ( ) cst
2

tB
2

tBbt
2

20 +⎟
⎠
⎞

⎜
⎝
⎛ τ

−τ+⎟
⎠
⎞

⎜
⎝
⎛ τ

−+=Ψ .  

 

A2.2.2 En sortie du spectromètre  
En sortie du spectromètre, le signal est donné par :  

( ) ( ) ( )[ ] 2
2010 tEtETFS +=ω .  

A2.2.2.1 Passage au domaine spectral  

A2.2.2.1.1 ( )ω10E~   

( ) ( )[ ]tETFE~ 1010 =ω .  
 
Soit :  

( ) ( )

( )

( )
⎟
⎠
⎞

⎜
⎝
⎛ τω−τ−ω

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛ ++

′δ

ω−τ−ω
−′=ω

2
2B

iexp
Bbi

t
14

2B
expAE~ 0

2

2
0

1010 .  

 
Or :  

( )

τ
∆

Φ
=τ 2

2
radE

t
B .  
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Dans le cas d’impulsions fortement étirées ; nous avons :  
( )2

radEtt Φδ=∆  ;  
soit  

2tt
1

t
B ω∆

∆
τ

=
δ∆

τ
=τ  ;  

 

donc 
2

B δω
=τ .  

 
Concernant le dénominateur de l’exponentielle, on sépare la partie réelle de la partie 
imaginaire. La partie réelle s’écrit :  

( )( )42
210 tBb1

t
4R ′δ++
′δ

= ,  

 
nous introduisons b et B, nous avons :  

( ) ( )

⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

∆
′δ

Φ+ϕ+
′δ

=
22

2
radE

2
rad210 t

t1
t
4R , 

 

or en remplaçant ( )2
radEtt Φδ=∆  et ( ) 22

rad1tt ϕ+δ=′δ , nous obtenons :  

( )
( )

( ) ⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

Φ
ϕ+

+ϕ+
′δ

=

2

2
radE

22
rad2

rad210
1

1
t
4R .  

 
Nous regroupons :  

( )
( )

( ) ( ) ⎟⎟
⎟

⎠

⎞

⎜⎜
⎜

⎝

⎛

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

Φ
+⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛

Φ
ϕ

+ϕ+
′δ

=

2

2
radE

2
radE

2
rad2

rad410
111

t
4R ,  

 
comme ( ) ( )2

rad
2

radE ϕ>>Φ ,  

( )( ) 2

22
rad210 t

41
t
4R

δ
=ϕ+

′δ
= ,  

 
soit : 2

10R ω∆= . Nous retrouvons la largeur spectrale des impulsions (la seule hypothèse est 
de considérer que la phase spectrale de l’impulsion à mesurer est beaucoup plus petite que la 
phase spectrale�introduite pour l‘étirer).  
 
La partie imaginaire du dénominateur s’écrit :  

( ) tBb1
I
1

2
10

′δ+
ω∆

= ,  

compte tenu du calcul précédent, nous obtenons :  
( ) ( )0
2

rad2
10 2

11
I
1

ωϕ ′′=ϕ
ω∆

= .  
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Soit :  

( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ τω−ω

⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

ϕ−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−′=ω +++

2
iexpiexpexpAE~

2
2

rad

2

1010 ,  

 

où nous avons posé 
2

2 0
δω

+ω=ω+ .  

 
Le spectre s’écrit aussi :  

( ) ( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ τω−ω

ω−ωϕ−ω−ω=ω +
++ 2

iexpiexpE~10 A  

 

A2.2.2.1.2 ( )ω20E~   

De la même façon, nous avons :  

( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ τω−ω
−⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

ϕ−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−′=ω −−−

2
iexpiexpexpAE~

2
2

rad

2

2020 ,  

avec 
2

2 0
δω

−ω=ω−  

 

et ( ) ( ) ( ) ( )
⎟
⎠
⎞

⎜
⎝
⎛ τω−ω

ω−ωϕ−ω−ω=ω −
−− 2

iexpiexpE~ 20 A .  

A2.2.2.2 Spectromètre  
En sortie du spectromètre, le signal est donné par :  

( ) ( ) ( ) 2

2010 E~E~S ω+ω=ω  

 
Soit :  

( ) ( ) ( ) ( ) ))(cos(2)(S 22 ωΦω−ωω−ω+ω−ω+ω−ω=ω −+−+ AAAA ,  
 
avec  

( )τω−ω+ω−ωϕ−ω−ωϕ=ωΦ −+ 02)() ()( .  
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A3. Approximation d’une différence en dérivée de 

phase spectrale  

Le dispositif expérimental de mesure de la phase nous donne accès à la différence phase :  
( ) ( ) ( )−+ ω−ωϕ−ω−ωϕ=ωϕ∆  ,  

avec 
2

2 0
δω

+ω=ω+   

2
2 0

δω
−ω=ω− ,  

et )(ωϕ  la phase spectrale de l’impulsion à mesurer.  
 
Bien que la phase spectrale que nous mesurons soit centrée à 02ω , c’est aussi la phase 
spectrale centrée à 0ω  que nous mesurons puisqu’elle a été simplement décalée en fréquence 
lors de sa mesure. Nous mesurons alors la phase )(ωϕ  centrée à 0ω . La différence de phase 
obtenue s’écrit aussi : 

( ) ⎟
⎠
⎞

⎜
⎝
⎛ δω

−Ωϕ−⎟
⎠
⎞

⎜
⎝
⎛ δω

+Ωϕ=Ωϕ∆
22

.  

avec 0ω−ω=Ω  les fréquences centrées sur la fréquence centrale 0ω ,  
 

Cette différence de phase peut se transformer en dérivée de phase spectrale ( )
δω

Ω∂
Ωϕ∂  lorsque 

la largeur spectrale ω∆  de l’impulsion est grande devant le décalage spectral δω . Une 
comparaison entre la différence et la dérivée de la phase spectrale nous permet de quantifier la 
valeur du rapport entre le décalage et la largeur spectrale de l’impulsion nécessaire pour 
valider l’approximation.  
 
Le développement de Taylor nous permet d’écrire [A3-1] :  

( ) ( )( )
1n

j

n

j
00 Rxxf

!j
1xxf ++=+ ∑  

 

avec ( )
( ) ( )( )( ) xyxpouryfsup

!1n
xxR 0

1n
1n

0
1n <<

+
−

< +
+

+  le reste.  

 
Soit en supposant que le terme du troisième ordre de la phase spectrale majore tous les autres 
termes d’ordres plus élevés, le reste s’écrit aussi, 

( )( ) ω∆<ω−ωωϕ ′′′≤ 03 poursup
!3

1R .  

 
En introduisant la phase exprimée en radians :  

( ) 3
0rad !3

1
ω∆ωϕ ′′′=ϕ ′′′ ,  
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nous obtenons :  
3

rad
1n 4

R ⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δωϕ ′′′

≤+ .  

 
Ainsi un rapport de dix entre le décalage spectral et la largeur spectrale des impulsions 
conduit à un écart type de 10-3. L’approximation est alors vérifiée.  
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A4. Influence de la résolution du spectromètre sur 

l’analyse du système de franges obtenus  

Nous étudions l’influence de la résolution de spectromètre sur l’analyse du système de 
franges obtenu. Le spectromètre utilisé possède une résolution définie par λd  dans l’espace 
des longueurs d’onde ou ωd  dans l’espace des pulsations.  
 
L’influence de la résolution du spectromètre ne sera étudiée que sur la partie contribuant à 
former les franges. Nous nous limiterons alors à l’étude d’un satellite. La mesure obtenue 

( )ω2S~  est la convolution du système de franges ( )ω1S~  par la résolution du spectromètre 
( )ωR~  :  
( ) ( ) ( )ω⊗ω=ω R~S~S~ 12 ,  

ou  
dans le domaine temporel :  

( ) ( ) ( )tRtStS 12 = ,  
avec  

( ) ( ) ( ) ( ) ( )[ ]ωΦω−ωω−ω=≡ −+
− iexpTFtPtS 1

Sat1 AA ,  

( ) ( ) ( ) ( )ωΦω−ωω−ω=ω −+ iexpS~1 AA .  
 
Cette multiplication introduit un déplacement des satellites et une modification de leur 
amplitude et forme que nous allons quantifier dans cette étude. Pour simplifier, les amplitudes 
(résolution du spectromètre et impulsion) seront supposées de forme gaussienne. La 
résolution du spectromètre est donnée par :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω
ω

−=ω
2

0 d
2expR~R~ ,  

et  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−=

2

0 dt
t

2
1expRtR ,  

avec  

π

ω
=

22
dR~

R 0
0 ,  

2ddt =ω .  
 
L’amplitude spectrale de l’impulsion est donnée par : 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

0 exp
~

)(
~

AA .  

 

Or : ( ) ( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω−ωω−ω −+

22
02 2exp2exp

~
0AAA ,  
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alors :  

( ) ( )ωΦ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω iexp2exp2exp
~

S~
22

02
1 0A .  

 
Dans un premier temps, la phase spectrale de l’impulsion (à mesurer) est supposée nulle. 
Dans ces conditions, la phase spectrale du signal est donnée par : ( ) ωτ=ωΦ  et :  

( ) ( )τω−ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω 0

22
02

1 2iexp2exp
2

2exp
~

S~ 0A ,  

et  
 

( ) ( )τ+ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

δ
τ−

−= ti2exp
t

t
2
1exptS 0

2

1 A ,  

 
avec  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−=
2

2 2exp0AA ,  

π

ω∆
=

22

~ 2
2 0

0
AA ,  

2t =ω∆δ .  
 
L’influence de la résolution du spectromètre se traduit par :  

( ) ( ) ( )

( )τ+ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

δ
τ−

−=

=

ti2exp
dt
t

2
1exp

t
t

2
1expR

tRtStS

0

22

0

12

A
.  

 
Ce qui s’écrit aussi :  

( ) ( )τ+ω
⎥
⎥

⎦

⎤

⎢
⎢

⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

δ
∆

τ−
∆

−
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

δ
∆

−⎟
⎠
⎞

⎜
⎝
⎛

δ
∆

τ= ti2exp
t

t
2

1exp
t

1
t

expRtS 0

22

2

22
2

02 A  

 
où nous avons posé :  

222 dt
1

t
11

+
δ

=
∆

.  

 
Le signal en sortie du spectromètre est donné par :  

( ) ( ) ( )( )R0.

2

2

2
R

2 tiexpd1
t

texpStS τ−ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

λ∆
λ

+
δ

τ−
−=   

avec  

2R
d1

1

⎟
⎠
⎞

⎜
⎝
⎛

λ∆
λ

+

τ=τ ,  
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et  

( )

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛

λ
λ∆

+

ω∆τ
−= 2

2

d
1

1
8

expS .  

 
Dans un deuxième temps, la phase spectrale de l’impulsion (à mesurer) est supposée d’ordre 
trois et donnée par l’expression suivante :  

( ) ( )
3

03
rad0 ⎟

⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

ϕ=ω−ωϕ .  

 
Sous ces conditions, la phase spectrale du signal est donnée par : 

( ) ( ) ( )

ω∆
δω

⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

ϕ+τω−ω=ω−ωΦ
2

03
rad00 3 .  

 
Nous avons :  

( ) ( )0

22
02

1 2iexp2exp
2

2exp
~

S~ ω−ωΦ
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω−ω

−=ω 0A ,  

 
et dans le domaine temporel, l’expression du satellite par :  

( ) ( ) ( )( )τ−ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

ϕ−⎟
⎠
⎞

⎜
⎝
⎛

′δ
τ−

−= t2iexpi31
t

texptS 0
3

rad

2

1 A ,  

avec 

( )
2

3
rad31tt ⎟

⎠
⎞

⎜
⎝
⎛

ω∆
δω

ϕ+δ=′δ la nouvelle largeur temporelle du satellite (avec une résolution 

infinie),  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

−=
2

2 2exp0AA ,  

( )

ω∆
δω

ϕ−π

ω∆
=

3
rad

2
2

i3122

~
0

0
AA .  

 
L’influence de la résolution du spectromètre se traduit par :  

( ) ( ) ( )tRtStS 12 = .  
 
 
Soit :  

( ) ( ) ( )τ+ω
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

′δ
τ−

ω∆
δω

ϕ−
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

′δ
τ−

−= ti2xp
t

tei
2
3exp

dt
t

2
1exp

t
t

2
1expRtS 0

2
3

rad

22

02 A  
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Ainsi la nouvelle position du satellite Rτ  ainsi que sa nouvelle amplitude S sont données par 
les relations suivantes :  

( )
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

ϕ+⎟
⎠
⎞

⎜
⎝
⎛

λ∆
λ

+

τ=τ
2

3
rad

2R

31d1

1 ,  

et 

( )

( )

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
δω

ϕ+⎟
⎠
⎞

⎜
⎝
⎛

λ
λ∆

+

ω∆τ
−= −12

3
rad

2

2

31
d

1

1
8

expS .  
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A5. Analogie entre la diffraction de Fresnel et la 

dispersion quadratique  

L'analogie entre la diffraction de Fresnel d'un faisceau et la dispersion quadratique spectrale 
d'une impulsion se propageant sur une distance z peut se montrer à partir de la 
correspondance de la variable transverse d'espace x avec la variable temporelle t. Ces deux 
phénomènes physiques de part leurs équations sont équivalents. Nous formons les équations 
linéaires d’évolution d’un champ électromagnétique. Nous dérivons cette équation pour une 
onde monochromatique ; puis dans le cas d’une onde plane. Enfin, nous comparons ces deux 
équations d’évolution des enveloppes.  
 
Nous rappelons les équations de Maxwell linéaires pour les dériver dans les deux cas 
suivants : une onde plane et polychromatique et une onde non plane et monochromatique.  

A5.1 Equations de Maxwell linéaires  
Pour un milieu sans charge ni courant et non magnétique, homogène et isotrope, les équations 
de Maxwell s’écrivent : 

t
x

∂
∂

−=∇
B

E  (Maxwell – Faraday),  

t
x 0 ∂

∂
µ−=∇

DB  (Maxwell – Ampère),  

0. =∇ D  (Maxwell – Gauss),  
0. =∇ B  (flux magnétique),  

 
avec E  et B  les champs électrique et magnétique,  
D  l’induction électrique,  
et 0µ  représente la perméabilité du vide.  
 
Nous avons de plus la relation constitutive :  

PED +ε= 0  
où 0ε  représente la susceptibilité du vide, 
P  la polarisation linéaire.  
 
En utilisant les propriétés du rotationnel et en réorganisant les équations, nous obtenons pour 
une polarisation du champ :  

2

2

02

2

2 ttc
1

∂
∂

µ=
∂
∂

−∆
PE

E  Équation 1 

 
Par la suite, nous supposons qu’il n’existe qu’une seule polarisation. Le champ électrique est 
alors scalaire et s’écrit :  

( )( )kztiexp)t,z,y,x()t,z,y,x( 0 −ω= AE   
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avec )t,z,y,x(A  l’enveloppe du champ électrique,  
( )( )kztiexp 0 −ω  la porteuse du champ électrique,  

0ω  la pulsation centrale du spectre,  
k  le vecteur d’onde pour l’onde porteuse.  
 
La polarisation linéaire est directement reliée au champ électrique par la relation suivante :  

( ) ( ) ( )ωωχε=ω ,z,y,x~,z,y,x~
0 EP ,  

avec ( )ωχ  la susceptibilité linéaire,  
 
En faisant une transformation de Fourier inverse, nous obtenons :  

( ) ( )[ ] ( )t,z,y,xTFt,z,y,x 1
0 EP ⊗ωχε= − .  

A5.2 Diffraction de Fresnel  
Nous dérivons l’équation 1 dans le cas d’une onde non plane et monochromatique. Dans ce 
cas, l’enveloppe du champ électrique ne comporte pas de variations au cours du temps et la 
pulsation centrale devient la pulsation du champ. L’expression du champ électrique devient :  

)t,z,y,x()t,z,y,x( =E ,  
et son enveloppe :  

)z,y,x()t,z,y,x( =A .  
 
Dans le cas d’une onde monochromatique, la polarisation linéaire du champ s’écrit :  

( ) ( ) ( )t,z,y,xt,z,y,x 00 ωχε= .  
 
Ainsi le champ électrique est régi par l’équation suivante :  

( )( ) 2

2

02 t
1

c
1

∂
∂

ωχ+=∆  Équation 2 

 
Le laplacien se décompose en deux termes : une partie transverse et une partie selon l’axe de 
propagation. Pour cette seconde partie, nous obtenons :  

( )[ ]kztiexpk
z

ik2
z 0

2
2

2

z −ω⎥
⎦

⎤
⎢
⎣

⎡
−

δ
δ

−
δ
δ

=∆ .  

 
Soit en remplaçant dans l’équation 2, nous obtenons :  

( )( )02

2
02

2

2

1
c

k
z

ik2
z

ωχ+
ω

−=−
∂
∂

−
∂
∂

+∆⊥ . 

 
Nous posons :  

( )0
0

0 1
c

kk ωχ+
ω

== . 

 
Soit :  

z
ik2

z 02

2

∂
∂

=
∂
∂

+∆⊥  
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Nous nous plaçons dans l’approximation de l’enveloppe lentement variable. Les variations de 
l’enveloppe en fonction de la variable de propagation dépendent des effets de diffraction. Les 
variations de l’enveloppe en fonction de cette variable sont beaucoup plus petites que celles 
de l’enveloppe en fonction des variables transverses (). L’équation pour l’enveloppe s’écrit :  

z
ik2 0 ∂

∂
=∆⊥  Équation 3 

 
C’est l’équation de l’évolution de l’enveloppe pour une onde non plane et monochromatique 
(diffraction de Fresnel). Nous dérivons maintenant l’équation de Maxwell dans le cas de la 
dispersion d’une onde dans un milieu quadratique.  

A5.3 Dispersion quadratique  
Nous dérivons l’équation 1 dans le cas d’une onde plane et polychromatique. Dans ce cas, 
l’enveloppe du champ électrique est constante pour les variables transverses d’espace (x,y). 
L’expression du champ électrique devient :  

)t,z()t,z,y,x( E=E ,  
et son enveloppe :  

)t,z()t,z,y,x( A=A .  
 
Dans le domaine temporel, le laplacien se réduit à une seule partie selon l’axe de 
propagation :  

2

2

z∂
∂

=∆
EE .  

 
La polarisation linéaire dans le domaine spectral s’écrit :  

( ) ( ) ( )ωε= ,z~ωχz,ω~
0 EP .  

 
L’équation 1 est écrite dans le domaine spectral, en utilisant :  

[ ] ( )∫
+∞

∞

− ωωω
π

=ω=
-

EEE dtiexp),z(~
2
1),z(~TF)t,z( 1 ,  

 
et la dérivée seconde du champ par rapport à la variable temporelle est :  

( )∫
+∞

∞

ωωωω
π

−
=

∂
∂

-

E
E dtiexp),z(~

2
1

t
)t,z( 2

2

2

.  

 
Soit l’équation précédente devient :  

( ) ( ) ( )z,ω~
c
n

z
z,ω~

2

22

2

2

E
E ωω

−=
∂

∂   

 
avec  

( ) ( )ωχ+=ω 1n  l’indice du milieu dispersif. Pour de faibles excursions spectrales (c’est à 

dire 1
0

0 <
ω

ω−ω
), le terme ( )ωω 22n  peut se décomposer en série de Taylor au voisinage de la 

pulsation centrale 0ω  :  
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( ) ( ) ( )( ) ( ) ( )( ) ( ) ( )0
32

02

222

0

22

0
22

0
22 On

2
1nnn

00

ω−ω+ω−ω⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
ω∂

ωω∂
+ω−ω⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
ω∂

ωω∂
+ωω=ωω

ωω

 

 
qui s’écrit aussi :  

( ) ( ) ( ) ( ) ( ) ( ) ( )0
32

00
222

00
22

0
22

0
22 On

2
1nnn ω−ω+ω−ωω∂+ω−ωω∂+ωω=ωω .  

 
Nous introduisons ce développement dans l’équation précédente. Nous en prenons ensuite la 
transformation de Fourier inverse (pour se retrouver dans le domaine temporel). L’équation 
en fonction de l’enveloppe du champ s’écrit :  

( ) ( )( ) ( )( )
2

2

2
0

222

2
0

22

2
0

22
0

2

2

0
2

0

t
)t,z(

c
n

t
)t,z(

c
n

i)t,z(
c
n

z
)t,z(

z
)t,z(ik2)t,z(k

∂
∂ωω∂

+
∂

∂ωω∂
+

ωω
−

=
∂

∂
+

∂
∂

−−

AA
A

AA
A

 Équation 4 

 
Nous posons (c’est la même définition que celle utilisée précédemment, la seule différence est 
la variation du vecteur d’onde en fonction de la pulsation) :  

( ) ( )
c

nk ωω
=ω .  

 
La dérivée première du vecteur d’onde par rapport aux pulsations est l’inverse de la vitesse de 
groupe de l’onde :  

( )
g

0 v
1k =ω′   

et sa dérivée seconde représente la dispersion de la vitesse de groupe de l’onde.  
 
Nous plaçons dans le repère mouvant de l’onde :  

•  la variable longitudinale z ne change pas,  

•  la variable temporelle devient : 
gv

zt − .  

 
Dans ces conditions, l’équation 4 devient :  

( )
( ) ( ) 2

2

0

2

0g
2

2
0

z
)t,z(

k2
i

zt
)t,z(

kv
i

t
)t,z(

2
ki

z
)t,z(

∂
∂

ω
−

∂∂
∂

ω
+

∂
∂ω′′

=
∂

∂ AAAA .  

 
Nous nous plaçons dans l’approximation de l’enveloppe lentement variable. Cette 
approximation n’est valable que dans le repère mouvant de l’onde. Les dérivées de 
l’enveloppe du champ sont petites devant l’enveloppe elle-même. L’équation pour 
l’enveloppe s’écrit :  

( ) zk
i2

t 0
2

2

∂
∂

ω′′
−

=
∂

∂ AA  Équation 5 

 
C’est l’équation de l’évolution de l’enveloppe pour une onde plane et polychromatique dans 
le cas d’une dispersion quadratique.  
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A5.4 Comparaison des équations obtenues  
Les équations de l’enveloppe du champ dans les deux phénomènes étudiés sont les suivantes :  

•  diffraction de Fresnel : 
z

ik2 0 ∂
∂

=∆⊥     Équation 3 

•  dispersion quadratique : ( ) zk
i2

t 0
2

2

∂
∂

ω′′
−

=
∂

∂ AA     Équation 5 

 
Ces équations ont été calculées avec les mêmes approximations. Dans les deux cas, elles ont 
été développées à l’ordre deux :  

•  pour la diffraction, c’est l’approximation paraxiale,  
•  pour la dispersion, le produit ( )ωω 22n  a été développé à l’ordre deux.  
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A6. Erreur phase stationnaire  

Si la phase ( )xφ  est non nulle et s’écrit comme ( ) ( )
d1

1 xx −ε
φ=φ , nous recherchons l’erreur ρ 

commise sur la phase retrouvée en considérant ( )xφ  dans l’expression de la phase stationnaire 
( ) εΦ /x , correspondant au point stationnaire 1x  ou comme une perturbation de cette 

expression correspondant au point stationnaire 0x . L’erreur est alors définie par :  

( ) ( )01 xx ⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ−⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ=ρ   

avec 
( )
ε

Φ x  la partir prépondérante de la phase,  

les deux points stationnaires sont définis par :  

( )0x
1

0

−

⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

= ,  

et  

( )0x
1

1

−

⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ= .  

 
Le principe du calcul de l’erreur est le suivant : 

• détermination de 01 xx − ,  
• introduction de cette relation dans l’erreur.  

 
La première étape :  

)(oyyxx d3
2

d2
1

d
01 ε+ε+ε=− , 

 
or nous avons :  

( ) 0x1 =⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

+φ  ;  

 
nous obtenons 

0)yyx()yyx( 2
d2

1
d

02
d

2
d2

1
d

01 =ε+ε+ϕ′ε+ε+ε+ϕ′ .  
 
En ne conservant que les termes inférieurs à d3ε  :  

( ) 0y)x()x(y)x(
2
1yy)x()x( 1

d2
02

d
02

2
1

d2
012

d2
1

d
0101 =εϕ′′+εϕ′+εϕ ′′′+ε+εϕ′′+ϕ′  

 
Nous égalisons les termes d’ordres égaux en dε  :  

•  l’ordre zéro : 0)x( 01 =ϕ′ ,  

• l’ordre un en dε  :
)x(
)x(y

01

02
1 ϕ′′

ϕ′
−= ,  



 182 

• l’ordre deux en dε  0y)x(y)x(
2
1y)x( 102

2
101201 =ϕ′′+ϕ ′′′+ϕ′′ .  

 
La seconde étape : introduction de la relation précédente dans l’expression de l’erreur :  

( ) ( )0d1
21

2
d2

1
d

0d1
21 xyyx ⎟

⎠
⎞

⎜
⎝
⎛

ε
ϕ

+
ε

ϕ
−ε+ε+⎟

⎠
⎞

⎜
⎝
⎛

ε
ϕ

+
ε
ϕ

=ρ −− .  

 
Nous développons l’expression de l’erreur :  

( ) ( )( )2
2

d2
12

d2
101

d
01

d2
2

d2
1

d
02

d yyyy)x()x(
2
1yy)x( ε+ε+ϕ′′ε+ϕ′′ε+ε+εϕ′ε=ρε .  

 
Soit  

( )d32
101102

d2 Oy)x(
2
1y)x( ε+⎟

⎠
⎞

⎜
⎝
⎛ ϕ ′′+ϕ′ε=ρε  

 
en remplaçant 1y ,  

[ ] ( )1d3

01

2
021d2 O

)x(2
)x( −− ε+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛

ϕ′′
ϕ′

−ε=ρ  

 
 
ce qui s’écrit aussi :  

( )( )

( )
( )d

0

2
0 O

x2

x
ε+″

⎟
⎠
⎞

⎜
⎝
⎛

ε
Φ

φ′−
=ρ .  
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A7. Phases spectrale et temporelle 

d’un étireur parfait  

L’enveloppe spectrale en sortie de l’étireur s’écrit :  
( ) [ ])(iexp)(A~ E ωΦω=ω A   

 
Nous considérons le cas d’impulsion d’amplitude spectrale de forme gaussienne, définie par 
la relation suivante :  

( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

−=ω
2

0 expA~A   

avec ω∆  est la demi largeur spectrale à 1/e2 en intensité.  
 
Dans le cas d’un étireur parfait, la phase spectrale introduite est donnée par :  

( )
2

radEE ⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

Φ ′′=ωΦ   

avec  

( ) 2
0EradE 2

1
ω∆ωΦ ′′=Φ ′′   

 
L’enveloppe temporelle du champ s’écrit :  

( ) ( )[ ]ω= − A~TFtA 1   
soit :  

( ) ( )( )
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
Φ ′′−

Φ ′′+δ
−

Φ ′′−
ω∆π

π
= radE2

radE
2

2

radE

2
0 i1

1t
texp

i12
A~tA .  

 
Soit la nouvelle durée de l’impulsion est :  

2
radE1tt Φ ′′+δ=∆ ,  

et le facteur d’étirement :  
2

radE1F Φ ′′+=  
 
Dans le cas d’impulsions d’amplitude spectrale de forme gaussienne, d’un étireur parfait et 
d’impulsions fortement étirées 1F >> , la phase introduite par l’étireur s’écrit :  

( )
2

E F ⎟
⎠
⎞

⎜
⎝
⎛

ω∆
ω

=ωΦ ,  

et la phase temporelle apportée par l’étireur s’écrit :  

( )
2

E t
tFt ⎟

⎠
⎞

⎜
⎝
⎛

∆
−=ψ ,  

et radEtt Φ ′′δ=∆ .  
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Résumé 
 
 
La production d’impulsions ultra-courtes et ultra-intenses présente un grand intérêt pour 
l’exploration de la physique de l’interaction laser-matière. Le développement ces dernières 
années d’oscillateurs engendrant des impulsions de plus en plus courtes combinées à une 
technique de l’amplification à dérive de fréquence a permis d’obtenir des puissances de 
quelques centaines de térawatts. La prochaine génération de chaîne de puissance devrait 
produire des impulsions ayant une puissance de l’ordre de la dizaine de pétawatts. Une telle 
chaîne pourrait s’implanter sur la Ligne d’Intégration Laser (LIL) au CESTA à Bordeaux. Le 
dimensionnement du laser PW en étude sur la LIL a montré la nécessité de corriger les phases 
spectrale et temporelle.  
 
L’objectif de la thèse est la correction de la phase spectrale en utilisant un modulateur de 
phase temporelle pour des impulsions de relativement faible largeur spectrale (quelques 
nanomètres) centrées autour de 1,053 µm et fortement étirées temporellement. La spécificité 
des impulsions a nécessité un travail particulier d’adaptation des méthodes de mesure absolue 
et de modulation de phase spectrale. La maîtrise de la phase spectrale des impulsions permet 
en effet non seulement la correction des défauts de phase pour comprimer les impulsions à 
dérive de fréquence mais aussi la mise en forme temporelle de ces impulsions. La mise en 
place de l’analogie entre les domaines temporel et spatial a permis de bénéficier de tout 
l’acquis du domaine spatial pour analyser la phase spectrale de l’impulsion. Nous avons aussi 
formalisé la correspondance de la modulation de la phase entre le domaine temporel et le 
domaine spectral pour des impulsions fortement étirées, en utilisant le théorème de la phase 
stationnaire. Nous présentons dans ce manuscrit les résultats expérimentaux de mesures de la 
phase spectrale et de la correction de la phase spectrale.  
 
Une extension à la correction de la phase temporelle est proposée : la correction des effets 
non linéaires directement dans le domaine temporel (en utilisant le modulateur de phase 
temporelle). Nous présentons les résultats des simulations numériques de la correction de la 
phase temporelle permettant d’améliorer les performances d’un facteur trois en puissance sur 
une installation du type LIL.  
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