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Introduction générale

Depuis toujours, I'optimisation occupe une grande place en économie. En effet,
le probleme d’optimisation se rencontre fréquemment en économie en particulier
dans les modeles de croissance, de gestion de stock, d’exploitations de ressources
naturelles ou de I'environnement.

Mais tant qu’on parle d’optimisation, le processus décisionnel de Markov y joue
un grand role dans un tres vaste domaine. La plupart des branches d’économie ma-
thématique comme la théorie des jeux, la théorie de commande utilisent ’approche
markovienne dans la modélisation.

Toutefois, la résolution du processus décisionnel de Markov n’est pas évident.
Il existe plusieurs méthodes de le résoudre. Nous pouvons formuler en program-
mation linéaire ce processus, de ce fait nous pouvons le résoudre par la méthode
de simplexe. Par ailleurs, des algorithmes de la programmation dynamique comme
"Value iteration" et "Policy iteration" permettent également de le résoudre. Ces al-
gorithmes sont les plus utilisés par les informaticiens dans I'intelligence artificielle
grace a leur spécificité. Ainsi dans ce mémoire, nous allons étudier explicitement
le Processus décisionnel de Markov et ses algorithmes de résolution.

La suite de ce travail est organisée comme suit :

— le premier chapitre sera une présentation générale des pré-requis associés au

processus décisionnel de Markov.

— dans le chapitre 2, nous entrerons en détail dans le cadre théorique du proces-
sus décisionnel de Markov. Dans cette partie, nous étudierons chaque critere

auquel le processus forme.

— quant au chapitre 3, nous nous intéresserons a la formulation sous forme de
programmation linéaire du processus décisionnel de Markov et a la méthode

du simplexe.



— pour le chapitre 4, nous allons étudier les algorithmes "Value iteration" et
"Policy iteration" que nous allons utiliser pour résoudre le processus déci-

sionnel de Markov.

— le chapitre 5 sera l'illustration de tout ce que nous avons vu précédemment
. , , . ,

par la mise en oeuvre de ces méthodes pour la résolution d’un processus

décisionnel de Markov dans le cadre de 'optimisation du revenu provenant

de la production d’une machine.

— Le dernier chapitre sera consacré a la conclusion de notre travail ainsi qu’a

la présentation des perspectives que nous aimerions développer par la suite.



Chapitre 1
Généralités

Ce chapitre sera consacré a la présentation des différents pré-requis nécessaires
avant d’entrer dans le processus décisionnel de Markov : les processus stochas-

tiques, le processus de Markov, la chaine de Markov et la matrice de transition.

Définition 1.1. Les processus stochastiques [18] - [9]

Soient Q0 un ensemble fizé, non vide. Soit (Q,F,P), un espace de probabilité,
T un ensemble arbitraire et S un ensemble fini ou dénombrable.

S est appelé espace d’états.

T est appelé ensemble des indices. T peut faire référence au temps, a l’espace
ou aux deuz a la fois. L'indice t € T désigne alors un instant Ry, une date N, un
point, ou encore un point a un certain instant.

Un processus stochastique (ou aléatoire) est une famille de variables aléatoires
(c’est-a-dire, des applications mesurables) définies sur le méme espace de probabi-

lité (U, F,P) indexée par T et a valeurs dans S.

Un processus stochastique est noté par (X;),.. La valeur de la variable aléa-
toire X; en un certain w € € est désignée par X;(w) .
Nous allons nous intéresser dans toute la suite pour un processus stochastique

X, a valeur dans N ou t désigne le temps.

Définition 1.2. Processus de Markov [17] - [8]
Un processus de Markov (portent le nom de leur décowvreur, Andrei Markov)
est un processus stochastique possédant la propriété de Markov que nous définissons

ci-dessous :



Soient S un espace d’état fini ou dénombrable, 7 un ensemble arbitraire
(Xt) 4e7) un processus stochastique.

Un processus stochastique vérifie la propriété de Markov si pour tout ¢ _:
Prob(X; = si| Xi—1 = 85, Xt—2 = j, 4, ..., Xo = 84,) = Prob(X; = s;| X

avec s; € S.

Ce qui peut étre explicité de la facon suivante : I’état du systeme a l'instant ¢

&

Définition 1.3. Chaine de Markov et stationnarité [16

dépend uniquement de I'état a 'instant ¢ — 1.

Une chaine de Markov est de maniere générale un e Markov a temps
discret ou un processus de Markov a temps discret spa ‘états discret. Cest-
e discret.

a-dire T est un ensemble discret et S est aussi s€
Une chaine de Markov est dite stationnaire S@bilité de transition entre
états est indépendante du temps, plus form ent st pour tout t et k :

P’I"Ob(Xt = Si|Xt—1 = S5j +k = Si|Xt+k—1 = Sj)

1= 5| Xo = 55)

Définition 1.4. Probabilité rice de transition [19] - [§]
Sotent S un espace d’éta énombrable, T un ensemble arbitraire et
(Xi),eq un processus stoch
Le nombre Prob(X;, i) est appelé probabilité de transition de l’état
1 a l’état 7 en un pas ¢ de temps), ou bien probabilité de transition de

létat i a l'état j s s d’ambigiité. Notons le par p;; ou p(jli).
rob(Xy = j[Xi—1 = i) = p(jli)

La famille

transitio

c’est-a-dire S fini et discret. Dans ce cas, la matrice de transition est obtenue

d’apres le tableau suivant :




état 0 1 2 M
0 Poo Po1  Po2 - Pom
1 Pio P11 P12 . P1,m
2 P20 P21 P22 - P2m
M Pmo Pmai Pm2 - PMM

D’ou la matrice de transition de t & t-+1 est :

bPoo Poai Po2 - Pom
Pio Pia P12 - Pim
P = P20 P21 P22 - PoMm

Pmo Pmyi Pm2 - PMM
Proposition 1.5. [2/
La matrice de transition P = (pi:j)(ij)eNxN est stochastique : la somme des

termes de toute ligne de P est égale a 1.

> p(jlia) =1

jes
ot S lespace d’états et a € A (espace des actions).
Définition 1.6. état récurrent-état transitoire [2] - [§]

Soit pi; la probabilité, partant de ¢ et de revenir en i. Nous disons que i est un

état récurrent si et seulement si p;; = 1, et sinon c’est un état transitoire.



Chapitre 2

Les Processus Décisionnels de

Markov

Cette partie consistera a présenter le cadre théorique des processus de décisions
markoviens. En partant de la définition du Processus Décisionnel de Markov, nous
allons présenter les différentes familles de politiques et ensuite voir en détail chacun

des différents criteres utilisés en ce processus.

Définition 2.1. Processus Décisionnel de Markov [19]

Les processus décisionnels de Markov ou en anglais "Markovian decision pro-
cesses" (MDP) sont définis comme des processus stochastiques controlés satisfai-
sant la propriété de Markov, assignant des récompenses aux transitions d’états.
Nous les définissons par un quintuplet (S, A, T, p,r) ou :

- S est lespace d’états dans lequel évolue le processus. S peut étre fini ou dé-
nombrable et peut étre fonction de ['instant t. Dans toute la suite nous supposerons
que S fini.

- A est l’espace des actions ou décisions qui controlent la dynamique de [’état.
De méme A peut étre fini ou dénombrable. Dans le cas général, I’espace A peut
étre dépendant de l’état courant (As pour s € S), peut étre fonction de linstant t.
Dans toute la suite, nous nous limiterons au cas ou A est fini.

- T est l’espace des temps, il représente le temps.

T est un ensemble discret, assimilé a un sous ensemble de N, qui peut étre fini ou
infini (on parle d’horizon fini ou d’horizon infini).

- p() sont les probabilités de transition entre états.



Les probabilités de transition caractérisent la dynamique de ’état du systeme. Pour
une action a € A fizée, p(jli,a) ou p;;(a) désigne alors la probabilité de transition
quand le systeme se déplace d’un état i € S vers un nouveau état 7 € S dans la
prochaine période du temps observée quand la décision a € A est pris.

- r() est la fonction de récompense (ou aussi le gain, le coit, ou encore le
revenu) sur les transitions entre états. C’est d dire r(s,a) désigne la fonction de
récompense quand on a choisi action a dans [’état s a l'instant t. r, peut étre

considérée comme un gain ou sinon un cout selon le contexte étudié.

Les processus décisionnels de Markov integrent les concepts d’état qui résument
la situation de I'agent a chaque instant, et a chaque action (ou décision) qui in-
fluence la dynamique de 1’état, de revenu (ou récompense) qui est associé a cha-
cune des transitions d’état. Les MDP sont des chaines de Markov visitant les états,

controlées par les actions et valuées par les revenus.

Définition 2.2. Politique [19]
Une politique ou stratégie, est une séquence de décisions ou la procédure suivie

par l'agent pour choisir a chaque instant l’action a exécuter.

Plus précisement, une politique représente le choix d'une action a effectuer dans

un état donné. Nous la noterons par .

2.1 Les différentes familles de politiques

Soient S 'espace d’états et A I'espace des actions, tous les deux ensembles finis
et discrets et ’espace des temps 7 avec T C N. Nous distinguons quatre familles
de politiques :

- la politique histoire-dépendante déterministe
Cette politique se base sur l'historique h; = (so, ag, S1, @1, ., St—1, @—1, St) et dé-
termine précisément ’action a effectuer.

On la définit comme une fonction :

7THD :Ht — A

htr—>at



ou hy = (8o, g, $1,a1, ..., St—1, A1, S¢) pour tout t € T avec
Hy = {hy = (50,00, 81,01, ..., 5c-1,a-1, 5¢) | (g, ar) € S X A;1 <k <t—1;5 €S}

et
SxA={(s,a)ls € S,ac A}

C’est-a-dire & chaque historique h; nous associons une action a;. Nous notons 17"

I’ensemble des politiques histoire-dépendantes déterministes.

-la politique histoire-dépendante aléatoire
De meéme, cette politique se base sur I’historique h; du processus, en outre elle
définit une distribution de probabilité selon laquelle on sélectionne une action. On

la définit comme une fonction :

o4 H, x A —[0,1]

(ht,at) — WHA(ht7(lt)
ou hy = (8o, ag, $1,a1, ..., S¢_1, 41, S¢) pour tout t € T avec
Hy = {hy = (50, a0, 51,01, ..., S—1, Qp—1, 5¢) | (S, ar) € S x A; 1 <k <t—1;8 €S}

et
SxA={(s,a)ls € S,aec A}

ott mH4(hy, a;) désigne la probabilité d’effectuer I’action a; en sachant I’historique
.
Nous notons IT74 'ensemble des politiques histoire-dépendantes aléatoires.

-la politique markovienne déterministe
Comme la politique histoire-dépendante déterministe a la différence que nous ne
considérons plus I'historique h; du processus mais simplement 1’état courant du
processus. C’est-a-dire a chaque état courant s; nous associons une action a;.

Donc, nous pouvons la représenter par une fonction :
aMP .5 5 A
St —— ay

pour tout t € T.

Nous notons ITM? ’ensemble des politiques markoviennes déterministes.



-la politique markovienne aléatoire
Comme la politique histoire-dépendante aléatoire a la différence que nous ne consi-
dérons plus I'historique du processus mais simplement I’état courant du processus.

Donc :

aMA S x A —[0,1]

(¢, ar) —> ’/TMA<St,CLt)

ott ™4 (s, a;) désigne la probabilité d’effectuer I'action a; en sachant 1’état courant

St.
Nous notons ITM4 ’ensemble des politiques markoviennes aléatoires.
Nous pouvons résumer dans ce tableau les quatre familles de politiques, comme

indiqué sur le tableau suivant :

Politique Déterministe Aléatoire

Markovienne S¢ — ay (at, s¢) — [0, 1]
Histoire-dépendante |  hy — ay (ag, hy) — [0, 1]
Remarque 2.3. [l existe des relations d’inclusion entre ces 4 familles de poli-
tiques :
IMD ¢ [IHD c TTHA
[IMD ¢ [[MA C T[HA

HHD C HMA C HMD

En effet, si nous considérons une politique 7 € M4 7 : A x S — [0,1].
Remarquons que si la politique demande m(a;, s;) = 0 ou 1 pour tout a; € A et
sy € S, c’est une politique déterministe car nous effectuons 'action ou nous ne

I’effectuons pas.

Définition 2.4. Politique stationnaire [19]

Une politique est stationnaire si my = 7 a c’est-a-dire ne dépend pas du temps.

Le processus décisionnel de Markov peut ou non dépendre explicitement du
temps. Nous allons noter :

-D* la famille des politiques markoviennes aléatoires stationnaires
DA = {WMA/WMA :(s,a) € S X A— (s,a) = Prob(s\a)}

9



-D la famille des politiques markoviennes déterministes stationnaires

D = {ﬂ'MD/ﬂ'MD rs€ S —aMP(s) e A}

Nous supposerons dans toute la suite dans le cas de I’horizon infini, que le MDP

considéré est stationnaire.

2.2 La fonction de valeur

Définition 2.5. Fonction de valeur [19]
La fonction de valeur est une fonction qui quantifie la qualité d’une politique.

La fonction de valeur permet donc de définir ce qui est une bonne politique.

Soit une politique 7 fixée, la fonction de valeur est une fonction de S dans R

qu’a tout état s € S nous associons V7(s) € R.
VTS =R
s— V7(s)

V7™ (s) sera définie explicitement plus tard selon le critére étudié. Nous noterons

W T'espace des fonctions de S dans R.

Remarque 2.6. La résolution d’un MDP consiste a déterminer la meilleure poli-
tique possible qui spécifie l'action a entreprendre en chacune des étapes pour toutes
les situations futures possibles de l’agent de maniére optimale.

L’objectif d’un probléeme décisionnel de Markov est alors de caractériser et de re-

chercher s’il existe des politiques 7 € TTHA telles que :
VT(s) <V (s)
pour tout s € S. soit encore
7™ € argmaxenua (V")
Nous notons alors

V*= max V' =V"

mellHA

la fonction de valeur optimale pour une politique optimale 7*.
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2.3 Caractéristique d’une politique markovienne

Soit 7 une politique markovienne (7 € IIM4). Le processus décrit par 1'état
sy € S vérifie, pour tout sg, S1, ..., ¢, Spr1 € S

Pﬂ(5t+1’50> S1y -4 St) = Z Pﬂ<at = leso, 81y -0y St)Pﬂ(5t+1|80>$1, ey Sty At = a)
a€A

— Z m(a, s;)P™(s411|8, ar = a)

a€A

= P"(s¢41]5¢)

avec a € A et m(a,s;) = Prob(action = a N état = sy).
Par conséquent, c’est un processus markovien, qui forme une chaine de Markov

dont la matrice de transition notée P, est définie par :

Vs, s, Prse =P (s111=5ss =s) = Z 7(a, s)p(s|s, a)

a€A

Plus explicitement, pour 7 € ITM4, si on prend S = {0,1,..., M}

ZaeA 7T(CL, O)p(O‘O, CI,) ZaeA 7r(a, O>p(1’0> a) : ZaeA W(a> O)p(M‘O, CL)

P >acam(a, 1)p(0|1, a) Yacam(a, Dp(1|1,a) . Yieam(a, )p(M]1,a)

ZaeAﬂ-(aaM)p((”Mva) ZaeAW(G'?M)p(HMaa') . ZaeAﬂ-(aaM)p(MlM7a)

Pour 7 une politique markovienne déterministe (7 € II1MP)
Vs,s' €S, Prsy=p(s]s,7(s))

Pour 7 € IIMP | la matrice de transition P, est construite simplement en retenant
pour chaque état s la ligne correspondante dans la matrice P, avec a = m(s). Plus

explicitement, pour m € IIMP | avec I'espace d’états S = {0, 1, ..., M},

p(0[0,7(0))  p(1j0,7(0)) . p(M]0,7(0))

po_ | POLAD)  pQLw() . p(M]L (1))

pOIM,7(M)) p(1|M,7(M)) . p(M|M,m(M))

Nous notons 7 le vecteur de composante 7(s, 7(s)) pour © € IIMP et 3", 4 7(a, 8)7(s, a)

pour 7 € ITM4,

11



Ainsi, pour 7 € ITMP si on prend S = {0,1,..., M}
r(0,7(0))
r(L, (1))
r(2,7(2))

Tw =

r(M,m(M))
et pour m € ITM4, avec I'espace d’états S = {0,1,..., M}
ZaeA 7T(CL, O)T(O’ a’)
ZaeA 7'(‘((1, 1)T(17 a)
> acA W(aa 2)T(2> a)

ZaeA W(av M)T(M’ (Z)

2.4 Critere d’optimalité

Définition 2.7. Critére d’optimalité [19]
Le critére d’optimalité permet de caractériser les politiques qui permettront de

générer des séquences de récompenses les plus importantes possibles.

La politique optimale est calculée en fonction de la fonction de gain ou de cofit :
il s’agit d’optimiser les récompenses possibles ou de minimiser les cotits possibles.
Nous évaluons une politique sur la base d’une mesure du cumul espéré des récom-
penses instantanées le long d'une trajectoire.

Les critéres que nous allons étudiés au sein de ce mémoire sont :
- le critere fini,
- le critere total a-pondéré a horizon infini (discounted infinite horizon reward)

- le critére moyen a horizon infini(average-reward criterion).

Remarque 2.8. Pour ces différents critéres, lorsque l’on connait l’état initial (ou
une distribution de probabilité sur [’état initial), toute politique histoire-dépendante
aléatoire peut étre remplacée par une politique markovienne aléatoire ayant la méme

fonction de valeur. La section suivante nous confirme cette relation.

12



2.5 Relation entre les politiques histoires-dépendantes
et les politiques markoviennes

Proposition 2.9. [19/

Soit m € TIH4 une politique aléatoire histoire-dépendante. Pour chaque état
initial © € S, il existe alors une politique aléatoire markovienne © € TIMA telle
que

1. V{fl (x) = VF(x) (fonction de valeur pour le critére fini)

2. Vofl (x) = VI(x) (fonction de valeur pour le critére a—pondéré)

3. Qﬁ”/ (x) = ¢™(x) (fonction de valeur pour le critére moyen)

Démonstration. Soit x € S, et m une politique aléatoire histoire-dépendante. Soit

! o) . ’ . . ’ . N .
7w la politique aléatoire markovienne définie a partir de 7 et x selon :

VteT;Vse S, Vae A

!

(e =a,8 =5s) =P (a; = a|s; = $,50 = )

Nous avons ainsi P’r,(at =als; = s) = P™(a; = al|s; = s, 80 = ).

Montrons par récurrence sur ¢ que

/

P™(a; = als; = 8,80 = ) = P™ (a; = alsy = 8,80 = )

L’égalité est directe pour ¢ = 0.

Pour ¢t > 0, en supposant établie la propriété jusqu’a ¢t — 1, nous avons

P™(sy =s|so=x) => (> P"(s-1 =1,a,1 = a|so = x)p(si, a))

i€S ac€A

=S P (5,01 = i, a1 = also = z)p(s]i, a))

i€S a€A

= P”/(st = $|sg = )

D’ou
P”,(st =Ss,a; = al|sp =) = P”/(at =als;, = s)P”,(st = $|sg = x)

= P™(a; = als; = 5,80 = x) P"(s; = s|sg = )

= P"(s; = s,a; = al,so = x)

13



ce qui établit la récurrence. Nous concluons en remarquant alors que pour tout

resS

Z (8¢, ai)|so =

t=0

oo
Z "ot [r(se, ar)|so = @
t=0

¢™(z) = lim —ZE {r(ss, a)|so = x}

T—oo T’
(Nous supposons d’abord que ces limites existent, nous allons voir un peu plus
tard la démonstration) et

E™[r(ss, a)|so = x] = Z[Z r(s,a)P™(s; = s,a; = a|sp = )]

SES acA

2.6 Etude des différentes criteres

2.6.1 Critére fini

Soit T' le nombre d’étapes que I'agent doit effectuer pour controler le systeme
avec T fini.
La fonction de valeur pour le critere fini est la fonction qui associe a tout état s
I’espérance mathématique de la somme des T" prochaines récompenses en suivant
la politique 7 a partir de s.
Site{l,..,T}, pour tout s € S
T
VE(S) = E™[D>_re|s1 = 5] (2.1)
t=1
Avec s; I'état initial du processus et E™ est 'espérance mathématique sur I'en-

semble des réalisations du MDP en suivant la politique 7 associée a la distribution

de probabilité P™ sur ’ensemble de ces réalisations.

Equations d’optimalité pour le critere fini

Théoréme 2.10. [12]
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Soient xp41(s) =0, avec s € S. Soit pourt € {T,T—1,...,1} consécutivement,
respectivement une politique déterministe m; et un vecteur x, défini par :
Ty (8> + met+1 (S> = meaj{{,rt(57 CL) + Zpt(S/‘S, a)‘/t+1 (S/>} pour tout s € S
J
et

Ty = Tr, + Pr,xi

Alors, 7 = (my, g, ..., 1) est une politique optimale et x1 est la fonction de valeur

optimale V.

Démonstration. Nous utilisons la récurrence sur 7. Soit # = (1,7, ..., T7) une
politique arbitraire.

Pour T =1":

Vi'(s) = > ri(s, a)mi(s, a)

acA

< maxr(s,a) = xi(s)
aeA

= V™ (s), pour tout s € S

Nous supposons que le résultat est vraie pour T' € {1,2,...,t}. Prenons un état
arbitraire s. Du proposition [2.9], il suit qu’il existe une politique Markovienne 7

tel que
ti—l(s) =Va(s)
Soit T = (1, T, .., 7t + 1)).
Définissons la politique Markovienne 7’ = «, 7}, ..., 7, par
m.(s,a) = Tpy1(s,a) pour k =1,2, ... t.

Par 'hypothése de récurrence, il suit que V/"(s") < x5(s) , s € S car pour un

planification de horizon ¢ 4+ 1 périodes x5 est la méme que x; car pour un horizon
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de planification de ¢ périodes. Par conséquent,

() = Vi)

_sta{rlsa +Zp1 |SGVW( )}
QEA SGS

< Zm s,a){ri(s,a +ZP1 s, a)za(s)}
aeA SGS

< max{h(s a)+ Y pi(s']s, a)za(s)}

s'eS
= 11(s)

D’ autre part

e G

=7r, + Pr {7y + Pry3}

t+1

:ZP Py . Pr,  Tr

*

t+1

cest a dire V| = xy > V7, c’est a dire 7" est une politique optimale et z; la

fonction de valeur optimale. O

2.6.2 Critere a—pondéré a horizon infini

Soit m € IIM4. La fonction de valeur du critére a-pondéré est celle qui associe a
tout état s la limite lorsque N tend vers 'infini de ’espérance en suivant la politique
7 a partir de s de la somme des N futures prochaines récompenses, pondérées par
un facteur d’actualisation o avec 0 < a < 1.

Pour 0 < a < 1, pour tout s € S.

N
VI(s) = lim E™[Y (a'rsy = s)]
=0

N—>oo

16



Cette limite existe, en effet :

N—>oo

N
VI(s) = lim E™[Y (a'rsy = s)]
=0

= lim ZatE” [7¢|s0 = ]

N—>oo

_ T o . . /
_NhinOOZa s%c;P (s =8, a; = alsg = s)r(s,a)
. . /
A}l_l}llooz; SEE:S% "(s; = §'|sg = s)r(s, a)]
— TI' / /
— J\PI}IIOO Z o S%P sy = §'|sg = s)%[ﬁ(a, sr(s',a)]
N
— 1 t I ! _ /
—]\}11)11002(1 > P(sy = 5|so = s)r(s)
k=0 s'eS

= lim ZatPt’r’ﬂ( )

N~>oo

Or pour t suffisamment grand,

rgleeg{ |oth;T7r(S)| <at Iglgs?{ 7x(5)]

et comme la série de terme générale o' converge pour |a| < 1,

Y at=—— pour |a| <1
! -«

Nous obtenons

V7 (s) < max |ry(s)] iat = max |7, (s)]

pour |a| < 1, d’ou

existe et
= Z ' Plr.(s) (2.2)
t=0

Remarque 2.11. Le facteur d’actualisation o représente la valeur da la date t
d’une unité de récompense regue d la date t + 1. Il permet de diminuer ['impor-
tance des récompenses lointaines. Ce facteur o a pour principal intérét d’assurer

la convergence de la série en horizon infini.
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Définition 2.12. opérateur L, [19]
Soit ™ une politique markovienne stationnaire 71 € DA,

Soit L, un opérateur de W dans W, espace vectoriel muni de la norme mazx :
vV e W[V = max|V(s)|
Pour m € DA,V € W,on définit L, par :
L,V =r, +aPV
avec 0 < a < 1

Rappelons que pour 7 € ITM * la matrice de transition notée P, est définie par
VSWSI € Sa PTr,s,s’ = Pﬂ(st—&-l = S,|$t = S) = Z W(a,s)p(s'|s,a)
a€A
Théoréme 2.13. Caractérisation de VI [19]
Soient 0 < o < 1, et 1 € D4 une politique stationnaire markovienne.
Alors VT est solution unique de l’équation V = L,V :
Vs € S,V (s)=rx(s) +a > PrssV(s) (2.3)
s'eS
et
VT = (I —aP) 'r,

«

Démonstration. Soit 0 < o < 1 et soit V solution de V = L.V . Nous avons donc
(I —aP)V =r,.

Or la matrice P, étant stochastique, toutes les valeurs propres de la matrice aPy
sont de modules inférieurs ou égaux a o < 1 et donc la matrice I — aP;, est

inversible avec
(I—aP)™ ' =3 o*Pf
k=0
d’ou
V=01-aP) 'r, =Y o"Pkr,
k=0
or d’apres (2.2), pour tout s € S

Vi(s) =) o' Prra(s)
t=0
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Nous avons donc V' = V.

Pour I'unicité, faisons la démonstration par I’absurde. Supposons alors qu’il existe
2 solutions différentes de I'équation V' = LV. Soient U2 et R2 ces solutions avec
U # R2, c’est a dire il existe s € S tel que U2(s) # R%(s). Prenons U2 (s) <
R2(s).

Comme U et R sont solutions de I’équation V' = LV, nous avons U] = (I —
aP.)"'ry et RT = (I — aP,)"'r, donc UT = RT c’est a dire pour tout s € S,
U%(s) = R2(s). Ce qui contredit ’hypothese. D’out la solution de I’équation V' =
LV est unique. O]

Equations d’optimalité pour le critere a-pondéré

Définition 2.14. Opérateur L [3]
Soit l'opérateur L de l’ensemble des fonctions de valeur W dans lui-méme,

nommeé opérateur de programmation dynamique. Définissons L parVV € W, Vs €

S
LV (s) = Izleaj{{T’(S, a)+a ) p(s|s,a)V(s)}

s'eS
Soit en notation vectorielle

YV e W, LV = meag)({m + aP,V'}

Le théoréme suivant est le principal théoréme concernant ’optimalité des fonc-

tions de valeur pour le critere a-pondéré.

Théoréme 2.15. Equation de Bellman-optimalité des fonctions de valeur pour le
critére a-pondéré [3]
Soit 0 < o < 1. Alors VI est l'unique solution de l’équation V =LV :

Vs e S, V(s) = rggj({r(s, a)+a ) p(s|s,a)V(s)} (2.4)

s'esS

Démonstration. Montrons que YV € W et pour 0 < a < 1,
LV = max{r, + aP,V} = max{r, + aP,V}
TeD reDA

Pour cela, considérons une fonction de valeur V et § € D4 une politique sta-
tionnaire markovienne. Pour tout s, du fait du caractere positif des d(a, s), nous

avons :

> b(a, s){r(s,a) + > p(s']s,a)V(s)}

a s'esS
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< Zé(a, s) ma@x{r(s, a) + Z p(s'|s, )V (s")}

s'esS
<> d(a,s)LV (s)
< LV (s)

Ainsi pour tout § € D4
rs + TPV < ma]%([m + aP,V]
IS

soit

max|[rs + 7PsV] < max[r; + aP;V]
seDA weD

L’inégalité inverse est immédiate car D C DA,

Montrons alors que VYV, V' > LV. Nous avons donc
V' > max[r, + aP,V]
weD
Soit 7 = (mg, 71, ...) € IMA, Pour tout t € T, m, € D4, d’ou
V > +aPr V> 1py + aPry (1, + P V)

Z T'mo + anorm + CY2]37r0]D7r17“7r2 + ...+ Oén_lpﬂo...Pw Trn_1 + anPﬂ'nV

n—2

Nous avons donc
oo
T n pn k pk
V—-VI>a"P'V—-> oPkr,
k=n
car
oo
T k pk
Vi = Z " Plry,
k=0

avec

PFr=pP P, ..P,

k-1
Les deux termes de droite peuvent étre rendus aussi petits que l'on veut, pour n
suffisamment grand, car

le"PEV] < o™[[V]]

et

an

R

oo oo
1> " Prre ]l < > o"R < —
k=n

k=n

avec

R = maxr(s,a)

s,a
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Nous en déduisons
V—-VI>0

HMA

Cela tant vrai pour toute politique 7 € , nous avons donc

V> max VI = max V] =V

TelIMA TeIIHA
D’ou
k
V>V

Inversement soit V' telle que V' < LV. Nous avons donc
V < max[r; + aP,V]
weD

Supposons ce max atteint en 7*. Nous avons donc

V S T + OéPﬂ—*V

< P + QP (1e + P V)
< ros + QP + ...+ a"_lP;i_lrﬂ* +ao"PLV
o
V-V <=3 o PLV

k=n

Les termes de droite pouvant étre rendus aussi proches de 0 que désiré, nous avons

donc

V—VJ* <0
Soit

VSV <V

Nous avons ainsi montré que
V>LV=V>V"

V<LV =V<Vr

ce qui implique que V' = LV = V = V* : toute solution de 'équation LV =V est

nécessairement égale a la fonction de valeur optimale V. [

Montrons maintenant qu’une telle solution existe.

Rappelons pour cela le théoreme du point fixe de Banach :
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Théoréme 2.16. Théoréme du point fixe de Banach [1]

Soient U un espace de Banach (c’est a dire : espace vectoriel normé complet)
et K une contraction sur U, ( ¢’est-d-dire Vu,v € U||Ku — Kv|| < afju — v pour
tout 0 < aw < 1. Alors :

1) 1l existe un unique u* € U tel que Ku* = u*;
2) Pour tout u, € U, la suite (u,)nen définie par u, 1 = Ku, = K" g converge

vers u*.

L’espace W muni de la norme max est un espace vectoriel normé de dimension
fini donc complet. Il suffit donc de montrer que I'opérateur L est une contraction

pour cette norme.

Proposition 2.17. [79/

Soit 0 < a < 1. L’opérateur de programmation dynamique L défini par
LV = max(r, + aP,V]
weD
est une contraction sur V.

Démonstration. Soient U et V' dans W et s € S. Supposons LV (s) > LU (s).

Soit
a: € argmax{r(s a)+a > p(sls,a)V(s)}
s'eS
0<|LV(s)—LU(s)| =LV (s)— LU(s)
al)+ad p(ss,a)V(s) — al)+a > p(sls,al)U(s)]
s'eS s'eS
<a) p(s']s,a;)[V(s) = U(s)]
s'eS
<ad p(s]s,a)||lV-U|
s'es
<a|V-U|
D’ou

|LV — LU|| = max |LV (s) — LU(s)| < of|V = U]
O
Cette propriété de contraction assure donc l'existence pour 'opérateur L d'un
point fixe unique qui est donc égal a V.

Nous allons terminer par le théoreme suivant la caractérisation des politiques op-

timale pour le critéere a-pondéré.
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Théoréme 2.18. Caractérisation des politiques optimales [19]
Soit 0 < o < 1. Alors

1) m € IHA est optimale <= VI est solution de LV =V et VT =V

«

2) toute politique stationnaire ™ définie par
7 € argmax|r, + aP, V]
meD
est une politique optimale.

Démonstration. La premiere équivalence est évidente du fait du théoreme précé-

dent. Soit alors 7* € argmax,cplr, + aP, V], nous avons alors
LoVi=rm+aPsV)

meaj%({r7r +aP V=LV =V>

L’unicité de la solution de V' = L,V démontrée par le théoreme [2.13| permet de

déduire que V¥ = V™ et donc que 7* est optimale. O

2.6.3 Critere moyen : average-reward criterion

Lorsque la fréquence des décisions est importante, avec un facteur d’actuali-
sation proche de 1, ou lorsqu’il n’est pas possible de donner une valeur écono-
mique aux récompenses, il est préférable de considérer un critére qui représente la

moyenne des récompenses espérées et non plus leur somme pondérée.

Dans le critere de la récompense moyenne, on considére le comportement de la
limite de % ST r(s4,a;) quand T — oo. Puisque cette limite peut ne pas exister et
nous ne pouvons pas échanger la limite et ’espérance en général, nous considérons

alors quatre autres mesures différentes d’évaluation :

1. La limite inférieure de la récompense moyenne prévue :
1 T
¢7(s) =liminf > E™{r(s;, a)|so = s}
t=1
avec la fonction de valeur optimale
¢ = max @"
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2. La limite supérieure de la récompense moyenne prévue :

_ ' 1L
¢ (s) = limsup — 3~ E{r(st, a,)|s0 = 5}
t=1

T—o00

avec la fonction de valeur optimale

¢ = max @"
™
3. L’espérance de la limite inférieure de la récompense moyenne :

S g B
Y'(s)=FE [hmmeZ{r(st,amso = s}

T—o00 —1

avec la fonction de valeur optimale
1 = max "
™
4. L’espérance de la limite supérieure de la récompense moyenne :

Y™ (s) = Ew[hjm—?ip 7{ é{r(st, ai)|so = s}]

avec la fonction de valeur optimale

b = max ¢
Lemme 2.19. [17]
YT PT < 9T < YT

Démonstration. La deuxiéme inégalité est évidente. La premiere et derniere inéga-

lité suivent du lemme de Fatou :

R g B
PT(s) = E [hTrgggffZ{r(st,a»bo = s}

t=1

. . 1 L T ™
< hTHilor.}ff ;E {r(se,ar)|so = s} = ¢"(s)
et

_ . 1T
¢™(s) = limsup T > E™{r(sy, ar)|so = s}
t=1

T—o00

< E™[lim sup l Z{T(St, ap)|so = s}] = @Eﬂ(s)

T—00 T t=1
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Ce lemme nous montre que les quatre mesures d’évaluation sont équivalentes
dans le sens que la politique déterministe optimale pour un critere est également
optimale pour les autres critéres. Nous emploierons le critere 1, la limite inférieure

de la récompense moyenne prévue dans toute la suite.

Dans cette section nous commencerons par voir respectivement la matrice sta-
tionnaire, la matrice fondamentale et la matrice de déviation d’une chaine de
Markov. Ces matrices jouent un role important dans le critéere moyen a horizon
infini. ’expansion de la série de Laurent nous sert a relier la récompense moyenne
a la récompense pondérée. Nous terminons par 1’équation d’optimalité dans le cas

général de MDP pour le critéere moyen.

La matrice stationnaire

Considérons une politique 7 € II"P. Dans le MDP de la récompense moyenne
le comportement de la limite de P quand n tend vers l'infini joue un role tres
important. En général, lim,,_,, P n’existe pas. Par conséquent, nous allons consi-
dérer d’autres types de convergence.

Soit une suite {b,}>2 . Cette suite converge au sens de Cesaro vers si

—1
> b

1 n
lim —
k=0

n—oo n,

existe et égale a b.

Nous notons cette convergence par : lim,, .o, b, =. b ou b,, —. b
La suite converge au sens d’Abel vers b si
oo
lolﬁrll(l —a) nzzooz"bn
existe et égale a b.

Nous notons cette convergence par : lim,, .o, b, =, b ou b, —, b

Théoréme 2.20. [17]
Si la suite {b,}>°, converge au sens de Cesaro vers b, alors {b,}>>, converge

au sens d’Abel vers b.
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Théoréeme 2.21. [12]

Soit P une matrice stochastique, c’est a dire une matrice d’une chaine de Mar-
kov. Alors,

1. P* = limy, o0 = 320 P¥ existe c’est a dire P¥ —, P

2. P*P=PP*=P*P*=P
Démonstration. Soit BM™ = 1 711 Pk,
Puisque P* est stochastique pour tout k , B™ est aussi une matrice stochastique.

Do, la série {B™}2° | est bornée. Par conséquent, chaque sous-suite infini de

{B™1}%  a un point d’accumulation. En outre, nous avons

1 1l 1
BW 4+ 2 (pr—N==SN P4 (P -1
+ ) ngg +( )
1 n=l 1 1 1 !
=Y P +-P'—-IT=-"P'+P")—-1I
n k=0 n n n E—0 n
1> 1 1 1.2 1
=N PH——I1=-P + (Y P"——I
1 1.2 1 1 &
= T+ (NP =N pk
1 n—1 1 n—1
=-Y P =—-3 PHP=B"P
"o n =0
1 n—1 1 n—1
_ ZPkJrl P(— pk) — pB™
n =0 " k=0
donc
1
B™ 4+ —(P"—)=B™WpP =pPB™ neN (2.5)
n

Soit J = limy_,0o B, o1t {B™)}2 | est une sous-suite convergente de { B™}2° .

De ([2.5) nous obtenons
J=JP=PJ (2.6)

Soit { B(™) 120 une sous-suite convergente également de { B} | avec la matrice

de limite K. De ([2.5)) il suit également que :
K =KP=PK (2.7)

D'ou J = P"J =JP" et K = P"K = KP" pour chaque n.
Par conséquent,J = B™J = JB™ et K = BMWK = KB™ pour chaque n,
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implique que : J=KJ=JKet K =JK=KJie J=K.
La suite {B™ 1% | a exactement un point d’accumulation, c’est & dire :
1 n—1

P* = lim —»" P*

n—oo n, =0

existe et est la limite de Cesaro de la suite {P"}>°, En outre, nous avons montré

cela

P*P = PP*= P*P* = P*

Définition 2.22. Matrice stationaire [12]

La matrice P* est appelée la matrice stationaire de la matrice stochastique P.

Corollaire 2.23. [12/
lim Y a™"(P" = P*) =0
ntl o

Démonstration. Puisque P" converge au sens de Cesaro vers P*, P" — P* converge
au sens de Cesaro vers 0, et par conséquent converge au sens d’Abel vers 0, c’est
a dire :

lim Y a"(P" - P*) =0
ntl =0

La matrice fondamentale et la matrice de la déviation

Théoréme 2.24. [17]

Soit P une matrice stochastique arbitraire. Alors, I — P + P* est non singulier
et Z = (I — P+ P*)~! satisfait

n i1 .
Z=Jm 2 2. (P=P)

Démonstration. Puisque P*P = PP* = P*P* = P*, il suit, par la récurrence sur
n, que (P — P*)" = P* — P* pour n € N.
En effet, pour n=1, nous avons :
(P—-P)'=pP—- P =P - P~

En supposons que I'’hypotheése est vrai pour n = k c’est a dire (P— P*)* = P*— P*,
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montrons le pour n = k + 1 c’est & dire (P — P*)k+l = pr+l — p*,

(P P*)k—i-l (P P*) (P— P*)
= (P"— P*)(P - P)
= p*p — P*p* — p*P 4+ P*pP*
— pk+l _ pr _ pr 4 p*

_ Pk-i—l o P*
Soit B = P — P*. Puisque
I-B'=(I-B)(I+B+..+B

nous avons , en faisant la moyenne de (2.8)),

1 & (AR %
5;] BY) ]_E;B

.
Il
—
e
Il
o

Puisque

Iypolywpiopy=lyp_p
=1

n.=3 n

nous obtenons

lim —ZBl lim — ZP’ —P"=0

n—o0 n n—oo n

c’est a dire I — B =1 — P + P* est non singulier et

1 n 1
Z = lim — Z (P — P*
TN i k=0

i—

Définition 2.25. Matrice fondamentale [12]

(2.8)

La matrice Z = (I — P+ P*)™! est appelée la matrice fondamentale de P.

Définition 2.26. Matrice de déviation [12]
La matrice de déviation D est définie par :

1n21

D=27-P =1lim -3 3 (P P) - P

TN i k=0

Théoréme 2.27. [17]

La matrice de déviation D satisfait
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i—

1 n 1
D= lim — Z
n—oo n,
i=1 k= 0

P'D=DP*=(I—-P)D+P —I=D(I-P)+ P —1=0

Démonstration. (1) Puisque (P—P*)* = (P*—P*) pour k = 1,2, ..., nous obtenons

i—l

(P—PY=nl+)

i=1 k=0 i=2 k=1 i=2 k:l
et
n i—1 n i—1
NN (PP =P =n(I—-P)+> Y (P"— P
i=1 k=0 i=2 k=1
Par conséquent
1 zn: i—1 zn: i—1
lim — = lim —[n.(I — P*) + (P — P*)"]
Sl [ o noeen i=2 k=1
=7 - P
(2)
n i—1 n 1—1
P*D=lim - Y PH(P"—P)=1lim - > P*(P*—P)=0
TN i k=0 TN G k=0

O

Dans les 2 théoremes précédents, la matrice fondamentale Z et la matrice
de déviation D sont exprimées comme limites de Cesaro. Ces matrices peuvent

également étre exprimées en forme abélienne, le prochain théoréme nous le montre.

Théoréeme 2.28. [12]
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1. 7 = limaﬂ ZZOZO a"(P - P*)n

2. D = limgy Y02, a™(P" — P*).
Démonstration. (1) Comme (I — Q)™ =32, Q" pour |Q|| < 1, nous avons
i (P—PH)|"=[I —a(P—-P)]!
n—=0
Par conséquent
I=H(a)[l —a(P-P)]=H(a)I—-P+P")+ (1 —a)H(a)(P — P")

Puisque P™ — P* converge au sens de Cesaro vers 0, P" — P* converge aussi au sens

de Abel vers 0, c’est a dire
lim(1 — a)H(a) =0.

n—1

Par conséquent,

_ _ *\—1 _ 15 - n _ p*\n
Z=I—-P+P) Eglga(P P,

(2) Puisque

Za —PY)=1- P*—l—Za — P
n=1

=1—P"+) o"(P—-P)"
n=1

— Zan(P_P*)n_P*

n=0

nous avons alors
101[%1 z:: a"(P"— P*) = 10%1; a"(P— P*)" — P*
=7 - P

=D
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Relation entre les trois critéres

Le théoréme suivant donne la relation entre les récompenses moyennes (au-
dessus d’un horizon infini), les récompenses pondérées (au-dessus d’'un horizon

infini) et les récompenses totales au-dessus d’un horizon fini.

Théoréme 2.29. [17]
Soit ™ une politique déterministe. Alors,
1. 9" = Plr,
2. ¢" = limgp (1 — @)V

3. Vr}r = T¢W+D7rr7r - PEDTI'TT(

Démonstration. (1)

1 T
¢" = liminf — ; Plr. = Pir,
(2) Puisque P* la limite de Cesaro de P!, elle est aussi la limite d’Abel , c’est &

dire :

¢" = Plrp =lim(1 — «) Z[ozP,r]tr7r =Vr

atl pos
(3) Nous appliquons la récurrence sur 7.
Pour T=1":
¢" + Dyry — PrDyry = [Pf+ [I — Pr|Dylry =1, =V car PX +[I — P;]D, =1
voir la partie(2)du théoreme

Supposons que cela est vraie pour les périodes T'. Alors, nous pouvons écrire :

(T +1)¢™ + Dyry — P Dory = T¢™ + Piry 4 Dyry — PP Dy
=V +P'Dyry + Pr— PID,r,
=VF + P'D, + P: — PyD,|rx
(en utilisant la partie(2) du théorémd2.27)
= VI + Plr,

/T
=Vrn
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L’expansion de la série de Laurent

La partie (2) du théoreme montre une relation entre la récompense pon-
dérée et celle du moyenne quand le facteur d’escompte tend a 1. Cette relation
est basée sur l’expansion de Laurent de V.* pres de o = 1, avec une politique

déterministe comme exprimée dans le prochain théoreme.

Théoréme 2.30. [12]

Soit ™ une politique déterministe. Soit uj, k = —1,0,... définie par : u™, =
Prre, ug = Dyre et up, = —Dyup , k> 0.
Alors
[o.¢]
aVi= > puf
k=—1
1 oi p— l=a _ sl
pour ap, < <1, oup et ap, D]l

Démonstration. Soit

1 - k_ gbﬂ 100 k,
a = 11—« a

Puisque uf = D;[—D;]*r,, pour k > 0, la série> 2, p*uf est bien définie si
act & i — D«
plIDx|| <1 c’est a dire a = DA

Puisque VT est I'unique solution du systeme linéaire {I — a P, }x = r,, il suffit de

montrer que :

{I — aP,}z, =r,; cest a dire y, :=r, — {I — aP,}x, = 0 Nous avons

Prr, D, &
o= 1o {1 = aP 5 (1 ) P2 S oD,
l-a @ k=0
= o= Plre—{all ~ P+ (1~ )} 22 S [ p o,
k=0
) e l—a &
= = P)r=— (I — Pr) Dy Z[_pDW]kTW - Dy Z[—pDﬂ]krw
k=0 « k=0
= (I = P)re — {1 = P} S [=pDa)fre + S [-pDs ]y
k=0 k=0
= —P)rz— Z[_pDﬂ]kTﬂ + Prra + Z[_pD”]kT”
k=0 k=1
= (I = PY)re = 15 = Y [=pDa]re & Pire + 3 [=pDsl'r= = 0
k=1 k=1
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Corollaire 2.31. [72]

Soit m une politique déterministe.

™ ¢7T T
VI = T + uf + e(w)
ou €(a) satisfait :
}yl—% e(a) =0

Démonstration. Du Théoreme ([2.30)), il suit que

Puisque

a 1-(1-a)

Nous pouvons écrire

VI = 1¢_a+u3—l—e(a)
ou
lim e(a) =0

Equation d’optimalité pour le critére moyen

Dans le critere a-pondéré, la fonction de valeur optimale est la solution unique
d’une équation d’optimalité. Pour le critére moyen, nous pouvons avoir un résultat

semblable mais ’équation est plus compliquée.

Théoréme 2.32. Equation d’optimalité [12]

Considérons le systeme :

2(s) = maxeea, LyesP(8']s, a)z(s’) (2.10)

z(s) +y(s) = maxeeasa){r(s, a) + Lyes p(s']s, a)y(s')
pour tout s € S
avec A(s,x) = {a € Aslz(s) = Xaegp(s'|s,a)z(s")}, s € S.
Si (z,y) est une solution de , alors x = ¢ est la fonction de valeur optimale.
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Démonstration. Soit (z,y) la solution de . Alors, pourun 7 € IIMP 2 > P.x
implique que x > P’x pour tout n € N, et par conséquent x > Prz.

En outre, puisque 0 = P{x — P;} et tous les éléments de P* et « — P, sont non
négatives, pi(s'|s)(x — Prx)y = 0 pour tout (s,s’) € S x §. cela implique que
pi(s|s)(z — Prx)s = 0 pour tout s € S.

Pour un état récurrent i, pX(s|s) > 0, et par conséquent,

= > pals ) =0 c’est a dire 7(s) € A(s, x)

s'eS

et donc, par (2.10)

'T(S)‘{'y( >7’7T + Zpﬂ'

s'esS

Les colonnes de P} correspondant aux états transitoires sont zéro, cela implique
Pi(x+y) = Pi{re + Pry} = é= + Py
c’est a dire
¢r < Pz <@ (2.11)

D’autre part, toute solution de systéme ([2.10) donne une politique R laquelle
satisfait

x=PFPrretax+y=rr+ Pry

Par conséquent, x = Pjx et donc,
¢r = Pirr = Pp{e +y — Pry} =2+ Pply — Pry} == (2.12)
Par et (| il suit que

=max Y _p(s'|s,a)z(s") = ¢(s) , s € S.

CLEAS ,ES

Conclusion

Pour chacun des criteres, nous avons ainsi déterminer la spécificité de chaque
équation d’optimalité portant sur les fonctions de valeur et nous avons pu avoir la
politique optimale. Nous avons eu des systemes linéaires dans les équations d’op-

timalité pour chacun des critéres. D’une part, dans le cadre du critére fini, les
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politiques optimales sont donc de type markovien déterministe, mais non station-
naire c’est-a-dire le choix de la meilleure décision a prendre dépend de I'instant t.
D’autre part, pour le critere a-pondéré, les politiques optimales sont de type sta-
tionnaire et déterministe. Pour le critére moyen, les politiques optimales sont aussi
de type stationnaire et déterministe, en outre I’étude est un peu plus complexe que
celle des autres, si on veut avoir une vision plus explicite, il faudra classifier les
MDP. Cependant, dans la prochaine partie, nous allons nous intéresser uniquement

au critere a- pondéré.
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Chapitre 3

Formulation en programmation

linéaire

Dans cette partie, nous allons formuler en programmation linéaire le MDP. La
programmation linéaire peut étre formulée en 2 formes : le programme linéaire
primal et le programme linéaire dual. Afin d’aboutir a ces deux formulations, nous
allons partir de la notion de dualité afin de comprendre la relation entre ces deux

formulations.

Dans un probléeme de programmation linéaire, nous souhaitons optimiser :
maximiser ou minimiser une fonction linéaire, sous contraintes formées par un

ensemble d’inégalités ou d’égalités linéaires.

Nous souhaitons trouver un vecteur x avec n éléments qui maximise ou mini-

mise la fonction objectif ou fonction économique :

n
D cii
=1

sous m contraintes :

AT > b et pour tout 7, x; > 0
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T by C1
X2 by C2

avec : T = . et b= . le vecteur second membre et ¢ = . le vecteur
Tn, b, Cn

de cotits.

La fonction objectif peut s’écrire : z = .2 (produit scalaire)
A est la matrice de contrainte dont les éléments sont formés par (a;;)(  )jenxn, A
est de taille m x n.

Rappelons d’abord quelques définitions utiles pour la programmation linéaire.

Définition 3.1. Solution [11)

Nous appellons "solution’, toutes valeurs spécifiques des variables décisionnelles

(1,22, .y Tp).

Définition 3.2. Solution réalisable [11]
Une solution est appelée une solution réalisable si elle satisfait simultanément

toutes les contraintes du probleme.

Définition 3.3. Solution extréme [11]
Une solution extréme est une solution qui ne peut pas s’écrire comme une com-

binaison linéaire de 2 autres solutions.

Définition 3.4. Solution extréme réalisable [11)]
Une solution extréme est réalisable si elle satisfait simultanément toutes les

contraintes du probléme.

Définition 3.5. Solution optimale [11)
Une solution optimale est une solution réalisable ayant la valeur de la fonction

objectif la plus favorable.

Définition 3.6. Base [11]
Nous appellons "base” : toutes sous matrices carrés réqulieres extraites de A.

Le complément de B dans A est le hors-base associé.

Définition 3.7. Solution de base [11)]
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Soit A= [B, N]| , avec B la matrice de base et N la matrice hors base.
Soit ¥ = [xp,xN], avec xp les variables de base et xy les variables hors base .
Nous appellons "Solution de base" associé a la matrice de base B la solution par-
ticuliere de ’équation

B.TB + NI’N =b
en prenant xx = 0 par conséquent xg = B~1b. Cette solution est donc :

rB B~1b

ST
Il
Il

N 0

Une solution de base est dite dégénérée si xg a des composantes nulles.

3.1 Caractérisation des bases réalisables et des
solutions des bases réalisables optimales
Soit z(xz) = Y| cw; = .2, la fonction objectif. Soit &= [cp, cy], ainsi z(x) =
cg.xp +cy.xnN.

Théoréme 3.8. [J] - [11]

Soit le vecteur I1 = (I1y, I, ..., I1,,,), (m : nombre de lignes) tel que :
II=cpB™"

Par définition le vecteur 11 est appelé le vecteur des multiplicateurs de simpleze.
Une condition nécessaire et suffisante pour que la matrice B soit une base réalisable

optimale est que :

EN = CN — IIN Z 0
(c’est-a-dire toutes les composantes sont tous positives)

Démonstration. Condition suffisante :
Soient A = [B, N|, x = [xp, zx]. Nous avons

Brg+ Ny =b= Bxg=b— Nzy = x5 = B_lb—B_lN.TN
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Nous avons ¢ = [cg, cn|

2(x) =&
= CBTp + CNITN
=cp(B™'b — B 'Nxy) + cnay
=cgB b —cgB Ny + enxy
=cgB b+ (exy — cpB™'N)ay

= CBB_lb + EN.I‘N

or cyzy > 0. Par conséquent z(x) > cgB~!b = zp, cette valeur est atteinte en
une solution réalisable :
T =[B7'b,0], et 2*(z) = cg B~ 'b.

D’autre part la valeur zp de z est atteinte par la solution de base réalisable qui
est #0 = [B~1b,0).

Condition nécessaire : Supposons que ¢y < 0.
Il existe une variable hors-base d’indice s telle que ¢, < 0. Si tel est le cas, nous
allons mettre en évidence une solution de base réalisable dont le cofit est inférieur
a zg.
Pour montrer qu’on n’a pas une base optimale, on va construire = 2° + €.
Comme Cy , il existe s tel que ¢; < 0 et z tel que 2(2) < 2z = cg B~ 1b.
On part de 2° = [B~'0,0].
0
0

0
Soit s Iindice ci-dessus. & = 2° + 0¢€;. 0 choisi convenablement.

Nous avons Z = [B~'b, 6¢;].
Or 2(%) < 25 = cgB~'b.

Choisissons 6 de telle maniére que Z soit toujours une solution de base.
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Az =b.
= Bxp + Nfe, = b.
= Bxg =b— 60ONeéj.
=z = B b - 0B~ 'Ne,.
Posons b= B b et A, = B 1A,.
Alors 25 = b — 0A,.
On suppose que b > 0 (hypothese de non-dégénérescence).
On peut donc choisir € assez petit de telle maniere que xp reste toujours > 0 avec

6 nombre positif.

Soit 0* cette valeur convenable de 0, alors & = 2° + 0*¢.

Par conséquent :

or 0* >0etc, <O.

Do 2(%) < z(z?) O

Définition 3.9. Vecteur cotts réduits [11)]

Le vecteur ¢y défini dans le théoréme précédent s’appelle Vecteur cotits réduits.

3.2 Notion de Dualité en programmation linéaire

Rappelons que le probléeme est de trouver ¥ avec n éléments qui minimise la

fonction objectif :
n
> Gt
i=1
sous m contraintes :

AT > b et pour tout 7, x; > 0

Ce probleme peut étre écrit formellement comme un programme linéaire de la
structure suivante appelée programme linéaire primal :
minimiser .7

sous contrainte Ax > bet > (.
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A tout programme linéaire primal on peut associer un programme linéaire dit
dual de fagon qu’il existe des relations tres fortes entre les solutions (variables et
objectives) de I'un et de lautre.

Donc chaque probléeme de minimisation peut facilement étre transformé a un pro-
bléeme dual de maximisation de la forme :
maximiser 5§

sous contrainte 7 Ay < ¢ et i > 0

3.2.1 Propriétés de la dualité

Propriété 1 [6]
Pour obtenir un probléme dual a partir d’un probleme primal, il suffit d’échan-
ger le type d’optimisation (min < max) et d’associer a chaque contrainte d'un

probléme une contrainte de 'autre et réciproquement de la facon suivante :

PRIMAL DUAL

n variables, m contraintes | m variables, n contraintes

min ¢.7 max ¢.b
AZ>b 7>0
7>0 JA <@

Propriété 2 [0]

La dualité est involutive, c’est-a-dire que le dual du dual est le primal.

Démonstration. La preuve est donnée par le tableau suivant :

PRIMAL | DUAL | forme équivalente | DUAL du DUAL | forme équivalente
min ¢.& maxg.g — min —jg —max —c.7 min ¢.2
AZ>b |§A<Z| —gA>-¢ —AZ>—b AZ>b

>0 y>0 y>0 Z7>0 Z>0
La derniere étape rend bien la forme primale. m

Remarque 3.10. Les mots primal et dual ne sont que des étiquettes, chaque

probléme peut-étre considéré comme un primal ou un dual mais l'usage courant est
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de considérer comme primal le probleme de minimisation et dual le probleme de

mazximaisation.

3.2.2 Théoréme fondamental de la dualité

Ce théoreme précise les relations entre solutions du primal et du dual, il est

précédé de deux lemmes :

Lemme 3.11. 2/

Démonstration. Nous avons

Primal minc.@ Dual max gj’g
AZ>D 7>0
>0 JA<LE
Dans le primal, nous avons Az* > b = y*Az* > y*.b vu que y* > 0
Dans le dual nous avons :y*A < @ = y* Az* = €% vu que 2+ > 0

—
*

Az* < Ga*. O

Lemme 3.12. [2/

Si x* est une solution réalisable du primal et y* une solution réalisable du dual

Alors ©* et y* sont des solutions optimales de leurs problémes respectifs.

Démonstration. Si z* n’était pas optimale, il existerait une solution 2% telle que
ca¥ < &x* = y*.b ce qui est contraire au lemm. De méme si y* n’était pas
optimale, il existerait une solution y** telle que y**.b > y*.b = ¢.&* contrairement

au lemmd3.111 0

Théoréme 3.13. Théoréme fondamental [Z]

1. Si le primal posséde une solution optimale z*, alors le dual posséde aussi une

b.

—
*

solution optimale y* et G.a* =y

2. Si le dual posséde une solution optimale y*, alors le primal posséde aussi une

solution optimale x* et &.x* = y*.b.
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3. Si la solution optimale du primal est non bornée (infinie) alors le dual n’a

pas de solution réalisable.

4. Si la solution optimale du dual est non bornée (infinie) alors le primal n'a
pas de solution réalisable.

5. Si le primal n’admet pas de solution réalisable alors le dual n’admet pas de

solution réalisable ou admet une solution non bornée.

6. Si le dual n’admet pas de solution réalisable alors le primal n’admet pas de

solution réalisable ou admet une solution non bornée.

Démonstration. Etant donné l'involutivité de la dualité, on peut se contenter de
démontrer les propositions impaires.

Soit (zj,,x;,, ..., x;,,) les variables de base correspondantes.

Dénotons ¢ =" [cj;, Cjpy -y Cj,.], €t T le vecteur des multiplicateurs associés a la
base optimale IT = (I1y, Iy, ..., I1,,).

Rappelons que les cotits relatifs des variables sont définis comme suit :

ot A; dénote la j*"¢ colonne de la matrice A.

1. Si z* est optimale du primal, nous avons
VJ € {1, ...,n},Ej =Cj — HAJ >0
nous obtenons
HAj < Cj,Vj S {1, ,n}

soit matriciellement

ou encore
Tai< e
ce qui donne
e {y:" Ay <}
On en conclut que II vérifie les contraintes du dual (il n’y a pas de contrainte de
positivité sur les variables duales).

Nous avons

IMI=cgB!
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La fonction objectif du primal vaut :
2 =cprp = cgh= cBBfll;: ILb.

La fonction objectif du dual pour ¢ = II vaut évidemment aussi ILb.

En vertu du lemmd3.12] IT est la solution optimale du dual et le théoreme est
démontré.

3. Si le primal n’admet pas de solution bornée (inférieurement puisque le primal
est un probleme de minimum), VK , il existe ¥ telle que .7 < K.

Si le dual admettait une solution 4*, nous aurions (lemm VK : b < ET < K
ce qui est absurde lorsque K tend vers —do .

5.Ne nécessite pas de démonstration vu que 2) exclut la possibilité d’une solution

finie. O

3.3 Formulation d’un MDP en programmation
linéaire

3.3.1 Programme linéaire primal

Rappelons que la traduction générale du probleme x = max{ay,...,a,} & un
programme linéaire est comme suit :
minimiser : T
sous contrainte Vi, x > a;
L’équation d’optimalité du probléme de I’horizon infini pour le critére a-pondéré

est :

Vi(s) = rggj{{r(s, a)+a ) p(sls,a)V(s')}

s'es
avec 0 < o < 1.

En utilisant la traduction ci-dessus nous obtiendrions le programme linéaire sui-
vant : déterminer V' (s) minimisant :

> B(s)V(s)

seS

sous-contrainte

Vs e S,\Vae Ay: V(s) >r(s,a)+a ) p(ss,a)V(s) (3.1)

s'esS

44



ou sous forme matricielle

(I —aP)V >7,

Voici donc le programme linéaire primal :
minimiser SV

sous-contrainte (I — aPﬂ)V > 7.

Avec ((s) la pondération d’intérét de 1’état s (state relevance weight) telle que
- Vse S, B(s>0)

~ YsesBls) =1
B(s) est la distribution de la probabilité de ’état initial de I’agent dans le MDP :
B(s) = Prob(s = sg) (la probabilité pour que I’état s soit I’état initial).

Il est immédiat de vérifier que si V' € W minimise la fonction Y. V(s) sous
la contrainte V' > LV | alors V = V. En effet, nous avons montré au cours de la
preuve du théoreme que V' > LV impliquait V > V¥ et donc que gV > SV,
d’ott Yies B(s)V () 2 Xies B(s)Va ().

3.3.2 Programme linéaire dual

Rappelons si nous avons comme programme linéaire primal :
minimiser ¢.o
sous contrainte :AZ > betZ >0

Le probleme dual de maximisation associé est de la forme :
maximiser I;gj

sous contrainte :T Ay < Cet ¢ > 0 (avec T A est la transposée de la matrice A)

Or nous avons comme programme linéaire primal :
minimiser 5.V

sous contrainte :(/ — aP,T)V > 7 et V>0

Le programme linéaire dual associé est donc :
maximiser 7.1/

sous contrainte :7(1 — aP,)j < fet § >0



Plus explicitement, déterminer (s, a) qui maximise
> r(s.a)y(s,a)
ses

sous contrainte :

y(slaa) - aZp(s'|s,a)y(s,a) < 5(3,)

seSs

et y(s,a) > 0 pour tout s € S et a € A, telle que y(s,a) est la probabilité d’étre
dans I’état s et d’effectuer I'action a, tout en tenant compte du facteur d’actuali-

sation «.

Finalement, nous cherchons y(s, a) qui maximise
> > r(s,a)y(s,a)
acA seS

sous-contrainte

Vs'e S, Y ylsia) =D p(s]s,a)y(s,a) < B(s) (3.2)

a€A acAseS
et

y(s,a) > 0 pour tout s € Seta € A

Cette formulation est clairement un programme linéaire qui peut étre résolu par
la méthode de simplexe. Une fois y(s, a) est obtenue, une politique optimale peut
ensuite étre calculée.

7(a, s) = Problaction = a|état = s| est facilement trouvé par :

y(s,a)

ﬂ'(a/’ S) - ZaGA y(57 CL)

En effet,
soit y(s,a) = Prob(action = a N état = s) et q(s) = Prob(état = s)
Nous avons :

P((AnB)=P(A/B)P(B)
D’ou
Prob(action = a N état = s) = Prob(action = a/état = s) Prob(état = s)
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ou
y(s,a) = m(a,s)q(s)
Or y(s,a) = Prob(action = a N état = s) et

> y(s,a) =Y Problaction = aNétat = s)

acA a€A

= Prob(état = s) = q(s)
et nous avons

y(s,a) =m(a, s)q(s)
=7(a,s) Z y(s,a)

a€EA
D’ou
y(s,a)

Tr(a’ S> B Z(ZEA y(87 CL)

3.4 La méthode du simplexe

La méthode du simplexe est une méthode algébrique pour trouver la solution

optimale d’un probléme de programmation linéaire. Ainsi nous pouvons trouver la

politique optimale avec la méthode du simplexe.

Rappelons que la fonction objectif est de la forme z = .7

x by
T2 ba

avec ¥ = ) et b= ) le vecteur second membre et ¢ =
Ty b,

de cofits.

(&1

Co

Cn

le vecteur

Et A la matrice de contrainte de taille m x n dont les éléments sont formés par

(@ij)ij-

Prenons la structure suivante :
maximiserz = ¢.Z

sous contrainte
AZ =0

et & > 0 (c’est-a-dire tous les éléments sont tous positifs)
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3.4.1 Principes de la méthode du simplexe

— Principe 1 [4]
On calcule une suite de sommets du polyedre des contraintes (solutions de
base admissibles), chacune d’elles étant meilleure (pour la fonction écono-
mique) que la précédente.

— Principe 2 [4]
(a) S’il existe exactement une solution optimale, alors c’est une solution
extréme réalisable.
(b) S’il existe plusieurs solutions optimales, alors au moins deux d’entre elles
sont des solutions extrémes réalisables adjacentes.

— Principe 3 [4]
Il existe un nombre fini de solution extrémes réalisables.

— Principe 4 [4]
Si une solution extréme réalisable est meilleure que toutes les autres solutions
extrémes réalisables qui sont adjacentes, alors elle est meilleure que toute

autre solution extréme réalisable.

3.4.2 Algorithme du simplexe
Algorithme 1. [71/
Nous supposons que nous disposons au départ d’une base réalisable.
1. Soit B® une base réalisable
k=0
2. k=k+1

3. A litération k, soit B la base courante
Soit v = xg,xyN, la solution de base correspondante
Calculer b = B~'b (les valeurs des variables de base)
II = cg B~ (Multiplicateurs du simpleze)

cn = ey — 1IN (Les couts réduits)

4. Sicy >0 Stop, Uoptimum est atteint

Sinon il existe s tel que alors ¢ < 0 alors
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Soit Ag la colonne s de A
Calculer A, = B~ A,
Sia;s <0,i=1,...,m Stop optimum = —oo

Sinon calculer

A Br . bz

T,=— = min —
Qrs  i/ais>0 Qg

5. Soit x; la variable correspondant d la 7™ ligne de la base c’est-a-dire tq

0

0

B'A,=¢é. = | | la 7™ ligne.

Alors
-la variable s rentre en base (T > 0)
-la variable t sort de la base (x; = 0)

La nouvelle solution courante T correspond a la nouvelle base réalisable
B=B+ A, — A
Calculer B~ et retourner en (2).

Conclusion

La formulation linéaire d’'un MDP nous permet de calculer une solution opti-
male. Cependant, il y a de la complexité car la résolution est coliteuse en temps
de calcul et en mémoire. En effet, dans le programme linéaire de 'équation [3.2] le
nombre exponentiellement croissant d’états possibles dans le probleme se retrouve
a la fois dans le nombre de variables a déterminer, dans le nombre de termes de la
somme a maximiser, le nombre de contraintes a satisfaire et le nombre de termes
dans le produit de chaque contrainte. De plus les fonctions de transition P, et de

récompense r, doivent étre connues.
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Chapitre 4

Les Algorithmes
"Policy-Iteration" et "Value

Iteration"

Lorsque les fonctions de transition et de récompense sont connues, la program-
mation dynamique est une approche alternative a la programmation linéaire pour
calculer la fonction de valeur optimale d'un MDP. Nous allons voir les deux al-
gorithmes du programmation dynamique les plus connus et les plus utilisés pour
résoudre le MDP : "Value Iteration', décrit dans [3] et "Policy Iteration" introduit
trois ans plus tard par Howard en 1960. Rappelons que nous allons nous intéresser
au critere a-pondéré pour toute la suite.

La programmation dynamique désigne un ensemble d’algorithmes permettant
de calculer les politiques optimales d’'un MDP fini. Ces algorithmes reposent sur
les hypothéses suivantes :
1-1a fonction de transition est connue;
2-la fonction de récompense est connue.

Les algorithmes de programmation dynamique permettent donc de trouver l’en-
semble des solutions d’'un MDP uniquement si celui-ci est parfaitement connu. Gé-
néralement, deux étapes composent un algorithme de programmation dynamique :

I’évaluation d’une politique et I’amélioration d’une politique.
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4.1  Algorithme d’itération sur les valeurs ou
"Value Iteration"

L’algorithme d’itération sur les valeurs ou "Value Iteration" (voir [I5]), est issu
de la programmation dynamique, est I'un des algorithmes standards des Processus

Décisionnels Markoviens.

4.1.1 Principe de ’algorithme de "Value Iteration"

Cet algorithme consiste a calculer itérativement la valeur de chaque état. Nous
avons vu que la valeur d’un état est le gain obtenu par 'exécution d’une action
auquel nous ajoutons les valeurs des différents états qu’il est possible d’atteindre
en exécutant cette méme action tout en prenant en compte le facteur d’actualisa-
tion a permettant d’introduire un compromis entre action a court terme et action

a long terme.

Cet algorithme se base sur la résolution directe de I’équation d’optimalité de
Bellman , en utilisant pour cela une méthode itérative de type point fixe, d’ou son
nom anglais de "Value Iteration" [15].

Rappelons que

VW eWvVseS, LV(s)= meaj({r(s,a) +a > p(ss,a)V(s)}

s'es

ou en notation vectorielle
YWeW, LV = 1rn€aj%<:{7‘7r +aPV}

Le Théoremg2.15| : (Equation de Bellman-optimalité des fonctions de valeur
pour le critére -pondéré), nous a montré que la solution de I’équation de Bellman
est obtenue comme limite de la suite V.1 = LV}, quelle que soit I'initialisation de

Vo.

4.1.2 Algorithme de "Value Iteration"
Algorithme 2. [20]
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Entrée : MDP et paramétres € et «

1. Choisissez une fonction de valeur initiale Vi (en choisissant un nombre pour
tout s € s)

n<0

2. Assignez la prochaine fonction de valeur

Vir(s) = max{r(s,a) + o 3 p(s']s,a)Va(s)}, Vs €5,

s'eS

8. Si |Vosr — Vol < €552 STOP Doptimum est atteint.

Choisissez la politique sortante telle que :

7(s) = arg meajc{r(s, a)+ad p(s|s,a)V,(s)}, VseS
“ s'eS

Sinon retourner en 2 avecn =n + 1.

4.1.3 Convergence de I’algorithme de "Value Iteration"

Dans le théoreme suivant, nous prouvons que ’algorithme trouve la politique
e- optimale dans un nombre finie d’étape. Notons que la politique choisie pourrait
en fait étre la politique optimale, mais nous n’avons aucune maniere de savoir cela

a 'avance.

Théoréme 4.1. [20]

Pour la suite (V,,), et la politique . calculé par "Value Iteration’, nous avons :

1. limy, oo Vi, = VI
2. Il existe N, tel que pour tout n > N ||V, — Vo < 612’—&“
3. La politique 7. est optimale

4. Si||[Vpsr = Vol < €52 alors ||V — VI < §

Démonstration. La partie (1) et (2) provient directement de la propriété de la suite
Vn+l == LVn
Partie (3) et (4) :
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Supposons que ||[V;41 — V.|| < 612_—&0“ comme c’est le cas quand l'algorithme s’arréte,
et montrons que

|Vire — V¥|| < €, ce qui fait la politique 7. est e-optimal.

Soit
Ve = VI < IVE = Vagall + [ Vo — V4] (4.1)

Nous allons majorer maintenant chaque partie de la somme individuellement :

|\VIe — Vil = [|Lx Ve — Viya]| (carVi<est un point fixe deL;,)

< Lw VI = LVl + 1 LVaga = Vo

Quand 7, est maximum sur les actions utilisant V,,;1, cela implique que L, V, 11 =

LV, .1 et nous concluons que :

Ve = Vil S 1 La VI = L Voa | + [ LVisa — LV ||

< Vi = Vol + al[ Vi = Vil
De cette inégalité, il suit que :

. «
V™ = Vol = 7= Vaa = Vil
-«

Pour la deuxiéme partie du somme, nous opérons de la méme fagon :

(0%

[V = Vo <l Vs = Vil

-«
D’ou la partie (4) du théoreme.

0] [0
Vo = Vall + Vo = Val

En retournant vers I'inégalité (4.1f), il suit que :

2a
l—«

Ve = Vall < Vair = Vall <e

Par conséquent la politique sélectionnée 7, est e—optimale. O

Dans la suite, nous allons montrer que la convergence a la politique optimale
d’algorithme "Value iteration" est monotone, et que la convergence est exponen-

tiellement rapide dans le parametre a.
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Lemme 4.2. Monotonie de la convergence [20]

1. SV > U alors LV > LU

2. Si LV, > LU, alors Vm >0, Voimi1 = Varm
Démonstration. Partie 1 Soit
d €arg ﬂ&%{” +aPsU}
Comme Ps > 0, il suit que PsV > PsU. Par conséquent
LU =r5+aPsU <rs+aPV < 1rrhaj\:;<D{r7r +aPV} =LV
TE

Cela prouve la partie (1).

Partie 2 De la partie (1) il suit que si V' > U, alors Ym > 1, L™V > L™U.

Vn+m+1 = LmLVn > Lmvn = Vner

Théoréme 4.3. [20]

Soit V,, la suite de valeurs calculée par U'algorithme "Value Iteration”

Ln, |V = Vol < 25 1IVi = Vol

2. Yn, [V — VX < 22|\ Vi — Vol ot 7, est la politique définie par Vi,

— l—«

Démonstration. Partie 1 Nous allons utiliser le résultat de la partie (4) du théo-

réme [4.1] :

Si [|[Vog1 — Vol < €222 alors ||V — V| < e

Pour 'utiliser, nous allons majorer :

Vi = Vil = |1L77'V) — L1 || < @™ Vy — V| car (L contractante).
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Soit € = 2||Vi — V4|, de sorte que nous puissions employer le théorém

-«

pour conclure que .
am

Vo = Vall <

L

Ceci prouve la partie 1.
Partie 2 Pour prouver la partie 2, nous allons majorer

Ve = Vall < Ve = Vall + [V = VAl

La majoration suivante dérive (a) de la méme résultat que du théoréme [4.1] et (b)
du partie (1) résultat de ce théoréme, respectivement :

n

o o
Vo =Vl < Vn_Vn— Vi—WV
Ve Vel < 2| M+ T - Yl
(a) (b)
2a"
< Vi—W
< =i - Wl
La derniere inégalité est obtenu car L est un opérateur contractante. O]

De ce théoreme, il découle que chaque itération de I’algorithme "Value itération"
est plus pres de V¥ par un facteur de . Quand « approche 1, le taux de convergence
diminue. Les majorations que nous avons montrées peuvent étre employées pour

déterminer le nombre d’itérations requises pour un probleme spécifique.

4.1.4 Complexité de I’algorithme

L’efficacité de ’algorithme dépend de deux facteurs : la complexité d’une itéra-
tion, et le nombre d’itérations nécessaire pour converger. Chaque itération consiste
a calculer la valeur de transition entre les états, pour chaque action, d’apres [19] :
cela nécessite |A||S]? opérations. L’algorithme de "Value Iteration" est donc de
complexité polynomial. Le nombre d’itérations nécessaire est plus difficile a déter-
miner. [I3] montre que 'algorithme est polynomial selon |S|, |A|, a et B, ou B est

le nombre de bits nécessaires a la représentation des données du probléme.
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4.2 Algorithme d’itération sur les politique ou
"Policy iteration"

Cet algorithme de résolution est constitué des méthodes itérant sur les poli-

tiques elles-mémes.

4.2.1 Principe de I’algorithme de "Policy iteration"

Le principe de I'algorithme d’itération sur les politiques est tres simple : partant
d’une politique initiale quelconque, I'algorithme cherche a maximiser la valeur de
chaque état, et itere jusqu’a obtenir deux politiques successives identiques, qui
sont alors optimales.

Plus formellement :
Soit la politique 7, a 'itération n.
Dans une premiere étape, on résout le systeme d’équations linéaires : V,, = L, V,,
Va(s) = rglezmj({rﬂn(s, a)+a Y pr,(s]s,a)V(s)}
s'es
pour tout V€ Wet seS.

Puis, dans le deuxiéme étape, nous améliorons la politique courante en posant :
Tyl € Arg %1&5{{7‘5 +aPsV]}
€

On stoppe 'algorithme lorsque : 7,11 = 7.

La suite V,,, croissante et bornée par V*, converge. Comme il y a un nombre

(o'}

fini de politiques, la suite m, converge alors en un nombre fini d’itération. A la

limite V,, = VI, et m, est optimale.

4.2.2 Algorithme de "Policy Iteration"

Algorithme 3. [20/
Entrée MDP et «.

1. Initialiser : mg € IIMP n < 0
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2. determination des valeurs ou "value determination’
Trouwver V,, (la fonction de valeur de m,) en résolvant le systéme de /S| équa-
tions avec [S] inconnues valeur de V,,(s).

Vo(s) =1r, (s, m(8)) + « Z (8|8, () V(')

s'eS

ou en notation matricielle

(I —aP,)V =r,

n

3. amélioration de la politique ou "Policy improvement”

Choisissez la politique suivante :
Tyl € arg ngﬁ@}\){(}){rﬂ +aP. V., }

4. Simpy = m, STOP.

Sinon n < n + 1, retourner a ’étape (2).

4.2.3 Convergence de l’algorithme de "Policy Iteration"

Nous verrons que quand le nombre d’états |S|, et le nombre des actions |A| sont
finis, il n’y a pas deux itérations consécutives avec la méme politique, a moins que
nous ayons une politique optimale. Par conséquent 7, converge vers une politique
optimale dans un nombre fini d’étapes. La clé de la convergence de 7, est la

monotonie de {V,,}.

Lemme 4.4. [20]
Soient V,,, V11 les valeurs d’itérations consécutives de l’algorithme ci-dessus,

alors

Vn S VnJrl S V;

Démonstration. Soit m,.1, la politique dans I’étape "Policy improvement" | alors

Trpir + P Vi > 1 +aPr V, =V, (Par définition de V).

Tn++1

Par conséquent :

Trpin 2 (I — aPWn+l)Vn

En multipliant par (I — aP,, ,,)"" on obtient :

Tn+1

Vn+1 - (I - aPﬂnH)_lrﬂnH > Va
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Théoreme 4.5. [20)
Soient S et A finie, alors ’algorithme de "Policy Iteration" converge vers une

politique optimale aprés tout au plus |A|®! itérations.

Démonstration. Clairement,|A|ISI > [ITIMP|. D’aprés le Lemmdd.4] dans chaque
étape V11 > V,, sauf pour la derniere étape dans laquelle V,,.; = V,, . Par consé-

HMD

quent aucune politique 7 € peut apparaitre dans deux itérations différentes.

Par conséquent le nombre d’itérations est < [[TMP| < |A|I8]. O

4.2.4 Complexité de I’algorithme

Chaque itération de I'algorithme consiste en deux opérations : la résolution du
systéme d’équations, qui nécessite un peu moins de |S|* opérations d’apres [19], et
la phase d’amélioration, qui est effectuée en |A||S|* opérations d’apres [19]. Donc,
I’algorithme de "Policy Iteration" est aussi de complexité polynomial. Comme pré-
cédemment, le nombre d’itérations nécessaire a la convergence de ’algorithme est

plus difficile a déterminer.[I3] donne le méme résultat que pour "Value Iteration".

4.3 Comparaison des deux algorithmes "Value
Iteration" et "Policy Iteration"

Regardons maintenant le taux de la convergence des algorithmes "Value Ite-
ration"et "Policy Iteration"'. Nous allons montrer que, en supposant que les deux
algorithmes commencent avec la méme valeur rapprochée, 1'algorithme du "Policy

Iteration" converge plus vite a la valeur optimale.

Théoréme 4.6. [20]
Soient U; la suite crée par lalgorithme de "Value Iteration” (ot U,y = LU, )
et soit V; la suite crée par l'algorithme de "Policy Iteration”.

Si Uy = Vy, alors pour tout n
U, <V, <V:.

Démonstration. Nous utiliserons la récurrence pour prouver le théoreme.

Nous assumons que Uy = Vj.
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Vh est la valeur retournée du politique spécifique, et par conséquent il est clair qu’il
est inférieur a la valeur optimale retournée. Par conséquent :Uy <V < V¥ Donc
le théoreme est vrai pour n = 0.

Supposons maintenant qu’il est vrai pour n, et montrons le pour n =n + 1.

Un—H = LUn = LPnUn

Pn € arg WIEI%%&(D{TW + aP.U,}
Par hypothese de récurrence U,, <V,,, et L, comme est monotone il suit que :
L,U,<L,V,
Puisque L prend le maximum au-dessus de toutes les politiques :
L, U, <LV,

Nous noterons par m, la politique déterminée par I’algorithme de "Policy Iteration"
a l'itération n et par conséquent LV, = L, V..

Par I’équation d’optimalité on obtient :

L, Vo, <L, V™
Par la définition de V,,, 1, nous avons :

Lz, V3" = Vo

Et on obtient :

Un+1 S Vn+1

Puisque V,,1; < V¥ par conséquent

Unt1 < Vo <V

Conclusion
Nous avons présenté dans cette partie les algorithmes classiques du controle
optimal stochastique "Value Iteration" et "Policy Iteration". Ces deux algorithmes

ont un fonctionnement tres différent :
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— d’une part "Value Iteration" procede par de petites améliorations successives
de la fonction de valeur. En pratique, cet algorithme nécessite un grand

nombre d’itérations pour converger, mais chaque itération est tres rapide.

— d’autre part "Policy Iteration" améliore beaucoup la fonction de valeur a
chaque itération. Généralement, le nombre d’itérations nécessaire a la conver-

gence est faible, mais chaque itération est tres cotiteuse.

Du théoréme [4.6], il découle que, assumant le méme point de départ, l'algorithme
de "Policy Iteration" exige moins d’étapes que 'algorithme "Value Iteration" pour
converger a la politique optimale. Cependant, il devrait noter que chaque étape
simple de "Policy Iteration" exige une solution d’un ensemble d’équations linéaires
(Iétape d’évaluation de politique) et donc il est informatique plus cher qu’une
étape simple de I'algorithme de "Value Iteration".

Soulignons le fait que tous ces algorithmes sont des formes d’itération sur les
politiques qui different par la taille du pas effectue en direction de la valeur de la
politique courante a chaque itération. Dans la partie suivante, nous allons appliquer
ces algorithmes dans un étude de cas pour avoir une vision plus explicite du MDP

et sa résolution.
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Chapitre 5

Etude de cas

Les stratégies de maintenance de machines et leurs évaluations demeurent une
préoccupation particulierement forte au sein des entreprises aujourd’hui. Les en-
jeux économiques dépendant de la compétitivité de chacune d’entre elles sont de
plus en plus étroitement liés a l'activité et a la qualité des interventions de ’entre-
tien des machines. C’est pourquoi, nous allons alors utiliser I’approche markovienne
comme une stratégie de maintenance. Nous allons voir ici explicitement et numéri-
quement ’application d’'un MDP dans le cadre de I'optimisation des revenus d’'une
machine. D’abord, on va modéliser la maintenance d’une machine par un MDP.
Ensuite, nous allons utiliser les deux algorithmes de la programmation dynamique
"Value iteration" et "Policy iteration" pour la résolution sans oublier la program-
mation linéaire. Dans tous les cas, nous utiliserons le langage de programmation

C++ pour implémenter ces algorithmes.

5.1 Formalisation du probléeme

Nous souhaitons alors maximiser le revenu provenant de la production d’une
machine. Or, le niveau de production dépend de I'état de la machine, et ’état de
la machine dépend de son entretien. Nous considérons ainsi la maintenance, en
temps discret, de la machine dont I’état de fonctionnement est modélisé par une
chaine de Markov a états en nombre fini. Une politique de maintenance consiste
a décider les instants ou l'on entretient la machine. On décide d’un niveau de

dégradation inacceptable qui lorsqu’elle est atteinte entraine la réparation. On
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suppose qu’apres chaque réparation (qui est instantanée) la machine revient dans

I’état de fonctionnement parfait.

5.1.1 Définition de ’ensemble d’états

Nous modélisons ainsi 1’évolution de 1’état de la machine par une chaine de
Markov. Chaque état représente le niveau de dégradation. Notons 0 1’état de fonc-
tionnement parfait et S 1'état d’épave inutilisable. Les états intermédiaires sont

représentés par un entier compris entre 1 et .S.

Notons X; I’état de la machine. X; € {0,1,...,5 — 1}.

La machine peut étre donc dans une des £ + 1 états :
— état 0 : signifie que la machine est neuve
— état 1 : signifie que la machine est en bonne état, dégradation de niveau 0;

— état 2 : signifie que la machine en mauvaise état avec un niveau de dégrada-

tion 1;

état S-1 : signifie que la machine est dans I’état avec un niveau de dégradation

d

état S : signifie que la machine est dans 1’état d’épave inutilisable.

5.1.2 Définition de I’ensemble d’actions

Face a ce probleme, on a 3 décisions (ou actions) possibles :

— action 1 : entretenir la machine, qui la renvoie a I’état 0. Plus précisément,
nous appelons cette politique : politique de maintenance. Apres chaque ré-
paration, la machine revient dans I’état de fonctionnement parfait. Le cofit

de l'entretien dépend du niveau de dégradation de la machine.

— action 2 : laisser la machine dans son état, sans politique de maintenance.
C’est-a-dire, on utilise la machine sans se soucier de son état jusqu’a ce qu’elle

soit devenue une épave.
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— action 3 : remplacer la machine a chaque dégradation, qui la renvoie a 1’état

neuve.

Notons A I’ensemble des actions possibles.

A = {actionl, action2, action3}

5.1.3 Définition des récompenses

Le rendement par période est noté n(s) c’est-a-dire le nombre d’objet produit

par la machine dépend de I’état de la machine. Nous avons
— a l’état état neuf n(s) = p , c’est le rendement maximum.

— a l’état d’épave inutilisable n(s) = 0 , la machine ne produit plus aucun

objet.

— dans les états intermédiaires, le nombre de service diminue au fur et a mesure

que I'état de la dégradation augmente.

Le revenu par objet produit est 7o(s).
Ainsi, le gain par période est donc g(s) = ro(s).n(s).

Par conséquent, le revenu total est le reste de des gains en enlevant le cofit de

I’entretien qui dépend de I’état de la machine et de la décision prise :

r(s,a) = g(s) — c(s,a)

5.2 Application numérique

Nous considererons ici des politiques markoviennes déterministes et station-
naires. Utilisons les données du probleme suivantes :
Prenons 4 états, les états sont : 0 (neuf), 1 (bon état), 2 (mauvais état) et 3 (en
panne).
S =1{0,1,2,3}
Prenons comme rendements respectifs (par période) 30, 15, 5 et 0. Les actions

possibles sont : entretenir (1), ne rien faire (2), remplacer (3).
A=1{1,2,3)

63



Supposons que le revenu par objet produit est de 10083.

Prenons comme taux d’actualisation o = 0.8.

Les tableaux suivants fournissent pour chaque état les informations sur les re-
venus associés aux différentes combinaisons d’états et de décision, ainsi que les

probabilités de transition.

5.2.1 état s=0

Le rendement dans 1’état 0 est de 30.Donc le gain obtenu est de 30008.

action | cout | Prob de transition | Nouvel état s’ | revenu r(s, a)
1 200 3/4=0.75 0 2500
1 200 1/4=0.25 1 2500
1 500 0 2 2500
1 500 0 3 2500
2 0 0 0 3000
2 0 4/5=0.8 1 3000
2 0 0 2 3000
2 0 1/5=0.2 3 3000
3 3000 1 0 0
3 3000 0 1 0
3 3000 0 2 0
3 3000 0 3 0

5.2.2 état s=1

Le rendement dans 1'état 1 est 15, dou le gain obtenu est de 15008.
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action | cout | Prob de transition | Nouvel état s’ | revenu r(s, a)
1 1000 0 0 500
1 1000 4/7=0.57 1 500
1 1000 2/7=0.29 2 500
1 1000 1/7=0.14 3 500
2 0 0 0 1500
2 0 0 1 1500
2 0 4/5=0.8 2 1500
2 0 1/5=0.2 3 1500
3 3000 1 0 -1500
3 3000 0 1 -1500
3 3000 0 2 -1500
3 3000 0 3 -1500
5.2.3 état s=2

Le rendement dans I’état 2 est 5, dou le gain obtenu est de 500$.

action | cout | Prob de transition | Nouvel état s’ | revenu r(s, a)
1 1000 0 0 -1000
1 1000 0 1 -1000
1 1000 3/4=0.75 2 -1000
1 1000 1/4=0.25 3 -1000
2 0 0 0 200
2 0 0 1 200
2 0 1/2=0.5 2 500
2 0 1/2=0.5 3 200
3 3000 1 0 -2500
3 3000 0 1 -2500
3 3000 0 2 -2500
3 3000 0 3 -2500
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5.2.4 état s=3

Le rendement dans I’état 3 est 0, dou le gain obtenu est null.

action | cout | Prob de transition | Nouvel état s’ | revenu (s, a)
1 00 0 0 —00
1 00 0 1 —00
1 00 0 2 —00
1 00 1 3 —00
2 00 0 0 —00
2 o0 0 1 —00
2 o0 0 2 —00
2 o0 1 3 —00
3 3000 1 0 -3000
3 3000 0 1 -3000
3 3000 0 2 -3000
3 3000 0 3 -3000

Remarque 5.1. Nous avons des nombres co puisque laisser la machine dans un
état inopérable sans politique de maintenance ou le réparer quand c’est inopérable

induit une valeur de cotdt infini.

5.3 Résolution du probléeme

5.3.1 Résolution par I’Algorithme de "Policy Iteration"

La premiere étape de l'algorithme de "Policy Iteration" réclame choisir une

politique arbitrairement. Choisissons alors la politique 7 qui réclame de :

— entretenir une machine neuve
1 (O) =1
— ne rien faire si la machine est en bon état
7T1(1) =2
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— entretenir une machine en mauvaise état
™1 (2) =1
— remplacer une machine en panne
7T1(3) =3

La matrice de transition associée a cette [politique 71 est donnée par :

état | 0 1 2 3

0.75 025 0 0
0 0 0.8 0.2
0 0 075 0.25
1 0 0 0

w N o= O

Les revenus obtenus apres la politique m; sont indiqués par :

état | r(s,m(s))
0 2500
1 1500
2 -1000
3 -3000

Résolvons alors le systeme d’équation :

Vit(s) = r(s,m(s —f—aZp (s'|s, m1(s)) VI (s")

seSs

avec s € 0,1,2,3

La solution simultanée a ce systeme d’équation rapporte :

~ Vm(0) = 6782.18

— V(1) = 1064.36

~ Vm(2) = —1287.13
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— V(3) = 2425.74

L’étape suivante peut étre maintenant appliquée. Nous allons chercher une

politique améliorée m, maximisant les expressions :

(0) r(0,m2(0)) 4+ 0.8 Z p(s']0, m2(0)) VI (s")

(1) r(1,m(1)) + 0.8 Y p(s'[1, m2(0) V" (5)

s'=0

(2)  7(2,m2(2)) + 0.8 p(s'|2,m(0))V(s)

$'=0
(3) r(3,m2(3)) + 0.8 Z p(s'|3, m2(0) VI (")

Pour trouver m(0), la meilleure décision quand la machine est dans I’état 0, éva-
luons la premiere expression pour toutes les décisions possibles. Rappelons que
la probabilité de transition appropriée et les revenus dépendent sur les décisions
prises. Pour chaque état s = {0, 1,2, 3} améliorons la politique ;. Nous obtenons

alors le résultat suivant :

— état 0
actions | p(0]0,a) p(1]0,a) p(2]0,a) p(3]0,a) r(0,a) VI2(0)
1 0.75 0.25 0 0 2500 6782.18
2 0 0.8 0 0.2 3000 4069.31
3 1 0 0 0 0 5425.74

La valeur maximum a 1’état 0 est 6782.18.

La décision correspondante a ce maximum est la décision 1.

— état 1
actions | p(0|1,a) p(1|1,a) p(2|1,a) p(3|l,a) r(l,a) VI2(1)
1 0 0.57 0.29 0.14 500  958.416
2 0 0 0.8 0.2 1500 1064.36
3 1 0 0 0 -1500 3925.74
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La valeur maximum a 1’état 1 est 3925.74.

La décision correspondante a ce maximum est la décision 3.

— état 2
actions | p(0|2,a) p(1|2,a) p(2[2,a) p(3|2,a) r(2,a) VI(2)
1 0 0 0.75 0.25 -1000 -1287.13
2 0 0 0.5 0.5 500 955.446
3 1 0 0 0 -2500  2925.74

La valeur maximum a 1’état 2 est 2925.74.

La décision correspondante a ce maximum est la décision 3.

— état 3
actions | p(0]3,a) p(1]3,a) p(2]3,a) p(3|3,a) r(3,a) VI2(3)
1 0 0 0 1 —00 —00
2 0 0 0 1 o0 —00
3 1 0 0 0 -3000 2425.74

La valeur maximum a 1’état 3 est 2425.74.

La décision correspondante a ce maximum est la décision 3.

Ainsi, la politique 75 obtenue est définie par

— entretenir une machine neuve
7T2(0) =1
— remplacer si la machine est en bon état

mo(l) =3

remplacer une machine en mauvaise état

m(2) =3

remplacer une machine en panne
s 2(3) =3
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Comme 7y n’est pas égale a w1, on recommence 'algorithme en utilisant la poli-

tique m,. La matrice de transition associée a la politique 7y est donnée par :

état | 0 1 2 3
0 1075 025 0 O
1 1 0O 0 O
2 1 0 0 0

3 1 0 0 0
Les revenus obtenus apres la politique m, sont indiqués par :

état | r(s,m(s))
0 2500
1 -1500
2 -2500
3 -3000

Résolvons alors le systeme d’équation :

Viz(s) = r(s, ma(s —i—aZp |5 ma(s))Vir2(s )

seS

avec s € 0,1,2,3

Voici les solutions de ce systeme linéaire :

— V™(0) = 9166.67

~ V72(1) = 5833.33

~ V2(2) = 4833.33

— V™(3) = 4333.333

Cherchons alors la politique 73, voici les résultats des calculs correspondants :
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état | V(0) V(1) VIm(2)  VI(3)
1 ]9166.67 4766.67 2766.67 —oo
2 | 7426.67 5286.67 4166.67 —oo
3 | 7333.33 5833.33 4833.33 433.33

La valeur maximum a 1’état 0 est 9166.67. La décision correspondante a ce
maximum est la décision 1.
La valeur maximum a I’état 1 est 5833.33 . La décision correspondante est la dé-
cision 3.
La valeur maximum a ’état 2 est 4833.33. La décision correspondante est la déci-
sion 3.
La valeur maximum a I’état 3 est 433.33. La décision correspondante est la décision
3.

Nous obtenons ainsi la politique 73 obtenue est définie par

— entretenir une machine neuve
m3(0) =1
— remplacer si la machine est en bon état
m3(1) =3
— remplacer une machine en mauvaise état
m3(2) =3
— remplacer une machine en panne
m3(3) =3

La politique 73 est identique a la politique 7y . Puisque les politiques sur deux ité-
rations successives sont identiques, la politique optimale a été obtenue : entretenir

la machine a 1’état neuve autrement la remplacer.

5.3.2 Résolution par I’Algorithme de "Value Iteration"

Rappelons que cette algorithme consiste a chercher la prochaine fonction de

valeur de facon que : pour tout s € S

Viri(s) = rileaj({r(s, a)+a ) p(s]s,a)V,(s')}

s'esS
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Choisissons € = 0.1 Et nous avons donc comme test d’arrét :

11—«
2a

Veir = Vall = max Vi (s) = Vals)| < e

Ici S=0,1,2,3 et A=1,23 et a = 0.8.

Posons alors K = 6.12’—:‘ = 0.0125 le test d’arrét.

La premiere étape dans cette algorithme est de choisir arbitrairement un ensemble
de valeurs V4(0), Vo (1), Vo(2), Vo(3).

A Titération 0, soient alors

Vo(0) =0
V(1) =0
Vo(2) =0
Vo(3) =0

Nous obtenons alors a l'itération 1 :

V1(0) = meaj{{r((), a)} = 3000
Vi(1) = mea}{r(o, a)} = 1500
Vi(2) = meajc{r((), a)} =500
Vi(3) = meaj{{r((), a)} = 3000
Ainsi la premiére approximation réclame de prendre la décision 2 (sans mainte-

nance) quand la machine est dans 1’état 0,1 ou 2. Quand la machine est dans 'état

3, la décision 3 (remplacement) est prise.

Vi(s) | Vo(s) | [Vi(s) — Vo(s)]
s=0 | 3000 0 3000
s=1 | 1500 0 1500
s=2 | 500 0 200
s=3 | 3000 0 3000
D’apres le tableau précédent, nous avons [|Vi(s) — Vo(s)|| = 3000 est supérieur a

K = 0.0125, nous continuons 'algorithme.

La deuxiéme itération nous donne :
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1
V3(0) = max{2500 + 0.8[2(3000) + (1500},

4 1
3000 + 0.8 (1500) + (~3000)], 0.8[1(3000)]}
= max{4600, 3480, 2400} = 4600
4 2 1
Va(1) = max{500 + 0.8= (1500) + - (500) + - (~3000)],
4 1
1500 + 0.8[ (500) + - (~3000)], ~1500 + 0.8[1(3000)]}

= max{957,1340,900} = 1340

V3(2) = max{—1000 + 0.8[2(500) + i(—3000)],
500 + 0.8[;(500) + ;(—3000)], —2500 + 0.8[1(3000)]}

= max{—1300, —500, —100} = —100

V3(3) = max{—o0 + 0.8[1(—3000)]
— 00 + 0.8[1(—3000)], —3000 + 0.8[1(3000)]}

= —600

Cette deuxieme approximation réclame a entretenir la machine comme elle est

dans I’état 0, la laisser sans maintenance quand elle est dans I’état 1, la remplacer

quand elle est dans 1’état 2 ou 3.

Va(s) | Va(s) | [Va(s) — Va(s)]
s=0 | 4600 | 3000 1600
s=1 | 1340 | 1500 -160
s=2 | -100 | 500 -600
s=3 | -600 | 3000 -3600
Comme précédement, nous avons ||Va(s) — Vi(s)|| = 1600 est supérieure a K =

0.0125, on continue I'algorithme.

A Titération 3, nous obtenons la politique telle que : entretenir la machine comme

elle est dans I’état 0, sinon la remplacer dans les autres états tel que :
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Va(s) | Va(s) | [Vs(s) — Va(s)]
s=0 | 5528 | 4600 928
s=1 | 2180 | 1340 840
s=2 | 1180 | -100 1280
s=3 | 680 | -600 1280

Nous avons toujours ||[V3(s) — Va(s)|| = 1280 > K = 0.0125, nous continuons l’al-
gorithme.
A Titération 4, nous obtenons la méme politique qu’a l'itération 3, c’est-a-dire en-

tretenir la machine comme elle est dans 1’état 0, autrement la remplacer tel que :

Vi(s) | Va(s) | [Va(s) — Vs(s)]
s=0 | 6252.8 | 5528 724.8
s=1 | 2922.4 | 2180 742.4
s=2 | 1922.4 | 1180 742.4
s=3 | 1422.4 | 680 742.4

Nous avons toujours [|[Vy(s) — Vi(s)|| = 742.4 > K = 0.0125, on continue 'algo-

rithme.

A Titération 54, obtient la méme politique qu’a l'itération 3 tel que :

Vaa(s) | Vas(s) | [Vaa(s) — Vas(s)]
s=0 | 9166.63 | 9166.62 0.01
s=1 | 5833.29 | 5833.28 0.01
s=2 | 4833.29 | 4833.28 0.01
s=3 | 4333.29 | 4333.28 0.01

En outre nous avons ||Vs4(s) — Vss(s)|| = 0.01 < K = 0.0125. Nous stoppons donc
I’algorithme. Finalement, nous obtenons la solution optimale qui est d’entretenir
I’'auto quand elle dans I’état neuf autrement le remplacer. Le cott total pondéré
maximum attendu du systéme au cours des 54 périodes, si le systeme commence

a I’état , est donné par 9166.63, 5833.29, 4833.29, et 4333.29 respectivement.
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5.3.3 Résolution par la programmation linéaire

Nous avons montré que la déclaration de probléme de la programmation linéaire

est de choisir y(s,a) qui maximise

Z Zr(s,a)y(s,a)

a€A seS

sous contraintes

Yoy a) —ad D> p(s']s, a)y(s,a) < B(s)

acA a€cA seS

pour s’ € S et
y(s,a) >0 Vse SacA

telle que la politique optimale sortante est :

y(s,a)

7T(87 a> B Z(ZEA y(S, a’)

Nous avons donc la formulation du probleme par le programme linéaire suivant :

mazximiser2500y(0, 1) 4+ 3000y(0,2) + 0(y, 0, 3

)
+500y(1,1) + 1500y(1,2) — 1500y(1, 3)
— 1000y(2, 1) + 500y(2,2) — 2500y(2, 3)
)

—e1y(3,1) — eay(3,2) — 3000y(3, 3

(o ¢ et ¢y sont pris comme des nombres assez grands)

sous contraintes :

kZS:ly(o, k) — 0.8[0.75y(0, 1) + y(0,3) + y(1,3) + y(2,3) + y(3,3)] Si
ng:ly@ k) — 0.8[0.25y(0, 1) + 0.8y(0.2) + 0.57y(1,1)] < i

kzgjly(z, k) — 0.8[0.29y(1, 1) + 0.8y(1,2) + 0.75y(2, 1) + 0.5y(2,2)] < 111

Zgj y(3,k) — 0.80.25(0,2) + 0.14y(1, 1) + 0.2y(1,2) + 0.25y(2,1) + 0.5y(2,2)

3
I

+y(3,1) +4(3,2)] <

B |
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Ainsi la solution du programme linéaire donne :
y(0,1)=3.542 y(0,2)=0 y(0,3) =0

v(1,1)=0 v(1,2)=0  v(1,3)=0.958
v(2,1)=0 v(2,2)=0  y(2,3)=0.25
v(3,1)=0 v(32)=0  v(3,3)=0.25

Calculons alors 323_, (s, a) pour chaque état s :

[M]

y(0,a) = 3.54167

2
Il
—

NI

y(1,a) = 0.9583333

a=1
3
> y(2,a) =0.25
a=1
3
> y(3,a) =0.25

2
Il
—

Nous obtenons la probabilité d’étre a 1’état s en prenant la décision a :
7(0,1) =1 7(0,2) =0 7(0,3) =0

(1,L1)=0 7(1,2)=0 w(1,3)=1

m(2,1) =0 7(2,2) =0 m(2,3) =1

(3,1)=0 7(3,2) =0 7(3,3) =1

La politique optimale sortant est donc d’entretenir la machine quand elle est neuve

7

™

autrement la remplacer.
Conclusion

Cette approche présentée a le grand intérét de permettre au responsable de la
machine de trouver la politique optimale de gérer la dégradation de la machine.
En utilisant les deux méthodes : programmation linéaire et programmation dyna-
mique, nous avons pu prouver que la politique optimale est la méme : entretenir
la machine quand elle est neuve autrement la remplacer. Cependant, nous avons
trouvé la rapidité de l'algorithme de "Policy itération" avec 3 itérations par rap-
port a "Value itération" qui a nécessité 53 itérations. Mais chaque itération de
"Value itération" est tres rapide sans le souci de résoudre des systemes linéaires.
De méme la résolution par la programmation linéaire est plus chére en temps de

calcul, cependant elle nous mene aussi a la solution optimale.

76



Conclusions générales

Pour conclure ce mémoire, nous commencerons par un bref résumé soulignant
les apports, avant d’indiquer les différentes perspectives que nous aimerions déve-
lopper.

Nous avons présenté dans ce rapport une étude de 1'utilisation de modeles stochas-
tiques pour planifier les décisions ou actions a prendre évoluant dans un environ-
nement aléatoire ou déterministes. Notre apport dans le cadre des MDP se situe

a plusieurs niveaux :

— dans le chapitre 2, nous avons montré I'importance de chaque critere étudié
en MDP : le critere fini qui est facile a étudié, le critere a—pondéré qui
présente des équations d’optimalité assez robuste et enfin le critére moyen

qui est le plus complexe.

— dans le chapitre 3 et 4, nous avons étudié les méthodes de résolution des MDP.
La formulation en programmation linéaire nous mene a résoudre le MDP
par 'algorithme de simplexe. La programmation dynamique a montré les 2
algorithmes les plus utilisés pour résoudre le MDP. Néanmoins, le résultat
reste le méme quelque soit I'algorithme utilisé. Mais nous avons pu constater

I'ordre de complexité de chaque algorithme.

— dans le chapitre 5, nous avons présenté une application des MDP numéri-
quement. Nous avons pu confirmé les cadres théoriques présentés dans le
chapitre 2 et 3, a savoir la convergence des algorithmes de la programma-
tion dynamique. Nous avons pu trouver aussi la politique optimale par la

programmation linéaire.

Les Processus décisionnels de Markov constituent donc un puissant outil de
modélisation dans le domaine économique. D’ou la thématique de recherche de ce

mémoire de DEA s’est avérée tres intéressante et le travail accompli a été égale-
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ment tres enrichissant pour moi.

Toutefois, le cadre théorique que nous avons exposé au cours de ce mémoire
n’est pas exempt de limites en termes théoriques. D’abord, nous avons supposé que
I’agent est en parfaite connaissance des fonctions de transition et de récompense
qui définissent le probleme auquel il est confronté. Ensuite, nous avons supposé
qu’il n’y a qu'un seul agent au niveau du décideur. De plus, pour des environne-
ments de taille complexe, les algorithmes que nous avons utilisés pour la résolution
des MDP ont un temps de calcul tres important, ce qui les rend difficilement adap-
tables dans le cadre d’une application en temps-réel.

De ce fait, de nombreuses extensions se présentent a nous. D’une part, nous pou-
vons notamment développer par la suite au niveau du décideur, la possibilité de
mettre plusieurs agent pour choisir la stratégie : le MDP a multi-agents. En ef-
fet, nombreux problémes requierent la modélisation de plusieurs agents évoluant
et agissant ensemble au sein du méme environnement. D’autre part, nous pou-
vons entrer dans les Processus Décisionnels de Markov Partiellement Observables
(POMDP) permettant de modéliser et controler les systémes dynamiques incer-
tains dont 1’état n’est que partiellement connu. Et enfin, nous pouvons dépasser
les limites des algorithmes de programmation dynamique par d’autres méthodes
présentées dans [19], nous pouvons citer par exemple : les représentations factori-
sées, I'optimisation de politiques paramétrées ou encore 'optimisation de décision

en ligne.
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Annexe

La programmation dynamique

La programmation dynamique est une méthodologie générale pour concevoir
des algorithmes qui permettent de résoudre efficacement certains problemes d’op-
timisation. Un probleme d’optimisation admet un grand nombre de solutions.
Chaque solution a une certaine valeur, et on veut identifier une solution dont
la valeur est optimale (minimale ou maximale). Elle a été désignée par ce terme

pour la premiere fois dans les années 1940 par Richard Bellman.

Principe

La programmation dynamique s’appuie sur un principe simple : toute solution
optimale s’appuie elle-méme sur des sous-problémes résolus localement de fagon
optimale. Concretement, cela signifie que ’on va pouvoir déduire la solution op-
timale d’un probléme en combinant des solutions optimales d’une série de sous
problemes. Les solutions des problémes sont étudiées "de bas en haut', c¢’est-a-dire
qu’on calcule les solutions des sous-problemes les plus petits pour ensuite déduire

petit a petit les solutions de I’ensemble.

Code source Programme sur Dev C++

Résolution de MDP par P’algorithme de "Policy Iteration"

Code source C+-+
#include <stdio.h>

#include <conio.h>
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#include <math.h>

#include <string.h>

#include <stdlib.h>

#include <iostream.h>

#include <process.h>

#include <stdlib.h>

#include <conio.h>

void main()

{

int x0=0;

float alpha;

int x,d,M,i,j,kn,p;

int D[100] ;

double €[100][100],s[100], P[100][100], PO[100][100], C0[100][100],C[100],Z[100][100] ;
int V[100];

double ee,aa ;

double init[100],B[100],W[100],Q[100][100],D2[100];
int kd[100] ;

system ("cls");

system ("color F1");

cout«"\n\n";

cout«"\n\n\t\t\t MDP ALGORITHME DE POLICY ITERATION";
cout«"\n\n\n";

cout«" Donner le nombre de decision d=";
cinnd ;

cout«"\n\n";

cout«" Donner le nombre d etat M=";
cin»M ;

cout«"\n \n";

cout«" Donner la valeur de alpha=";
cinvalpha ;

cout«"\n \n";
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cout«"Donner la politique a prendre : \n\n";
for(p=0;p<M;p++) {
cout«'Decision a l'etat "«p«" =";

cin»Dlp];

cout«"\n\n"; }

cout«"\n\n\t\t\t Entrer la matrice contenant tous les couts\n";
for(p=0;p<M ;p++) { cout«"\n\n\t\t\t Etat'«p«"\n";
for(i=0;i<d;i++) {

cout«"CO["«i«"]["«p«"]=";

cin»CO[i][p] ; }

cout«"\n"; }

cout«"\n";

cout«"CO[i][j]=";

cout«"\n";

for (i=0;i<d;i++) {

for (j=0:j<M;j++) {

cout«CO[i][j]«" "; }

cout«"\n"; }

cout«"\n";

int M2=M*M ;

cout«"\t Entrer tous les matrices de transition \n";
for (i=0;i<d;i++) {

for (j=0;j<M2;j++) {

cout«"PO["«i«"|["«j«"]=";

cimy PO } }

cout«"\n";

cout«"PO[i][j]=";

cout«"\n";

for (i=0;i<d;i++) {

for (j=0;j<M2;j++) {

cout«PO[i][j]«" "; }

cout«"\n"; }
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int k2=0;

do

{

cout«"\n \n \t \t Entrer la matrice de transition de cette politique : \n \n";
for (i=0;i<M;i++) {
for (j=0:j<Msj++) {
cout«"P["«i«"|["«j«"]=";

ciny Pli][j]; } }

cout«"\n";

for (i=0;i<M ;i++)

{

for (j=0;j<M;j++) {

cout«P[i][j] ;

cout«" "; }

cout«"\n"; }

cout«"\n";

for (i=0;i<M;i++) {
cout«"C["«i«"]=";

cin»C[i] ; }

cout«"\n";

for ((i=0;i<M;i++) {

cout«Cli];

cout«"\n"; }

cout«"\n";

for (i=0;i<M;i++) {

for( j=0;j<M;j++) {

if (i==j) { Z[i][jl=1-(alpha*P][j]) ; }
else { Z[i][j]= -(alpha*P[i][j]); } } }
for (i=0;i<M;i++) {

Z[i]M}=C[i; }

n=M;

n ",
cout«"\n";
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for (i=0;i<n;i++) {

=0
for (p=0;p<n;p++) {

e[p][iI=2[i][p]; }
el {]=2i)fn]; }
int y=0;
double varl=0,var2=0;
double temp;
int a,t;
for(int x=0 ;x<n-1;x++){
for(a=1+x;a<n;a++){
temp=el[x][a ;
for (t=x;t<n+1;t++){
elt][a]=e[t] [a]*e[x][x]-e[t][x]*temp; } } }
int af;
sfn-1]=efn][n-1] efo-1]fn-1];
efn]fn-1]=0
e[n-1][n-1]=0;
for (int ligne=1 ;ligne<=n ;ligne++){
for (int sol=2;sol<=n;sol4++){
e[n-ligne|[n-sol]*=s[n-ligne] ;
e[n][n-sol]-=e[n-ligne|[n-sol] ;
e[n-ligne|[n-sol|=0;
}
s[n-(ligne+1)]=e[n|[n-(ligne+1)]/e[n-(ligne+1)][n-(ligne+1)] ;
}
cout«"\t V 0 = "«s[0]«"\n\n";
for (af=1;af<n;af++) {
cout«"\t V "«af«" = "«s[af]«"\n\n";

}
for(i=0;i<M;i++) {
Bli]=sli]; }

for (p=0;p<M;p++) {
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cout«"\n\n\t\t\t State'«p«"\n";
for(i=0;i<d;i++) {

init[i]=0

for(j=0;j<M;j++) {
init[i]=init ]+ PO [(M*p)+i]*B[j]; } }
cout«"calcul des valeurs de chaque expression \n";
for (j=0:j<d;j++) {

Wi =C0fj][p]+alphainit[j] ;

cout« WIjJ«"\n"; }

cout« "\n";

for (i=0;i<d;i++) {

D2fi|=i+1; }

for (i=0;i<d;i++) {

Qi][0]=Dz2fi] ;
QUI[=W: }

cout«" La lere colonne la decision, la 2nde la valeur correspondant :\n";
for (i=0;i<d;i++) {

for (j=0:j<2:j++) {

cout«Q[i][j] ;

cout«" "; }

cout«"\n"; }

cout«"\n";

aa=Q|0][1];

for (i=0;i<d-1;i++) {

if (aa>Q[i+1][1]) { ee=aa; }

else {

ee=Q[i+1][1]; }

aa=ee; }

for (i=0;i<d;i++) {

if(ee==Qli][1]) {

k=i+1; } }

cout«'Le maximum dans 'etat " « p«" est : " « ee;
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cout«"\n\n";

cout«'la decision est : "«k;
cout«"\n\n";

kd[p]=k;

}

cout«"\n";

cout«"voici les decisions a chaque etat : \n ";
for (p=0;p<M;p+-+) {
cout«"\n";

cout«kd|p] ;

cout«"\n"; }

cout«"\n";

int E[100],x1,max0;

for (p=0;p<M;p++) {

if (kd[p]!=DI[p]) {
xl=x1+1; }

else

{

x1=0; }

E[p]=x1; }

max0= E[0];

for (p=0;p<M-1;p++) {
if (max0>E[p+1]) {
x0=max0; }

else

{

x0=E[p+1]; }

max0=x0; }
cout«"\n\n\t\t ITERATION Numero : "«k2+1;
cout«"\n\n\t\t La politique obtenue est : \n";
for (p=0;p<M;p++) {
Dp]=kd(p];
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cout«'La decision a l'etat "«p«" est la decision : "«D[p]«"\n";
}

cout«"\n";

k2=k2+1;

}

while(x0!=0) ;

cout«"\n\n\t\t VOICI LA POLITIQUE OPTIMALE : \n";
cout«"\n";

for (p=0;p<M ;p++) {

cout«"Decision a l'etat "«p«" = Decision "«D[p]«"\n";

}

cout«"\n";

getch() ;

return(0) ;

}

Résolution de MDP par P’algorithme de "Value Iteration"

Code source C++
#include <stdio.h>
#include <conio.h>
#include <math.h>
#include <string.h>
#include <stdlib.h>
#include <iostream.h>
#include <process.h>
#include <stdlib.h>
#include <conio.h>
void main()

{
int x0=0;

float alpha,epsilon,z[100],norme,max0;
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int x,d,M,i,j,k,n,p,k2;

double E;

int D[100] ; double P[100][100],C[100][100],Z[100][100], V[100][100], ee[100] ;
double aa;

double init[100],W[100],Q[100][100],D2[100] ; int kd[100];
system ("cls");

system ("color F1");

cout«"\n\n\t\t\t MDP ALGORITHME DE VALUE ITERATION";
cout«"\n\n\n";

cout«" Donner le nombre de decision d=";

cinyd ;

cout«"\n\n";

cout«" Donner le nombre d etat M=";

cinyM ;

cout«"\n\n";

cout«" Donner la valeur de alpha=";

cinralpha;

cout«"\n\n";

cout«" Donner la valeur de epsilon=";

cinvepsilon ;

cout«"\n\n";

int M2=M*M ;

for(i=0;i<M ;i++)

E=epsilon*((1-alpha)/(2*alpha)) ;

k2=0;

cout«"\n\n\t\t\t Entrer la colonne du cout\n";
for(p=0;p<M ;p++)

{ cout«"\n\n\t\t\t Etat"«p«"\n";
for(i=0;i<d;i++) {
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cout«"C["«i«"]["«p«"]=";
cimy Clilb]; }
cout«"\n"; }
cout«"Cli][j]=";
cout«"\n";

for (i=0;i<d;i++) {

for (j=03j<M;j++) {
cout«Cli][j]«" "; }
cout«"\n"; }

cout«"\t Entrer la matrice de transition \n";
for (i=0;i<d;i++) {

for (j=0:;j<M2:j++)

{
cout«"P["«i«"|["«j«"]=";
ciny Pli][j]; } }
cout«"\n";
cout«"Pli][j]=";
cout«"\n";
for (i=0;i<d;i++) {
for (j=0:;j<M2;j++) {
cout«P[i][j]«" "; }
cout«"\n"; }
do
{
for (p=0;p<M ;p++)

{ cout«"\n\n\t\t\t Etat"«p«"\n";
for(i=0;i<d ;i++)

{

init[i]=0;

for(j=0:j<M:j++) {

init [i|=init [i|+P[i] [(M*p)+j]*V[j] k2] ;
I
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cout«"calcul des valeurs de chaque expression \n';
for (j=03j<d:j++) {

WIj]=Clj][p]+alpha*init[j] ;

cout« W[jj«"\n"; }

cout« "\n";

for (i=0;i<d;i++) {

D2[i]=i+1; }

for (i=0;i<d;i++) {
Qli[0]=D2i
Q[

’
I

[[U=WI; }
cout«" La lere colonne la decision, la 2nde la valeur correspondante :\n";
for (i=0;i<d;i++) {
for (j=0:j<2:j++) {
cout«Qil[j];
cout«" "; }
cout«"\n"; }
cout«"\n";
aa=Q[0][1];
for (i=0;i<d-1;i4++) {
if (aa>Q[i+1][1]) {

ee[p]=aa;

else

{

ee[p|=Qi+1][1];

}

aa=ce[p];

t

for (i=0;i<d;i++) {
if(ee[p]==Qli][1]) {
k=i+1;
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}
}

cout«'Le maximum dans 'etat " « p«" est :

cout«"\n\n";
cout«'la decision est : "«k;

cout«"\n\n";

for (p=0;p<M;p++) {
z[p]= fabs(ee[p]-V[p][k2]) ;
}

max0= z[0] ;

for (p=0;p<M-1;p++) {
if (max0>z[p+1]) {
norme=max0 ; }

else {

norme=z[p+1]; }
max0=norme:

}

cout«"\n norme=";
cout«norme;
cout«"\n";
cout«"\n E=";
cout«E;
cout«"\n";

if (norme>E) {
x0=x0+1; }

else

{

x0=0; }

cout«"\n x0=";

cout«x0;
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cout«"\n\n\t\t ITERATION Numero : "«k2+1;
cout«"\n\n\t\t La politique obtenue est : \n";

for (p=0;p<M;p++)

{

Dip]=kd(p];

cout«"La decision a l'etat "«p«" est la decision : "«D[p]«"\n";
cout«"'La valeur a l'etat "«p«" est : "«ee[p]«"\n";

}

for (p=0;p<M;p++) {

Vip][k2+1]=ee[p];

}

k2=k2+1;

getch() ;

ki

while(x0!=0) ;

cout«"\n\n\t\t VOICI LA POLITIQUE OPTIMALE : \n';
for (p=0;p<M ;p++)

{

cout«"Decision a l'etat "«p«" = Decision "«D[p]«"\n";
¥

cout«"\n";

getch() ;

return(0) ;

}

Résolution de MDP par P’algorithme de Simplexe

Code source C++
#include <stdio.h>
#include <conio.h>
#include <math.h>

#include <string.h>
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#include <stdlib.h>

#include <iostream.h>

#include <process.h>

#include <stdlib.h>

#include <conio.h>

#define NMAX 100

#define MMAX 100

#define VARMAX 20

int simplexe() ;

int entrant(double al]MMAX][NMAX],int hb[NMAX],int m,int n,int phase) ;
int sortant(double al]MMAX]|[NMAX],int m,int k) ;

void pivotage(double a]MMAX][NMAX],int db[MMAX],int hb|[NMAX], int m,int
n,int 1int k) ;

void affich(double al]MMAX][NMAX],int db[MMAX],int hb[NMAX],

int m,int n,int phase) ;

int simplexe _calcul(double al]MMAX][NMAX],double sol[VARMAX], int ineq1,int
ineq2, int eq,int n);

void main()

{

int x=1;

do

{

system ("cls");

system ("color F1'");

simplexe() ;break ;

}

while(x !=0) ;

}

int resolutionSimplexe()
{

system("cls") ;

int i,j,ineql,ineq2,eq,n,err;
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int k=1;

double a]MMAX][NMAX],sol[VARMAX] ;
cout«"\n\t\t\t Resolution MDP par la Methode Simplexe";
cout«"\n\n\t\t\t Max z = ";
cout«"\n\t\t\t S.C: <=";
double y[100];

int u,a0,MI,DI,p;

double som[100] ;

cout«"\n";

cout«"\n";

cout«"Donner le nombre d etat : ";
ciny MI;

cout«"\n";

cout«"Donner le nombre de decision : ";

cin» DI ;

cout«"\n";

n=MI*DI;

printf("Donner les elements de la fonction economique : \n");
a[0][0]=0;

for(k=1 ;k<=n:;k++) {

cout«"\n al0]["«k«"] =";

cinra[0] k] ;

}

printf("Donner le nombre d’equations en <= :");
cinyineql ;

printf('Donner les elements l'equations en <= :\n');
for(i=1;i<=ineql ;i++) {

for(j=0j<=n:j++) {

printf("\na[%d][%d] = "ij);

cinrali][j] ;

}

ineq2=0;
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eq=0;

err=simplexe_ calcul(a,sol,ineql,ineq2,eq,n);
if(err==1)printf("Solution infinie\n");

else

if(err==2)printf('Domaine vide\n");

else

{

printf("\n Solution optimale :\n\n");
for(i=1 ;i<=ineql+ineq2+n ;i++)

{

cout«"x["«i«"]= "«solli] ;

cout«"\n"; }

printf("\nValeur optimale : z=%23.16e\n",-a[0][0]) ;
for(p=0;p<MI;p++) {

som(p]=0;

for(a0=0;a0<DI;a0++) {
u=(p*DI)+a0+1;

som|[p]=som|[p]|+sol[u]; //som sur k de y(i,k) }
cout«"\n"; }

double S[100][100] ;

for (p=0;p<MI;p++) {
cout«'etat : "«p;

cout«"\n";

for (i=0;i<DI;i++) {
u=(p*DI)+i;

S[p][i]=som/[p];
cout«"S["«p«"]["«i«"]="« S[p][i] ;
cout«"\n"; } }

double opt[100][100] ;

cout«"\n";

cout«"\t\t Voici la politique optimale : ";

n ",
cout«"\n";
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for (p=0;p<MI;p++) {

for (i=0;i<DI;i++) {

u= (p*DI)+i+1;

opt[pli]=sol[u]/S[p][i]

cout«'la prob a | etat "«p«" en prenant la decision "«i«" est : "«opt[p][i] ;
cout«"\n"; }

cout«"\n"; } }

return (0) ;

}
int entrant(double a]MMAX][NMAX],int hb[NMAX],int m,int n,int phase)

{

int i,j.k,1;

double d,s,max ;

k=0;

max=0.0;
if(phase==2)1=0;

else lI=m+1;
for(j=1;j<=n;j++) {
d=all][jl;

s=0.0;
if((d>0)&& (hb[j] '=n+m)) {
for(i=1;i<=m i++) s+=fabs(ali[j]) ;
d/=s;

if(d>max)

{

max=d;

k=j; }}}

return(k) ;

}
int sortant(double a]MMAX][NMAX],int m,int k)

{

int i,1;
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double rap,min;

min=1e308; //min= 0+

1=0;

for(i=1;i<=m;i++) if(ali][k]>0) {
rap=a[0] /af][{;

if(rap<min)

{

min=rap;

1=i;
}3

return(l) ;

}

void pivotage(double al]MMAX][NMAX],int db[MMAX],int hb|[NMAX], int m,int
n,int lint k)

{

int 1,j;

double pivot,coef;

pivot=all][k] ;

for(i=0;i<=m;i++) if(i!=l) {

coef=ali][k] /pivot ;

a[i][k]=-coef;

for(j=0;j<=n;j++)

if(j1=k) //
ali] [f]=afilj}-coc*a[l] [
}

coef=1/pivot ;

a[l][k]=coef;

for(j=0;j<=n;j++) if(j !=k) all][j]=coef*a[l][j] ;

i=dbl[l];

db[l]=hb[k];

hblk]=i;

} int simplexe__calcul(double a] MMAX][NMAX],double sol[VARMAX], int ineql,int
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ineq2, int eq,int n)

{

int i,j,k,I,phase,m,m1 ;

int db[MMAX]hb[NMAX] ;

double min;

m=ineql+ineq2+eq;

for(i=ineql+1;i<=ineql+ineq2 ;i++)

for(j=0;j<=n;j++)
ali][j]=-ali][j]

for(i=1;i<=ineql+ineq2 ;i++)

db[i]=n+i;

for(i=ineql+ineq2+1 ;i<=m ;i++)

for(j=1;j<=n;j++)

hb[j]=j;

if(eq!=0)

{

for(i=ineql+ineq2+1;i<=m;i++) {
=i
k=0;

for(j=1;j<=n:j++) if(ali][j] I=0)k=j;
if(k==0)

{ if(a[i][0] '=0)return(2) ; }

else

{

printf("var.entrante : x%d\n",hb[k]);
pivotage(a,db,hbmmn,1k);
hb[k]=hb|n];

for(j=0:j<=mj++) alj][k]=a[j][n];
n-=1;

188
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ml=m;

hb[n]=n+m;
phase=2;
1=0;

min=0;

for(i=1;i<=m;i++)
if(a[i][0]<min)

if(1!'=0)phase=1;
k=1;

if(phase==1)

{

ml=m+1;
for(j=0;j<n;j++)
a[m1][j]=0;
for(i=1;i<=m;i++)
if(a[i][0]<0)
ali][n]=-1;

pivotage(a,db,hbm1n,ln);
}

while(phase<=2) {

do {
k=entrant(a,hb,m,n,phase) ;
if(k !=0)

{

l=sortant(a,m,k) ;
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if(1==0)return(1);
pivotage(a,db,hbm1n,1 k) ;

}

while(k 1=0) ;
if(phase==1)
{

1=0;

for(i=1;i<=m ;i++)
if(db[i]==n+m)l=i;

if(1!=0)

{

if(fabs(a[l][0])>1e-15)return(2) ;
else

{

for(j=1;j<=n;j++) if(a[l][j] '=0)
k=j;

pivotage(a,db,hbmln,lk); } } }
phase+=1;

ml-=1;

}

for(i=1;i<m+n;i++) sol[i]=0;
for(i=1;i<=m;i++) sol[db[i]]=ali][0] ;
return(0) ;

}

int simplexe()

{

resolutionSimplexe() ;
system("PAUSE") ;

return(0) ;

}
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Résumé

Titre : Contribution a ’analyse du Processus Décisionnel de Markov et ses algo-
rithmes de résolution

Dans un environnement stochastique, nous cherchons a modéliser la dynamique
de I'état d’un systeme soumis au controle d’'un agent. Le processus décisionnel
de Markov connu sous l'acronyme MDP nous permet cette modélisation. Nous
nous sommes intéressés ainsi a une étude théorique des Processus Décisionnels de
Markov et a la résolution de ceux-ci. Cette résolution consiste a trouver la politique
optimale : minimiser les colits ou maximiser les gains.

Nous avons deux méthodes pour résoudre le probleme des MDP. D’une part,
comme le MDP peut étre formulé en programmation linéaire, la méthode de sim-
plexe garantit donc sa résolution. D’autre part, les algorithmes de la programma-
tion dynamique comme "Policy iteration" et "Value iteration" peuvent étre identi-
fiés pour déterminer la politique optimale dans un MDP. Nous avons pu montrer
les limites et les avantages de ces approches. Tous ces algorithmes ont été implé-
mentés sur le langage de programmation C++. Le code source est disponible dans
I’annexe de ce mémoire.

En guise d’illustration de tout ceci, nous avons ainsi pu appliquer le MDP a
un probleme d’économie : la gestion de maintenance de machine pour maximiser
le revenu de production d’une entreprise.

Par ailleurs, de nombreuses perspectives se présentent a nous, nous pouvons
citer par exemple la possibilité de mettre plusieurs agents décideurs lors de 1'exé-
cution de I'action mais aussi 'amélioration des algorithmes de résolution face a
des environnements assez grands.

Mots-clés : fonction de valeur, horizon fini et infini, méthode du simplexe, po-
litique optimale, programmation dynamique, programmation linéaire, Processus

Décisionnels de Markov, "Policy Iteration', "Value Iteration".



Abstract

Title : Contribution to the analysis of the Markovian Decision Processes and its
algorithms of resolution.

In a stochastic environment, we seek to model dynamics state of a system
subjected to the control of an agent. The Markovian Decision Processes known
as the MDP acronym allows us this modelisation. Thus, we are interested in a
theoretical study of the Markovian Decision Processes and its resolution. This
resolution consists of finding the optimal policy : minimize the costs or maximize
the profits.

We have two methods to solve the problem of the MDP. The first one, as the
MDP can be formulated in linear programming, method of simplex guarantees
thus its resolution. The second one, algorithms of the dynamics programming like
"Policy iteration" and "Value iteration" can be identified to determine the optimal
policy in a MDP. We have been able to show the limits and the advantages of
these approaches. All these algorithms were implemented using the programming
language C++. The source code is available in the appendix of this thesis.

To illustrate, we could apply the MDP to an economics problem : "the mana-
gement of maintenance of a machine", "maximize the income of production of a
company".

In future works, we can put several agents decision-makers at the time of the
execution of the action, and we can improve the resolution algorithms with respect

to a large environment.

Keywords : finite and infinite horizon, method of simplex, optimal policy, dy-
namic programming, linear programming, Decision Processes, " Policy

Iteration ", " Value Iteration ", value vector.
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