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Introduction

Le travail de cette thése se situe au carrefour de deux domaines algorithmiques, le domaine
de l'analyse d’algorithmes et celui de la réduction des réseaux euclidiens.

L’analyse d’algorithmes. C’est une branche de I'informatique mathématique fondée par Don
Knuth dans les années 60, qui étudie mathématiquement le comportement des algorithmes, non
pas dans le pire des cas comme c’est ’habitude, mais plutot sur des instances “génériques”. Ces
analyses permettent de prédire le comportement “pratique” des algorithmes, mais aussi, et c’est
souvent le plus important, de mieux comprendre leur structure, et d’isoler les noeuds de difficulté
algorithmique. C’est donc aussi un puissant moteur d’amélioration algorithmique. L’ouvrage fon-
dateur du sujet est I’ensemble des trois livres qui forment The Art of Computer Programming
[35L [36], 37], tous parus entre la fin des années 60 et le début des années 70. Depuis, toute une com-
munauté s’est créée sur cette thématique, et le livre de Flajolet et Sedgewick, [23] tout récemment
publié, peut étre considéré comme 'ouvrage qui fonde le domaine de la combinatoire analytique,
qui est historiquement 1’outil mathématique principal de ’analyse d’algorithmes jusqu’a I’heure
actuelle.

La combinatoire analytique traite les problémes combinatoires en utilisant ’objet central
des séries génératrices, en utilisant des méthodes a la fois formelles et analytiques. La série
génératrice est d’abord considérée comme une série formelle. Sa structure permet alors de refléter
la combinatoire du probléme et ce sont ses coefficients, via leur analyse asymptotique, qui vont
permettre de revenir au probléme de départ. Le comportement asymptotique de ces coefficients
va dépendre fortement des singularités de la série génératrice, désormais vue comme une fonction
de variable complexe.

Cette méthode générale a permis d’analyser trés précisément le comportement générique de
beaucoup d’algorithmes célébres, et dans des domaines trés variés de l'algorithmique. Il faut
cependant remarquer que peu d’algorithmes arithmétiques ont été étudiés par ces techniques. Si
I’algorithmique des polynémes sur un corps fini a été largement analysée, via cette méthodologie
de combinatoire analytique, les algorithmes sur les nombres semblent se préter plus difficilement
a ces méthodes, car la présence des retenues trouble le paysage en introduisant des corrélations,
que les outils de combinatoire analytique ne savent pas bien gérer. C’est pourquoi il a fallu
introduire d’autres outils, comme les syustémes dynamiques, en complément des outils généraux
de combinatoire analytique ou de probabilités. Nous en reparlerons plus loin.

La réduction des réseaux euclidiens. On y étudie un objet trés simple, le réseau euclidien,
sous-groupe additif discret de ’espace euclidien R", décrit aussi comme ’ensemble de combinai-
sons linéaires & coefficients entiers d’un ensemble, appelé base, de vecteurs indépendants. L’objet
parait au départ trop simple pour étre réellement intéressant, mais cette simplicité est trompeuse,
car c’est la coexistence des deux points de vue —algébrique et métrique— qui lui donne toute sa
richesse et sa complexité. Réduire un réseau, c’est en trouver une base qui a de bonnes propriétés
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euclidiennes, avec des vecteurs assez courts et assez orthogonaux. La encore, le probléme apparait
technique, et on a un peu de mal & lui trouver un intérét général. Et, 1a aussi, on se trompe, car
ce probléme est essentiel, comme nous allons le voir.

La réduction des réseaux est & la fois un probléme de mathématiques pures, un probléme
algorithmique, et c’est aussi maintenant un domaine complet de l'algorithmique qui regroupe
toute une thématique, avec ses applications et les algorithmes associés. En tant que probléme
mathématique, il est né avec la géométrie des nombres, créée par Minkowski au dix-neuviéme
siécle. On envisageait alors le probléme de la réduction de maniére plutdt contemplative : quelles
sont les bonnes notions de réduction ? Existe-t-il des bases réduites ? Parfois, en mathématiques,
les preuves d’existence peuvent se révéler constructives, et donner lieu, une fois que la notion
s’avére historiquement mire, a des algorithmes. Mais, ce n’était pas le cas dans ce domaine.
Evidemment, on savait bien que le probléme de la réduction se ramenait en dimension 1 au
calcul du pged; il existait aussi un algorithme en dimension 2 proposé par Lagrange [42] et
explicité par Gauss [26] qui résolvait complétement le probléme. Mais, le versant algorithmique
du probléme n’était pas envisagé dans son ensemble.

Il y a eu un véritable tournant dans le domaine, quand, en 1982, Lenstra, Lenstra et Lovasz
[46] ont créé un algorithme, I’algorithme LLL, qui résout le probléme de la réduction, dans un
compromis trés fructueux entre la qualité (euclidienne) de la base obtenue et le temps mis a
I’obtenir. C’est cet algorithme qui a créé le domaine algorithmique de la réduction des réseaux.
Mais il a fait plus : il a eu, dés sa création, un énorme impact, car il a servi de boite a outils
pour un grand nombre de problémes variés, dépassant la premiére application qui avait motivé
sa création (la factorisation des polynomes).

En cryptologie, et plus précisement en cryptanalyse, il s’est révélé essentiel pour casser des
cryptosystémes du type sac-a-dos [40], ou encore des générateurs pseudo-aléatoires [72]. Plus
généralement, il a permis de casser presque tous les cryptosystémes fondés sur des problémes
linéaires ou linéarisables. Par exemple, une méthode générale, due & Coppersmith, et utilisant la
réduction des réseaux, permet de trouver les petites racines modulaires d’un polynéme modulaire,
dés qu’on en connait une approximation suffisamment bonne, et sans qu’on ait besoin de factoriser
le module. En théorie de nombres, 'algorithme LLL permet de calculer des approximations
diophantiennes simultanées [46], et il a été fondamental dans la réfutation par le calcul de la
conjecture de Mertens [62].

L’algorithme LLL est ainsi devenu incontournable. Il est implanté dans la plupart des systémes
de calcul formel et de théorie de nombres : Sage, Pari/GP, Maxima, Magma, Maple, Mathematica,
bibliothéque NTL, et aussi, de fagon autonome, par exemple par Stehlé [71]. L’algorithme LLL
est ainsi devenu une opération de base de I'informatique mathématique.

L’analyse de la réduction des réseaux. Les deux domaines que nous venons de présenter
—analyse d’algorithmes et réduction des réseaux euclidiens— ne se sont pas encore (véritablement)
rencontrés : méme si I’algorithme LLL est trés utilisé, son comportement n’est pas bien compris.
On peut citer Shoup a ce propos, qui, dans la documentation de la librairie NTL [67], écrit :

I think it is safe to say that nobody really understands how the LLL algorithm works.
The theoretical analyses are a long way from describing what "really" happens in
practice. Choosing the best variant for a certain application ultimately is a matter
of trial and error.

Les performances observées apparaissent parfois bien meilleures que les bornes que l'on sait
prouver dans le pire des cas. Est-ce une illusion? Est-ce vrai “presque toujours”? Est-ce vrai
“en moyenne”’ 7 De plus, la multiplicité des applications de l’algorithme, sur des réseaux qui
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apparaissent trés particuliers et structurés, ne facilite pas la définition d’un cadre général ot I’'on
pourrait mener I'analyse. En conclusion, 'algorithme est & la fois trés utilisé et bien mal compris.

Un petit historique. Les premiéres tentatives d’analyse de l'algorithme LLL ont commencé
vers 1990. On peut distinguer trois lignes d’étude : I’étude de I'algorithme LLL lui-méme, 1’étude
précise de la dimension 2 (algorithme de Gauss), I’étude précise de la dimension 1 (algorithme
d’Euclide). Et, curieusement, la chronologie des résultats n’a pas suivi les dimensions étudiées.

L’algorithme LLL. L’analyse de ’algorithme LLL ne fait que commencer. La plupart des ana-
lyses existantes se placent dans des modéles simples —modéle uniforme de la boule unité de R™,
ou modéles sphériques, un peu plus généraux— qui ne sont malheureusement pas ceux que 'on
trouve dans les utilisations les plus habituelles de I'algorithme. Dans ce cadre, Daudé et Vallée
[19] ont étudié le nombre d’itérations de LLL, en exhibant une borne supérieure sur le nombre
moyen d’itérations, et en estimant la distribution de ce nombre d’itérations. Dans le méme es-
prit, Akhavi [3] a étudié la probabilité qu’une base aléatoire d’entrée soit déja LLL-réduite. Ces
travaux ont été étendus par la suite par Akhavi, Marckert et Rouault [5] a des distributions
plus générales, mais les modéles étudiés sont toujours bien loin des modéles “réalistes”. De ma-
niére complémentaire, Nguyen et Stehlé [60] ont étudié expérimentalement le comportement de
I’algorithme, cette fois-ci dans des modéles plus réalistes. Ils ont ainsi contribué & améliorer
la compréhension de l'algorithme, énoncé des conjectures trés intéressantes, ....mais n’ont rien
prouvé. Enfin, il existe aussi un résultat important de complexité, di & Ajtai, qui montre qu’il
est possible d’échantillonner facilement des bases qui sont difficiles a réduire, avec une notion
de réduction plus forte que celle de LLL. Mais on ne sait pas montrer que ces bases sont aussi
difficiles & réduire dans le sens de LLL.

Aucun des deux versants des résultats actuels n’est donc satisfaisant, entre des
preuves dans des modéles non réalistes et des conjectures...sans preuves dans des
modéles plus réalistes.

L’algorithme de Gauss. Vallée et Flajolet [73] puis Daudé, Flajolet et Vallée [I8] ont effectué la
premiére analyse probabiliste de I'algorithme de Gauss. Ils ont travaillé dans le modéle le plus
simple possible, un modéle, dans le plan complexe, & la fois continu et “uniforme”. L’algorithme de
Gauss y est vu comme l'itération d’une transformation complexe, et on retrouve I'algorithme des
fractions continues quand le complexe est réel. Ce travail laisse donc entrevoir que 'algorithme
de Gauss a une dynamique reliée, mais différente, a celle de 'algorithme des fractions continues.
Cette observation, due & Daudé, a incité Vallée a entreprendre I’étude fine et systématique des
algorithmes de la dimension 1, dans toutes leurs versions. Dans le méme temps, en 1995, Laville et
Vallée [45] ont étudié les caractéristiques probabilistes de la configuration de sortie de I’algorithme
de Gauss, notamment le premier minimum et le défaut d’Hermite de la base de sortie.

L’algorithme d’Euclide et I'algorithme des fractions continues. Contrairement & ce qui se passe
en dimension n > 2, il y a, en dimension 1, deux algorithmes, qui ont un comportement bien dif-
férent, selon qu’on s’intéresse a un nombre rationnel (I’algorithme termine, s’appelle I'algorithme
d’Euclide, et calcule le pged entre le numérateur et le dénominateur) ou & un nombre irrationnel
(I’algorithme ne termine pas, et calcule le développement en fraction continue du nombre). L’al-
gorithme des fractions continues peut donc se voir comme une version continue de 'algorithme
d’Euclide. Et, comme le continu est souvent plus facile a appréhender que le discret, les premiers
résultats ont concerné l'algorithme des fractions continues.

L’algorithme des fractions continues. Babenko [§] et Wirsing [82], ont analysé 'algorithme des
fractions continues, avec des méthodes d’analyse fonctionnelle. En 1997, dans [77], Vallée uti-
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lise les travaux de Mayer [53], et introduit des méthodes fonctionnelles qui fournissent un cadre
suffisamment général pour étudier a la fois l'algorithme de Gauss et l'algorithme des fractions
continues. Elle fournit aussi un modéle naturel qui permet d’expliquer la transition de l'algo-
rithme de Gauss vers l'algorithme des fractions continues. Elle introduit notamment la notion
de valuation qui permet de quantifier cette transition.

L’algorithme d’Euclide. L’analyse en moyenne de l’algorithme d’Euclide a commencé dans les
années 70 avec les travaux de Heilbronn [31I] et Dixon [2I], qui ont utilisé respectivement des
méthodes arithmétiques et probabilistes assez spécifiques. Brent a étudié I’algorithme du pged
binaire [I2], en faisant ’hypothése heuristique qu’il se comportait comme son extension conti-
nue. Il a fallu attendre jusqu’en 1994 pour obtenir le premier résultat sur la distribution (limite)
de l'algorithme d’Euclide, avec Hensley [32], qui démontre que le nombre d’itérations de 1’algo-
rithme d’Euclide suit une loi asymptotiquement gaussienne. Ce résultat frappant s’appuie sur
des méthodes d’analyse fonctionnelle et utilise les méthodes initiées par Babenko et Wirsing,
tout comme 'opérateur de Mayer.

La méthode d’analyse dynamique. C’est & la suite de ce travail d’Hensley que Vallée introduit
la méthode d’analyse dynamique : voyant un algorithme comme un systéme dynamique, elle
considére les opérateurs d’analyse fonctionnelle qui ont servi a ’analyse des fractions continues,
comme des opérateurs générateurs qui servent a engendrer des séries génératrices nécessaires
a l'analyse de l'algorithme d’Euclide. Elle peut ainsi gérer les corrélations liées aux retenues,
et utiliser alors tout ’environnement de la combinatoire analytique. C’est de la combinatoire
dynamique—analytique, qui se révéle aussi trés fructueuse en théorie de I'information, pour étudier
des sources complexes [79] [15].

Cette méthode a fait ses preuves et a permis d’analyser en moyenne tous les algorithmes
d’Euclide, et de les classifier (voir [80] pour un article de synthése). Cette analyse en moyenne
inclut 'analyse trés technique du pged binaire [78] conjecturée par Brent, tout comme ’analyse
précise de la complexité en bits (appelée aussi complexité binaire) prouvée par Akhavi et Vallée
[6], et aussi son extension & une classe plus vaste d’algorithmes d’Euclide, avec division géné-
ralisée, par Bourdon, Daireaux et Vallée [I1]. Les travaux les plus récents étudient les versions
“Diviser pour Régner” de I'algorithme [I4]. Mais cette méthode a aussi permis I’analyse en distri-
bution de ces algorithmes, en généralisant et simplifiant le résultat d’Hensley : Baladi et Vallée
[9] démontrent la nature asymptotiquement gaussienne pour toute une classe de cotts, et une
classe d’algorithmes. Enfin, Lhote et Vallée [49] montrent le caractére gaussien de la complexité
en bits.

Les contributions de cette thése. Notre but ultime, en particulier dans le cadre du projet
LAREDA de ’ANR Blanche, est de progresser dans les analyses précises et réalistes de ’algorithme
LLL. A cette fin, nous voulons :

(a) Déterminer un modeéle suffisamment général qui puisse décrire de maniére réaliste les entrées
de l'algorithme LLL et quantifier en particulier les paramétres géométriques qui les rendent
a priori faciles ou difficiles a réduire.

(b) Analyser complétemernt et définitivement I’algorithme de Gauss, aussi complétement que
ce qui a été fait pour l'algorithme d’Euclide, et, ce, dans un modéle réaliste, aussi bien
pour les parameétres d’execution que pour les parameétres liés & la configuration de sortie.

(c) Expliquer les liens précis (mais aussi les différences) qui existent entre I’algorithme de Gauss
et l'algorithme d’Euclide. En quoi ’algorithme d’Euclide peut-il étre vu comme la limite
de l'algorithme de Gauss?



(d) Expliquer comment la compréhension trés fine de la dimension 2 peut étre exploitée dans
I’analyse de 'algorithme LLL, et ce, dans des modéles réalistes.

Les principaux résultats. Ce sont les suivants. Entre parenthéses nous indiquons les théorémes
associés.

La notion de valuation. Les densités a valuation sont sous-jacentes & toutes les analyses de cette
theése. Vallée les a déja introduites dans [77], afin de construire un cadre unificateur qui contienne
a la fois lalgorithme de Gauss et I'algorithme des fractions continues. Nous les utilisons dans un
cadre beaucoup plus général. Nous pensons en effet qu’elles permettent de construire une échelle
simple de modéles de difficulté variable vis-a-vis de la réduction. C’est déja vrai en dimension
2, car ce modéle & valuation nous permet d’obtenir une analyse paramétrée de l'algorithme de
Gauss, a la fois réaliste d’'un point de vue algorithmique, et trés satisfaisante d’un point de vue
mathématique, puisque des objets classiques, comme les séries d’Eisenstein, y apparaissent natu-
rellement . Ce modéle & valuation nous permet aussi de quantifier trés précisément la transition
de l'algorithme de Gauss vers l'algorithme d’Euclide. Enfin, nous pensons qu’il est aussi appelé
& jouer un rdle important en dimension quelconque, dans les analyses de l'algorithme LLL. En
effet, ce modeéle a valuation peut englober des modéles aussi différents que les bases d’Ajtai (qui
modélisent des instances difficiles vis-a-vis de la réduction) que des modeéles faciles vis-a-vis de la
réduction (comme le modeéle de la boule aléatoire). En conclusion, ce modéle a valuation semble
bénéficier d’'un grand degré de généralité tout en restant suffisamment maniable.

La géométrie de sortie de I'algorithme de Gauss. Ces résultats sont énoncés dans la Partie III
de cette these, dans les théorémes [E] [F] [G] [Hl Nous étudions trois paramétres qui permettent
de décrire les propriétés géométriques de la base de sortie de I'algorithme : le premier minimum,
le défaut d’Hermite et ce que nous appelons le deuxiéme minimum orthogonalisé, et ce, dans le
modéle & valuation. Les deux premiers paramétres ont déja été analysés par Laville et Vallée,
mais seulement dans un modéle uniforme (correspondant & une valuation nulle). Nous les étudions
pour une valuation quelconque. Par ailleurs, le troisiéme parameétre, celui que nous appelons le
“deuxiéme minimum orthogonalisé” n’avait jamais été étudié précédemment ; aprés avoir expliqué
pourquoi il est amené & jouer un réle important dans ’analyse ultérieure de 1’algorithme LLL,
nous ’analysons précisément, dans le modéle & valuation.

Nous nous intéressons aussi a une question plus globale, avec un point de vue dynamique :
quelle est la densité de sortie de 'algorithme, quand il a regu en entrée une densité de valuation
r 7 Nous montrons que cette densité est liée de trés prés aux séries d’Eisenstein de poids 2 + r.

La complexité de Ialgorithme de Gauss. Ces résultats sont énoncés dans la Partie II de cette
thése, dans les théorémes D] La complexité (en nombre d’itérations) de Ialgorithme
de Gauss a déja été étudiée largement, d’abord dans le modéle uniforme par Daudé, Flajolet et
Vallée, puis généralisée (en partie) par Vallée au modeéle a valuation. Une telle étude procéde en
deux temps : on effectue d’abord ’analyse dans un modéle continu, puis on revient au modéle
discret par des arguments de comptage de points entiers dans des domaines continus. Ce passage
du continu au discret a été effectué dans le cas de la densité uniforme. Mais, plus délicat dans le
cas d’une densité & valuation, il n’a pas été abordé par Vallée.

Nous faisons ici ces analyses de complexité, dans le modéle général & valuation, en effectuant
aussi I’étape de passage du continu au discret. Et nous étudions des mesures de complexité plus
générales, correspondant & ce qu’on appelle des coiits additifs, qui nous permettent d’étudier
finalement la complexité en bits de 'algorithme de Gauss. Nous montrons que la complexité
moyenne binaire est, pour toute densité a valuation fixée, linéaire en la taille des entiers d’entrée
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—contrairement a l'algorithme d’Euclide qui a une complexité quadratique en la taille des entiers
d’entrée.

La transition entre I'algorithme de Gauss et ’algorithme d’Euclide. (th. @ Le résultat précédent
pose de nouveau la question de la transition entre les deux algorithmes, quand ils travaillent tous
deux sur des données entiéres (ou rationnelles). Comment 'algorithme de Gauss se transforme-
t-il en 'algorithme d’Euclide quand la valuation se rapproche de sa valeur limite r — —1 7 Nous
répondons trés précisément & cette question.

Retour a l’algorithme LLL. Nous faisons donc une analyse précise —et assez exhaustive— de
I’algorithme de Gauss, dans une classe de modéles qui permet de paramétriser la difficulté de
I’algorithme. En retour, nous proposons deux pistes d’applications possibles de ces résultats a
des dimensions supérieures.

Nous expliquons d’abord comment on peut exploiter ’analyse de la configuration de sortie
de 'algorithme de Gauss dans ’étude d’une variante de l'algorithme LLL, I'algorithme PAIR-
IMPAIR. Nous expliquons aussi en quoi notre étude permet de justifier (en partie) 'hypotheése
majeure faite dans un travail trés récent de Madritsch et Vallée [51]. Ces auteurs proposent une
modélisation simplificatrice de I'algorithme LLL par des tas de sable, fondée sur une certaine
régularité des étapes de l'algorithme LLL . Notre étude montre que cette hypothése est justifiée
en dimension 2.

Les méthodes. Dans cette thése, nous utilisons des méthodes assez diverses, relevant de do-
maines variés; géométrie élémentaire fine — systémes dynamiques — analyse fonctionnelle, et
théorie spectrale. Méme si beaucoup de nos résultats relévent de la méthodologie générale d’ana-
lyse dynamique, nous n’avons pas pu utiliser cette méthode clés en main, car le cadre double que
nous avons choisi —valuation r quelconque et retour au modéle discret — nous oblige & raffiner
ces méthodes, et a y apporter des contributions originales.

Publications. Les travaux de cette thése ont fait 'objet de deux publications, en collaboration

avec Brigitte Vallée. La premiére [74], intitulée “Lattice reduction in two dimensions : analysis
under realistic probabilistic models”, se concentre sur les analyses de ’algorithme de Gauss. Elle
est parue dans les actes de la conférence internationale d’analyse d’algorithmes de 2007 (AofA07).
La seconde [75], intitulée “Probabilistic Analyses of Lattice Reduction Algorithms”, est un long
article d’une soixantaine de pages. Il détaille les analyses de I'algorithme de Gauss, en parti-
culier I’étude de I'exécution de ’algorithme, et la replace dans la problématique générale de la
réduction des réseaux. Cet article est paru dans les actes de la conférence LLL+25, qui a ras-
semblé les diverses communautés qui travaillent dans le domaine (cryptologues, algorithmiciens,
mathématiciens) autour des trois créateurs de l'algorithme LLL, pour féter les 25 ans de leur
algorithme. Cet article va paraitre a la fin de 2009 dans le livre “The LLL algorithm — survey
and applications” de la collection “Information Security and Cryptography” (Springer-Verlag).
Ce livre regroupera les textes des quinze exposés donnés a cette conférence.

Ces deux articles, méme s’ils sont longs, ne nous ont pas laissé encore la possibilité de décrire
les preuves détaillées de nos résultats. C’est donc dans cette thése qu’elles paraissent pour la
premiére fois, et c’est notre projet d’écrire ultérieurement deux articles longs, correspondants &
chacune des Parties II et III de cette thése.
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Les réseaux euclidiens
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La géométrie des nombres est une branche de la théorie de nombres introduite par Hermann
Minkowski en 1896 [57]. Sa motivation premiére est I’étude des formes quadratiques définies sur
7", et elle adopte un point de vue géométrique. Lorqu’on effectue un changement de base, la
base canonique de Z" se transforme en une base de R”, et I’ensemble Z" en I'lensemble des com-
binaisons linéaires entiéres de vecteurs de cette base, ce qu’on appelle un réseau euclidien, tandis
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Chapitre 1. Les réseauz euclidiens

que les formes quadratiques définies positives se relient a la norme euclidienne. Le minimum de
la norme euclidienne, appelé premier minimum, est alors la longueur d’un vecteur le plus court
non nul du réseau. Il joue un role central dans le domaine.

Ces objets mathématiques que sont les réseaux se révélent étre un outil de modélisation in-
contournable. Beaucoup de problémes, de nature a priori trés diverse, comme ’approximation
diophantienne simultanée, la factorisation de polynémes, la factorisation d’entiers, la program-
mation linéaire entiére, et, plus récemment des systémes cryptographiques, s’expriment dans le
vocabulaire des réseaux ; Leur résolution se raméne & des questions de base sur un réseau, et trés
souvent, & la détermination du premier minimum du réseau. C’est parce que la modélisation via
les réseaux est a la fois universelle et puissante que les problémes de base des réseaux deviennent
eux aussi essentiels a résoudre.

Ce chapitre introduit, dans la section les réseaux euclidiens, avec leurs objets de base
(déterminant, minima successifs, défaut d’Hermite, parallélotope fondamental). I décrit les dif-
férents points de vue qu’on peut adopter sur les réseaux —sous-groupe discret de R™, ou ensemble
des combinaisons linéaires entiéres d’un systéme libre— et les relie. Il envisage ensuite les princi-
paux problémes qu’on peut se poser sur un réseau, avec des problémes qui apparaissent plus liés
a la structure algébrique, et d’autres plus dépendant de la structure euclidienne de 1’espace am-
biant. Il décrit la dichotomie qui existent entre ces problémes du point de vue de la théorie de la
complexité, certains étant “faciles” et d’autres s’avérant plus “difficiles” (section . Le chapitre
se termine en décrivant la puissance modélisatrice des réseaux : il parcourt un certain nombre des
problémes algorithmiques naturels, et explique comment leur résolution peut s’effectuer “dans
les réseaux” (section [1.3).

1.1 Réseaux euclidiens

Il s’agit d’abord de décrire les principaux objets reliés & une base. On définit ensuite un réseau
euclidien, et les pricipaux paramétres qui décrivent sa géométrie (minima successifs, déterminant,
défaut d’Hermite) reliés par le théoréme de Minkowski.

1.1.1 Orthogonalisée de Gram-Schmidt, Matrice de Gram, Parallélotope fon-
damental.

L’espace vectoriel réel R™, n > 1 est muni de sa structure euclidienne et de la mesure de
Lebesgue, notée p. La base canonique de R™ est désignée par (eq, ea, ..., e,). Le produit scalaire
de v, u € R", et la norme euclidienne de u sont respectivement désignés par v-u, et ||u|| = (u-u)'/2.
A une partie £ C R", nous associons ’espace vectoriel réel engendré par E, que nous désignons
par (E).

L’ensemble des matrices & n > 1 lignes et m > 1 colonnes, avec des coefficients dans un
ensemble S (en pratique R,Q ou Z) est noté S™*". Pour une matrice M, nous désignons sa
transposée par ‘M, son déterminant par det M et sa matrice inverse, (quand elle existe) par
M~

A un systéme B = (b1, ...,by) de p vecteurs de R", on associe la matrice dont les lignes sont
les vecteurs b; exprimés dans la base canonique (eq, ea, ..., e,) de R™. Cette matrice sera appelée
la matrice ligne de (b1,...,bp) et sera aussi, avec un léger abus de langage, désignée par B.

Les ensembles [a, b] définis par [a,b] := [a, b] N7Z seront appellés intervalles entiers. La boule
ouverte (resp. fermée) de rayon p centrée en a est désignée par B(a, p) (resp. B(a, p)) et définie,
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comme a ’habitude par

Bla,p) ={x €R" | [l —all <p},  Bla,p) ={z €R" | ||z —al| < p}.

Définition 1.1 (Orthogonalisée de Gram-Schmidt, OGS). Soit une famille B = (by,...,bp)
formée de vecteurs linéairement indépendants de R™. On désigne par B; la famille commencante,
B; := (b1,...,b;) et par H; le R-espace vectoriel engendré par B;. La famille orthogonalisée de
Gram-Schmidt est la famille orthogonale B* = (b7, ...,by) formée des vecteurs b}, ou by est la

projection orthogonale de b; sur l’orthogonal de H;—1 . Plus précisément

Bro= by

i—1
by = b — Zmi,kbz, avec My = pour 1<j<i<p
k=1

On pose de plus m;; = 1 pour 1 < i < petm;; = 0 pour 1 < i < j < p. Ce procédé
d’orthogonalisation de Gram-Schmidt construit aussi la matrice P € RP*P dont l’entrée m; ; est
définie ci-dessus.

Si on désigne aussi par B la matrice de RP*™ dont la ligne d’indice i est le vecteur b; (dans
la base canonique), et si B* est la matrice de RP*™ dont la ligne i est le vecteur b} dans la base
canonique, le processus OGS construit 1’égalité matricielle B = P B*.

Définition 1.2 (Longueurs et rapports de Siegel). Soit une famille B = (by,...,by) et soit

B* = (bj,...,by) son orthogonalisée. La norme du vecteur b}, désignée par {;, est appelée la

i-eme longueur de Siegel, et le rapport r; := £;y1/4; est appelé i-éme rapport de Siegel.

Définition 1.3 (Matrice de Gram). La matrice de Gram d’un systéme B = (by,...,b,) de p
vecteurs de R™, désignée par G(by,...,by) ou G(B), est la matrice de RP*P définie par

Gij=bi-bj  Vije[lp].
Si la matrice B a pour lignes les vecteurs du systéme (b1, ..., by), alors la matrice de Gram s’écrit

G(B)=B- 'B.

Voici quelques propriétés importantes de la matrice de Gram.

Lemme 1.1. La matrice de Gram G(B) associée a un systéme B = (by, ..., b,) de p vecteurs de
R™ d’orthogonalisé B* = (b}, b5, . .. ,b;;) vérifie les propriétés suivantes

(i) Soit C un systéme de p vecteurs tel que B = UC pour une matrice (carrée) U. Alors
det G(B) = (det U)? - det G(O).

(ii) Soit U une transformation orthogonale de R™ et C' le systéme transformé de B en appliquant

a chaque vecteur b; de B la transformation U. Alors G(C) = (B'U) - (U'B) = G(B).
p p
(iii) det G(B) = [ Io;1P = [ [ &
i=1 i=1

() G(B) est inversible si et seulement si le systéme B = (b, ..., b,) est linéairement indépen-
dant.

11
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Démonstration. Le point découle directement de
det G(B) = det(B'B) = det(U(C -*C)U) = det U - det G(C) - det(U) = (det U)? det G(C),

et (i) est montrée dans 1’énoncé.

Montrons . L’orthogonalisation de Gram-Schmidt écrit la matrice-ligne B sous la forme
B = PB*, ou P et B* sont donnés dans la définition [I.1] Comme P est une matrice carrée de dé-
terminant 1, il suffit d’appliquer ({ij) pour conclure que det G(B) = det G(B*). Par ailleurs comme
B* est la matrice d'un systéme orthogonal, la matrice G(B*) est diagonale, avec les éléments
||b¥||? sur la diagonale, d’ott le résultat. Pour , on observe que si le systéme B = (by,...,bp)
n’est pas inversible, alors 'un des vecteurs b} est nécessairement nul. Le déterminant de G(B)
est alors nul grace a . O

Définition 1.4 (Parallélotope fondamental). Le parallélotope construit sur un systéme indépen-
dant B = {b1,...,b,} est l'ensemble convexe défini par

Q(B) = {inbi |z €[0,1]}.

On désigne aussi par Q(B) l’adhérence de Q(B). Les mesures de Lebesque p-dimensionnelles de
Q(B) ou de Q(B) vérifient

P P
mQ(B)) = u(Q(B)) = [det G(B)* = [T IIv711 = [T &s- (1.1)
=1 =1
Remarquons que la formule est découle simplement d’un changement de variables.

1.1.2 Réseaux

Un réseau euclidien de R™ est I’ensemble des combinaisons linéaires & coefficients entiers d’une
famille {b1,...,by} de p vecteurs linéairement indépendants de R", appelée base du réseau. Par
ailleurs, un réseau peut étre défini comme un sous-groupe additif discret de R™. La proposition
suivante montre que les deux définitions sont équivalentes.

Proposition 1.1 (Preuve de Siegel, [69]). Les assertions suivantes sont équivalentes :
(i) L est un sous-groupe additif discret de R™, qui engendre un sous-espace vectoriel de dimen-
sion p.
(i) Il existe un systéme B = {b1,...,bp} de p vecteurs linéairement indépendants de R"™, pour
lequel

d
[,:{Zl'lbz| T, €E7Z Vieﬂl,p]}.
=1

Démonstration. :> . Supposons que L est un sous-groupe additif discret de R™ engendrant
un espace vectoriel de dimension p. Choisissons dans £ un ensemble de p vecteurs linéairement

indépendants, qu'on désigne par C' = {c1,c2,...,¢p}. A partir de cet ensemble, nous allons
construire une famille indépendante {b1,...,b,}, qui engendre £ par combinaisons linéaires a
coefficients entiers. Considérons tous les systémes {b1,...,b,} C L, ou, pour tout i € [1,p] le

vecteur b; est un élément de Q(C') qui s’écrit sous la forme
i—1

bi = Zﬂczj Cj+Tic (1.2)
j=1

12
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ot les x;; vérifient 0 < x;; < 1 et les x; vérifient 0 < x; < 1. De tels systémes existent, puisque 'on
peut toujours choisir b; = ¢; (avec z;; =0, z; = 1) pour 1 < j < i < p. Comme ¢; # 0, elles sont
formées de vecteurs linéairement indépendants. Nous choissisons un systéme {b1,...,b,} C L
particulier de la maniére suivante : en suivant les indices i € [1,p] dans l'ordre croissant, on
choisit a chaque fois le b; dont le x; est le plus petit possible. Ce choix s’effectue sur un ensemble
non vide, qui est fini car £ est discret et Q(C) compact.

Considérons un vecteur w € £ qui s’écrit w = Y, y;b;, pour certains réels y;, i € [1,p].
Nous allons montrer que les coefficients y; sont entiers. Supposons, par I'absurde, que ce n’est
pas le cas, et considérons le premier indice k, en parcourant les indices depuis la fin vers le début,
pour lequel yi, ¢ Z. Alors v, := yr — |yx] est non nul, et le choix de k entraine que

k k—1
Zyibi € L, etdoncque wv:= Zyibi + ybr € L.
i=1 i=1

Maintenant, en remplagant b; par son écriture dans la base ¢; donnée par ([1.2)), le vecteur v
[P
s’écrit

k-1
!
v = E Vi Ci + Yy * Tk Ck,
i=1

/

pour des coefficients v; adéquats. Posons v, := v; — [v; | pour tout i € [1,k —1]. Alors, le vecteur

k-1
I I /
v = V; C; + YTk Ck,

=1

appartient a L, et ses coefficients dans la base ¢; vérifient
0<v,<1 Vie][l,k-1], 0 < yp zp < T

Ceci contredit le choix de xj, et conclut la premiére partie de la preuve.

= . Soit £ I’ensemble de combinaisons linéaires entiéres d’un systéme indépendant B =
{b1,...,bp}. 11 est claire que £ est un sous-groupe additif de R"™. Nous prouvons ici que L
ne contient pas des vecteurs arbitrairement petits, hormis le vecteur nul. Nous allons borner
inférieurement la longueur d’un vecteur non nul de £ en fonction de la longueur des vecteurs
de la base B* orthogonalisée de Gram-Schmidt de la base B. Nous énongons ce résultat en une
proposition qui sera utile dans la suite.

Proposition 1.2. Soit un réseau L engendré par une base B = (by,...,b,). On désigne par B*
la base orthogonalisée de B. Alors, pour tout w € L\ {0} on a

lwl = min {[[bj[[; i € [1,p]}-
Démonstration. Tout vecteur w € L\ {0} s’écrit
w = T1by + -+ xpbp, avec x; € Z non tous nuls.

Associons au vecteur w le plus petit indice r pour lequel w appartient au sous-espace H, engendré
par le systéme (by,...,b,) : Uindice r vérifie x, # 0 et pour tout i > r, x; = 0. Dans la base B*,
le vecteur w s’écrit

r T i r—1 r
w = Zazzbl = Z%Z Zmi,jb; = .%'rb: + Z Zazimi,j b;( . (1.3)
=1 =1 7=1 7j=1 =]
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On en conclut que ||w||? > |z.|?||b%||?. Mais, comme , est un entier non nul, on en déduit que

l|w||? > ||b%]|?, ce qui achéve la preuve. O
Ainsi, la proposition [L.2] prouve bien que L est discret, et la proposition est achevée. [

En conclusion, un réseau euclidien £ posséde toujours une base qui I’engendre par combi-
naisons linéaires entiéres, et cette base a un cardinal égal & la dimension de ’espace vectoriel
engendré par L.

Proposition 1.3 (Equivalence de bases). Soient B,C € RP*" deus bases du méme réseau. Alors
(7) il existe une matrice U € ZP*P avec det U = %1 telle que B =UC.
(7i) Les deuz déterminants det G(B) et det G(C') sont égaux.

Démonstration. Comme B et C sont bases du méme réseau, il existe des matrices U,V € ZP*P
telles que
C=UB et B=VC, et donc B = (VU)B

En multipliant & droite par ‘B, on obtient la relation G(B) = (VU)G(B). Comme la matrice
G(B) est inversible, on en déduit I'égalité I = UV, et comme les matrices U et V sont carrées,
I’égalité det U - det V' = 1. Comme les deux matrices U et V ont des coefficients entiers, leurs
déterminants sont entiers, ce qui entraine I’égalité |det U| = | det V| = 1 et achéve la preuve. O

Pour une base B d’un réseau L, le déterminant de G(B) est indépendant de la base B. C’est
par définition de déterminant du réseau. Il est égal au volume p-dimensionnel de n’importe quel
paralléloptope fondamental.

Définition 1.5 (Déterminant d’'un réseau). Le déterminant d’un réseau L est un réel positif
défini par la relation
(det £)? = det G(B) = det(B -'B),

qut fait intervenir une base quelconque B du réseau L et sa matrice-ligne B.

Proposition 1.4. Le déterminant d’un réseau L vérifie

p
det £ =T I3l
i=1

pour tout systéme B* associé a une base B de L. Si le réseau est de dimension pleine (i.e., p =n),
alors, pour toute base b de L, la matrice-ligne B est une matrice carrée, et det L = |det B|

Preuve. Direct d’aprés les propriétés de la matrice de Gram, vues dans le lemme O

On note que le déterminant peut se définir d’un point de vue purement algébrique mais aussi
d’un point de vue a la fois algébrique et topologique.

1.1.3 Minima successifs

Définition 1.6. Le premier minimum du réseau L, désigné par A\i(L), est la norme d’un plus
court vecteur non nul de L. Plus généralement, le i-éme minimum du réseau L, désigné par \;(L),
est le plus petit nombre réel positif p pour lequel la boule fermée de rayon p centrée a l'origine
contienne au moins i vecteurs linéairement du réseau L,

Xi(£) :==min{p >0 | dim(B(0,p) N L) > i}.
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Le résultat suivant établit une minoration du ¢éme minimum en fonction des longueurs des
vecteurs de la base B* associée & une base quelconque du réseau L. Il généralise la Proposition
qui a déja établi cette minoration dans le cas du premier minimum.

Proposition 1.5. Le i-éme minimum du réseau L vérifie
Ni(L) > min{Ly; JC][L,p],|J]| =1 JN][ip] # 0}, avec Ly :=max{||bf||; ke J}
pour tout systéme B* associé & une base B de L.

Démonstration. Considérons un systéme (w1, ws, ... w;) de i vecteurs linéirement indépendants
de £ dont la norme est au plus p. Associons a chaque vecteur wy, le plus petit indice r = r(k)
pour lequel w appartient au sous-espace H, engendré par le systéme (by,...,b,). Remarquons
que tous les indices r(k) ne peuvent étre tous strictement inférieurs a i, car cela contredirait
I'indépendance des vecteurs wy. Par ailleurs, le vecteur wy satisfait ||wg|| > ||b:(k)||. On en
déduit le résultat cherché. O

1.1.4 Théoréme de Minkowski

Ce théoréme important relie le premier minimum d’un réseau et son déterminant. Il est fondé
sur un résultat, dt a Blichfeldt.

Théoréme 1.1 (Blichfeldt). On considére un réseau L de dimension p. On désigne par p la
mesure de [Lebesgue p-dimensionnelle, et on considére un sous-ensemble C du sous-espace vec-
toriel engendré par L, mu-mesurable. Si C satisfait ;1(C) > det(L), alors, il existe deux vecteurs
distincts s,t € C pour lesquels s —t € L.

Preuve. La preuve est fondée sur le principe des tiroirs. On considére une base B de L et on
désigne par Q(B) son parallélotope fondamental. Pour chaque x € £ on pose

C, = (z+Q(B)NC,

ou, pour un ensemble A, la notation A + = désigne 'ensemble z + A := {x +y | y € A}. Ces
ensembles ', sont des parties disjointes de C, dont la réunion égale C :

C= U Cy, etdonc pu(C)= Zu(Cw).

zeL zEL

En translatant tous ces ensembles dans le parallélotope fondamental, on observe qu’au moins
deux d’entre eux ont une intersection non vide : On pose

CL=C,—2C Q(B),
et on raisonne par l’absurde : supposons, au contraire, que ces ensembles sont disjoints deux a

deux. Alors,
p (U c;) => u(Cr) = p(Cy) = u(C) >det £

zel el el

mais en méme temps,

U C! CP@®), etdonc u(C)=p (U C';) < u(Q(B)) =det L,

zel zel
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ce qui apporte la contradiction cherchée. Donc il existe deux vecteurs x et y distincts de £ pour
lesquels les ensembles C;, et C sont non disjoints : il existe donc z € C; N Cy. Alors les deux
points s et ¢t définis par s := z+x € C, t := z+y € C vérifient s—t = (z4+2z)—(2+y) =r—y € L,
puisque z,y € L. La preuve est ainsi achevée. O

Théoréme 1.2 (Minkowski). On considére un réseau euclidien L de dimension p. On désigne
par p la mesure de Lebesgue p-dimensionnelle, et on considére un sous-ensemble C' du sous-espace
vectoriel engendré par L, mu-mesurable. qui est convezre, symétrique par rapport & l'origine, et
vérifie p(C) > 2P det L. Alors, C contient au moins un point de L.

Preuve. L'ensemble :C = {y/2 | y € C} vérifie

1
n(5C) = 274(C) > det L.
Donc, le théoréme de Blichfeldt prouve qu’il existe deux points distincts x,y € %C’ dont la
différence = — y appartient & L. Alors 2x,2y € C et la symétrie de C par rapport a l'origine
montre que —2y € C. La convexité de C' entraine alors que

1
5(2:1:—2y):x—y€0,

et, comme x — y € L, le théoréme est prouvé. O

Théoréme 1.3 (Minkowski). Soit £ un réseau de dimension p. Alors, le premier minimum
M (L) du réseau et le déterminant det L du réseau sont reliés par l'inégalité

M(L)] < /p- (det £)P.

Preuve. La boule fermée centrée a 'origine et de rayon /p (det L£)'/P) contient strictement 1'hy-
percube de coté 2(det C)l/ P centré & lorigine. Elle a donc un volume strictement supérieur &
2P det L. La boule étant convexe et symétrique autour de ’origine, le théoréme affirme qu’elle
contient un point w € £, qui évidemment vérifie |[|w|| < /p - (det L)\r. O

1.1.5 Défaut d’Hermite et constante d’Hermite

Définition 1.7 (Défaut d’Hermite). Le défaut d’Hermite d’un réseau £ de dimension p, désigné
par y(L), est défini par la relation
M (L) >2
Li=—FF) .
(L) ((det L)i/p

Le carré dans la définition est 1a pour des raisons historiques, afin de garantir que v(£) est
un nombre rationnel quand les réseaux sont entiers. Le théoréme de Minkowski (théoréme
établit un majorant pour les défauts d’Hermite v(L£) associés a des réseaux £ de dimension p et
montre 'inégalité

v(£) < p, pour tout réseau £ de dimension p.

Il existe deux interprétations du défaut d’Hermite. D’abord, la quantité /v(L) est égale
au rapport entre le le plus petit c6té possible d'un parallélotope fondamental O, et le coté de
I’hypercube H de dimension p et de volume det L. Les réseaux qui ont un grand défaut d’Hermite
sont des réseaux qui sont suffisamment ‘“réguliers”, en ce sens qu’ils admettent un parallélotope
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fondamental dont la forme “ressemble” & celle d’'un hypercube. C’est aussi pourquoi (L) joue
un roéle important dans le probléme des empilements réguliers de sphéres : comment disposer des
sphéres identiques dans 'espace de dimension p afin que la densité du remplissage soit maximale
et que les centres des sphéres sont disposés sur un réseau ? L’empilement le plus dense est achevé
par un réseau maximisant le défaut d’Hermite. La borne supérieure du défaut d’Hermite pour
une dimension p fixée recoit le nom constante d’Hermite et est définie par

Yp = sup{y(£); dim(L) = p}.

Les réseaux de dimension p pour lesquels (L) = v, sont appelés des réseauz critiques. Pour plus
d’information & cet égard, on pourra consulter [16] et [52].

1.1.6 Forme normale d’Hermite.

Puisqu’un réseau admet une infinité de bases, qui n’ont pas du tout la méme forme, il peut
étre utile, pour comparer les réseaux entre eux, par exemple, de déterminer une forme normale
pour les bases possibles de ces réseaux. La forme normale la plus employée est la forme normale
d’Hermite, que nous décrivons maintenant dans le cas ol les réseaux sont de dimension pleine

n =7p.

Définition 1.8. Une base B := (b;;) € R™" d’un réseau de dimension n dans R™ est sous
forme normale d’Hermite lorsqu’elle s’exprime sous forme triangulaire dans la base canonique de
R™. Plus précisément,

(1) B est triangulaire inférieure

(17) Les éléments de la diagonale b;; sont tous strictement positifs.

(i13) Pour tout j < i, on a les inégalités suivantes : 0 < b; ; < b; ;.

Proposition 1.6. Tout réseau L de R™ de dimension pleine admet une unique base sous forme
normale d’Hermite.

La forme normale d’Hermite permet donc de représenter un réseau de maniére canonique,
dans un sens “algébrique”. En revanche, il n’est pas du tout clair (et de fait c’est rarement le cas
b
qu’une telle base posséde des propriétés euclidiennes intéressantes.

1.2 Problémes algorithmiques de base.

Dans cette section, nous présentons les problémes algorithmiques qui se posent naturellement
dans I’étude des réseaux, quand ils sont considérés “pour eux-mémes”, indépendamment de leurs
applications potentielles. Ces problémes admettent des énoncés de nature diverse : ensembliste,
algébrique, ou euclidien.

1.2.1 Représentation des réseaux

La plupart des problémes étudiés dans ce chapitre ont un sens quand les réseaux sont des
réseaux quelconques de R™. Les algorithmes qui les résolvent sont aussi le plus souvent bien
définis sur des réseaux quelconques de R™, & condition de définir un modéle de calcul sur les
nombres réels.

Mais, si on veut faire de I’algorithmique et étudier la complexité de ces problémes, il faut
considérer une notion de taille d’entrée. Un réseau est donné le plus souvent par une base, parfois
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seulement par un systéme générateur, formé d’éléments de Q", qu’on peut toujours ramener dans
Z™ en multipliant tous les rationnels par le ppcm de leurs dénominateurs. On peut alors définir
une notion de taille d’entrée. La taille d’un tel systéme B = (b1, ...,b,) de p vecteurs de Z" est
choisie comme étant

7(B) = O(pn) - log M ou M =max{b;j;; i€[l,p], je[l,n]} (1.4)

Remarquons qu’il y a deux composantes dans cette taille d’entrée : la composante qui dépend des
deux dimensions n, p, dont le produit mesure le nombre des coefficients de la matrice d’entrée B
et la composante log M qui dépend de la taille des coefficients de cette matrice. Un algorithme
polynomial devra étre polynomial en chacune de ces deux “parties”.

Pour l'instant, nous étudions la complexité des problémes et les données d’entrée sont donc
a priori entiéres (ou, comme nous I’avons dit, rationnelles.)

1.2.2 Problémes ensemblistes

Ce sont ceux qu’on peut se poser pour n’importe quelle famille d’ensembles.

Probléme 1.1 (Appartenance). Etant donné un systéme B € ZP*™ et un vecteur t € Z", décider
sit e L(B).

Probléme 1.2 (Inclusion). Etant donnés deux systémes By, By € ZP*", décider si £(B1) C
L(Ba).

Probléme 1.3 (Intersection). Etant donnés deux bases By, By € ZPX", trouver une base pour
le réseau L(B1) N L(B2).

Probléme 1.4 (Union). Etant donnés deux systémes By, By € ZPX™, trouver une base pour le
plus petit réseau (au sens de l'inclusion) contenant £(B1) U L(Ba).

1.2.3 Problémes algébriques

Ils sont souvent trés semblables aux précédents, mais leur énoncé met ’accent sur ’aspect
algébrique.

Probléme 1.5 (Calcul de base). Etant donné un systéme B € ZP*", déterminer une base pour

L(B).

Probléme 1.6 (Equivalence de bases). Etant donnés deux systémes By € ZPX" et By € Z%",
décider si ils engendrent le méme réseau.

Probléme 1.7 (Calcul de la forme normale d’Hermite). Etant donné un systéme B € ZP*™,
déterminer la forme normale d’Hermite pour £(B).

Probléme 1.8 (Noyau entier). Etant donnée une matrice A € Z"*P, déterminer une base pour
le réseau {x € ZP | Az = 0}.
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1.2.4 Problémes euclidiens

Ces problémes ont un énoncé qui fait intervenir la structure euclidienne. Nous rappelons que
le R—espace vectoriel engendré par un systéme B est désigné par (B).

Probléme 1.9. [Vecteur le plus court, SVP, Décision| Etant donnés un systéme B € ZP*", et
un entier K, existe-t-il un vecteur non nul v du réseau £(B) qui satisfait ||v|| < K ?

Probléme 1.10 (Vecteur le plus court, SVP, Calcul). Etant donné un systéme B € ZPX",
déterminer un vecteur non nul le plus court du réseau L(B).

Probléme 1.11 (Vecteur le plus proche, CVP, Décision). Etant donnés un systéme B € ZP*",
un vecteur ¢t € (B) N Q", et un entier K, existe-t-il x € £(B) vérifiant ||t — z|| < K.

Probléme 1.12 (Vecteur le plus proche, CVP, Calcul). Etant donnés un systéme B € ZPX",
et un vecteur ¢t € (B) N Q", déterminer z € L(B) tel que pour tout y € L(B), on ait vérifiant
It — =[] < [t —yll.

Les problémes algébriques et ensemblistes sont algorithmiquement “faciles” , en ce sens qu'’ils
admettent des algorithmes qui les résolvent en temps polynomial déterministe, tandis que les
problémes euclidiens sont “difficiles” dans le sens de la théorie de la complexité (ils sont NP—
complets ou “proches” de problémes qui le sont). Décrivons cette dichotomie.

1.2.5 Les algorithmes de résolution pour les problémes ensemblistes ou algé-
briques.

Ces problémes se résolvent, eux, avec des outils d’algébre linéaire, et ils sont donc de com-
plexité polynomiale, pourvu que les entiers gardent une croissance polynomiale au cours de
I’algorithme. Par exemple, 'appartenance & un réseau se résout via un systéme linéaire, dont on
vérifie que la solution est entiére. L’inclusion se résout en vérifiant I'appartenance des vecteurs de
la premiére base au réseau engendré par la deuxiéme. L’intersection de deux réseaux se calcule a
I’aide du réseau dual. Le calcul du plus petit réseau calculant I'union revient a calculer une base
pour le réseau engendré par I'union des bases des réseaux. Le calcul de la base et le probléme de
I’équivalence se résolvent en calculant la forme normale d’Hermite.Ce dernier probléme se résout
lui-méme avec des outils d’algébre linéaire.

Mais, les solutions que nous venons de décrire ne conduisent pas toujours a des algorithmes
en temps polynomial en la taille d’entrée. Il faut prouver que la taille des entiers utilisés dans ces
algorithmes a une croissance polynomiale, par rapport & la taille de I’entrée, donc & la fois par
rapport a log M, et aux dimensions n,p. Et ce n’est pas toujours le cas... Cela dépend souvent
de la qualité du systéme d’entrée, la qualité se mesurant par des critéres euclidiens.

1.2.6 La difficulté des problémes euclidiens.

Dans ce cas, la solution est toujours reliée & la recherche plus ou moins exhaustive dans
des boules, qui contiennent un nombre de points entiers qui croit exponentiellement avec la
dimension. C’est pour cela que ces problémes sont “difficiles”.

Nous rappelons des définitions de la théorie de la complexité de maniére informelle. Un
probléme de décision est dans P s’il existe un algorithme qui le résout en temps polynomiale dans
la taille de I'entrée. Un probléme de décision est dans NP, lorsqu’il est possible de vérifier une
réponse positive en temps polynomial. Une réduction randomisée inversée transforme toujours
une instance négative en une instance négative, alors qu’elle transforme une instance positive en
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une instance positive avec une probabilité p, qui vérifie (1—p) < n~¢, ol n est la taille de ’entrée
et ¢ est une constante.

Nous rappelons maintenant les principaux résultats de complexité obtenus sur ces problémes
euclidiens. La NP-complétude de CVP a été établie en 1981 par van Emde Boas, qui a conjecturé
dans le méme article [81] la NP-complétude de SVP. Mais il a fallu attendre jusqu’en 1996 pour
que la complexité de SVP soit aussi élucidée, et ce, sous un certain type de réduction randomisée,
plus faible que les réductions déterministes usuelles.

Théoréme 1.4 (Van emde Boas, [81] ). Le probléeme de décision CVP est un probléme NP-
complet.

Théoréme 1.5 (Ajtai, [2] ). Le probléeme de décision SVP est un probléme NP-complet sous des
réductions randomisées inversées.

Existe-t-il un lien non-trivial entre la complexité de ces problémes? On pourrait penser au
premier abord que CVP est plus dur que SVP, puisque la résolution de SVP se raméne a la
résolution de CVP en choisissant ¢ = 0. Mais, comme tout réseau contient 0, la réponse est donc
triviale. SVP n’est donc pas une une version “homogeéne” de CVP. Une maniére relativement tri-
viale de réduire un probléme a ’autre serait d’utiliser la NP-complétude, en essayant de simplifier
les preuves déja existantes. D’aprés Micciancio [55], une telle réduction ne serait pas intéressante
car elle réduirait une instance de SVP a n instances de SVP. Micciancio lui-méme fournit une
réduction de SVP & CVP, en montrant donc que SVP n’est pas plus dur que CVP.

Par ailleurs, il faut aussi revenir sur le résultat d’Ajtai reliant le pire des cas avec le cas
moyen pour SVP [I]. Selon les notes de Micciancio et Goldwasser [55] qui ont bien élucidé I'article
original trés technique, Ajtai a montré ’assertion suivante : S”il n’y a pas d’algorithme polynomial
résolvant pour tout réseau le probléme de décision SVP approximé a n’importe quel facteur
polynomiale prés, alors le probléme calculatoire SVP est également dur a résoudre exactement
lorsque le réseau est choisi aléatoirement selon une distribution facile a construire. Ce résultat
a eu beaucoup d’impact en cryptographie, car la cryptographie cherche justement a fonder la
sécurité des cryptosystémes sur les instances dures d’un probléme. Donc, si on sait qu'une instance
obtenue en échantillonant une certaine distribution est trés probablement dure, alors il y a un
moyen de trouver des instances difficiles sur lesquelles on peut construire les cryptosystémes de
fagon efficace.

La difficulté de SVP et de CVP fait des réseaux euclidiens une source potentielle de construc-
tions de cryptosystémes. Des tels systémes existent, par exemple GGH, Ajtai-Dwork et NTRU.
Jusque 14, le seul & avoir survécu les épreuves du temps a été NTRU. Les autres ont tous été cas-
sés, au moins dans la pratique [59]. Enfin, avec I’éventuelle entrée en scéne du calcul quantique,
les réseaux euclidiens semblent pour l'instant bien placés pour prendre le relais des cryptosys-
témes fondés sur la difficulté de la factorisation d’entiers et du logarithme discret. A ce propos,
Micciancio et Regev [50] expliquent qu’il n’y a pas encore d’algorithmes quantiques résolvant des
problémes des réseaux qui se comportent significativement mieux que les algorithmes classiques
bien connus, mais qu’il faut rester prudent[50].

1.2.7 Le probléme de la réduction.

Ainsi, il existe une dichotomie entre les deux classes de problémes ( Problémes algébriques
“faciles”, problémes euclidiens “difficiles”). Mais, nous avons aussi insisté sur le fait que les pro-
blémes algébriques ne sont faciles que lorsqu’on est assuré d’une croissance polynomiale de la
taille des entiers. Par ailleurs, pour la classe de problémes euclidiens, ce n’est pas parce qu’ils
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sont difficiles qu’on ne cherche pas & obtenir des algorithmes qui les résolvent de la facon la
moins inefficace possible. Dans les deux cas, les algorithmes vont étre bien plus efficaces si la
base d’entrée posséde déja de bonnes qualités euclidiennes ; on dit alors qu’elle est réduite, avec
la définition informelle suivante :

Définition 1.9 (Définition informelle de la notion de base réduite). Une base B = (b1,...,bp)
formée de p vecteurs de R™ est une base réduite si elle est formée de vecteurs assez courts et assez
orthogonauz. Ces critéres se mesurent quantitativement par une majoration du défaut d’orthogo-
nalité p(B) et des défauts de longueur 0;(B) définis respectivement par

hS]

oB) = v H||b|| M %= 5z

— Z

Le défaut d’orthogonalité p(B) est au moins égal a 1, avec égalité seulement lorsque la base B
est orthogonale. Comme un réseau ne posséde pas en général de base orthogonale, on a en général
p(B) > 1. La base est “assez” orthogonale lorsque son défaut d’orthogonalité p(B) est majoré.
Les défauts de longueur sont aussi au moins égaux a 1. Les égalités 0;(B) = 1 ne peuvent se
produire simultanément que lorsque la base est minimale, i.e., formée par des vecteurs réalisant
les minimas successifs. L’existence d’une base minimale n’est pas toujours garantie, dés que la
dimension p vérifie p > 5.

Nous donnons maintenant une définition informelle de la réduction :

Définition 1.10 (Réduction). Etant donnée une base B, réduire B consiste a trouver une base
équivalente et réduite.

Une bonne notion de réduction doit établir un compromis entre la qualité de la base réduite
et la complexité de I'algorithme de réduction. Un tel compromis est atteint par 'algorithme LLL,
inventé par Lenstra, Lenstra et Lovasz en 1982, présenté dans le chapitre suivant, et qui sera un
des objets centraux de cette thése.

Théoréme 1.6 (LLL). Considérons un réel s > 2/v/3. L ‘algorithme LLL construit a partir
d’une base B := (by,...,b,) de taille T(B) (définie en (u)) une base B avec les caractéristiques
susvantes

(i) la base B est obtenue en temps polynomial en la taille 7(B) de la matrice B.
(i4) Le défaut d’orthogonalité p(B) et les défauts de longueur 0;(B) de la base B (définis dans
la déﬁmtion satisfont

p(B) < 5P~V 0:(B) < 5"

1.2.8 Stratégie générale de la résolution des problémes.

Finalement, avec une notion adéquate de la réduction, une stratégie efficace pour résoudre
tous les problémes cités (ensemblistes, algébriques ou euclidiens) sera la suivante :

Probléme II(B)
B := Réduction (B);
I(B);
Cette stratégie sera efficace si la perte de temps consacré a réduire B en B est compensée
par le gain de temps mis & résoudre II sur B plutdt que sur B.
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Cette thése est centrée sur ce probléme de réduction, et sur la solution que l'algorithme
LLL y apporte. Nous allons y revenir en détail dans les chapitres suivants. Mais, auparavant,
nous expliquons en quoi la réduction ne permet pas seulement de résoudre les problémes de la
théorie “interne” des réseaux, mais pourquoi elle s’avére essentielle dans beaucoup de domaines
de l'informatique mathématique, extérieurs a priori aux réseaux.

1.3 Problémes algorithmiques résolus via les réseaux.

Les réseaux sont un outil de modélisation trés puissant. Quand on rencontre un probléme
discret additif, le réflexe premier consiste a se poser la question : Y-a-t-il un réseau dessous 7 Trés
souvent, la réponse est positive. Dans cette section nous passons en revue un certain nombre de
problémes qu’on a pu modéliser par les réseaux, et ou la réduction du réseau a permis de résoudre,
la plupart du temps, le probléme. Un certain nombre d’exemples sont issus de la cryptanalise, et
d’autres de la théorie algorithmique des nombres, ou du calcul formel. Chacun de ces exemples
fait intervenir une base dont la forme est bien particuliére & la problématique sous-jacente. Cela
doit étre pris en compte a 'heure de définir ce qu’est une base aléatoire : on retournera & ce
point dans la section [B.2] du chapitre

1.3.1 Factorisation de polynémes (1).

On cherche a factoriser un polynéme f € Z[X] de degré n et de norme M = || f||ooc = max |f;]
pour lequel on a une bonne approximation d’une racine .. On peut chercher alors & déterminer
le polyndéme minimal A du nombre algébrique «, qui par définition est un facteur irréductible de
f- Une des premiéres applications de 'algorithme LLL est la solution de ce probléme lorsque «
est donnée par ses approximations p—adiques.

1.3.2 Factorisation de polynémes (2).

Mais on peut aussi connaitre o par ses approximations complexes, obtenues par exemple
avec l'algorithme de Newton, comme dans [33]. L’idée centrale est fondée sur un principe de
séparation qui affirme que : il existe J dont la taille est polynomiale en la taille de (n,log M), tel
que les deux propositions suivantes sont équivalentes :

(i) Le polynome g est multiple du polynéme minimal h de «,
(ii) Le polynéme g vérifie |g(a)| < ¢ .

Il s’agit alors de chercher un polynéme g vérifiant (i7). On montre que cela revient a trouver

un vecteur assez court du réseau engendré par les lignes de la matrice

c 0 - 0 R@&" (@)

c .- a)  S(at
(:) : .. O %(: ) (: ) ’ (1-5)
00 - ¢ R@m) Iam

ou la constante ¢ (trés petite) dépend polynomialement de M et de 0, et m < n est le degré
supposé du polyndéme minimal de a. En effet, si g = (g0, 91, - -, gn) désigne un vecteur court du
réseau, et si g est le polyndéme dont le vecteur de coefficients est g, alors la norme euclidienne de
g vérifie

m 2 m
1117 = lg(@) P+ lgll,  avee  |Y aX'|| =) qf
i=0 i=0
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1.83. Problemes algorithmiques résolus via les réseau.

On voit alors que si ¢ et |[g]| sont petits, alors |g(@)|? I'est aussi. Le bon choix de ¢ permet de
conclure que |g(a)| < J, et donc que nous avons trouvé un multiple de h. Il ne reste qu’a calculer
le plus grand commun diviseur entre f et g pour trouver un facteur de f.

1.3.3 Approximations diophantiennes simultanées.

Il s’agit de résoudre le probléme suivant :

Etant donné un n-uplet (aq, ag, - -+ , ), trouver n nombres entiers (p1,p2, -+ ,Pp) €t un nombre
entier q tels que les n rationnels (p;/q) (pour i € [l..n]) forment une bonne approximation
simultanée des nombres donnés «;.

Une réponse, non constructive, a cette question a été donnée par Dirichlet [20], fondée sur le
théoréeme de Minkowski :

Théoréme 1.7 (Dirichlet). Pour tout n > 1, pour tout n-uplet (a1, a9, - ,ay), et pour tout
couple (€,Q) vérifiant ¢ > 0 et Q > € ", il existe des entiers (p1,p2, - ,Pn) €t un entier q
vérifiant

0<q¢<Q et |qui+pi|<e pourtouti, 1 <i<n.

Pour obtenir une version constructive de ce théoréme, Lenstra, Lenstra et Lovész [46], puis

Lagarias [39] considérent le réseau engendré par les lignes vy, ..., v,41 de la matrice
1 0 - 0 0 ]
1 0 0
: : .. : : (1.6)
o o0 --- 1 0
a1 o o an €/Q.
Un vecteur court v du réseau, qui a dans cette base vy, . .., v,41 les composantes (p), ph, -+, Pl q'),
avec ¢’ > 0, vérifie donc
n
loll = || pluif| < e
i=1
Alors, les entiers (p), p, -+ ,pl,,q) fournissent une assez bonne approximation du n-uplet consi-

déré (g, ag,- -+, ay), puisque
ldai+pil <e et ¢ <Q.

La possibilité de trouver un vecteur si court, et surtout, de pouvoir le trouver efficacement est
liée au choix de Q. A 'aide de I’algorithme LLL, qui fournit un vecteur dont la longueur est au
plus un facteur s"=1/2 du premier minimum (pour s > 2/4/3), Lagarias montre le théoréme
suivant :

Théoréme 1.8. Pour tout n, pour tout n-uplet (a1, o, -+, ap) de taille M, et pour tout couple
(e, Q) wérifiant € > 0 et Q > s™" /4= on peut construire en temps polynomial en (log M, n)
des entiers (p), ph, -+ ,pl,) et un entier ¢’ vérifiant

0<q¢d <Q et |dai+p; <e pourtouti, 1<i<n.
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1.3.4 Cryptanalyse des systémes cryptographiques fondés sur le sac-a-dos.

Ce cryptosystéme est fondé sur la difficulté du probléme du sac-a-dos :

Etant donnés n entiers positifs (a;)1<i<n —les paquets— et un entier s —le sac—, trouver un élément
X = (xi)1<i<n de {0,1}", solution de I’équation

n
E a;r; = 8,
=1

si une telle solution existe, sinon indiquer qu’il n’y a pas de solution.

Ce probléme est N P-complet en général, mais il est facile lorsque la suite des a; est super-
croissante, c’est-a-dire lorsque

i—1
E a; < a;
Jj=1

pour tout 2 < ¢ < n. Il suffit alors d’enlever & s successivement les a; ordonnés de fagon décrois-
sante. La solution que I'on trouve ainsi est unique.

Le principe du cryptosystéme de Merkle-Hellman est le suivant : la réceptrice, Alice, chosit
comme clé publique la suite d’entiers (a;)i1<i<n. Si Bob veut envoyer un message (z;)1<i<n &
Alice, il envoie la somme s = Y " | a;z;. Alice doit alors trouver le message caché dans s. Bien
entendu, si la suite est super-croissante, tout le monde pourra décoder, sinon, personne, méme
pas Alice, ne pourra le faire. La solution trouvée par Merkle et Hellman [54] consiste & appliquer
la transformation a — ca mod m & une suite (a;)1<i<n super-croissante, en la transformant
en une suite d’apparence quelconque. Alice doit alors garder ¢=' mod m et m en tant que clé

ls mod m.

secréte. Lorsqu’elle recevra une somme s, elle pourra alors décoder la somme ¢~
Ce cryptosystéme a néanmoins été cassé par Shamir [66]. Puis, Lagarias et Odlyzko [40], en
formulant le probléme en termes de réseaux, ont montré que la plupart des problémes de sac a

dos étaient solubles pourvu que la densité du sac a dos soit suffisamment faible. On considére le

réseau L engendré par les lignes vy, vs,...,v,+1 de la matrice
1 0 -+ 0 —ap |
1 -+ 0 —ag
: L (1.7)
00 1 —ay
1 00 0 s |

associée & une entrée ((a;)1<i<n,s)du sac a dos. Si une suite (z;)1<i<p est une solution du sac-
a-dos, alors le vecteur

n
V= E TiV; + Upy1 = (xl,...,mn,O)
=1

est un vecteur du réseau £ de longueur ||v|| < y/n, qui est petite devant la taille souvent beaucoup
plus grande des a;. Avec un peu de chance (chance qui est grande pour les sac-a-dos de Merkle
et Hellmann), ce vecteur solution est un vecteur le plus court du réseau, et il est tellement plus
court que les autres qu’il peut se trouver méme avec un algorithme d’approximation comme LLL.
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1.3.5 Prédictibilité de la suite de bits produits par le générateur congruentiel
linéaire

Un des générateurs pseudo-aléatoires les plus célébres est sans doute le générateur linéaire
congruentiel. On choisit un module m et un multiplicateur a, premier avec m, et une donnée x;
de départ ; puis on considére la suite (z;) définie par

Tiy1 = ax; mod m.

Stern a montré [72], en améliorant les résultats de Frieze [25] que, méme si aucun des para-
métres a, m ni xg n’est connu, la suite y; formée par une proportion assez grande des bits de
poids fort des x; est prédictible et donc que le générateur n’est pas cryptographiquement sir.
On travaille dans les réseaux X et Y engendrés respectivement par les vecteurs :

LTitl = Ti Yitl — Yi
U = | Tit2 — Tit1 et Vi = | Yi+2 — Yitl
Ti43 — Ti42 Yi+3 — Yi+2

Les k premiers vecteurs v; étant donnés, on peut cherche une relation linéaire entiére courte entre
eux de la forme

k
Z )\ivi = 0.
i=1

On en déduit que le vecteur de mémes coefficients A; dans X est un vecteur si court .... qu’il est
donc nul. Cela suppose que le réseau X soit assez “régulier”, c’est-a-dire que le plus court vecteur
du réseau ne soit pas trop court. Or, de maniére informelle, la “plupart” des réseaux sont “assez”
réguliers Si k est bien choisi en fonction de la taille présumée des données, on construit ainsi un
polynéme P dont les coefficients sont les \; vérifiant P(a) =0 mod m.

Si on réitére cette construction, on détermine ainsi une suite de [ polynémes P; qui appar-
tiennent tous & un réseau £ de base

got)=m et qt)=t'—a pouri, 1<i<k.

Le déterminant de ce réseau L est justement le nombre m cherché. Si 'on trouve le déterminant
m du réseau engendré par les P;. Le nombre 7 est un multiple de m qui décroit trés rapidement
quand [ augmente; on déduit donc la valeur de m puis ensuite une valeur trés probable de a
obtenue en cherchant un polynéme de premier degré dans le réseau L.

1.3.6 Calcul de racines k-iémes modulo n

Le probléme général s’énonce ainsi :

Soient deux entiers n et k > 2. Fant donnés deux entiers xg et yo, un voisinage I de xg, un
voisinage J de yg qui contiennent respectivement un point x € I et un point y € J vérifiant
P y mod n, on veut trouver z et y.

On veut donc deviner un couple (u,v) de petits entiers, solutions de 'équation (z¢ + u)k =
Yo +v mod n qui se développe en

k k ;o k
zk + <1>xlg_lu+ e (i)xlg_lul 4t (k - 1>m0ukl +uf —v=yy modn. (1.8)
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On pose w; = u’ pour tout i, 0<i<k—1 etaussi w,=1yo+v—uF, et on travaille dans le

réseau £ des vecteurs w = (wo, w1, ..., wy) de ZF1 vérifiant
k—1
k k—i
Z ; zy 'w; —wr =0 mod n.
=0

Le réseau £ de déterminant n et rang k + 1 a pour matrice

1 0 0 0
0 1 0 0
: (1.9)
0 0 1 0
k kY, k-1 k
L 25 (7)o o (5o
On cherche alors un point w du réseau £ qui est proche —en un sens & préciser— du point
(0,0,...,y0). Si ce réseau est suffisamment “régulier”, son premier minimum A;(£) sera proche

de la moyenne géométrique des minima successifs, de lordre de n2/*+1)_ Or, on peut montrer que
la plupart des réseaux de ce type sont “réguliers” ; dans ce cas, 'unicité du point le plus proche
permet d’affirmer que le point w trouvé par un algorithme d’approximation avec un facteur
d’approximation adéquat donnera naissance au triplet (uq,ug,v) cherché.

1.3.7 Meéthode de Coppersmith

On veut résoudre le probléme suivant, trés proche de celui de la section précédente :

Retrouver en temps polynomial une racine d’un polynéme modulaire quand on en connaiit une
fraction de ses bits.

La méthode de Coppersmith [I7] permet d’obtenir le résultat suivant :
Soient p(x) un polynéme de degré §, un entier N de factorisation inconnue, et une borne X =
(1/2)N1/9=¢_ Alors, on peut trouver en temps polynomial en (log N, §,1/€) toutes les racines g
de p(x) =0 mod N, qui vérifient de plus |zo| < X.

Considérons un polynoéme unitaire de la forme
p(z) = 2° + as_12° ' + -+ pax® + prz + po = 0 (mod N),

et supposons qu'il posséde une racine g modulo N vérifiant en plus |zg| < X. On cherche zg.
Tout d’abord on choisit un entier h tel que

-1
hZ]fnax(é—i_6 7>.

€2 7§
Et on construit une famille de polyndémes qui admettent aussi xy comme racine : pour chaque
paire (i, j) d’entiers vérifiant 0 < ¢ < §,1 < j < h, on considére le polynéme

q@'j(x) = xip(x)j, qui vérifie qij(a:o) =0 (mod Nj).

Puis on considére la matrice M suivante, carrée d’ordre 2hd — ¢, construite par blocs :

(1) Dans la partie supérieure droite, de taille (hd) x (hd — §), les lignes sont indexées par un
entier g tel que 0 < g < hd, et les colonnes indexées par a(i,j) = hd + i+ (j — 1)d avec
0<i<detl<j<h,desorte que hd < «(i,j) < 2hd — §. L’élément de la matrice M en
(g,a(i, 7)) est le coefficient de 29 dans le polynoéme g;;(x).
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(ii) Le bloc inférieur droit est une matrice diagonale (hd — &) x (hd — 4), avec la valeur N7 dans
chaque colonne «(3, 7).

(7i1) Le bloc supérieur gauche, (hd) x (hd) est aussi une matrice diagonale, dont la valeur dans
la ligne g est une approximation rationale & X 9/v/hd, ou X = N1/9=¢ est une borne
supérieure pour la solution cherchée.

(iv) Enfin, le bloc inférieur gauche est nul.

Suivant Coppersmith, nous illustrons cette matrice dans le cas (artificiel) h = 3, 6 = 2, avec un
polynome p de la forme p(z) = 22 +ax +b et p(x)? = 2* + a3 +dx? +ex + f. On pose également
7 =1/v/hé. Nous avons

T 0 0 0 0 0 b 0 f 0 7
0 7X ' 0 0 0 0 a b e f
0 0 7X2 0 0 0 1 a d e
0 0 0 7X3 0 0 0 1 ¢ d
0 0 0 0 X% 0 0 0 1 ¢
M=1y 0 0 0 X5 0 0 0 1 (1.10)
0 0 0 0 0 0O N 0 0 0
0 0 0 0 0 0 0O N 0 0
0 0 0 0 0 0 0 0 N2 0
L0 0 0 0 0 0 0 0 0 N2 |

Les lignes de cette matrice engendrent un réseau. Pour comprendre ce réseau, il convient de
distinguer dans la matrice M un cdté gauche et un co6té droit, selon que 'on se trouve dans les
premiéres hd colonnes ou au delad. De la méme maniére, nous parlons du cété gauche et droit
d’un vecteur ligne, en entendant par 14 que l'on se refére aux hd premiéres composantes ou a
celles qui restent. Il existe, dans ce réseau, un vecteur s, relié de trés prés a la solution cherchée
xg. En effet, a partir du vecteur ligne r suivant,

rg =a9,  (pour g < hd) Ta(ij) = —xéyé, (pour 0 <i<detl<j<h), (1.11)
le produit s := rM définit un vecteur ligne dont les composantes sont (& gauche, et a droite)

R G270, 9
 Vhe

Par ailleurs, puisque z¢/X < 1, la norme euclidienne de s vérifie

1/2 1/2
5] = [Z ] < !Z(\/%f] 1

g g

(pour g < hd)  Sqa(ij) = ¢ij(T0) — xéyéNj =0, (pour0<i<detl<j<h).

On observe aussi que ce vecteur s est un vecteur court du sous-réseau de L(M) (de dimension
hé) engendré par le bloc supérieur gauche (complété par une matrice nulle a droite).

Pour trouver la solution g, on observe que, en termes de la matrice M et des vecteurs 7’
et s’ avec "M = s, I'espace des vecteurs r’ tels que s’ a un coté droit nul est un espace de
dimension hd. Par ailleurs, on montre que si en plus |s'| < 1, I'espace des vecteurs 7’ a encore
une dimension en moins et c¢’est un espace de dimension hd — 1. Dans ce cas, on peut trouver
une relation de dépendance linéaire entiére entre les hd composantes non nécessairement nulles
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de 7/, de la forme ) cyry = 0. Comme le vecteur r de (L.11)) est bien dans le cas précédent, on
peut trouver une relation de dépendance linéaire, qui apporte un polynéme C(z) vérifiant

C(zo) = chxg = 0.

Ainsi, nous avons une équation polynomiale en Z dont la solution est xg. Il suffit alors de résoudre
cette équation, par exemple avec une suite de Sturm, pour trouver xg.

1.3.8 Cryptosystéme NTRU.

Méme si le cryptosystéme NTRU est fondé sur I'arithmétique sur des anneaux de polyndémes,
on peut aussi le considérer comme un systéme sur les réseaux. La donnée est un petit nombre
premier ¢ et un élément h = (hy, ho,..., h,) de Z™ qui vérifie h; €] — q/2,+q/2[. On considére
le réseau engendré par les lignes de la matrice A carrée (2n x 2n), définie par blocs et qui fait
intervenir la matrice circulante M, (h) carrée n x n sous la forme suivante

hi  hy hz -+ hy
/ 0 hn h1 hy -+ hp
q n n PPN
A, h) = [ My(h) I, } , avec  Mpy(h) := hn.—l hn h.l hn.—2 . (1.12)
| he  hy ha -+ hp |

La clé publique est la matrice A elle méme, tandis la clé privée est un vecteur court de ce réseau.
Ainsi, la sécurité du systéme NTRU repose sur la difficulté de trouver un petit vecteur v dans
le réseau. C’est l'objet du challenge de reconstruction de clés de NTRU [6I] de chercher de tels
vecteurs courts.

Nous avons présenté les réseaux et expliqué pourquoi le probléme de la réduction des réseaux
est fondamental. Le chapitre suivant est donc consacré au probléme de la réduction des réseaux.
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Ce chapitre est consacré au probléme algorithmique de la réduction des réseaux. Nous pré-
sentons le probléme ainsi que des algorithmes de réduction en dimension 1, en dimension 2 et en
dimension n quelconque. En dimension 1, le probléme de la réduction est d’une certaine maniére
trivial, mais la solution & une version plus générale du probléme — comment trouver une base a
partir d’un systéme générateur — est donnée par l'algorithme d’Euclide, qui peut donc étre vu
comme |’algorithme de réduction de la dimension 1. L’algorithme de la dimension 2 est ’algo-
rithme de Gauss, optimal & tous points de vue, qui peut étre considéré comme une généralisation
en dimension 2 de l'algorithme d’Euclide. En dimension quelcoque n, nous présentons 'algo-
rithme LLL, le plus célébre algorithme de réduction des réseaux, ainsi qu’une de ses variantes,
la version LLL-IMPAIR-PAIR, que nous utiliserons pour proposer une analyse. Chaque section

contient un résumé historique.
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2.1 Algorithmes de réduction en dimension 1

Un réseau euclidien £ entier de dimension 1 dans I'espace ambiant R est de la forme Zc, ou
¢ € N4. Les seules bases de £ sont alors {c} et {—c} et, dans ce cas, le probléme de la réduction
est trivial. Mais le probléme devient plus intéressant lorsque le réseau entier £, toujours de
dimension 1 dans l’espace ambiant R, n’est plus donné par une base, mais par un systéme
générateur formé de deux entiers u et v. Le probléme s’énonce alors ainsi : étant donné une
paire d’entiers (u,v) # (0,0), trouver une base pour le réseau L(u,v) engendré par u et v La
proposition suivante éclaire la nature du probléme.

Proposition 2.1. Soient u,v deux entiers vérifiant (u,v) # (0,0). Le réseau L engendré par la
paire (u,v) a pour base le plus grand commun diviseur d des deux entiers u, et v,

L(u,v) =Zd ot d = pged(u,v)

Démonstration. Remarquons d’abord que le plus petit entier ¢ strictement positif de L£(u,v)
engendre ce réseau L(u,v). En effet, la division euclidienne par défaut d’un élément w de L(u,v)
par ¢, de la forme w = mc + r fournit un reste r € [0, ¢[ qui est donc nécessairement nul par le
choix de c.

Montrons maintenant que c est égal au pged d de u et v. Puisque u et v appartiennent a L,
¢ est un diviseur commun a u et v, et donc ¢ divise d. D’autre part, comme ¢ est un élément de
L(u,v), il sécrit ¢ = zu + yv avec (z,y) # (0,0), ce qui montre que d divise c; finalement, on a
¢ = d, comme on voulait montrer. O

Le probléme de calcul de base se réduit donc au calcul du plus grand commun diviseur (pged),
qui se fait faire par un algorithme d’FEuclide. Pour des raisons qui apparaitront plus clairement
dans la suite, on travaillera dans cette thése avec des algorithmes d’Euclide centrés, qui utilisent
des divisions euclidiennes centrées, et qu’on présente ensuite.

2.1.1 L’algorithme d’Euclide

L’algorithme d’Euclide est décrit par Euclide lui-méme dans le livre 7 de ses Eléments, paru
autour de 'année 300 av. J.-C.. En suivant Knuth, on peut dire que 'algorithme d’Euclide est le
grand-pére de tous les algorithmes, puisque c’est le seul a survivre jusqu’a nos jours (exception
peut se faire sur l'algorithme d’exponentiation binaire, qui est plus ancien, mais dont les utili-
sateurs avaient peu fait d’effort pour lui donner une forme polie.). On pense que 'algorithme
était connu par d’autres anciens, comme Eudoxe, Aristote, etc. Pour plus d’information sur les
origines de 'algorithme lui-méme, on peut consulter [36].

2.1.2 Divisions euclidiennes centrées.

1l existe deux divisions euclidiennes centrées. Eles travaillent toutes deux avec ’entier de plus
proche du rél z, désigné par | x| et défini par

Considérons une paire (u,v) avec u,v € Z et v # 0. La division euclidienne centrée (dite non
) )
pliée) s’écrit

v U U
v=mu-+r avec m = L——‘ et re}——,—i——}
U 2" 2
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tandis que la division euclidienne centrée (dite pliée) écrit

v U ) v v
V= mu + er avec m = {——‘ , TE [0, -1-—] , et €= Signe (7 — [f—D
U 2 U U

2.1.3 Algorithmes d’Euclide centrés.

Un algorithme d’Euclide procéde par divisions et échanges. Il existe ici deux algorithmes
d’Euclide centrés, 'un non plié et I’autre plié. Chacun d’eux travaille avec des paires d’entiers
(v,u), et calcule une division euclidienne de v par u, en lui associant un quotient g et un reste r
de sorte que

(1) v =mu+r, avec r €] — u/2,u/2] pour l'algorithme dit non-plié,

(73) v = mu + er avec r € [0,u/2] pour l'algorithme dit plié.

Dans tous les cas, I’algorithme poursuit son exécution avec la paire (u,r).

L’algorithme d’Euclide (figure recoit en entrée une paire d’entiers (u,v) avec v # 0, pose

uy = u, U1 = v, ou wy = u, w1 = v, et effectue une suite de divisions euclidiennes centrées

(non plies) w;—1 = m; u; + Uit (plides) w;—1 = m; w; + €41 Wit1.

Sur la méme entrée (u,v), les deux suites (v;) et (w;) calculées par les deux versions de 1’algo-
rithme de d’Euclide satisfont w; = |v;|, et le quotient m; est la valeur absolue du quotient m;.
Le nombre d’étapes est donc le méme, défini par l'indice p, pour lequel u, = w, = 0. Le pged
est donné par le module du dernier reste non nul obtenu par 1’algorithme, égal donc & u;,_1.

- - EUCLIDE-CENTRE-PLIE(u, v)
EUCLIDE-CENTRE-NONPLIE(u, v)

Entrée. Une paire d’entiers (u,v)

Entrée. Une paire d’entiers (u,v) avec 0 < v <
avec 0 < |v| < uf Sortie. Le pged de u et v.
Sortie. Le pged de u et v.
1 tant que v #0
1 tant que v #0 2 faire
2 faire 3 (u,v) — (v,0)
3 u,v) «— (v, u v
(1.0) = (v, 4 me Y]
4 m «— —-‘ . v v
U 5 € «+— sign (f— [f—‘)
) V— U —mu U U
6 renvoyer |u| 6 v = e(v —mu)
7 renvoyer u

FIGURE 2.1 — Algorithmes d’Euclide centrés.

2.1.4 Algorithme des fractions continues centrées.

Remarquons que chacun des deux algorithmes peut se généraliser & une paire quelconque
réelle (u,v). Il y a deux cas différents selon que u et v sont Q linéairement indépendants ou non.
Siu et v sont Q linéairement dépendants, alors le Z-module engendré par u et v est un sous-
groupe discret de R; c’est donc le réseau. L(u,v). Alors, le quotient v/u est un rationnel et I'un
ou l'autre des deux algorithmes calcule une base du réseau £(u,v). Si u et v sont Q linéairement
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indépendants, alors le Z—module engendré par u et v est un sous-groupe dense de R, et ce n’est
donc pas un réseau. Dans ce cas, d’ailleurs, les algorithmes ne terminent pas et sont utilisés pour
calculer le développement en fraction continue du réel u/v.

2.1.5 Une premiére analyse des algorithmes d’Euclide centrés.

A chaque étape, pour i > 1, on a |u;11] < |u;|/2, ce qui entraine les inégalités

et donc p <2+ log, |u]

Le nombre de divisions de l'algorithme est donc linéaire en la taille de I’entrée. Mais bien sfr,
cette borne n’est pas fine. Nous reviendrons & ’analyse plus fine de cet algorithme tout au long
de cette thése, en liaison avec la généralisation de cet algorihme & la dimension 2, que nous
abordons maintenant.

2.2 Algorithmes de réduction en dimension 2

En dimension 2, I'algorithme de réduction des réseaux est 'algorithme de Gauss, qui est la
généralisation naturelle de ’algorithme d’Euclide.

L’algorithme dit de Gauss est parfois attribué & Joseph Lagrange, qui a aussi étudié les formes
quadratiques, mais un peu plus tot que Gauss [26]. Dans ses premiéres formulations, I’algorithme
est écrit dans le vocabulaire des formes quadratiques ; il cherche & réduire des formes quadratiques,
de sorte a les mettre dans une forme normale, pour pouvoir ainsi les classifier.

L’algorithme de Gauss généralise I'algorithme d’Euclide, en un double sens. D’abord, parce
qu’il résout aussi le probléme de la réduction, tout comme ’algorithme d’Euclide, mais lorque
le réseau est donné par deux vecteurs non colinéaires de R?. Ensuite, parce que I’algorithme de
Gauss effectue les mémes “divisions” que celles de I'algorithme d’Euclide, mais cette fois entre
deux vecteurs non colinéaires. L’algorithme de Gauss est doublement optimal. La notion de base
réduite en dimension 2 est trés simple (et la meilleure possible), car elle coincide avec la notion
de base minimale (base formée par une paire de vecteurs réalisant le premier et le deuxiéme
minimum). Et le nombre d’itérations de 'algorithme est linéaire en la taille des 'entrée.

Ici, nous présentons la notion de base réduite, et, tout comme nous 'avons fait pour 1’al-
gorithme d’Euclide, deux versions de l’algorithme de Gauss, I'une qui travaille sur des bases
“positives” et l'autre sur des bases “aigues”. Nous donnons aussi une premiére majoration du
nombre d’itérations.

2.2.1 Bases minimales.

En dimension 2, la notion de base réduite est particuliérement simple, puisqu’il s’agit tout
simplement de bases minimales, formées de deux vecteurs qui réalisent les deux minima successifs.
En plus, il existe une caractérisation géométrique trés simple de ces bases minimales.

Définition 2.1. Une base (u,v) d’un réseau de R? est réduite ou minimale si
[lull = Ai(u,v) et [Jv]] = Aa(u, v).
La caractérisation suivante est fondamentale pour I'algorithme de Gauss.
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FIGURE 2.2 — Un réseau et trois de ses bases représentées par le paralléllograme qu’elles engendrent. La
base de gauche est minimale (réduite), contrairement aux deux autres.

Proposition 2.2 (Caractérisation d’une base minimale). Une base (u,v) € R? est minimale si
et seulement si elle vérifie les conditions suivantes :

(C1) =l < o] (Ca) = |r(v,u)] <

DO =

ot 7(v,u) est le coefficient de la matrice de Gram-Schmidt défini par

V-
T(v,u) := Tl

Avant de montrer cette proposition, nous allons prouver un lemme essentiel dans la suite.

Lemme 2.1. Si une base (u,v) € R? vérifie (C1) et (Ca) alors sa base orthogonalice de Gram-
Schmidt satisfait
V3

] > 2l

Démonstration. Avec la décomposition de Gram-Schmidt, le vecteur v s’écrit v = 7(v, u) u + v*,
et les conditions (C1) et (C2) entrainent

V3

3
11 = [0l = 7 (v, w*[ul* > Z|lo[|* et done [jv*]] = ==|[v]].

Ceci implique que I'angle 6 entre u et v vérifie 0 € [7/3,2m/3]. O
Preuve de la proposition. Supposons d’abord que (C1) et (C2) sont vérifiées. Nous allons montrer
que (u,v) est une base minimale. Considérons un vecteur w non nul de £(u,v), qui s’écrit sous

la forme w = xu + yv avec (x,y) € Z2, avec (z,y) # (0,0). Considérons trois cas y = 0, |y| = 1
et |y| > 2. Siy =0, alors ||w|| > ||ul]|. Si |y| > 2, alors,

llwll > [zl[*]| = V3][o]] > [J]l.
Si maintenant y = € = +1, alors
lwl* = 2®[Jul|* + 2ze(u-v) +[Jo]* = 2®[[ul|* — |a| |Jul]® + [Jo][* > |Jv]|?
ce qui s’achéve la premiére partie de la preuve.
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Supposons maintenant que (u,v) est minimale. La propriété (C1) est satisfaite par définition,
et il faut prouver que (C2) est vérifiée. Si ce n’était pas le cas, on aurait |7(v,u)| > 1/2 et le

vecteur w := v — |7(v,u)] u serait distinct de v, avec une projection orthogonale sur (u) qui
satisferait
()] = (v ) — [ (v, )] ] < 9 < [r (v, u)ul.

Elle serait strictement plus petite que celle de v, tandis que les projections orthogonales de w
et de v sur (u)* sont les mémes. Il s’en suit que ||w|| < ||[v]|, ce qui contredit la minimalité de
(u,v). Donc, (C2) est effectivement vérifiée, comme on voulait prouver. O

2.2.2 Bases positives et aigues.

Pour des raisons qui seront expliquées plus tard, nous désirons travailler avec deux classes de
bases :

(a) Les bases (u,v) dites positives, qui vérifient la condition det(u,v) > 0.
(b) Les bases (u,v) dites aigiies, qui vérifient la condition v - u > 0.

Ces classes sont naturelles, puisqu'il est toujours facile, a partir d’'une base (u,v) quelconque,
de se ramener a l'une ou l'autre de ces configurations. En effet, I'une des deux bases (u,v) ou
(v,u) est positive et 'une des deux bases (u,v) ou (u, —v) est aigue. La proposition admet
le corollaire suivant :

Proposition 2.3 (Caractérisations des bases minimales.).

Soit (u,v) une base positive. Alors les deux conditions suivantes sont équivalentes :
— la base (u,v) est minimale.
— le couple (u,v) satisfait les trois conditions suivantes :

P : [ < Illl () ¢ [r(vu)l S5 (Py): det(u,v) > 0.

N |

Soit (u,v) une base aigiie. Alors, les deuz conditions suivantes sont équivalentes :
— la base (u,v) est minimale
— la paire (u,v) satisfait les deux conditions suivantes :

(A1) = flull <ol (A2) + 0 <7(v,u) <

N |

Maintenant nous présentons deux versions de 'algorithme de Gauss, travaillant sur I'un ou
I’autre type de base.

2.2.3 Algorithmes de Gauss : les deux versions GAUSS-POSITIF et GAUSS-AIGU

Nous définissons deux versions de 'algorithme de Gauss. La version (GAUSS-POSITIF travaille
constamment sur des bases positives, tandis que la version (GAUSS-AIGU travaille constamment
avec des bases aigues.

Chacun des deux algorithmes cherche a satisfaire la condition |Ju|| < ||v|| en effectuant
des échanges, et la condition sur 7(v,u) en translatant le vecteur v parallélement a wu. Ces
translations différent selon les versions de l'algorithme de Gauss. Pour calculer le coefficient de
cette translation, ’algorithme GAUSS-POSITIF utilise la division euclidienne centrée non pliée de
(v-u) par ||u||?, tandis que I’algorithme GAUSS-AIGU utilise la division euclidienne centrée pliée
de (v -u) par ||u||?.
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L’algorithme GAUSS-POSITIF. L’algorithme GAUSS-POSITIF regoit en entrée une base positive
et arbitraire et il travaille constamment avec une base positive; il produit donc en sortie une
base minimale positive. La condition (P») est satisfaite par une translation entiére de la forme :

vi=v—mu avec m:= |7(v,u)], (2.1)
ou |x] est 'entier le plus proche du réel z. Apreés cette translation, le nouveau coefficient 7(v, u)
appartient & | — 1/2,1/2]. Sur lentrée (u,v), 'algorithme GAUSS-POSITIF calcule une suite de
vecteurs v; définis par la relation

vp=1u, V1 = U, Vipl = —Vi—1 + M4 v; avec m; = |T(vi—1,v;)] . (2.2)

Ici, chaque quotient m; est un entier de Z, P(u,v) = p dénote le nombre d’itérations, et la paire
finale (vp,vp41) satisfait les conditions (P) de la proposition

GAUSS-POSITIF (u, v). GAUSS-AIGU(u, v)

Entrée. Une base positive (u,v) € R?, Entrée. Une base aigiie (u,v) € R?
avec |[v]| < [ul], |7 (v, u)| <1/2 avec ||v]| < [ul],0 < |7 (v, u) <1/2.
et det(u,v) > 0. Sortie. Une base aigiie minimale de £(u,v).

Sortie. Une base positive minimale de L(u, v).
1 tant que ||u|| > ||v]|

1 tant que [|u|| > ||v]] 2 faire

2 faire 3 (u,v) «— (v,u)

3 (u,v) — (v, —u) 4 m «— |7(v,u)]

4 m «— [7(v,u)] 5 € « sign (7(v,u) — | 7(v,u)])

5 vV — v —mu 6 v — €(v — mu)

FIGURE 2.3 — Algorithme de Gauss : Algorithmes GAUSS-POSITIF et (GAUSS-AIGU

L’algorithme GAUss-AIGU. L’algorithme GAUSS-AIGU regoit en entrée une base aigiie arbi-
traire, travaille constamment avec des bases aigiies et produit donc en sortie une base minimale
aigiie. La condition (Ag) est garantie par une translation entiére du type :

v = €e(v — mu) avec m:= |7(v,u)], e = sign (7(v,u) —m),
ot 7(v,u) est défini en ([2.1)). Aprés cette transformation, le nouveau coefficient (v, u) satisfait
0 < 7(v,u)| < (1/2). Sur lentrée (u,v), 'algorithme GAUSS-AIGU calcule une séquence de

vecteurs w; définis par les relations

wo =u, W1 =19, Wi+1 = Ei(wifl —my wi)

avec m; = |T(wi—1,w;)], €; = sign (7(wj—1,w;) — | T(wi—1,w;)]) . (2.3)

Ici, chaque quotient m; est un entier positif, p = p(u, v) denote le nombre d’itérations (qui est le
méme que pour ’algorithme GAUSS-POSITIF), et la paire finale (wp, wp41) satisfait les conditions
(A) de la proposition
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2.2.4 Comparaison entre les deux algorithmes

Ces algorithmes sont trés proches, mais différents. L’algorithme GAUSS-AIGU peut étre vu
comme une version pliée de ’algorithme GAUSS-POSITIF, de la méme maniére que la deuxiéme
version de I'algorithme d’Euclide est un pliage de la premiére. Nous reviendrons & ce point dans
le chapitre [T} partie [[I] La proposition suivante compare ces deux algorithmes et montre qu’ ils
effectuent les mémes exéutions, & un changement de signe prés.

Proposition 2.4. Considérons deuz bases : une base positive (vo,v1), et une base aigie (wg, w)
satisfaisant wg = v et wy = M vy avec n = +£1. Alors, les deux suites de vecteurs (v;) et (w;)
calculées par les deuz versions de l'algorithme de Gauss, définis en et en , satisfont
w; = M v, avec n; = 1. De plus, les deux suites de quotients (m;) et (m;) sont reliées par
légalité m; = |m;|.

Preuve. C’est une preuve par récurrence : FEn utilisant I’hypothése de récurrence, on a
mi = |T(wi—1, wi)| = |T(Mic1vie1, mivi) | = N |7 (vie1, vi) | = mimanimi,

ol on a utilisé la propriété de Uentier le plus proche |—x| = —|z]. Toujours avec I'hypothése de
récurrence, on a

wi1 = €i(wi—1 — Mw;) = €(Mi—1vi—1 — (Mi—1MiMi)NiVi) = —€Mi—1Vit1,
ce qui achéve la preuve. O

Par conséquent, lorsque 'on étudie les deux types de paramétres —paramétres d’exécution
ou parameétres de sortie— les deux algorithmes sont essentiellement les mémes, et, comme nous
avons déja dit, nous allons utiliser I'algorithme GAUSS-POSITIF pour étudier les paramétres de
sortie, et I’algorithme GAUSS-AIGU pour les paramétres d’exécution.

2.2.5 Nombre d’itérations de I’algorithme de Gauss. Une premiére borne

Dans la proposition suivante, nous montrons que l'algorithme de Gauss effectue un nombre
d’itérations qui est linéaire en la taille des entrées. La preuve n’est pas tout-a-fait triviale et
utilise des algorithmes ¢-GAUSS qui vont s’avérer trés utiles pour 'algorithme LLL.

Nous considérons une version modifiée des algorithmes de Gauss, les algorithmes de t-GAUSS,
ou l'on remplace la condition d’arrét par une condition plus forte : la condition ||u|| < ||v|| est
remplacée par la condition ||u|| < t||v|| (pour ¢ > 1). Les algorithmes ¢t-GAUSS sont décrits dans
la figure [2.4] et vont aussi intervenir dans la définition de l'algorithme LLL.

Proposition 2.5. L’algorithme de Gauss effectue un nombre d’itérations linéaire en la taille des
entrées. Plus précisément, sur une base d’entrée de taille M, son nombre d’itérations est au plus

Démonstration. La preuve a deux étapes : d’abord, nous montrons que ’algorithme de t-Gauss
termine en un nombre polynomial d’itérations dans la taille des entrées. Ensuite, nous montrons
que l'algorithme de Gauss fait au plus une itération de plus que l'algorithme de t-Gauss, pour
un t < v/3 bien choisi.

Etudions d’abord le nombre d’itérations de t-Gauss. Supposons que 'algorithme effectue p
itérations et calcule successivement la suite de vecteurs u;, avec ug = u,u; = v et, pour i € [1,p],

Uj—1 = M;U; + Uit1 avec ||U1H < Hui_lﬂ/t.
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2.2. Algorithmes de réduction en dimension 2

t- GAUSS-POSITIF (u, v). t- GAUSS-AIGU(u, v)
Entrée. Une base positive (u,v) € R?, Entrée. Une base aigiie (u,v) € R?,
avec |[v]| < [ul], [7(v,u)] <1/2 avec [[v]| <|lul|,0 < |7(v,u) <1/2.
et det(u,v) > 0. Sortie. Une base aigiie minimale de £(u,v).

Sortie. Une base positive minimale de £(u, v).
1 tant que t||u|| > ||v]]

1 tant que t||u|| > |||v]] 2 faire

2 faire 3 (u,v) «— (v,u)

3 (u,v) «— (v, —u) 4 m «— [7(v,u)]

4 m «— |7(v,u)] 5 e — sign (7(v,u) — [7(v,u)])

5 vV — v —mu 6 v «— €(v —mu)

FIGURE 2.4 — Algorithme de t-Gauss : Algorithmes ¢-GAUSS-POSITIF et t-GAUSS-AIGU (¢ > 1)

Nous en déduisons que

llup-1]] < |l /77,

et alors

[|uol|

p <1+ log, T
e

<1+log, M

car le vecteur uy, est entier et la base d’entrée est de taille M.
Maintenant, supposons que ’on applique I’algorithme de Gauss & une base de sortie (u,v) de
I’algorithme de t-Gauss qui n’est pas réduite, et qui satisfait donc

ol < lull < o], \U'U\S%\IUW-
Alors, le premier pas de ’algorithme de Gauss échange u et v, ce qui se traduit par les relations
Lo
ol < tllull <lloll, fu-o] < Sl0lI"
L’étape suivante calcule le coefficient (v, u)

_oeul foeal [l _ £

P (ol [l T2

7(v,u)

Si t vérifie t < /3, le coefficient de translation est £1, et le vecteur v est remplagé par v & u, qui
vérifie
() (vEu) =|ol]> £ 20 u+[ul[> 2 [Jo]|* = 2|v - ul + ||ul >
L’inégalité
10112 = 2Jv - ul + [[ul? 2 [Jo]|* = [Jo]|* + [[ul* = [Jull?,
entraine que la base (v £ u,u) est réduite au bout d’une itération. Il s’en suit que 'algorithme de

Gauss termine bien en un nombre d’itérations majorée par log, 5 M + 2, ce qu'’il fallait montrer.
O
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Chapitre 2. La réduction des réseaux

2.2.6 Paramétres liés a ’exécution de ’algorithme.
La taille d’une base d’entrée (u,v) € Z2 x Z? est définie par
max{£(||ul[*), £(||v|*)},

ot f(x) =1+ |lgz] est la fonction longueur binaire. Tous les calculs de 1'algorithme de Gauss
se font dans les matrices de Gram G(v;, vi+1) associée au couple (v;, vi11). La matrice de Gram

G(u,v) est définie par
lul[* (u-v)

a = (ot ) (24)
L’initialisation de l’algorithme consiste en calculer la matrice de Gram des bases d’entrée : elle
effectue le calcul de trois produits scalaires, ce qui prend un temps quadratiquelﬂ par rapport a la
taille de 'entrée (u,v). Apres, tous les calculs de la partie centrale de 'exécution de I’algorithme
sont effectués directement sur ces matrices de Gram ; plus précisément, chaque pas de 'algorithme
est une division euclidienne entre les deux coefficients de la premiére ligne de la matrice de
Gram G (v, v;—1) du couple (v;,v;—1) pour obtenir le quotient m;, suivi du calcul des nouveaux
coefficients de la matrice de Gram G(vj+1,v;), notamment

loisal|? := [Joicall? = 2my (v - vima) +mg[Joil?s (vigr - vi) = mg [Joil* = (vie1 - 0i). (2.5)

Le cotit de la i-éme étape est donc proportionnel & £(|m;|) - £(||vi—1]|?), et la complexité en bits
de la partie central de I’algorithme de Gauss s’exprime en fonction de

p(uv

)
B(u,v) = Y U(|mil) - ¢(|[vi-1]?), (2.6)
=1

ou p(u,v) est le nombre d’itérations de l'algorithme de Gauss. Dans la suite, B sera appelée
complexité en bits ou complexité binaire.

La complexité binaire B(u,v) est 'un de nos principaux paramétres d’étude, et nous l’ex-
primons avec d’autres cofits plus simples. On définit trois nouveaux cofits, le coiit associé aux
quotients Q(u,v), le cout différence D(u,v), et le cout différence approchée D :

p(u,v) p(u,v)
Q(u,v) = ((lmi]),  D(u,v) = (fmal) [ (il [?) = €(llwol )]+ (2.7)
i=1 =1
D)= 3 (im 12
i 2 e T
La décomposition suivante
B(u,v) = Q(u,v) £(||ul[*) + D(u,v) + [D(u,v) = D(u,v)] (2.8)

sera fondamentale dans la suite, car @@ et D seront plus faciles & étudier que B, et ils seront
suffisants pour notre étude, car la troisiéme partie de la décomposition s’avérera d’un ordre plus
petit, puisqu’elle vérifie

D(u, U) - Q(“’? U) = @(Q(U, U))

Nous sommes alors conduits & étudier deux paramétres reliés au cofit en bits, qui ont aussi
un intérét intrinseque :

1. Nous considérons la multiplication naive entre les entiers de taille M, dont la complexité en bits est O(M2).
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2.8. Algorithmes de réduction en dimension n quelconque

(a) Les cotts additifs, qui fournissent une généralisation du coiit @ et du coiit “nombre
d’itérations”. Les cotits additifs sont définis comme la somme de colits élémentaires, qui ne
dépendent que des quotients m;. Plus précisément, & partir d’'un colt élémentaire positif ¢
défini dans N, nous considérons le coiit total sur le couple (u,v) défini comme

p(u,v)

Croy(u,0) = > c(|mil). (2.9)

i=1

Lorsque le cotit élémentaire ¢ satisfait c(m) = O(logm), on dit que le cotit additif C(,) est
& croissance modérée.

(b) La séquence d; (pour i € [1..p] des décroissances et la décroissance totale de la longueur
d := d,, définie par

112 2
[T [ .10,

d; := .
S ol [[vol|?

2.2.7 Paramétres liés a la configuration de sortie.

La base de sortie (@, 0) est donc minimale. On la décrit ici via son orthogonalisée de Gram-
Schmidt (a*,0*) ol @* := U et 0* est la projection orthogonale de © dans l’espace orthogonal de
< @ >. Plus précisément, on définit les trois paramétres suivants, reliés aux minima du réseau
L(u,v),

B | det(u,v)]

AMu,v) = M (L(u,v)) = |4, p(u,v) = N, v) = |0*], (2.11)

) = ) Alwo) (2.12)
|det(u, )| p(u,v)  [[o*]|
Le parameétre p peut étre appelé “deuxiéme minimum orthogonalisé”, tandis que v est exactement
le défaut d’Hermite du réseau L£(u,v). Nous expliquons a la fin du présent chapitre pourquoi ces
paramétres de sortie sont importants dans ’analyse de 'algorithme LLL et les étudions en détail
dans les chapitres [I] et

2.3 Algorithmes de réduction en dimension n quelconque

La réduction en dimension n a d’abord été abordé comme un probléme de mathématiques
pures, avec un point de vue non nécessairement constructif. Les preuves du chapitre [I] sont
typiques de ce point de vue : ni la preuve de Siegel, ni celle de Minkowski ne permettent de
construire les objets dont on prouve l'existence. Les recherches en géométrie des nombres cher-
chaient & représenter un réseau par une de ses bases, celle-ci devant posséder des bonnes proprié-
tés euclidiennes. C’est Minkowski lui-méme qui a défini une des premiéres notions de réduction,
qui porte son nom. Cette notion de réduction, qui est du point de vue mathématique la plus
naturelle, présente néanmoins un inconvénient algorithmique : comme elle exige que le premier
vecteur de la base soit un vecteur le plus court du réseau, elle est “difficile” & mettre en oeuvre,
puisqu’on a vu dans le chapitre [1] que le calcul d’un vecteur le plus court est un probléme dif-
ficile. Plus tard, on a défini d’autres notions de réduction, sans chercher le plus souvent & se
poser la question d’'un point de vue algorithmique : c’est le cas par exemple de la réduction
de Hermite-Khorkine-Zolotareff, qui exige aussi de trouver un vecteur le plus court de réseaux
définis de maniére récursive, comme projetés successifs du réseau initial.
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La grande percée algorithmique s’est produite en 1982, lorsque Lenstra, Lenstra et Lovéasz ont
proposé une notion de réduction qui représentait un compromis raisonnable entre la qualité de
la base réduite (moindre que celle obtenue lors des réductions précédemment décrite, mais tout
de méme suffisante) et le temps mis a 'obtenir, puisque 1’algorithme LLL, qui construit une telle
base réduite, fonctionne en temps polynomial. Ce compromis s’est avéré si fructueux qu’il a été
utilisé pour résoudre des problémes de type trés divers, comme ceux que nous avons décrits dans
la section de la partie . L’algorithme LLL s’est ainsi imposé comme un outil algorithmique
majeur, en calcul formel, en théorie algorithmique des nombres, en programmation linéaire ainsi
qu’en cryptanalyse. On peut sans doute dire qu’il est presque devenu une opération de base.

2.3.1 Reéduction en taille : algorithme PROPRE.

La premiére idée qui vient & I'esprit pour rendre une base plus orthogonale.... est de la
rapprocher de son orthogonalisée de Gram-Schmidst.

Définition 2.2 (Base propre). La base B = (by,...,by) est dite propre (ou réduite en taille) si
les coefficients de la matrice de passage P de Gram-Schmidt vérifient

1
mig| <5 Jor1<j<i<p.

2.3.2 Réduction au sens de Lovasz

Une base B propre est donc suffisamment proche de la base B*. Mais cela n’est pas suffisant
pour assurer la bonne qualité de la base B. Il faut trouver un moyen de minorer ’angle que
fait le vecteur b; avec ’hyperplan H;_; engendré par la base B;—1 = (b1,...,b;—1). C’est ce qui
est assuré par la condition de Lovasz. L’idée de Lovasz est de considérer une base B ou toutes
les bases dites locales sont réduites au sens de I’algorithme ¢-Gauss. La i-éme base locale U; est
formée par les deux vecteurs u;, v;, définis comme les projections de b;, bj+1 sur I’ orthogonal du
sous-espace H;_1 engendré par (by,be,...,b;—1)dans le sous espace H;ii. Les vecteurs (u;,v;)
sont donc définis par les relations

U; = b:, V; = b;—i-l + mi+17ib; (2.13)

et on exige donc qu’ils satisfassent la condition de sortie de t-Gauss. Et on sait aussi la condition
de sortie de ’algorithme ¢-Gauss induit une minoration du rapport des longueurs des vecteurs
vy = by, | et u; = b;. Tout cela conduit & la définition suivante :

Définition 2.3 (Base LLL-réduite). Une base B = (b1, ...,b,) est t-réduite au sens de Lovasz
si elle est propre et vérifie

1 .
15 +mar il = S5 pour i€ [1p—1] (2.14)
ou encore, de maniére équivalente
1 .
Gy ++mi 6 > tjfga pour i€ [l,p—1] (2.15)
Une base B = (b1, ...,by) est réduite au sens de Siegel si elle est propre et vérifie
1 .
1b5all = ZIEl, pour i€ [l,p—1] (2.16)

ou encore, de maniére équivalente
1
biy1 > =4, pour i€ [1,p—1] (2.17)
s
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2.8. Algorithmes de réduction en dimension n quelconque

Le lemme ci-dessous permet de montrer le lien entre les deux notions.
Lemme 2.2. Soient s et t reliés par la relation

At 2
s = et donc s=— pourt=1|. (2.18)

4 — 2 V3

Alors une base t-réduite au sens de Lovasz est s-réduite au sens de Siegel.

Le théoréme suivant décrit la qualité d’une base réduite au sens de Lovasz. En particulier, les
défauts de longueur sont bornés par une fonction exponentielle en la dimension p, et le défaut
d’orthogonalité est borné par une fonction exponentielle en le carré de la dimension p,

Théoréme 2.1 (LLL, 1982). Soit une base B d’un réseau L t-réduite au sens de Lovasz. Alors,
le défaut d’Hermite v(B), le défaut de longueur 0(B) ou le défaut d’orthogonalité p(B) vérifient
les inégalités

11| 7 1 oul| _ ps 1T 4
B) := < P 0(B) := < P B) := bi|| < sPP1)/2
7( ) (detﬁ)Q/P_S ) ( ) A(ﬁ) =S ’ 10( ) detﬁg‘ ZH—S ’
(2.19)
qui dépendent du paramétre s, défini en fonction de t par la relation
2 4 t 2 t=1
s = € § = —= our t = 1.
1—2 37
Démonstration. Nous commencons par prouver l'inégalité
||| < s°71;  pour i € [1,p). (2.20)
La relation de Siegel (2.16|) prouve que
l; < s pour 1 < j<i<d. (2.21)

Le vecteur b; satisfait alors

2
[ i—1 .
1 o 15,8201 1 i
[ = D Jmagh| <173 0D 41| = |14 38— | <0V,
= =1

la derniére inégalité étant vraie car s? > 4/3. Maintenant, les relations (2.20)) et (2.16) prouvent
les inégalités
I pour 1 < j <i<p, (2.22)

qui permettent de majorer le défaut d’orthogonalité

p p p
p(B) = [ lIball < [ s = s"P V2] i = "~ V72 det(L).
=1 =1 =1

Majorons le défaut d’Hermite. En nous servant de (2.21]), nous avons

2/p p a1\ 2/P _ 2/p
|1 2 Hp 1 2 1‘{5Z ' 2 sPlr—1)/2 -1
= = . — < . e — = ol — = b
fY(B) (det E)Z/p HblH P Ez — Hb1H 61 Hb1H Ef S ’

i=1
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ce qui établit I'inégalité.
Considérons finalement le défaut de longueur. Soit ¢ = k I'indice d’un plus petit ¢;. En nous
servant de la proposition puis de (2.21]), nous concluons que

4

B)= 1 <L gkl o gl
0(B) )\(E)_ﬁk_s < sP7H,

ce qui majore le défaut de longueur et conclut la preuve de la proposition. O

2.3.3 Description de 1’algorithme LLL(t)

L’algorithme LLL considére un réseau euclidien donné par un systéme B formé par p vecteurs
indépendants dans ’espace ambiant R™. La base de sortie, notée B, est t-réduite au sens de
Lovasz. L’algorithme travaille sur la matrice P qui exprime le systéme B en fonction de son
orthogonalisé de Gram-Schmidt B*. Rappelons que son coefficient générique m; ; vaut

mm-: 1§Z,j§p

L’algorithme effectue essentiellement deux types d’opérations : réduction en taille et réduction
de Gauss des bases locales. A la fin de I'exécution de I’algorithme, toutes les bases locales sont
réduites dans le sens de t-Gauss, et la base est propre. La base est donc - réduite au sens de
Lovasz, et donc aussi s-réduite au sens de Siegel.

Réduction en taille. On rappelle que le vecteur b; est réduit en taille si tous les coefficients
m;; de la i-éme ligne de la matrice P satisfont |m; ;| < 1/2 pour tout j € [1,7 — 1]. La
réduction de taille du vecteur b; s’effectue par I'algorithme Réduction-de-taille qui translate
le vecteur b; par rapport aux vecteurs b; pour tous les j € [1,7 — 1]. Comme les coefficients
sous-diagonaux jouent un rdle particulier, puisqu’ils interviennent dans les étapes de réduction
de Gauss, 'opération Réduction-de-taille(b;) est divisée en deux opérations :

Réduction-de-taille-principale(b;) : b; :=b; — [m;i—1] bi—1;
suivie de

Réduction-de-taille-secondaire(b;) :

Pour j := i — 2 endescendant 1 faire b; := b; — |m; ;| b;;

Réduction de Gauss des bases locales. La i-éme base locale U; est formée par les deux
vecteurs u;,v;, définis en comme les projections de b;, b;11 sur I’ orthogonal du sous-
espace H;_1 engendré par (by,be,...,bj—1) dans H;11. L’algorithme LLL(¢) exécute I’algorithme
t-GAUSS-POSITIF sur les bases locales U;, mais avec les différences suivantes :

(a) Les opérations qui sont effectuées pendant le déroulement de I’algorithme GAUSS-POSITIF
sur la base locale U; sont repercutées sur le systéme (b;, bi11)

(b) L’algorithme GAUSS-POSITIF est exécuté sur la base locale U; mais une étape a la fois.
L’indice i des bases locales varie dans U'intervalle [1,p — 1]. Il commence & i = 1, et il est
incrémenté ou décrémenté a chaque étape selon que le résultat du test t|v;| > |u;| est positif
ou négatif. Ceci définit une marche aléatoire. La longueur K de cette marche aléatoire est
le nombre d’itérations,
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b ... b b, b
by 1 0 0 0 0 O
ba ma 1 1 0 0 0 0
by biq
Pi= b mii mig ... 1 0 0 0 Uy = gk (m L (1) )
bitv1 | Mit1,1 Mig12 - Migls 1 0 0 F k1,
bp mp1 mp2 . My i Mmpi+1 .- 1

LLL (1)  [t> 1]

Input. Une base B d'un réseau £ de dimension p.
Output. Une base réduite B de L.

Gram : calculer la base orthogonale B* et la matrice P.
1:=1;
Tant que ¢ < p faire
1- Réduction-de-taille-principale (b;41)
2— Test La base locale U; est réduite ? (|v;| > (1/t)|ui| ?)
si oui, alors :
Réduction-de-taille-secondaire (b;11)
1:=14 1
sinon :
Echanger b; et b;11
Recalculer (B*,P);
Si i#1alors i:=i—1;

FiGURE 2.5 — L’algorithme LLL, la matrice P, et les bases locales Uy.

L’algorithme LLL travaille sur la suite des longueurs ¢; des vecteurs du systéme orthogonal
de Gram-Schmidt B* et il considére les rapports 7; (appelés rapports de Siegel) des normes de
deux vecteurs orthogonalisés successifs b} et b}, 4,

/.
ri= —L avec £; := ||b7]]. (2.23)
¢;
Les étapes de réduction en taille ne modifient pas ces rapports, tandis que les échanges effectués
lors des étapes de réduction de Gauss visent & minorer ces rapports de Siegel, comme on va le
voir maintenant.

2.3.4 Effet des échanges de l’algorithme.

Un échange entre b; et b;11, transforme la paire (b;, bi+1) en la paire (Bi, Bi+1)- Il ne modifie
pas les orthogonalisés b; avec j ¢ {i,i+1}; le plan orthogonal de H;_; dans H;; reste inchangé,
et on peut y décrire les transformations subies par la base locale (u;, v;), définie par les relations
(2.13) (voir figure [2.6)). Nous décrivons maintenant l'effet d'un tel échange sur la suite (£;).
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*
bi+1

STt

‘UZ:b

*
i+1

FIGURE 2.6 — L’échange des vecteurs b; et b; 1, qui deviennent IA)z et l;i+1, vu sur le sous-espace
orthogonal & (by,...,b;i—1).

Lemme 2.3. Associons a une base B les deux quantités
a:=min{{; | 1 <i < p}, A:=max{l; | 1 <i<p}, (2.24)

définies comme étant le minimum et le mazimum des longueurs £; des vecteurs de la base B*.
Tout au long de 'algorithme LLL(t), le minimum a croit et le mazimum A décroit.

Démonstration. Les longueurs ¢; étant invariantes lors des translations, il suffit de montrer que
lors d'un échange effectué par l'algorithme, a croit et A décroit. Plus précisément, lors d’un
échange entre b; et by, 1, qui transforme la paire (b;, b;11) en la paire (b;, biy 1), il suffit de montrer
les deux inégalités

min(&, gﬂ_l) > min(&, £i+1) et max(éi, gﬂ_l) < max(ﬁi, €i+1). (2.25)

Puisqu’il s’agit d’un échange, les conditions équivalentes
Lo g 2 2
[Juil| > t]|vi], téfi >0+ migg G (2.26)

sont vérifiées et montrent d’abord que ¢; > ¢; 1. La relation BZ* = v;, entraine alors, en utilisant

2:29),

. 1
G <G =0 +mi 6 < tﬁg? <. (2.27)

Enfin, puisque ’échange ne modifie pas le réseau engendré, le déterminant est conservé, ce qui
se traduit par 1’égalité /; 'Zi+1 = {; - £;11. Ainsi, en utilisant le fait que l; < £;, nous concluons
@H > l;i+1 et la premiére partie de la condition s’en suit. La conservation du produit
entraine alors 'autre partie de la condition ([2.25)). O

Cet intervalle [a, A] joue un rdle important car il fournit une approximation pour le premier
minimum A(£) du réseau (c’est-a-dire la longueur d’un plus court vecteur non nul du réseau).
Plus précisément,

ML) < AYB, ML) >a. (2.28)
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2.3.5 Paramétres d’exécution

Ces parameétres décrivent I'exécution de I'algorithme lui-méme : la longueur de la marche aléa-
toire (égale au nombre d’itérations K), la taille des translations entiéres, la taille des rationnels
m; j tout au long de I'exécution.

Théoréme 2.2 (LLL, 1982, Daudé, Vallée 1994 [19]). Sur une base d’entrée B = (by,...,bp)
d’un réseau L de R™, algorithme LLL(t) renvoie en sortie une base t-réduite au sens de Lovdsz
de L, apres avoir effectué un nombre d’itérations K qui satisfait les diverses inégalités suivantes :

(1) Sia:=min{/l;}, A = max{{;} désignent les longueurs du plus petit et du plus grand vecteur
de l'orthogonalisée B*, alors

K<(p—-1)+plp—1)log, é (2:29)

(i) Si les vecteurs de B sont de longueur au plus N et si le réseau L engendré par B a un
premier minimum A(L) alors

(7i1) Si le réseau est entier, et si les vecteurs de B sont de longueur au plus N, alors

K <(p—1)+p(p—1)log, N

Démonstration. Considérons le sous-réseau L; de £ engendré par la base (b1, ..., b;), et la quan-
tité _
n—1 n—1 7 n—1
D=Jdet(c;) =] [Tt =TI¢"
j=1 j=1k=1 j=1

Le nombre d’itérations de ’algorithme LLL est égal au nombre de tests de Lovéasz. Soit KT le
nombre de tests dont le résultat est positif et K~ le nombre de tests dont le résultat est négatif.
Nous avons KT — K~ < p—1, ot I'inégalité provient du fait que les tests négatifs dans la premiére
base locale ne sont pas compensés par des tests positifs. Ainsi, nous avons

K<(p—1)+2K". (2.30)

La quantité D décroit tout au long de ’algorithme. Les translations laissent D invariant. Lors
d’un échange, lorsqu’un test de Lovasz se revéle négatif, la valeur de D est modifiée et on désigne
par D la valeur de D juste aprés un échange. Si cet échange se produit dans la i-éme base locale,
les longueurs ¢; et ¢; ;1 seront transformées respectivement en /; et @H, de sorte que, comme on
a vu dans , i < (1/t)¢;. Ainsi, parmi les déterminants des sous-réseaux det(£;), le seul qui
change est det(L;), et il diminue donc d’un facteur 1/¢. Il en est donc de méme pour D. Ainsi, D
décroit d'un facteur ¢ et on a D < D/t. Donc, si D désigne la valeur finale de D, et D sa valeur
initiale, on a

D D
K_SIO =, KSp—l—i—QlO =<.
gtD gtD

Les majorations possibles pour K dépendent alors des majorations possibles pour le rapport
D/D. Le lemme entraine les inégalités
D A p(p—1)

D > ap(pfl), D < Ap(pfl), et donc —
D a
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qui impliquent la borne cherchée dans le cas (i), et les majorations
D < NPP-1)/2. D < oMp(p—1)/2 (2.32)

dans le cas de (ii) et (iii). De plus, lorsque le réseau L est entier, on a D> 1, ce qui permet de
conclure dans le cas (7i).
On peut aussi faire intervenir le premier minimum du réseau. La définition de la constante
d’Hermite entraine 'inégalité
(L)
w2

Puisque £; est un sous-réseau de L, les inégalités A(L;) > A(L) entrainent I'inégalité

det(L;) >

H J/Q Ly WH 7 (2:33)

En utilisant alors ([2.32)), on obtient

__plp—1) N X j

La majoration v; < j de la constante d’Hermite entraine alors l'inégalité

p—1

2
j p
(p—1)+ D _log,(v)) < 5 log; p,
j=1
ce qui, avec (2.30)) conclut dans le cas (7). O

Ainsi, l'algorithme LLL effectue un nombre d’itérations qui est polynomial en la dimension
p. La notion d’entrée que nous avons utilisée jusque la est néanmoins assez large : il s’agit de
bases de vecteurs de R” de cardinal p. L’algorithme LLL termine bien lorsqu’il regoit en entrée
I'une de ces bases. Mais, dans la pratique algorithmique, on utilise des nombres entiers, ou des
rationnels, Les opérations arithmétiques effectuées au cours de I'algorithme ont un coiit, qu’il
faut comparer avec la taille de ’entrée

7(B) = O(pn) - log M ou M =max{b;;; i€[l,p], je[l,n]}

Il faut donc aussi borner aussi le nombre d’opérations arithmétiques de base lors de ’exécution
de lalgorithme LLL, ce qui exige aussi de vérifier que la croissance des entiers utilisés lors de
I’exécutionreste polynomiale en la taille de ’entrée. On obtient le résultat suivant.

Théoréme 2.3 (LLL, 1982). Soit L C Z™ un réseau donné par une base by, ba,--- ,b,, et soit
B = max{||b;||?, i€ [1,p]}. Alors, le nombre d’opérations arithmétiques effectuées par l’algo-
rithme LLL(t) est en O(p®nlog, B), et les opérandes sont des entiers dont la longueur binaire
est en O(plog B).

L’algorithme LLL fournit naturellement un algorithme d’approximation pour SVP, avec un
facteur d’approximation exponentiel dans la dimension.

Théoréme 2.4 (Algorithme d’approximation pour SVP). Dans un réseau de dimension p > 2,
Ualgorithme LLL(t) est un algorithme polynomial d’approzimation pour le calcul du vecteur le
plus court, avec un facteur d’approzimation en sP~1, ot s et t sont reliés par la relation .
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2.3.6 Une variante de Palgorithme LLL : I’algorithme PAIR-IMPAIR

L’algorithme LLL original exécute des étapes de I'algorithme de Gauss sur les bases locales,
mais il n’exécute pas la suite de toutes les étapes de l'algorithme sur une base locale, avant
d’en traiter une autre. En effet, lorsqu’on fait un échange dans I'algorithme LLL, I'indice i est
décrémenté (sauf si ¢ = 1, ot 'on retrouve effectivement 1’algorithme de Gauss, jusqu’a ce que
l'on passe en i = 2). L’algorithme LLL original réduit toujours la boite non réduite de plus
petit indice : il adopte la statégie de I'indice minimal. Mais, on peut imaginer beaucoup d’autres
stratégies, et réduire les bases locales dans n’importe quel ordre, car ’estimation du nombre
d’itérations est indépendante de 'ordre dans lequel les bases sont réduites. La fonction potentiel
D reste constante sous 'effet des translations et décroit lors de chaque échange, indépendamment
de I'indice ot cet échange est effectué.

La variante PAIR-IMPAIR, initialement proposée par G. Villard, alterne entre deux phases.
Dans la premiére, appelée phase IMPAIRE, 'algorithme (GAUSS-AIGU est exécuté sur toutes les
bases locales U; d’indice ¢ impair. Dans la seconde, la phase PAIRE, 'algorithme GAUSS-AIGU
est exécuté sur toutes les bases locales U; d’indice ¢ pair. Remarquons que, lors de chaque phase,
les bases locales peuvent étre réduites en paralléle (puisquelles sont sans intersection). C’était
d’ailleurs la motivation initiale de Villard. L’algorithme LLL PAIR-IMPAIR effectue en alternance
I'une et 'autre phase jusqu’a ce que la base compléte soit réduite.

LLL Pair-Impair (¢) [t > 1]

Input. Une base B d’un réseau £ de dimension p.
Output. Une base réduite B de L.

Gram : calculer la base orthogonale B* et la matrice P.
Tant que B n’est pas réduite faire
Phase Impaire (B):
Pour i =1 a4 [n/2] faire
Réduction-de-taille-principale (by;);
M; = t—-GAUSS-AIGU (Uzi—1);
(b2i—1,b2:) = (bai—1, b2 )' M ;
Pour i =1 a n faire Réduction-de-taille-secondaire (b;);
Recalculer B*,P;
Phase Paire (B) :
Pouri=14a [(n—1)/2| faire
Réduction-de-taille-principale (bg;t1);
M; = t—-GAUSS-AIGU (Usy;);
(b2iy b2it1) = (b2i, b2it1) M ;
Pour i =1 & n faire Réduction-de-taille-secondaire (b;);
Recalculer B*,P;

FIGURE 2.7 — La variante PAIR-IMPAIR de l'algorithme LLL.

Dans une phase IMPAIRE par exemple, deux bases successives correspondent & des indices k
et k+ 2, et sont de la forme Uy := (ug,vi) et Ugto := (ugs2,Vgt+2). Alors, la phase IMPAIRE
réduit complétement ces deux bases locales, au sens de t-(GAUSS-AIGU, et elle calcule deux bases
locales réduites, notées (ux, Ux) et (lgt2, Ux+2), qui satisfont en particulier

10%l] = pur,ve), kgl = Auya, vki2),
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ol les paramétres A, u sont définis dans (2.11)). Alors, au début de la phase suivante PAIRE, on
considére la base locale Uy d’indice k+1, alors formée (& une similitude prés) des deux vecteurs

~k ~k o~
Uk+1 = Vg, Vg+1 = VU, + Uk,

Apres la réduction en taille, le réel v appartient a U'intervalle [—1/2,4+1/2]. et le rapport de Siegel
initial r;11 de la base locale dans la phase PAIRE peut s’exprimer avec les longueurs de la sortie
de la base IMPAIRE, comme
Mugt2, Ve+2)

1wk vi,)
Cela explique I'importance du role des paramétres A, i qui décrivent la sortie de I'algorithme de
Gauss. Ils seront étudiés en détail dans cette thése, tout au long de la partie [[TI] et nous allons
utiliser les résultats de cette étude dans le chapitre [I] de la partie [[V] pour proposer un début
d’analyse de ’algorithme LLL-IMPAIR-PAIR.

Tk+1 =

Nous avons décrit les algorithmes de réduction. Maintenant, nous décrivons dans le chapitre
suivant le paysage actuel de leurs analyses.
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Chapitre 3

Premiers résultats sur le comportement
probabiliste de ’algorithme LLL
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L’étude du comportement probabiliste d’un algorithme comporte deux phases principales :
on choisit d’abord un modéle probabiliste des entrées (le plus réaliste possible, compte-tenu
des applications de l’algorithme). Les parameétres liés a I’algorithme, que ce soit des paramétres
d’exécution (nombre d’itérations, complexité binaire) ou de sortie (géométrie de la sortie, qualité
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de la base) deviennent alors des variables aléatoires. La deuxiéme phase, d’analyse proprement
dite, consiste a étudier ces variables aléatoires : moyenne, variance, distribution...

Ce chapitre cherche & donner une vue d’ensemble du paysage. Il présente d’abord la pro-
blématique générale de 'analyse probabiliste d’un algorithme, et décrit assez informellement les
principaux résultats déja obtenus, concernant les analyses des algorithmes d’Fuclide et de Gauss.
Ensuite, il introduit divers modéles aléatoires pour les bases d’entrée (section , présente les
résultats théoriques obtenus dans le modeéle dit de la boule aléatoire (section [3.3)). Il conclut en
décrivant les expérimentations menées et les conjectures posées (section .

3.1 Analyse probabiliste d’un algorithme. L’exemple des algo-
rithmes de réduction.

L’analyse des algorithmes est I’étude mathématique du comportement des algorithmes, tant
dans le pire des cas, comme dans le cas moyen et le meilleur des cas. Nous nous intéressons ici
aux analyses dans le cas moyen, et plus généralement aux analyses probabilistes, que I’on explique
dans la section suivante. C’est Knuth qui a fondé le domaine, avec ses livres The Art of Computer
Programming |35, 36, 37|, parus par premiére fois dans les années soixante, dont 'influence dans
le monde informatique est incontestable. Et les méthodes plus modernes sont décrites dans les
les ouvrages de Flajolet et Sedgewick [23] [64].

3.1.1 Analyse probabiliste d’un algorithme.

Il s’agit d’élucider le comportement “générique” d’un algorithme, par opposition & son étude
dans le pire des cas, qui donne des informations sur ses comportements extrémes. Il y a deux
étapes dans une telle analyse, une étape de modélisation et une étape d’analyse proprement dite.
Dans la premiére étape, de modélisation, on cherche a caractériser I’ensemble des entrées de 'al-
gorithme, ainsi que les paramétres que 'on veut étudier, qui peuvent décrire le comportement de
I’algorithme pendant son exécution, ou a sa sortie; pour ’exécution, les paramétres intéressants
sont le nombre d’itérations, la mémoire utilisée, la complexité en bits, ...; en ce qui concerne la
sortie, ce sont des paramétres qui décrivent le résultat de l'algorithme.

D’un point de vue plus formel, on définit un espace 2 regroupant I’ensemble des entrées
valides de I’algorithme, sur lequel on définit une notion de taille, et {2 est I’ensemble des entrées
valides de taille N. Le plus souvent, c’est un ensemble fini, et on le munit d’une probabilité. Le
choix de la probabilité Py sur 2y résulte souvent d’un compromis entre la simplicité d’utilisation
et le réalisme, car on souhaite aussi qu’elle modélise la distribution des données qu’on rencontre
dans les applications. Sur cet espace probabilisé (Qn, Py ), les paramétres que l'on veut étudier
deviennent des variables aléatoires, et on va les étudier avec ce point de vue probabiliste : c’est
I’analyse probabiliste de I’ algorithme. Les résultats les plus simples sont obtenus lors de I’ analyse
en moyenne, ou on se limite & déterminer la valeur moyenne (ou 'espérance) de ces paramétres.
Si on réussit & mener cette analyse a bien, on peut alors continuer vers I’analyse en distribution,
c’est a dire la détermination de la distribution de ces paramétres.

A la fois pour des considérations de simplicité et de visibilité, on ne cherche pas des résultats
exacts, mais on est intéressé par le comportement probabiliste asymptotique de 1’algorithme,
quand la taille N des données devient grande (i.e., tend vers l'infini). On cherchera alors des
équivalents asymptotiques de la moyenne et de la variance, ou bien des distributions limite.

Il faut remarquer aussi que les études dans un modéle discret sont souvent beaucoup plus
délicates & mener que les études dans un modéle continu. Or, souvent, il existe une extension
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naturelle de ’algorithme & des données continues, et, au moins, dans un sens informel, le modéle
discret (Qn,Py) se “rapproche” d’un modéle continu (Q,P) quand la taille N des données tend
vers l'infini. On a parfois intérét donc & analyser l'algorithme dans ce modéle continu, car on
peut y disposer de tous les outils d’analyse, puis & opérer un retour du continu vers le discret.

Ce retour peut d’ailleurs étre délicat, car I’ensemble €2 peut étre de mesure nulle dans 2.

Nous décrivons maintenant 'exemple des algorithmes d’Euclide, de Gauss et celui de 1'algo-
rithme LLL.

3.1.2 L’exemple de l’algorithme d’Euclide.

L’algorithme d’Euclide (ici, celui d’Euclide centré) travaille avec des paires d’entiers (u,v),
et il est naturel de choisir comme taille de la paire (u, v) le maximum de |u| et de |v|. L’ensemble
des entrées de taille N est ainsi

Oy = {(u,v) € N?\ (0,0) : max(|ul,|v]) < N}.

Sur cet ensemble, on considére le plus souvent la probabilité uniforme (mais pas toujours). Les
principaux parameétres qu’on veut étudier sont les suivants : liés & ’exécution, ce sont le nombre
d’itérations, la complexité binaire, la taille des quotients m;. L’algorithme d’Euclide calcule le
pged, mais aussi le développement en fraction continue du rationnel w/v. Il est aussi important
d’analyser la taille de la sortie de I'algorithme : taille du pged, ou place-mémoire occupée par le
développement en fraction continue de u/v.

On a déja expliqué dans le chapitre [2] comment Palgorithme d’Euclide se prolonge naturelle-
ment en un algorithme sur Z = [0,1/2], 'algorithme des fractions continues. Cet algorithme a
été analysé de maniére intensive. Et on se pose sur cet algorithme des questions de nature un peu
différente. Gauss par exemple a conjecturé le premier I'existence d’une densité limite, qui décrit
la distribution du réel & quand le nombre d’itérations tend vers l'infini. Cette densité, appelée
densité de Gauss, a un analogue pour ’algorithme centré,

1 1 1
o= oz |+ )
qui va jouer un role important dans cette thése, comme nous le verrons.

Il est alors tentant de chercher & utiliser ces résultats sur ’extension continue de I'algorithme
pour analyser I’algorithme d’Euclide. Mais ce transfert du continu au discret est ici délicat, car
les algorithmes ne se comparent pas si aisément, puisque l'algorithme des fractions continues
ne termine jamais, sauf sur les rationnels, ou il coincide avec ’algorithme d’Euclide.Toute une
chaine d’outils doit étre utilisée : systémes dynamiques, séries génératrices, Formule de Perron
ou théorémes taubériens... Un exemple de la différence entre les deux algorithmes est explicité
par la différence entre densités limite. La densité limite qui s’installe au milieu de 'exécution de
I’algorithme d’Euclide n’est pas la densité de Gauss : c’est une densité qui est reliée a celle de
Gauss, mais en est distincte.

Dans le cas de I'algorithme de Gauss, le passage du continu au discret est de nature différente,
comme nous allons le voir ensuite.

Les débuts de 'analyse de l'algorithme d’Euclide dans le pire des cas remontent au dix-
huitiéme siécle, quand de Lagny [41] observe que les plus petits dénominateurs qui réalisent une
certaine hauteur de fraction continue sont toujours des nombres de Fibonacci successifs. Mais
les véritables analyses de l'algorithme, au sens moderne du terme, ne sont apparues qu’autour
de la moitié du dix-neuviéme siécle. Plusieurs analyses sont alors publiées; on attribue un roéle
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important & celle de Lamé [43] qui étudie 'algorithme d’Euclide dans sa version classique (avec
division par défaut). C’est Athanase Dupré, en [22], qui a analysé le premier le pire des cas de
I’algorithme d’Euclide dans sa version centrée, en suivant les idées de Binet et Lamé. De notre
point de vue, Binet a eu un réle important, car il avait déja borné le nombre d’itérations de
I’algorithme centré en 1841, avant l'analyse de Lamé. En 1844, juste aprés 'article de Lamé,
Binet a publié [I0] la solution explicite de la récurrence de Fibonacci qui, comme c¢’était plus
ou moins évident d’aprés I'article de Lamé, constituait le pire des cas de I'algorithme d’Euclide.
L’article de Binet a notamment inspiré Dupré pour procéder de méme avec la récurrence liée &
I'algorithme centré [22].

Les analyses plus fines de ’algorithme d’Euclide —analyse en moyenne et en distribution— sont
bien plus récentes. L’analyse en moyenne n’a débuté que dans les années 70, avec les travaux
d’Heilbronn [31] et de Dixon [21], qui ont utilisé des méthodes assez spécifiques aux algorithmes
d’Euclide classiques (division par défaut ou centrée). A partir de 1995, Vallée a établi un cadre
général pour analyser (presque) tous les algorithmes d’Euclide connus a ce jour, y compris vis-a-
vis de leur complexité binaire [6]. L’analyse en distribution est encore plus récente; elle débute
en 1994 avec Hensley, qui montre que le nombre d’itérations de ’algorithme d’Euclide suit une
distribution asymptotiquement gaussienne. Cette analyse a depuis été généralisée dans des cadres
divers par Baladi et Vallée [9], puis dans le cadre de la complexité binaire par Lhote et Vallée
[48], qui montrent que la complexité binaire admet aussi une loi limite gaussienne.

3.1.3 L’exemple de l’algorithme de Gauss.

Pour 'algorithme de Gauss, I’ensemble des données de taille N est un sous-ensemble de
Qn = {(u,v) € Z2 x Z°\ (0,0) : max(|[u]l, [[v]|) < N,

qui différe légérement selon la variante qu’on veut étudier. Mais, ici, il est clair qu’on peut
choisir des distributions d’entrées trés différentes, car le comportement de 'algorithme apparait
trés sensible & la configuration géométrique de la base d’entrée. Nous allons quantifier cette
dépendance, tout au long de cette thése, par la notion de valuation.

Nous avons déja expliqué, dans le chapitre 2] pourquoi 'algorithme de Gauss se décrivait éga-
lement sur les entrées (u,v) € R? x R%. Contrairement a 1’algorithme d’Euclide, dont I’extension
continue a un comportement trés différent de celui de son cadre originel discret, I'algorithme de
Gauss apparait avoir un comportement similaire, dans le cadre continu et dans le cadre discret.
Cette thése va montrer que le transfert diu continu au discret, méme s’il est délicat, ne se heurte
pas aux mémes difficultés conceptuelles que celles qu’on rencontre dans le cas de ’algorithme
d’Euclide.

L’algorithme de Gauss a probablement été concgu par... Lagrange, et a été ensuite développé
et largement utilisé par Gauss. La premiére analyse de I'algorithme de Gauss (dans le pire des
cas) a été faite par Lagarias, qui a montré que le nombre d’itérations sur Q2 était linéaire en la
taille log N des entrées. Vallée a ensuite décrit la combinatoire du plus mauvais cas, et démontré
qu’elle était reliée a celle du plus mauvais cas de I'algorithme d’Fuclide centré. Les premiéres
analyses probabilistes de ’algorithme de Gauss ont commencé autour de 1990, avec les travaux de
Daudé, Flajolet, Laville et Vallée. Elles s’effectuent toutes dans un modéle uniforme. L’analyse de
I’exécution se limite au nombre d’itérations, mais démontre déja que, au moins dans ce modéle,
et contrairement & ce que 'analyse dans le pire des cas pouvait suggérer, I’algorithme de Gauss
a un comportement sensiblement différent de celui de I'algorithme d’Euclide. L’analyse de la
géométrie de la sortie se concentre sur deux paramétres —premier minimum, défaut d’Hermite—.
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Cette thése vise & donner une analyse compléte de 'algorithme de Gauss, dans un modéle
réaliste, qui puisse prendre en compte la variabilité de la géométrie des bases d’entrée. Nous
voulons ici analyser tous les principaux paramétree de 1’algorithme, qui caractérisent aussi bien
I'exécution de l'algorithme (c’est la partie [lI| de cette thése), que sa géométrie de sortie (c’est
la partie de la these). Tous ces paramétres ont déja été décrits dans le chapitre [2] et nous
les repassons en revue ici : En ce qui concerne ’exécution de ’algorithme, ce sont les cotits
dits additifs (qui fournissent une extension de paramétres comme le nombre d’itérations), ou
la complexité binaire. Il y a aussi trois principaux parameétres qui décrivent la configuration de
sortie : le premier minimum A, le second minimum orthogonalisé u, et le défaut d’Hermite ~.
Nous avons expliqué pourquoi ce second minimum, non encore étudié, aura sans aucun doute
une grande importance dans les travaux ultérieurs sur ’algorithme LLL. Nous analyserons ici
ces trois paramétres, pour une distribution d’entrée générale, non nécessairement uniforme.

Les résultats précis des analyses probabilistes existantes des algorithmes d’Euclide et de Gauss
seront revisités dans la section [3.2] du chapitre 3] partie [[I, quand nous énoncerons nos résultats.

3.1.4 L’exemple de l’algorithme LLL.

Pour I'algorithme LLL, la difficulté apparait dés la premiére phase de modélisation probabi-
liste : elle est liée au nombre et a la diversité des applications potentielles de la réduction des
réseaux, et des formes trés différentes que peuvent prendre les bases associées & ces applications.
Il ne peut y avoir une modélisation réaliste unique, qui constituerait une référence absolue. Au
contraire, le plus raisonnable consiste & opter pour des modélisations dédiées & chaque applica-
tion potentielle. Il y a aussi, et parallélement, des modéles probabilistes qui ne sont pas liés a
des applications, mais qui sont naturels, de divers points de vue. Citons-en trois : le modéle dit
de la boule, ot 'on tire les vecteurs de la base d’entrée uniformément et indépendamment dans
la boule unité — le modéle des réseaux aléatoires, ou c’est le réseau qui est considéré comme une
entrée, et non plus 'une quelconque de ses bases — enfin, les modéles dits d’Ajtai, qui capturent
des instances difficiles pour ’algorithme, vont aider & capturer son comportement dans le pire
des cas. Nous verrons que ce modéle, une fois paramétrisé, peut donner lieu & un modéle général
qui capture & la fois les instances faciles et difficiles de ’algorithme

La deuxiéme phase ne s’avére pas plus facile, bien au contraire. Les quelques rares analyses
existantes sont toutes trés grossiéres, car elles considérent ’algorithme un peu comme une boite
noire et sont impuissantes a analyser vraiment sa structure fine.

Finalement, les seules analyses existantes sont des analyses assez primitives, avec un modéle
peu réaliste en entrée, et une faible prise en compte de la structure méme de ’algorithme. Il faut
citer a ce sujet les résultats suivants. L’analyse probabiliste de I'algorithme LLL a débuté avec
le résultat de Daudé et Vallée [19] qui obtient une majoration du nombre moyen d’itérations
de I'algorithme en O(n?logn), dans le cas du modéle de la boule unité. Dans le méme esprit,
Akhavi a dans sa thése [3] étudié la probabilité qu'une base aléatoire tirée dans la boule unité
soit déja LLL-réduite. Par la suite, ce travail a été étendu a d’autres modeéles probabilistes (dont
aucun n’est malheureusement réaliste) par Akhavi, Marckert et Rouault [5].

Quand toute analyse apparait aussi difficile, il est encore plus indispensable que jamais de
mener une campagne extensive d’expérimentations. C’est ce que Nguyen et Stehlé [60] ont fait :
ils ont obtenu des résultats trés intéressants sur les principaux paramétres de I’algorithme (exé-
cution, sortie) dans des modeéles réalistes, ont énoncé des conjectures, mais ... n’ont rien prouvé!
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3.2 Modéles aléatoires d’entrées pour les algorithmes de réduc-
tion.

Cette section décrit les principaux modéles aléatoires qu’on peut attacher aux entrées de
I’algorithme LLL. Certains s’avérent naturels conceptuellement, tandis que d’autres sont liés
aux applications potentielles. Nous avons exhibé un bon nombre de ces applications dans la
section du chapitre I} Comme nous avons vu, la cryptologie est une source d’inspiration
particuliérement bien représentée, et il est donc important de décrire les principales classes de
réseaux “cryptographiques”.

3.2.1 Modéles sphériques

La fagon la plus naturelle de choisir un réseau “au hasard” est de choisir indépendamment
p vecteurs dans la boule unité n-dimensionnelle, avec une distribution invariante par rotation.
Celui-ci est le modéle sphérique introduit par la premiére fois dans [19], et depuis étudié en [3] 5]
(Voir section . Malheureusement, ce modéle n’apparait pas dans les applications potentielles
de la réduction (sauf peut-étre dans la programmation linéire entiére), mais il constitue un modéle
de référence, auquel on peut comparer les modéles inspirés des applications.

Nous considérons des distributions v(,) dans R™ qui sont invariantes par rotation, et qui
satisfont I/(n)(O) = (. Ces distributions sont appelées “distributions sphériques simples”. Pour une
distribution sphérique simple, la partie angulaire 6, := b(n)/ \b(n)] est uniformément distribuée
dans la sphére unité S,y := {z € R” : ||z|| = 1}. En plus, la partie radiale |b(,)|* et la partie
angulaire sont indépendantes. Alors, une distribution sphérique est complétement déterminée
par la distribution de sa partie radiale, notée p(,).

Ici, les distributions beta et gamma jouent un role important, et leurs définitions et propriétés
seront rappelées dans la section de ce chapitre. Nous décrivons maintenant trois exemples
naturels de distributions sphériques simples.

(a) Le premier exemple d’une distribution sphérique simple est la distribution uniforme dans
la boule unité B, := {z € R" | ||z|| < 1}. Dans ce cas, la distribution radiale p(,) est
égale a la distribution beta G(n/2,1).

(b) Un second exemple est la distribution uniforme sur la sphére unitaire S,,), ot la distribution
radiale p(,) est une mésure de Dirac sur z = 1.

(¢) Un dernier exemple est lié aux distributions gaussiennes, lorsque les n coordonnées du
vecteur b(,) sont indépendantes et distribuées avec la loi normale standard A/(0, 1). Dans
ce cas, la distribution radiale p(,) posséde une densité égale a 2, 5(2t).

Lorsque le systeme B, (,,) est formé de p vecteurs (avec p < n) qui sont pris au hasard dans R,
indépendamment, et avec la méme distribution sphérique simple v/(,,), nous disons que ce systéme
By (n est distribué selon un “modéle sphérique”. Sous ce modéle, le systéme B, ,y (pour p < n)

est presque stirement linéairement indépendant.

3.2.2 Notion naturelle de réseau aléatoire

I1 y a une notion naturelle de réseau aléatoire, introduite par Siegel [68] en 1945. L’espace des
réseaux de dimension n dans R™ (a4 homothéthie prés) peut étre identifié avec le quotient X,, =
SL,(R)/SL,(Z). Le groupe G,, = SL,(R) posséde une unique mesure de Haar bi-invariante,
qui se projette sur une mesure finie dans l'espace X,,. Cette mesure 7, (qu'on normalise en
une mesure de probabilité) est par définition 'unique probabilité en X,, qui est invariante sous
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laction de G,, : si A C X,, est mesurable et g € G, alors x,(A) = xn(gA). Ceci définit
naturellement une notion de réseau aléatoire. Nous allons révenir sur cette notion dans 1’étude
du cas bidimensionnel, dans la section [2.2] de la partie [[TI]

3.2.3 Les bases d’Ajtai

Elles ont été introduites par Ajtai pour modéliser des instances difficiles vis-a-vis de la ré-
duction [1]. Considérons une famille d’entiers a := (a; ) définie pour 1 < i < p, satisfaisant pour
tout ¢,

a
Sitle lorsque p — oo.
Qip

. . . . .. . . — a .
Historiquement, Ajtai a choisi de travailler avec la suite a;, = 22p—i+1)* avec un réel a > 1,
qui fournit une suite rapidement décroissante.

Une suite de bases d’Ajtai B, := (Bp(a)) relative a la famille a = (a;,) est définie comme
suit : la base B, est de dimension p et elle est formée par les vecteurs b; , € ZP de la forme

i—1
Aip A
o o o _%p Gjp
bip=a;pe; + g a; jp €j avec a; jp = rand ( 5 o
Jj=1

) pour j < 4,

ot ej, 1 < j < p est la base canonique de RP. Comme la base est sous forme triangulaire, le
coefficient m; ; et les longueurs ¢; se lisent directement sur I’entrée : le coefficient m; ; est égal
a a;jp/a;p, tandis que ¢; est égal a a;p. Ces bases sont donc déja réduites en taille, mais en
taille seulement, car, par contre, tous les rapports de Siegel 7;, d’entrée, égaux & ajt1,/aip,
tendent vers 0 lorsque p tend vers l'infini, et sont donc trés loin de satisfaire la minoration de
Siegel r;, > 1/s. C’est pourquoi de telles bases ont été utilisées par Ajtai en [I] pour montrer
I'optimalité des bornes du pire des cas fournies en [46].

Dans la définition initiale de la distribution d’Ajtai, les longueurs ¢; des orthogonalisés de
Siegel sont fixes. Les seules variables sont alors les coefficients m; ; qui sont choisis aléatoirement
dans (—1/2,+1/2). L’idée sous-jacente & ce modéle est que ce sont les longueurs ¢; qui sont
importantes dans ’algorithme, et non pas les coefficients m; ; qui jouent un réle moindre.

Mais, on peut aussi, si I’on veut des instances de difficulté variable, travailler avec des rapports
de Siegel r; , de comportement variable. Notre idée est de les choisir selon une loi puissance de
la forme

x .
Pr [Ti,p < 7} = g 0w, avec z € [0,1], 6;, — —1, quand p — oc.
s

Ces distributions seront appelées (dans la theése) distributions d’Ajtai de parameétre 6 = (6; ;).
Ces bases ne sont jamais réduites, car aucune des conditions de réduction de Siegel n’est satisfaite,
mais elles peuvent étre de difficulté variable en fonction de 'exposant de la loi puissance. La loi
du rapport r; ;, admet une densité proportionnelle a z¥%r et Pexposant 0; p, qui jouera un role trés
important dans la suite de cette thése, sera appelé la valuation de cette distribution. Ainsi quand
0 est grand, les bases sont faciles & réduire, alors que, lorsque 6 tend vers -1, les bases deviennent
trés difficiles & réduire. La valuation est le paramétre essentiel du modéle aléatoire dans lequel
nous analysons I'algorithme de Gauss, et qui généralise le modéle d’Ajtai. Il est présenté dans le
chapitre [I] de la partie [[I}
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N ¢ 0 R@) I(a)
2 0 ¢ 0 R@H) S(ah)
: _ . (3.1)
0 0 1 —ay ol
00 0 s | 0 0 c R@™) (a@m)
[ 1 0 0 0 [ 1 0 0 07
1 0 0 0 1 0 0
: (3.2)
0 O 1 0 0 0 1 0
or o o o /@] Lab Bk o (Fao n )
[ hi  ho h3 hyp ]
s 0 hn hl h2 hn—l
_| dn On S I S S SR
Acq,h) : [Mn(h) I, ] avec  My(h) : ' 1 . '1 . ' 2 |. (3.3)
| h2 hs hg -+ hy |

FIGURE 3.1 — Différents types de bases de réseaux utilisés dans les applications.

3.2.4 Reéseaux des applications : Variantes des bases sac-a-dos et de ses
transposées

Les bases issues d’applications sont toutes structurées, et toutes formées par des matrices
identité dont on rajoute I'information particuliére dans les bords. Nous les avons déja rencontrées
au chapitre [I] et elles sont rappelées dans la figure 3.1

Ce type réunit les bases qui arrivent naturellement dans les applications suivantes :

(a) Les bases de type sac-a-dos sont constituées par les lignes des matrices de de la fi-
gure A gauche, les réseaux sac-a-dos proprement dits, les composantes (a1, ag, ..., ap)
sont tirés indépendamment et uniformement dans Uintervalle [—s, s]. Des telles bases ap-
paraissent souvent en cryptanalyse, dans des cryptosystémes reposant sur la difficulté du
probléme du sac-a-dos. De bases semblables apparaissent en théorie des nombres pour la re-
construction du polynéme minimal (voir a droite) et la détection de relations entiéres
entre nombres réels.

(b) Les bases relatives aux transposées des matrices précédentes, décrites dans (3.2) de la
figure apparaissent dans la recherche de relations diophantiennes simultanées (dans ce
cas q € Z, voir a gauche) ou en géométrie discréte (¢ = 1). Des matrices semblables
apparaissent dans la recherche de racines k—1émes (voir a droite)

(c¢) Le cryptosystéme NTRU se décrit dans le contexte des polynoémes sur un corps fini, mais
la clé secréte peut étre vue comme la base du réseau spécifié par les colonnes de la matrice
(2p x 2p) décrite dans de la figure oll q est une petite puissance de 2 et les
coefficients h; sont des entiers de U'intervalle | — q/2, q/2].

3.2.5 Modéles probabilistes continus ou discrets

Mis a part deux modéles —le modéle sphérique, ou le modéle des réseaux aléatoires— qui sont
des modéles continus, tous les autres (le modéle d’Ajtai ou les modéles de type sac-a-dos) sont
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des modéles discrets. Dans ces cas-1a, il est naturel de construire des modéles probabilistes qui
préservent la “forme” des matrices et qui remplacent les coefficients discrets par des coefficients
continus. Ceci permet d’utiliser toutes les outils du calcul dans les analyses probabilistes, tout
en obtenant des conclusions pour les modéles discrets.
(a) Un premier exemple est le modele d’Ajtai relatif & la séquence a := (a;,), pour lequel la
version continue de dimension p est la suivante
i—1
bip = aipe; + Z:ci7j7paj7pej avec  x;j, =rand(—1/2,1/2) pour tout j < i < p.
j=1
(b) On peut aussi remplacer le modéle discret associé aux bases sac-a-dos de la figure
(a) par le modéle continu ou A = (ay,az,...,a,) est remplacée par un vecteur réel x
uniformément distribué dans la boule ||z||oc < 1 et I, est remplacé par pl,, avec une petite
constante positive 0 < p < 1. Informellement, choisir des matrices aléatoires continues
indépendamment et uniformément parmi les matrices de méme “forme”, conduit & une
classe de réseaux de “forme sac-a-dos”.
Remarque. Il n’est pas clair que des tels réseaux ayant une forme sac-a-dos partagent toutes
les propriétés qui sont propres aux réseaux sac-a-dos qui viennent des applications, tout particu-

lierement 'existence d’un vecteur particuliérement court (de longueur beaucoup plus petite que
la borne garantie par le théoréme de Minkowski [1.3]).

Réciproquement, nous pouvons associer a n’importe quel modéle continu un modéle discret :
considérons un domaine B C R™ avec une frontiére “réguliére” (continue, différentiable). Pour
tout entier IV, nous pouvons ‘“remplacer” une distribution continue dans le domaine B relatif a
une densité f de classe C'! par la distribution dans le domaine discret

ZTL

BN ::Bﬂﬁ,

défini par la restriction fy de f & By. Lorsque N — oo, la distribution relative & la densité fy
tend vers la distribution relative & f, grace au principe de Gauss, qui met en relation le volume
d’un domaine A C B (avec une frontiére réguliére d.A) et le nombre de points dans le domaine

Ay := AN By,

N?’L
Nous pouvons appliquer ce cadre a n’importe quel modéle sphérique simple, voire aux modéles
introduits dans le cas bidimensionnel.

Lcard(AN) = Vol(A) + O (;) Area(0A).

Dans le méme esprit, on peut considérer une version discréte de la notion de réseau aléatoire :
considérons ’ensemble L£(n, N) des réseaux entiers n-dimensionnels de déterminant N. Tout
réseau de L£(n, N) peut étre transformé dasn un réseau de X,, (défini en par 'homothétie
Y de rayon N~—1/". Goldstein et Mayer [27] montrent le résultat suivant : Pour tout ensemble
mesurable A C X,, dont le bord 0A vérifie x,[0A] = 0, la fraction de réseaux de L(n,N) dont
I'image par vy appartient & A tend vers x,(A) lorsque N tend vers I'infini. Autrement dit,
I'image par 1 de la probabilité uniforme dans L£(n, N) tend vers la mesure y,. Ainsi, pour
engendrer des réseaux aléatoires dans un sens naturel, il suffit d’engendrer uniformément et au
hasard un réseau dans L£(n, N) pour N grand. Ceci est particuliérement facile lorsque N = ¢
est un nombre premier. En effet, lorsque ¢ est un grand premier, la plupart des réseaux dans
L(n,q) sont des réseaux engendrés par les lignes des matrices décrites dans la figure (d), ou les
composantes x; du vecteur x (avec i € [[1,n—1]) sont choisies indépendamment et uniformément
dans {0,...,q —1}.
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3.3 Analyses existantes dans les modéles sphériques.

Dans cette section, la dimension de ’espace ambiant est notée n, la dimension du réseau est
notée p, et une base d’un réseau de dimension p dans R™ est notée B, ). La codimension g,
égale par définition & n — p, joue ici un roéle fundamental. Nous considérons le cas ott n tend vers
I'infini alors que g := g(n) est une fonction fixe de n (avec g(n) < n). Nous sommes intéressés
dans les questions suivantes :

(a) Considérons un réel s > 1. Quelle est la probabilité 7, ,,) ; qu'une base aléatoire B, (,) soit
déja s-réduite dans le sens de Siegel (voir ?
(b) Considérons un réel ¢ > 1. Quel est le nombre espéré d’itérations de l’algorithme LLL()
pour une base aléatoire By, (,,) 7
(¢) Quelle est la valeur moyenne du premier minimum du réseau engendré par une base aléatoire
Bpm)?
Cette section répond a ces questions dans le cas ou By, (,,) est choisi au hasard selon un modele
sphérique, et montre qu’il y a deux cas distincts selon la valeur de la codimension g := n — p.

3.3.1 Intégrales eulériennes : fonctions gamma et beta

Dans les calculs liés aux densités de probabilité de ce chapitre et de la thése en général, nous
allons rencontrer les fonctions gamma et beta. Ici nous rappelons trés briévement leurs définitions
ainsi que quelques unes de leurs propriétés. Nous suivons I'exposé de Flajolet et Sedgewick dans
[23]. La fonction gamma a été définie par Euler comme 'intégrale

F(s):/ e 't Ldt,
0

ou l'intégrale converge lorsque R(s) > 0. Une intégration par parties fournit ’équation fonction-
nelle de base I'(s + 1) = sI'(s) Les relations I'(1) = 1, I'(n 4+ 1) = n! prouvent que la fonction
gamma étend la factorielle & des arguments non entiers. La valeur

1 o dt o 2
(= ::/ e_t:2/ e *dr = /T,
<2> 0 Vi 0

apparait souvent dans les calculs de la thése. Par ailleurs, la fonction beta B(a,b), définie pour
des réels a > 0 et b > 0, est I'intégrale

1
B(a,b) ::/ 211 — z)" ",
0

qui est liée & la fonction gamma par la formule

I'(a)l'(b
B(a,b) = 7( )T )
I'(a+0)
Chacune de ces fonctions posséde une densité de probabilité qui lui est associée. Pour des nombres
réels strictement positifs a,b € RT, la distribution beta de parameétres (a,b), notée Blap) et la
distribution gamma de paramétre a notée y(a) admetttent des densités de la forme

a e—xxa—l
Bap(x) = mﬂca_l(l - ﬂf)b_ll(o,l)@)v Ya(T) = WI[O,—FOO)(‘T)'

Les intégrales des densités beta apparaitront dans les calculs des constantes de normalisation des
densités, dans la section de la partie ainsi que dans les calculs liés aux distributions des
parametres de la sortie, dans le chapitre [2 de la partie [[TI}
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3.3.2 Principaux paramétres

Soit By, () un systeéme linéairement indépendant de vecteurs de R™ dont la codimension est

=n — p. Soit B* (1) la base de Gram-Schmidt associée. Nous sommes intéressés par comparer
les longueurs de deux vecteurs successifs du systéme orthogonal. Nous allons introduire plusieurs
parametres reliés a la réduction de Siegel du systéme B, ().

Définition 3.1. A un systéeme B, (n) de p vecteurs de R™, nous associons le systeme de Gram-
Schmidt B; (n) et la séquence r; .y de rapports de Siegel définie par

En—j—&—l,(n)
E‘ n = )
J,(n) Co ()

forg+1<j<n-1,

ainsi que les deux autres parameétres
My ) = min{fi(n); g+1<j<n-1} Z,,(n) := min {j : Ki(n) = /\/lg7(n)} )

Le parametre M, (,y est le niveau de réduction, et le paramétre Z, ,,) est 'indice de pire réduction
locale.

Remarque 3.1. Le rapport de Siegel Tj(n) €St fortement relié au rapport r; du chapitre précédent.
Il y a néanmoins deux différences : le role de la dimension n de l'espace ambiant apparait
nettement, et les indices ¢ et j sont reliés via r; := r;,_;. Le role de cette “inversion du temps”
sera expliquée plus tard. La variable M, (, est la borne supérieure de I'ensemble des 1/ s pour
lesquels la base B,,_g (,) est s-réduite au sens de Siegel. Autrement dit, 1 /./\/lgy(n) est la borne
inférieure des valeurs de s? pour lesquels la base By, _g,(n) est s-réduite au sens de Siegel. Cette

variable est reliée & notre probléme initial, grace a ’égalité

1
est s—réduite] = Pr[M, ,) > ],

Wn,g’(n)ﬁ = Pr[B - 52

nfgv(n)
et nous voulons évaluer la distribution limite (si elle existe) de M ,,) lorsque n — oo. La seconde
variable Z, () désigne le plus petit indice j pour lequel la condition de Siegel relative a l'indice
n — j est la plus faible. Alors, n —Z, () est le plus grand indice ¢ pour lequel la condition de
Siegel relative a 'indice ¢ est la plus faible. Cet indice est celui de la base locale la moins réduite.

Lorsque le systeme By, ,,) est choisi aléatoirement, les rapports de Siegel, le niveau de réduc-
tion et I'indice de pire réduction locale sont des variables aléatoires, bien définies lorsque By, ()
est un systéme linéairement indépendant. Nous voulons étudier le comportément asymptotique
de ces variables aléatoires (par rapport a la dimension n de I'espace ambiant), lorsque le systéme
B, (n) est distribué selon un modéle sphérique concentré, ou la distribution radiale p(,,) satisfait
la propriété de concentration suivante :

Il existe une suite (ay, ), et des constantes dj,d2, @ > 0, 6y € (0,1) telles que, pour tout n et

tout 0 € (0, 0), la fonction distribution py,) satisfait

Py (an(1+0)) = pin) (an(l — 0)) > 1 — dye” =20 (3.4)

Dans ce cas, il est possible de transférer des résultats obtenus pour la distribution uniforme
sur S, [ou la distribution radiale est une Dirac| aux distributions sphériques plus générales,
pourvu que la distribution radiale soit suffisament concentrée. Cette propriété de concentration
C est remplie dans les trois cas principaux de distributions sphériques simples que nous avons
décrit dans la section de ce chapitre.
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3.3.3 Probabilité qu’une base d’entrée soit déja réduite.

Nous allons tout d’abord rappeler quelques notions de probabilités, et fixer des notations
avant d’énoncer le premier résultat principal.

Définition 3.2. Une suite (X,) de variables aléatories réelles converge en distribution wvers la
variable aléatoire réelle X si et seulement si la fonction répartition F,, de X,, converge ponctuel-
lement a la fonction distribution F de X dans I’ensemble de points de continuité de F'. Une suite
(Xy) de variables aléatoires réelles converge en probabilité o une constante a si pour tout € > 0,
la suite Pr[|X,, — a|] > €] tends vers 0. Les deur situations sont respectivement notées par

X, 9 x, X,
n

proba.

n

Le premier résultat central de cette section est le suivant :

Théoréme 3.1 (Akhavi, Marckert, Rouault [5] 2005). Soit B,, () une base aléatoire de codimen-
ston g :=mn — p sous un modele sphérique concentré. Soit s > 1 un paramétre réel, et supposons
que la dimension n de l’espace ambiant tends vers linfini. Alors,
(i) Si g :=mn —p tends vers l'infini, alors la probabilité Tp,(n),s qU€ By (n) soit s—réduile tends
vers 1.
(i) Si g == n — p est constant, alors la probabilité , ) s que By, () soit s-réduite converge
a une constante en (0,1) (dépendant en s et g). En plus, l'indice de pire réduction locale
Zy,(n) converge en distribution.

3.3.4 Lois § pour les rapports de Siegel.
Les lois beta et gamma apparaissent trés fréquemment lorsque l'on travaille avec ’orthogo-

nalisation de Gram-Schmidt. Nous commengons par étudier les variables Y () définies par

02
Yy = Js(n)
35(n) ‘bj,(n)P

for j € [2..n].

et on montre qu’elles admettent des lois beta.

Proposition 3.1 (Akhavi, Marckert, Rouault [5] 2005). (i) Dans tout modéle sphérique, les
variables Z?,(n) sont indépendantes. En plus, la variable Y,y suit la loi beta B((n — j +
1)/2,(j—1)/2), pour j € [2..n], et toutes les variables de 'ensemble {Y; (), bk () |*; (4, k) €
[2..n] x [1..n]} sont indépendantes.

(ii) Sous le modeéle de la boule aléatoire U, la variable E? (n) Suit la loi beta Bl(n—ji+1)/2,(j+
1)/2).

La proposition [3.1] va permettre de montrer que, sous un modeéle sphérique concentré, les lois
beta et gamma vont jouer un role central dans ’analyse des principaux paramétres introduits
dans la définition

Notons (7;);>1 une séquence de variables aléatoires indépendantes ot 7; suit une loi gamma
v(i/2) et considérons, pour k > 1, les variables aléatoires suivantes

Ric = M/ Mie+1, My =min{R;; j>k+1}, Iy =min{j > k+1; R; =My}

Dans la suite nous allons montrer que ces variables interviennent comme les limites des variables
(du méme nom) de la définition 3.2) (ou[3.1]). Plusieurs arguments interviennent dans cette preuve :
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(a) Observons d’abord que, pour les indices de la forme n — i avec i fixe, la variable zi_i (n)
tends vers 1 lorsque n — oc. Il est alors convenable d’étendre la tuple (r; ) (définie

uniquement pour j < n — 1) dans une suite infinie en posant Tk (n) "= 1 pour tout k > n.

(b) Ensuite, la convergence

d

R; L1, VAR, — 1) 2 N(0,4),
J

nous amene a considérer la suite (R; —1);>1 comme un élément de 'espace L4, pour ¢ > 2.

Nous rappelons que

Ly = {z,||z|ly < +o0}, with ||lz|, == (Z ]m,-]q)l/q, for x = (24)i>1.
i>1

(c) Enfin, des résultats classiques sur des variables indépendantes distribuées selon des lois
gamma et beta, ainsi que la loi des grands nombres et la proposition [3.1] prouvent que
Pour tout j > 1, r? @, R, (3.5)
J=5 Lim) —, J '
Cela suggére que le minimum M, () est atteint par les variables r? ) correspondantes
aux plus petits indices j, motivant ainsi I'inversion temporelle faite dans la définition [3.2]
(ou autre, c’est a confirmer).

3.3.5 Le processus limite

Il est alors possible de prouver que les processus R, := (fk,(n) — 1)g>1 convergent (en
distribution) vers le processus R := (Rjy — 1)g>1 dans 'espace L, lorsque la dimension n de
I'espace ambient tend vers l'infini co. Puisque M, () et Z (,,) sont des fonctionnelles continues
du processus R, elles convergent aussi en distribution respectivement vers My et Z.

Théoréme 3.2 (Akhavi, Marckert, Rouault [5] 2005). Pour toute distribution sphérique concen-
trée, nous avons
d
(i) La convergence (g%’(n) —1)g>1 % (R, —1)i>1 est vérifiée dans tout espace Ly, avec q > 2.

(ii) Pour tout k fizé, nous avons : Mk’(n) % M, Ik,(n) (Z) .

proba.

(4ii) Pour toute suite n — g(n) avec g(n) < n et g(n) — o0, on a : My ) T L.

Ce résultat résout le probléme original et prouve le théoréme [3.I] Maintenant nous don-
nons quelques précisions sur les processus limites VR, VM, et nous décrivons quelques pro-
priétés des fonctions répartition Fj, de v My, qui est d’un intérét particulier, grace a I'égalité
limy, o0 Mg (n),s = 1 — Fi(1/5).

Proposition 3.2 (Akhavi, Marckert, Rouault [5] 2005). Les processus limites /Ry, vV My, admet
tent des densités satisfaisant les propriétés suivantes :

(i) Pour tout k, la densité oy, de VR, est

k k+1> rk=1 [(a+b)

outa) =28 (5,500 ) Ty o), with Bl =



Chapitre 8. Premiers résultats sur le comportement probabiliste de ’algorithme LLL

(74) Pour tout k, les variables aléatoires / My, My, ont des densités, qui sont positives sur (0, 1)
et nulles ailleurs. Les fonctions répartition Fy, Gy, satisfont pour x prés de 0, et pour chaque

k,
r (T) Fy(e) ~ 2 Gi(e) = Fu(Va).

Il existe T tel que pour chaque k, et pour x € [0,1] satisfaisant |z> — 1| < (1/Vk)
2
-
()]

111) Pour tout k, le cardinal de 'ensemble {j > k+1; R, = My} est presque sirement égal
J
al.

0<1—Fpy(x) <exp

4000

3000 |

8 A 2000 |- -

4 F A 1000 -

FIGURE 3.2 — A gauche : simulation de la densité de Mg avec 10% expériences. A droite :
I'histogramme de Z, construit a partir de 104 simulations. Pour tout g, la suite k — Pr[Z, = k]
parait decroitre rapidement.

En particulier, pour un réseau plein (i.e., de dimension p = n),

. 1 . [ 752
lim 7, ()5 ~s—o0 1 — =, lim 7, ()5 < €xp |— < 5 > ] lorsque s — 1
n—oo s n—00 s« —1

La figure [3.2l montre des expériences dans le cas d’un réseau plein (g = 0). Dans ce cas, la densité
go de My est égale & ©(1//x) lorsque x — 0 et tend rapidement vers 0 lorsque z — 1. Par
ailleurs, la méme figure montre que 'indice de pire réduction pour un réseau plein est presque
toujours trés petit, ce qui veut dire que le premier indice ¢ pour lequel le test du pas 2 de
l'algorithme LLL (voir figure n’est pas vérifié est un indice trés proche de n.

Ces méthodes probabilistes ne fournissent aucune information sur la vitesse de convergence
de 7, _g (n) vers 1 lorsque n et g tendent vers I'infini. Dans le cas du modéle de la boule aléatoire,
Akhavi travaille directement avec la loi beta des variables ¢; et observe que

= 1, = It PR 1\
1—=7pm)s < ZPT[&‘—H < g&] < ZPI"[&H < g] < ZGXP [QH (n)] <s) )
i=1 i=1 i=1
ou H est la fonction entropie binaire, définie par H(x) = —xlogx — (1 — x)log(1l — ), pour

x € [0, 1], qui satisfait 0 < H(z) < log2. Cela prouve la proposition suivante.
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Proposition 3.3 (Akhavi [4] 2000). Sous le modéle de la boule aléatoire, la probabilité qu’une
base By, (ny soit réduite satisfait, pour chaque n, pour chaque p < n et pour chaque s > 1,

Lo (D
1—7r/p7(n)’s§8_1 (V)" | - :

En particulier, pour tout s > /2, la probabilité que Bep,(n) s0it s—réduite tend exponentiellement
vers 1, pourvu que 1 — ¢ soit plus grand que 1/(21gs).

3.3.6 Une premiére analyse probabiliste de 1’algorithme LLL

Dans le cas du modéle de la boule aléatoire, Daudé et Vallée travaillent directement avec
la loi beta des variables ¢; et ils obtiennent des estimations, a la fois pour le nombre moyen
d’itérations K et pour le premier minimum A(L). L’article [I9] considére uniquement le cas
des réseaux pleins (ceux pour lesquels p = n) mais il est facile de généraliser la preuve a une
dimension p < n quelconque. En utilisant des propriétés de la fonction beta, Daudé et Vallée
obtiennent d’abord une estimation simple pour la distribution de la longueur #;,

Pr[t; < u] < (uy/n)" L,

Ils en déduisent des informations sur la distribution de la variable aléatoire a := min ¢;,

P
rla < 4] gz r[l; < u) < (2y/n)u P E[log(i)}gl[;logn—l—Q].

n—p+1

Le résultat suivant se déduit alors de la majoration (2.29)), et montre que, comme précédemment,
il y a deux régimes selon la position de la dimension p du réseau par rapport a la dimension n
de I’espace ambiant.

Théoréme 3.3 (Daudé et Vallée [I9] 1994). Sous le modeéle de la boule aléatoire, le nombre

moyen d’itérations K de lalgorithme LLL(t) dans la base B, () satisfait l'inégalité

plp—1) (1 1
E Kl <p-1 —1 2
piﬂ)[ I<p +n—p+1 <logt 2 ogn 2l

De plus, le premier minimum du réseau engendré par By, ) satisfait 'inégalité

Ep,(n) [)‘(ﬁ)] >

n—p+1/ 1 YO+
n—p+2 <2\/ﬁ>

Dans le cas ot p = cn, avec ¢ < 1, on obtient

Eep () [K] < 10110 (lolgt) [; logn + 2] v Eenm)[AL)] = exp [2(1—0)71 log(4n)

Ce résultat montre que dans le cas général p < n, le nombre moyen d’itérations est d’ordre
O(n?logn), mais qu’il devient d’ordre O(n?~%logn) lorsque la codimension g = n—p est Q(n?);
il est en particulier d’ordre O(nlogn) lorsque quand la dimension p est de la forme p = cn
avec ¢ < 1. La valeur moyenne de la variable [1 — A(£)] devient d’ordre O(n~%logn) lorsque la
codimension g = n — p est Q(n®). Elle est en particulier d’ordre O(n~!logn) lorsque quand la

dimension p est de la forme p = cn avec ¢ < 1.
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3.3.7 Lois puissances pour les rapports de Siegel de la fin.

Dans le modéle sphérique, et lorsque la dimension n tend vers I'infini, toutes les bases locales
(sauf peut-étre les derniéres) sont déja réduites au sens de s-Siegel. Pour les bases locales de la
fin, avec des indices ¢ :=n — k, pour k > 1 fixe, le rapport de Siegel 7, admet une densité ¢y
qui est décrite dans la proposition [3:2] Dans les deux cas © — 0 et x — o0, la densité ) a un
comportement de type puissance,

or(z) = (2" 1), pour x — 0, or(x) =0(z7%2)  pour z — oco.

Les bases locales correspondant au modeéle d’Ajtai ont un rapport de Siegel qui admet une
densité initiale de type puissance (voir section de ce chapitre), avec un exposant 6, appelé
la valuation, qui est choisi proche de —1 pour des instances vraiment difficiles. On voit ici
que, dans les modéles sphériques, méme les derniéres bases locales, qui sont non réduites en
général, rentrent dans le modéle d’Ajtai, méme si elles n’en constituent pas des instances vraiment
difficiles, puisque leur exposant est toujours au moins égal a 0.

3.4 Résultats expérimentaux et conjectures sur le comportement
probabiliste de 1’algorithme.

Nguyen et Stehlé ont utilisé leur programmation, & la fois trés efficace et prouvée, de 1'algo-
rithme LLL en virgule flottante [58] pour conduire des expérimentations extensives dans deux
types de bases importants : les bases d’Ajtai et les bases de type sac-a-dos. Leurs résultats sont
décrits dans l'article [60]. Ces deux types de bases constituent chacun des extrémes vis & vis des
algorithmes de réduction, puisque les bases de type sac-a-dos sont assez faciles a réduire, tandis
que les bases d’Ajtai (au sens historique) représentent des instances difficiles de la réduction.

On peut chercher & décrire le comportement probabiliste de ’algorithme LLL vis-a-vis de
deux types de paramétres :

(a) les parameétres d’exécution, et en particulier le nombre d’itérations K de 'algorithme.

(b) les parameétres qui décrivent la configuration de sortie de I’algorithme, et en particulier, la
valeur finale 7, du k-éme rapport de Siegel, le défaut d’orthogonalité p, le défaut d’Hermite
v, et le premier défaut de longueur 6, qui ont été définis dans le précédent chapitre

On cherche en particulier & comparer les moyennes empiriques de ces variables et les bornes
supérieures obtenues dans le chapitre précédent, dans les théorémes et et les questions
suivantes sont du plus grand intérét :

(a) Ces deux grandeurs —bornes dans le pire des cas et moyennes empiriques— ont—elles le méme
ordre de grandeur asymptotique ?

(b) Le comportement de ces moyennes empiriques dépend-il du type de base choisie ?

Les figures et montrent quelques uns des principaux résultats expérimentaux, qui sont
également décrits par Stehlé dans l'article [70]. Nous les commentons maintenant.
3.4.1 Géométrie de la sortie

La géométrie de la sortie de la base locale Us parait ne dépendre ni du type de bases consi-
dérées, ni de I'indice k. sauf peut-étre pour des valeurs extrémes de k. On considére le nombre
complexe Zj, relié a la base de sortie Uy := (U, 0) via 'inégalité 2 := My, g1 + i7. Puisque la
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Principaux parameétres. 7L ol 0 P K

Pire des cas 1/s | sP~1 | sP=1 | sP0=1/2 | ©(Mp?)
(Bornes supérieures)

Bases d’Ajtai aléatoires | 1/a | a?~! | a®P=1/2 | oP(P=1)/2 | 9(Mp?)
(Moyennes empiriques)

Bases sac-a-dos aléatoires | 1/a | a?~1 | aP=1)/2 | op(r=1/2 | ©(Mp)

(Moyennes empiriques)

FIGURE 3.3 — Comparaison entre les majorants prouvés et les moyennes empiriques des principaux
paramétres. Ici, p est la dimension de la base d’entrée et M est la longueur binaire de la base d’entrée :

M :=O(log N) ot N := max ||b;||*.

0.036 T T T T T T T 1.25 T T T T T
0.034

0.032

0.028
0.026
0.024

0.022

L L
60 70 80 90 100 110 120 130 0.6 0.4 02 0 0.2 0.4 0.6

FIGURE 3.4 — A gauche : résultats expérimentaux pour log, . La valeur expérimentale du paramétre
[1/(2p)] E[logy 7] est proche de 0.03, et donc « est proche de 1.04. A droite, la distribution de sortie des
bases locales.

condition de t—Lovéasz, décrite dans la défintion est satisfaite par Uk, le nombre complexe Z
appartient au domaine

Fom{2€C |d 2 1/t [R()| < 1/2}.

La géométrie d’une base locale de sortie U, “générique” est caractérisée par une distribution qui
donne un poids important aux “coins” de F; définis par F; N {z;3z < 1/t} (Voir figure
droite). Les moyennes empiriques des rapports de Siegel 7 := (Z;) paraissent étre de la méme
forme que les majorants prouvés. Il apparait un facteur « (proche de 1.04) qui remplace le facteur
so =2/ V/3 ~ 1.15 obtenu dans I’analyse du pire cas lorsque t( est proche de 1.

Pour le parameétre 6(B), la situation est légérement différente. On remarque que les estima-
tions pour le paramétre 6 ne sont pas seulement une conséquence des estimations des rapports
de Siegel, mais elles dépendent aussi des estimations qui relient le premier minimum et le déter-
minant. La plupart des réseaux sont probablement réguliers : ceci signifie que la valeur moyenne
du rapport entre le premier minimum A(£) et det(£)Y/? est d’ordre polynomial par rapport a
la dimension p. Cette propriété de régularité impliquerait alors que la moyenne empirique de
paramétre 0 est de la méme forme que le majorant prouvé, a un facteur al/? pres (proche de
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1.02) qui remplace le rapport de Siegel sg, proche de 1.15. Cela apparait vérifié dans les résultats
expérimentaux présentés.

Questions ouvertes. Est-ce que la constante o admet une définition mathématique, reliée
par exemple au systéme dynamique sous-jacent (cf. chapitre |1} partie ? Est-il vrai que la
plupart des réseaux considérés sont assez ‘réguliers”, avec une notion adéquate de la régularité,
a définir ?

3.4.2 Paramétres d’exécution

En ce qui concernant le nombre d’itérations, la situation différe, comme on pouvait s’y at-
tendre, selon les types de bases que 'on étudie. Dans le cas des bases d’Ajtai, le nombre d’ité-
rations K montre expérimentalement une moyenne empirique de méme ordre que le majorant
prouvé, c’est -a-dire d’ordre O(Mp?) alors que, dans le cas de bases de type sac-a-dos, le nombre
d’itérations K a une moyenne empirique dont 'ordre de grandeur est plus petit que celui du
majorant prouvé, plus précisément d’ordre O(Mp).

Question ouverte. Est-ce vrai pour toutes les bases sac-a-dos, en particulier pour celles que
I’on utilise dans les applications cryptographiques ?

3.4.3 Le travail de cette thése

A Dissue de ce chapitre, qui termine la partie[[|de cette thése, nous pouvons maintenant décrire
la suite de notre travail. Cette thése présente plusieurs méthodes qui pourraient (devraient ?) nous
conduire a expliquer les résultats des expérimentations de Nguyen et Stehlé. L’idée directrice est
d’utiliser l'algorithme de Gauss comme un outil central pour ce propos. Et le but ultime (non
atteint dans la thése) consiste & obtenir, dans des modéles réalistes, una analyse probabiliste des
principaux parameétres

(a) les parameétres d’exécution, et en particulier le nombre d’itérations K de I’algorithme.

(b) les paramétres qui décrivent la configuration de sortie de I’algorithme, et en particulier, la
valeur finale 7 du k-éme rapport de Siegel, le défaut d’orthogonalité p, le défaut d’Hermite
v, et le premier défaut de longueur 6.

Cette thése vise a4 analyser complétement ces paramétres pour préparer le travail en vue de
I'analyse de l'algorithme LLL. La partie [[] est dédiée a 1'étude de I'exécution, et la partie [[TI] a
I’étude de la configuration de sortie.
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Deuxiéme partie

Analyses de l'algorithme de Gauss :
Etude probabiliste de ’exécution
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Chapitre 1

Modélisations des algorithmes de
(Gauss : Versions complexes, Point de
vue dynamique.
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

Dans la premiére section, I'invariance par similitude de ’exécution d’un algorithme de réduc-
tion permet d’adopter une vue “projective”. En dimension 2, il en résulte une version complexe
de lalgorithme de Gauss, définie simplement comme l’itération d’une transformation dans le
plan complexe qui généralise la transformation des fractions continues. Dans la deuxiéme sec-
tion, nous voyons cet algorithme comme un systéme dynamique, et nous étudions, dans cette
optique, ses principales caractéristiques : ensembles d’entrée, de sortie, dynamique du systéme. Il
ne reste alors qu’a munir ce systéme dynamique d’un modéle probabiliste d’entrées. C’est ’objet
de la troisiéme section ol nous définissons le modéle probabiliste d’entrées, tant dans sa version
continue que dans sa version discréte. Il s’agit du modéle de valuation r dont nous avons déja
parlé : elle capture des instances de difficulté variable et permet de décrire la transition vers
I’algorithme d’Euclide.

1.1 Versions complexes des algorithmes

1.1.1 Invariance par similitude

Comme on 'a vu, d’un point de vue général, la réduction des réseaux vise a calculer des bases
formées par des vecteurs assez courts et assez orthogonaux : on cherche & construre une base
avec des vecteurs relativement courts en comparaison avec les deux minima du réseau et dont les
angles relatifs soient proches de I'angle droit. On peut donc s’attendre & ce que tout processus
de réduction de réseaux soit invariant par rotation et par homothétie de la base, c’est-a-dire
par similitude, dans le sens suivant : la suite de transformations unimodulaires appliquées par
I’algorithme & une base d’entrée et & la base transformée par similitude est la méme, et les bases
qui en résultent différent par la méme similitude.

Ces constatations informelles prennent forme quand on étudie 'algorithme LLL. Les trans-
formations que l'algorithme LLL applique a chaque étape ne dépendent des coefficients m; ; de
la matrice de Gram-Schmidt P et des rapports de Siegel ¢;1/¢; entre les normes des orthogona-
lisés. Considérons deux bases d’entrée B et C pour lesquelles chaque vecteur ¢; de la base C' est
transformé du vecteur b; de la base B par une similitude S'; on a donc ¢; = Sb; pour i € [1,p].
Alors les matrices lignes B et C sont reliées par la relation C = BS et la décomposition de
Gram-Schmidt de B, qui s’écrit B = PB*, conduit a la relation

C = (PB*)'S=7P (B*1'S).

Puisque P est triangulaire et B*-'S orthogonale, comme produit de deux matrices orthogonales,
I'unicité de la décomposition de Gram-Schmidt montre que C' s’écrit

C =PC”* avec C*=B*.'S

Donc, C' a la méme matrice de Gram-Schmidt que B, et la base orthogonale C* est la transformée
de la base B* par la similitude S : les rapports de Siegel des deux bases B et C sont donc les
mémes. Donc la méme transformation modulaire est appliquée a la base B et & la base C, qui
deviennent donc, au bout d’uneétape, des matrices B’ et C’ vérifiant

B ='UB, ' ='UC='UB"'S)=(UB)'S=DB "8,

qui sont donc de nouveau transformées I'une de l'autre par la similitude S.
En conclusion : Sur deux bases B et C qui se déduisent I'une de 'autre par une similitude
S, Palgorithme LLL effectue exactement la méme suite de transformations, et les bases de sortie
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B et C seront aussi transformées I'une de lautre par la méme similitude S. On dit en abrégé
que ‘T'algorithme LLL est invariant par similitude”. On peut donc se restreindre a la classe des
bases ot le premier vecteur est le premier vecteur de la base canonique. C’est une approche qui
se révele trés fructueuse en dimension 2, comme nous allons le voir maintenant.

1.1.2  Versions complexes des algorithmes de Gauss.

L’invariance par similitude s’exploite bien en dimension 2. On peut considérer indifféremment
que les vecteurs sont des éléments de R? ou de C, mais l'avantage du cadre complexe réside en
Iexistence d’une multiplication. La mutiplication par un complexe X := pe?, de la forme u — \u
se traduit géométriquement par une similitude de rapport p et d’angle #. On définit alors une
relation d’équivalence sur C?, en posant quune paire (u,v) est équivalente par similitude a (u/,v")
s'il existe A € C* tel que (u,v) = (Au/, \v'). Le quotient de C? par cette relation d’équivalence
est isomorphe a C. Alors, nous identifions une base (u,v) avec I'unique base (1,v/u) qui lui est
équivalente. Puisque (u, v) est une base, u et v ne peuvent étre colinéaires et le complexe z = v/u
ne peut étre réel. Une telle base (1, z) est dite normalisée, et I’ensemble des bases normalisées
est donc en bijection avec C \ R.

GAUSS-POSITIF (u, v). GAUSS-AIGU(u, v)

Entrée. Une base positive (u,v) € R?, Entrée. Une base aigiie (u,v) € R?,
avec |[v]| < lull, [7(v,u)] <1/2 avec [[o]| <|lul|,0 < |7(v,u) <1/2.
et det(u,v) > 0. Sortie. Une base aigiie minimale de L(u,v).

Sortie. Une base positive minimale de £(u, v).
1 tant que ||ul| > ||v]|

1 2 faire

2 3 (u,v) «— (v,u)

3 (u,v) «— (v, —u) 4 m «— |[7(v,u)]

4 m «— |7(v,u)] 5 e — sign (7(v,u) — [7(v,u)])

5 vV — v —mu 6 v — €(v —mu)

FI1GURE 1.1 — Algorithme de Gauss : Algorithmes GAUSS-POSITIF et GAUSS-AIGU

Le complexe v/u va jouer un role particulier et, considérant une méme base (u,v) indistinc-
tement sur C? ou R? x R2, la relation

— = i , (1.1)

exprime la traduction entre la division complexe (membre de gauche) et les opérations sur R? x R?
(membre de droite), notamment le produit scalaire u - v et le déterminant det(u,v).

I1 est possible de reécrire les algorithmes de Gauss sur l'entrée (u,v), uniquement en fonction
de z := v/u. Remarquons en particulier que le coefficient de Gram-Schmidt 7(v,u) n’est autre
que la partie réelle de z. Les applications suivantes de C dans C vont jouer un réle important.
J désigne I'application z +— —z, S l'inversion-symétrie z — —1/z et T la translation z — z + 1.
Alors ’échange de deux vecteurs (u,v) < (v,u) se traduit par 'inversion-symétrie —S : z — 1/z
et la translation v < v — mu se traduit par la translation T~ : z — z — m. Partant d’un
complexe z dans le disque C := {z; |z| < 1}, la transformation S I’en sort et la translation 7™
le raméne dans la bande verticale

B:{zeH : yére(z)yg;}.
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

Dongc, l'itération du corps de l'algorithme GAUSS-POSITIF sur (1, z) fournit successivement les

bases
(1,2) = (2,—1) — (z,l— PR (-iﬂ z>,

et la nouvelle base normalisée est donc

(2D

De méme, l'itération du corps de I'algorithme GAUSS-AIGU sur (1, z) fournit successivement les

bases
e (2) - ()]

et la nouvelle base normalisée est donc

(G G-l E)D)

Les conditions de sortie (P1), (P),(Ps) et les conditions (A1), (Az2) du chapitre [2 partie
ont une jolie interprétation géométrique. Désignons par

H:={zeC : 3(z) >0}
le demi-plan supérieur ou encore demi-plan de Poincaré, et par
Hy:={z€H : R(2) >0} H_:={z€H : R(z) <0},
les parties droite et gauche de ce demi-plan. De méme, la bande verticale se décompose en
B=BLUB_ avec By :=BNH; B_:=BNnH_,
et on pose B:= B+ UJB_. De méme, le domaine des bases réduites,

F = {z eH : |z|>1, |R(>)|< ;} (1.2)

se décompose en
F=F+UF_ avec JFi :=BNH;4 F_:=BNH-

et on pose F = FrUJF_.

Finalement, les domaines d’entrée et de sortie de GAUSS-POSITIF sont respectivement B\ F
et F, tandis que les domaines d’entrée et de sortie de (GAUSS-AIGU. sont respectivement B \.7? et
F. Le domaine F , représenté dans la figure intervient dans la théorie des formes modulaires
ou dans la théorie de la réduction des formes quadratiques. A la frontiére prés, il s’agit d’un
domaine fondamental pour 'action du groupe PSLy(Z) sur H par homographies. (voir [65]).
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F+
00—

0B\ F

B\ F

(0,-1)

FIGURE 1.2 — Les bandes B, B, les domaines de sortie F, F et les domaines d’entrée B \ F, g\ F.

GAUSS-POSITIF(2) GAUSS-AIGU(z)
Entrée. z € B\ F Entrée. z GE\ F
Sortie. z € F Sortie. Z € F
While |z| < 1 do While |z| < 1 do

(] SOICINOl)

FIGURE 1.3 — Algorithme GAUSS-POSITIF et GAUSS-AIGU complexes.

1.1.3 Versions analogues des algorithmes d’Euclide centrés.

Cette invariance par similtitude peut aussi s’appliquer avec profit aux algorithmes d’Fuclide,
et en particulier a leurs versions centrées. Si au lieu de travailler avec les paires (u,v) d’entiers,
l’ancien couple (u,v) et le nouveau couple (r,u), on travaille avec les rationnels v/u, 1'ancien
rapport x = u/v et le nouveau rapport y = r/u, chaque division euclidienne peut étre décrite
par une transformation qui associe le nouveau rapport y a l'ancien rapport x, de maniére que
y = V() (dans le cas de EUCLIDE-CENTRE-NON-PLIE) ou y = V(z) (dans le cas de EICLIDE-
CENTRE-PLIE).

Avec T := [~1/2,+1/2] et T := [0,1/2], les transformations V : T — Z ou V : Z — T sont
définies de la maniére suivante

V(z) = i - H L forz 40, V(0)=0, (1.3)
V(z)=e (%) (é - ED , forz#0, V(0)=0. (1.4)

[Iei, e(x) :=sign(z — |x])].
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

La version décrite ici est définie seulement sur les rationnels. Mais nous avons expliqué dans
le chapitre [2] de la partie [[] comment I’algorithme d’Euclide pouvait se prolonger a deux réels
quelconques (u,v). Cela induit donc un prolongement des fonctions V' ou V aux intervalles réels
tout entiers respectifs Z := [—1/2,4+1/2] et Z := [0,1/2].

1.2 Systémes dynamiques

D’un point de vue général adopté en mathématiques, un systéme dynamique est une paire
(X,T) formée d'un ensemble X et d’une transformation 7' : X — X. L’ensemble X est appelé
espace des phases, et la transformation 7" est appelé décalage. On s’intéresse alors a la trajectoire
(appelée encore 'orbite) d’un point de xzog € X, définie par la suite des itérées de z( sous 'action
de T,

T(.CL‘()) = ([EQ, T{L‘(), T2$0, e )

Quand X est un espace topologique, on étudie la convergence de la trajectoire 7 (xg) et on
cherche & comparer deux trajectoires 7 (z) et 7 (y) et a évaluer la dépendance de la trajectoire
7 (x) par rapport a la condition initiale z. L’espace des phases peut étre discret, et dans ce cas,
le systéme dynamique lui-méme est qualifié de discret : c’est le cas des automates cellulaires ou
des tas de sable, par exemple. L’espace X peut aussi étre continu. Quand I'espace X est muni
d’une mesure, on étudie les propriétés statistiques des trajectoires.

En analyse d’algorithmes, nous nous intéressons surtout a 1’étude des propriétés statistiques
des trajectoires qui atteignent un certain ensemble “de sortie”, autrement dit, & des trajectoires
finies. Dans le cas présent, les cofits que nous avons définis dans la section de la partie
M modélisés par les fonctions @ et D, sont des exemples de variables aléatoires définies sur les
trajectoires du systéme dont le comportement statistique fournit des informations qui permettent
de dérouler une analyse de l'algorithme. C’est le but de cette section de changer le point de vue
sur les algorithmes de Gauss et d’Euclide, et de les interpréter comme des systémes dynamiques.
Nous pourrons ainsi profiter des méthodes développées dans la théorie des systémes dynamiques
et les intégrer dans les outils propres & ’analyse de I'algorithme. C’est le principe de la méthode
d’analyse dynamique, initiée par Vallée depuis une petite quinzaine d’années. L’outil fondamental
que l'analyse d’algorithmes emprunte & la théorie des systémes dynamiques est ['opérateur de
transfert.

Dans cette section, nous présentons le formalisme des systémes dynamiques dans notrre
contexte, et nous décrivons en détail les systémes dynamiques associés aux algorithmes GAUSS-
POSITIF et GAUSS-AIGU. A partir du systéme associé a I’algorithme GAUSS-AIGU, nous définissons
un nouveau systéme dynamique, le systéme GAUSS-INTERNE, qui modélise le noyau de I'exécution
de I'algorithme de Gauss. Dans le chapitre suivant, nous étudierons 'opérateur de transfert
associé au systéme GAUSS-INTERNE. Ce sera 'outil fondamental pour analyser I’exécution de
'algorithme de Gauss, ce que nous ferons dans le chapitre [3] de cette partie [[1]

1.2.1 Premiéres notions sur les systémes dynamiques.

Définition 1.1. Une partition topologique d’un sous-ensemble X de R ou C est une famille
dénombrable {X,}qco d’ouverts disjoints telle que la réunion des adhérences de ses membres est
égale a X,

UqGQXq — X

La définition suivante de systéme dynamique convient & nos objectifs.
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1.2. Systéemes dynamiques

Définition 1.2. Un systéme dynamique est une paire (X,T') qui satisfait les conditions suivantes
(1) X, appelé espace de phase, est un sous-ensemble métrique compact
(i1) X posséde une partition topologique {Xq}qc0,

(t5i) T : X — X, appelée décalage, est une fonction dont la restriction T, a chaque X, est
inversible et de classe C?.

Etant donné un point initial x € X, la suite T (z) := (x,Tx,T?x,...) des itérées de x par T

constitue la trajectoire du point initial x.

Un systéme dynamique a trou est un triplet (X,T,Y), ou (X,T) est un systéme dynamique, Y

une partie de X, et ot on tronque les trajectoires dés qu’elles arrivent dans 'Y .

Un systéme dynamique est dit complet lorsque toutes les branches T, sont des surjections de X,

sur X (i.e., T,(X,) = X.

Un systéme dynamique est dit markovien lorsque, pour tout ¢ € Q, le sous-ensemble Ty(Xy)

s’écrit comme une réunion de certains Xg.

Définition 1.3 (Vocabulaire autour des branches inverses). Soit (X,T') un systéme dynamique
complet de partition topologique {Xq}qc0-

(i) Les inverses Tyt : X — X, de T sont appelées branches (inverses) primaires, et I'ensemble
des branches inverses primaires est désigné par H.

(1) La composée de k > 1 branches inverses primaires est appelée. branche inverse de profon-
deur k. L’ensemble de toutes les branches inverses est donc

HT = Ukzl'Hk, avec HF = {hio---ohy : hy € HVie][l,k]},

1.2.2 Les systémes dynamiques EUCLIDE-CENTRE-NON-PLIE et EUCLIDE-CENTRE-
PLIE.

Ceci nous ameéne naturellement aux deux systémes dynamiques (réels) (Z,V) et (Z,V) dont
les graphes sont représentés dans la figure On remarque que le systéme tildé est obtenu par
un pliage du systéme non-tildé (ou non-plié), d’abord par rapport a ’axe des abscisses, puis par
rapport & l’axe des ordonnées), comme il est expliqué en détail dans [II]. Le premier systéme
(resp. algorithme) s’appelle systéme (resp. algorithme) EUCLIDE-PLIE, alors que le deuxiéme
s’appelle, lui, systéme (resp. algorithme) EUCLIDE-NONPLIE.

Le systéme EUCLIDE-CENTRE-PLIE est complet et le systéme EUCLIDE-CENTRE-NON-PLIE
est markovien. C’est pourquoi nous préferons le premier, car il a une structure plus claire. En
particulier,

Proposition 1.1. [Hurwitz| L’algorithme EUCLIDE-CENTRE-PLIE est un systéme complet dont
l’ensemble des branches tnverses primaires est

H:= {h(m,e); (m7 6) > (27 +1)}'

il existe une caractérisation de H due a Hurwitz qui fait intervernir le nombre d’or ¢ = (1 +

V5)/2 :

az+b
cz+d

HY = {h(z) = (a,b,¢,d) € Z,b>1,d > 2,ac > 0,
c 1
—<Zh(1
<d<¢} (1.5)

€]

lad —be| =1, |a| < —,b < ga
2 2

1
92
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

FIGURE 1.4 — Les deux systémes dynamiques sous-jacents a l'algorithme d’Euclide centré.

Ce résultat est prouvé dans la section [T.2.§

Nous présentons les systémes dynamiques associés aux algorithmes GAUSS-POSITIF et GAUSS-
AIGU, et nous expliquons pourquoi nous préférons I'un ou I'autre de ces systémes. Nous présentons
I’espace des phases, le décalage, le trou, les branches inverses et les domaines remarquables. Nous
construisons, & partir du systéme dynamique (GAUSS-AIGU, un autre systéme, le systéme (GAUSS-
INTERNE, qui capture le noyau de I'exécution de I'algorithme de Gauss, et qui sera fondamental
dans les études de la complexité en bits.

Les systémes GAUSS-POSITIF et GAUSS-AIGU sont des systémes dynamiques & trous. Le trou
de ces systémes correspond a ’ensemble de sortie formé de bases réduites. L’espace des phases
est donc naturellement divisé en deux parties : I’ensemble d’entrée, formé de bases non réduites,
et I’ensemble de sortie, formé des bases réduites.

1.2.3 Le systéme GAUSS-POSITIF.

Nous ne le détaillerons pas vraiment, car nous l'utiliserons seulement pour étudier la confi-
guration de sortie. L’ensemble des complexes de sortie est

1
F = {z eH : |z|>1, |R(>)|< 2}. (1.6)
Ce domaine, représenté est dans la figure[1.2] intervient dans la théorie des formes modulaires ou
dans la théorie de la réduction des formes quadratiques. A la frontiére prés, il s’agit d’un domaine
fondamental pour 'action du groupe PSLo(Z) sur H par homographies. (voir [65]). Nous aurons
alors besoin de la caractérisation suivante :

Proposition 1.2. Soit G ’ensemble des branches inverses de l’algorithme GAUSS-POSITIF,
G=A{h:z—(az+b)/(cz+d)} | h=him,) 0 himy_y] 00 hjmy) © A1}

envoyant l’ensemble des sorties F dans [’ensemble des entrées B\ F est en bijection avec l'en-
semble Q des quadruplets (a,b,c,d) € Z* avec ad — be =1 et telles que ¢ > 1 et |a| < |e|/2. Par
ailleurs, il existe une bijection entre cet ensemble Q et l’ensemble P := {(c,d) | ¢ > 1, pgcd(c,d) =
1}. En plus, pour chaque paire (a,c), ¢ > 2, dans l’ensemble

C :={(a,c) | % €[-1/2,1/2], ¢ > 1, pgcd(a,c) = 1},
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1.2. Systéemes dynamiques

I’homographie ayant par coefficients (a,c) peut s’écrire h = hia,e) 0T avec q € Z et h(ayc)(z) =
(az +bg)/(cz + dp), avec |bo| < la/2|, |do| < |c/2]|.

Démonstration. La bijection entre Q et P est une conséquence de la proposition de la partie
11l Par ailleurs, si h € G est une homographie de la forme h(z) = (az + b)/(cz + d) avec un
couple (a,c) € C avec ¢ > 2, le couple (b, d) est une solution particuliére de 1’équation de Bézout
ad —bc = 1. Puisque ¢ > 2, la proposition assure qu'il existe une unique solution (bg, dp) avec
bo| < la/2|, |do| < |e/2|. Cette solution correspond a I’homographie h, ) (2) = (az+4bo)/(cz+do).
Il suffit alors de poser ¢ = (d —do)/c pour avoir h = h(, .y o T9. Maintenant, si (a,c) = (0,1), on
peut poser h, ) (2) = —1/z et dans ce cas h = h(, ) o T, O

La notion suivante a un role important dans ’étude géométrique de la sortie, dans le chapitre

de la partie [[11]
0

Définition 1.4. Le feston de (a,c) est l’ensemble des images du domaine fondamental par toutes
les homographies de méme couple (a,c),

Flaw = he o | JTUF) | . (1.7)
qEZ

Des illustrations des festons se trouvent dans la figure (droite). Dans le cas des couples
(1,2) et (—1,2), il n’y a que des demi-festons, en accord avec la caractérisation des branches
donnée dans la proposition [1.2

1.2.4 Le systéme GAUSS-AIGU

Ainsi, 'espace des phases du systéme GAUSS-AIGU est la bande
> 1
B:{zE(C: 3(z) # 0, 0§§R(z)§2}:[>’+UJB_

et le décalage du systéme est la transformation

() = e (1) (1 - {?R (1)D avec €(z) = sign(R(z) — | R(2)]). (1.8)

z z z

Le domaine de sortie est I’ensemble

F= {z €C; |z| ><R(») < ;} =FLUJF_. (1.9)

L’expression du décalage U dépend de la valeur prise par la fonction partie entiére et par le
signe. Cela conduit & la description de la partition topologique :

Lemme 1.1. Les ensembles

o= fecc s [n(-)|om (D) =don wromoz o

forment une partition topologique pour le systéme ([5’, U) associé au systéme (GAUSS-AIGU.
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

Démonstration. On observe que
{m(E)J —m et 8(1) Sl e mgmG) <m+l
z z z 2
{%(l)J:m et £<1):—1 — m—lgﬂ?(l><m.
z z 2 z

Cela montre que I'ensemble By, ) est le transformé d’une bande verticale par I'inversion-symétrie
z +— 1/z. L'effet d’une telle transformation est illustré sur la figure et I'image de ’ensemble
des bandes verticales est décrite dans la figure [1.6

—

FIGURE 1.5 — Transformation d’une bande verticale par l'inversion z — 1/z.

FIGURE 1.6 — Image des bandes verticales m — 3 < R(z) <m et m <R (z) <m+ 3 (en gris et
gris foncé respectivement) par une inversion z — 1/z

Pour déterminer les indices des bandes verticales qui conviennent, on écarte d’abord tous les
couples (m,€) pour lesquels les bandes verticales sont dans le demi-plan droit. On ne conserve
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1.2. Systéemes dynamiques

(0,1)

(1,=1)

(1,1)

— ST2JSF~

FIGURE 1.7 — A gauche, partition topologique de B. Au milieu, la décomposition de B \D. A
droite, on montre que le disque D n’est pas compatible avec la géométrie des transformées des
domaines fondamentaux F.

donc que les couples (m, €) > (0,1). Comme les images des bandes associées aux couples (m, €) >
(0,1) contiennent toutes des points de HT et H™ arbitrairement proches de lorigine, il faut
conserver tous les couples (m,€) > (0,1). O

1.2.5 La définition du systéme (GAUSS-INTERNE.

Dans la section précédente, nous avons déterminé la partition topologique du systéme GAUSS-
AIGU. On remarque que les restrictions ﬁ(m@) de U a l’;’(mﬁ) sont surjectives si et seulement si
(m,e) > (2,1) (dans lordre lexicographique des couples), ce qui est confirmé par le calcul. Par
ailleurs, la relation

D= Um)é(m,e) = {z ¢R : R (i) > 2}. (1.10)

(m,€)>(

montre que la réunion des éléments de la partition topologique ou la restriction du décalage est
surjective est égale au disque D du plan complexe dont le diamétre est l'intervalle [0, 1/2], privé
de cet intervalle.

_ Par ailleurs, la géométrie de B \ D est compatible avec la géométrie de F , puisque le domaine
B\ D s’écrit comme la réunion de six transformées du domaine fondamental F,

B\D=|JnF) avec K:={I,S,STJ,ST,ST*J ST*JS}, (1.11)
hek

comme le montre la figure au milieu. Puisque B est une réunion de transformées du domaine
fondamental F, cela montre que le disque D est aussi une réunion de transformées du domaine
fondamental F. On note que la situation est différente pour 'algorithme GAUSS-POSITIF, puisque
la frontiére de D se trouve “au milieu” des transformées du domaine fondamental F (voir figure

droite).
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Chapitre 1. Modélisations des algorithmes de Gauss : Versions complexes, Point de vue dynamique.

Comme la figure le montre, il y a deux parties dans 'exécution de 'algorithme GAUSS-
AIGU, selon la position actuelle de la base courante z; par rapport au disque D de diamétre
[0,1/2] dont I’équation alternative est

Di—{x R (1> > 2).

z

Tant que z; appartient a D, le quotient (my, ;) satisfait (m;, €;) > (2,+1) (par rapport a l'ordre
lexicographique) et chaque étape de l'algorithme utilise la transformation associée a I'une des

branches de ’ensemble
H = {hme; (m,e) > (2,+1)}
de sorte que D peut s’écrire

J mB\D).

heH+
G AUSS-INTERNE(z) GAUSS-FINAL(z)
Entrée. Un nombre complexe dans D. Entrée. Un nombre complexe dans B \D.
Sortie. Un nombre complexe dans B \ D. Sortie. Un nombre complexe dans F.
Tant que z € D faire z:=U(z); Tant que z ¢ F faire z:= U(2);

GAUSS-AIGU(2)
Entrée. Un nombre complexe dans B\ F.

Sortie. Un nombre complexe dans F.

GAUSS-INTERNE (2) ;
GAUSS-FINAL (2);

FIGURE 1.8 — La décomposition de I’algorithme GAUSS-AIGU.

1.2.6 Les propriétés du systéme GAUSS-INTERNE.

A partir du systéme de l'algorithme GAUSS-AIGU, on définit donc un domaine D qui est
la réunion de tous les éléments de la partition topologique ot la restriction du décalage est
surjective. Et on définit le trou comme le complémentaire de ce domaine par rapport a I'espace
de phase. Le trou du systéme est ici I’ensemble B\D et on garde le méme décalage U. Le systéme
GAUSS-INTERNE posséde la partition topologique

{B \ D} U {B(m,e)}(m,e)Z(Q,l)

et son ensemble de branches primaires est
H = {him,e) : l’;’(m@ — B : (m,e)>(2,1)}. (1.12)

Le systéme GAUSS-INTERNE a une structure remarquable puisque ses branches primaires sont
toujours composables. Cet ensemble H est exactement le méme que celui du systéme (Z,V)
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1.2. Systéemes dynamiques

associé a ’algorithme EUCLIDE-CENTRE-PLIE, Ainsi, 'algorithme GAUSS-INTERNE peut-étre vu
comme un relévement de ’algorithme EUCLIDE-CENTRE-PLIE.

Proposition 1.3. L’ensemble des homographies utilisées dans l’algorithme GAUSS-INTERNE est
le méme que l’ensemble de celles qui sont utilisées dans [’algorithmeEUCLIDE-CENTRE-PLIE.
C’est ’ensemble H™ ot

H = {h(m’e) : B(m’e) —B : (m,e) > (2,1)}.

Il existe une caractérisation de H' due a Hurvwitz qui fait intervernir le nombre d’or ¢ =

(1++/5)/2 :

b
HE = {h(z) = P50 L abed) ez b >1,d> 2,00 > 0,

cz+d
|c| d 1 ¢ 1
L R
5 0S5 &<d<¢}( 3)

lad — be| =1, |a|] <

Ils font donc remarquer que seules les étapes finales de ’algorithme GAUSS-AIGU utilisent
des homographies qui n’existent pas dans I’algorithme EUCLIDE-CENTRE-PLIE.

1.2.7 Liens entre les algorithmes de Gauss et les algorithmes d’Euclide centré

Bien stir, il y a des connexions étroites entre U et —V d’un coté, et entre U et V dun
autre : méme si les systémes dynamiques complexes (B, U) et (B,U) sont définis dans des bandes
formées par des nombres complexes z non-réels (c’est-a-dire, Sz # 0), rien n’empéche de les
étendre aux entrées réelles puisque les décalages s’évaluent sans probléme : cela définit deux
nouveaux systémes dynamiques (B,U) et B, Q ), avec B = BUZ et B = BUT et les systémes réels
(Z,—V) et (Z,V) ne sont que la restriction des systémes complexes étendus aux entrées réelles.
Dans ces systémes complexes étendus, les trous F ,.7:" ne sont plus nécessairement atteints par
les entrées réelles irrationnelles, puisque les orbites restent réelles et irrationnelles. En particulier
elles n’atteignent pas 0. Par contre, les trajectoires des nombres rationnels atteignent toujours 0,
d’ou elles sont envoyées vers i0o, point qui peut étre naturellement incorporé a F et F . Ainsi,
la maniére qui semble la plus appropriée d’étendre les systémes gaussiens aux entrées réelles est
de les étendre aux réels rationnels tout en incorporant le point ico a F et a F.

1.2.8 Propriétes des DFC des Algorithmes EUCLIDE-PLIE et GAUSS-INTERNE.
Le résultat d’Hurwitz

Pour établir (1.13)), on désigne par HUR I’ensemble défini par le membre de droite de ([1.13])
et on montre les deux inclusions mutuelles, en commencant par C et en concluant 2.
(C) On prouve, par récurrence sur k, l'inclusion H* C HUR. Pourk = 1, les homographies

1

ez+m’

hime(2) =

pour (m,e) > (2,1)

sont éléments de HUR. En effet, on a a =0, b =1, ¢ = € et d = m, et onvérifie immédiatement
que

b>1

N

) d=m > 2, lad—bc| = |—e€| = 1, la|]=0< = = — b=1<_-, etc#0.

N =
[\
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On vérifie aussi que ¢/d = ¢/m appartient a | — 1/¢% 1/¢[. Lorsque m > 3, ¢/m € [-1/3,1/3] C
] —1/¢% 1/¢[. Sim =2alors e =1 et 0 < 1/2 < 1/¢. Le cas de base est donc vérifié.
Supposons que k > 2 et que pour tout j < k, HJ C HUR. Alors, toute homographie h de H*
s’écrit g o hy e Ol g € HE=1 C HUR et Pin.e € H. Ainsi,

a Ezlm +b / /
h(z)gohm,5<z>cé : ))Mj,jiz,

ez+m

avec a’ = eb, b/ = a+bm, ¢ = ed et d = c+dm. On vérifie que |a'd' —b'c/| = [(ad—bc) - (—€)| = 1.
De méme, on observe que

d /
d'd =bd >0, |a’|:b§2:|62|, ¢ 40, d’:d(§+m)2d22
oil dans la derniére inégalité on s’est servi du fait que ¢/d > —1/¢?. la relation
d 1 (c N )
S _2(Sim
d e\d ’
et les deux inégalités
, d' c 1 : d’ ¢ 1 _ o
(81621) g:m+g>2—?:¢, (8162—1), m:m+a>3—ﬁ:¢,

prouvent que ¢’ /d’' €] —1/¢* 1/¢|.

Montrer que b < d'/2 ne pose pas de difficulté car toutes les homographies de H, et donc ses
composées, laissent stable U'intervalle [0,1/2], d’ou, en particulier, h(0) = ¥'/d’ € [0,1/2]. Par
ailleurs, b’ # 0 car autrement on aurait a = —mb, ce qui contredirait la primalité relative de a
et b. On en déduit que

b < 3 et b > 1.

Ainsi, H* C HUR, et finalement,
Ht = H" < Hur.
E>1
(2) Soit HUR,, le sous-ensemble de HUR contenant les homographies h(z) = (az+b)/(cz+d)
dont le coefficient ¢ vérifie |¢| < n. Nous allons montrer que pour tout n > 1, HUR,, C H*. On

procéde par induction comme précédamment. Considérons le cas n = 1. Dans ce cas, nous avons
le| = 1, et donc @ = 0 car |a| < |¢[/2 = 1/2. Si ¢ = 1, nous avons d > ¢ et donc d > 2, et si

c = —1, alors d > ¢? et donc d > 3. Finalement, puisque b < d/2, nous avons b = 1 dans les
deux cas précédents. Ainsi, les homographies de HUR; sont de la forme
1
h(z) = i d avec  (d,c) > (2,1),c = =+1,

et ces homographies sont exactement les homographies de H. Ainsi, HUR; C HT.
Soit n > 2 et supposons que HURg_1 C H*t pour tout k < n. Soit h(z) = (az + b)/(cz + d) une
homographie de HUR,,. La fraction c/d appartient a ] — 1/¢?,1/¢[\{0}.

Etape 1. Nous montrons que 'on peut ’écrire sous la forme
d 11
- avecdle}—qg,(b[\{O}.
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Comme l'intervalle [—1/¢2,1/¢][ est de longueur 1, les intervalles |g — 1/¢2, g + 1/¢], pour g > 2
forment une partition de |2—1/¢?, +-o0[. Il y a deux cas selon le signe de ¢, et on pose € = signe(c).
Si e =1, alors d/c > ¢ et, comme ¢ = 2 — (1/¢?), il existe un unique m > 2 tel que

d d 11
c=tome]-53[\on
Si e = —1, alors d/|c| > ¢? et, comme ¢? = 3 — (1/¢?), il existe m > 3 tel que
d d 11
=2 moe|-—,—[\{o}.
&g " ] = ¢[\{ }
Finalement, dans tous les cas, la fraction ¢/d s’écrit sous la forme cherchée, le couple (m,e€) >
(2,1) étant déterminé par les conditions

d

€ = signe(c) et m = { -
c

1
+ ? .
Etape 2. Par ailleurs, en utilisant le couple (m, €) obtenu précedemment, on décompose I’homo-

graphie h(z) sous la forme
h(z) = (h o hple) © hune(2)

et il reste & montrer que h o h;ﬁg appartient & HUR,,_;. En développant h o h;ﬁg(z), on obtient

/ / 1
hohoL(z) = a/z +0 a(e(lz m))+0b
’ dd+d  c(e(; —m)) +d

ou le quadruplet (a’,¥',,d") vérifie
ad=b—mea, b =ea, =d—me, d =ec.

Il faut vérifier que les entiers a’, V', ¢/, d’ satisfont les conditions d’appartennance & HUR,,_1. Tout
d’abord, puisque les déterminants de h et h;ﬁg valent +1, leur produit, égal au déterminant
a’d’ — V' aussi. Cela montre aussi en particulier les couples de {a’,d'} x {V/, ¢} sont formées par
des entiers premiers entre eux.

Par ailleurs, par construction ¢’ /d’ €] — 1/¢%,1/¢]. Comme 1/¢? ¢ Q, I'inégalité de gauche
est stricte. En plus, le cas ¢ = 0 ne peut pas arriver car dans ce cas on aurait d = mec, ce qui
contredit la primalité relative de ¢’ et d’.

Puisque, par définition, € est le signe de ¢, alors on a d’ = |¢| > 1. Or, si d’ = 1, alors —1/¢? <
d < 1/¢, donc ¢ =0, ce qui n’est pas possible. Ainsi, d’ > 2. En plus, nous avons,

]

d/
| < —="—<|c|<n
¢ 9
et donc |¢/| <n — 1 comme on souhaitait.
Maintenant, I’égalité b’ = 0 implique |a’d’| = 1, et alors d’ = 1, ce qui est impossible, comme on
I'a déja vu. Donc V/ = |a| > 1. En plus,

b/

1
d 2

a
-[zl<
C

Il ne reste plus qu’a montrer que a’/¢’ appartient a [0,1/2]. Supposons d’abord que la fraction
b'/d" appartient a |0,1/2[. Dans ce cas, si a’/c’ n’appartient pas a [0, 1/2], alors soit 0/1 soit 1/2
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est compris entre @'/’ et b'/d'. Mais, 'égalité |a'd’ — b/¢/| = 1 montre que les fractions a’/c’ et
b'/d' sont adjacentes, et donc que les fractions strictement comprises entre a’/c’ et ' /d’ ont un
dénominateur > |¢/| +d > 3. Il y a contradiction.

Supposons maintenant que b'/d’ = 1/2, ce qui implique & = 1,d’ = 2. Dans ce cas, la relation
/2 €] — 1/¢?,1/¢] entraine que ¢’ ne peut étre égal qu’a 0 ou 1. On sait que ¢ = 0 est exclu.
il ne reste que le cas ¢ = 1. L'égalité |a’'d’ — b'c'| = 1 entraine alors |24’ — 1| = 1, et donc soit
a’=0o0ud =1 Maissia =1,alorsonab=m+1, 1+ 2m = d et donc b/d > 1/2, ce qui est
une contradiction. Donc, nécessairement o’ /¢’ = 0/1.

On a donc montré que toutes les conditions sur les coefficients (a’,¥’,¢',d’) de ’homographie
ho h;&e étaient satisfaites. Cela montre que cette homographie est élément de HUR,,_1.

Etape 3. L’hypothése de récurrence prouve alors que h o h;ﬂe est élément de H™, et donc qu’il
en est de méme de h = (ho h,;je) 0 Ay.e. Finalement, pour tout n > 1, l'inclusion HUR,, C H™*
est vraie et montre I'inclusion

HUR = U HUR,, C H™,

n>1

ce qui achéve la preuve.

1.2.9 Propriétes des DFC des Algorithmes EUCLIDE-PLIE et GAUSS-INTERNE-
Propriétés des continuants.

Rappelons que I'algorithme de Gauss produit une suite de bases (ug, vo), (u1,v1), ..., (up, vp)
ou (ug, vp) est la base d’entrée, (u;, v;) est la base courante aprés ¢ réductions, et (up, vp) est la base
de sortie, p étant le nombre total de réductions. Les bases satisfont toujours u; = v;_1. Lorsqu’on
voit ces bases a similitude prés, ’algorithme produit une suite de nombres complexeszg, 21, . . ., 2p
vérifiant z; 1= v;/u;

Pour passer d'une base (u;,v;) a la base suivante (u;t+1,vi11), I'algorithme applique une
transformation unimodulaire, et écrit la base d’entrée en fonction de la i-éme base, obtenue
aprés ¢ étapes sous la forme

<UO>:M1-<W>, avec Mi::<0 1>---<0 1)::(% bi).(1.14)
uo U; €1 Mma € My C; di

Dans le cadre complexe, on fait correspondre a la la matrice de lignes (0, 1), (¢;, m;) ’homographie
hm,.e; € H. Ainsi, ’homographie qui correspond & la matrice M; est

hi = h/ml,€1 ©---0 hmi,ei
On considére aussi 'application inverse g; := hi_l, et les expressions

a;z + b;
ciz +d;’

diz — bi
—ciz+a;

hi(z) = 9i(2) = hi ' (2) = (1.15)

Alors, le complexe d’entrée z = 2y s’exprime simplement en fonction du complexe z; obtenu & la
1-eéme étape,
hi(z;)) =z,  desorte que z; = g;(z).

On peut donc dire que, au cours de son exécution, 'algorithme de Gauss calcule le développement
en fraction continue du complexe d’entrée z.
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1.2.10 Expression complexe des principaux paramétres liés a ’exécution

Dans I’étude de la complexité binaire B définie dans la section [2.2.6] page [38] nous sommes
principalement intéressés par les cotits () et D définis par

P(u,w) P(uw) ‘
Q(u,v) = Z (my), D(u,v) := Z o(my)lg ————

=1 =1

Cela nous méne a une étude plus générale, celle des cotits dits additifs, classe a laquelle appar-
tiennent le cott @ et le nombre d’itérations P. Comme nous avons dit dans la section 2.2.6] le
cotit additif C, est défini & partir d’un cotit élémentaire ¢ par

P(u,v)

Coy(u,v) = Z c(my).

i=1

A ce stade, il est pratique de définir les cotts additifs directement sur les branches inverses. Pour
cela, on étend le cotit élémentaire ¢, de sorte que

C(hmi,ez‘) = C(mz) et C(h o g) = C(h) + c(g),

pour toutes branches primaires hy,, ¢, € H et branches inverses h,g € H*.
Ces cofits sont invariants par similitude, c’est-a-dire,

X (Au, W) = X (u,v) pour X €{Q,D,P,C}.

Si, avec un léger abus de notation, nous posons X (z) := X (1, z), les cotits qui nous intéressent
deviennent des cotits définis sur C, et il est utile de déterminer leurs expressions complexes

Proposition 1.4. Soit z un compleze d’entrée de ’algorithme GAUSS-INTERNE, et soit (z;)!_, la
suite de bases calculées par l'algorithme, avec zy = z. On désigne par hi(z) = (a;z+b;)/(ciz+d;)
I’homographie des i premiéres itérations de l'algorithme, définie par z = h;(z;), et on désigne par
h U’homographie totale (h := hy) avec h(z) = (az +b)/(cz + d). Alors :

1) Alors, les cotts C,y et D s’expriment uniquement en fonction de z et des coefficients des
(c)
homographies h;, sous la forme suivante

Cio(z) =S elm)  D(z) =S tmi) Aglei1z —aia’, s = { di 1 J

) el
i=1 i=1 di—1 ¢

(i) La suite {(m;,e)}r_|, avec €; = signe(c;), forme le développement en fraction continue
centrée du nombre h(0) = b/d. La suite des rationnels a;/c;,complétée par le rationnel
h(oco) = a/c forme la suite des convergents (par rapport au développement en fraction
continue centrée) du rationnel b/d.

Démonstration. Tout d’abord, nous avons vu dans la preuve d’Hurwitz (caractérisation des
branches inverses de (GAUSS-INTERNE) que le quotient m; et le signe ¢; calculés a la i-iéme
itération de 'algorithme s’expriment en fonction des coefficients d; et ¢; par

, 4 1
e; = signe(c;), m; = ch\ + ¢2J ; |ci| = di-1,
(2
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et qui correspondent au développement en fraction continue de hy(0). Cela établit le résultat
pour le cott C).

Par ailleurs, la variable D fait intervenir aussi les quotients ||u;_1]||/||uo||?. D’aprés la forme
matricielle , la définition de z; = v;/u;, de h;, de son inverse g;, et avec , nous obtenons

2w 1 1

Ug / 2
) — — Bz = — leiz — a2,
wl e+ P ez + P N = gy =l el
d’ott I'expression de D(z). O

1.2.11 Géométrie des ensembles h(B\ D) et des ensembles h(D).

L’algorithme GAUSS-INTERNE a une belle géométrie et utilise les ensembles k(D) et h(B\ D).

Ensembles h(D). Si R est le nombre d’itérations de l'algorithme GAUSS-INTERNE, le domaine
[R > k + 1] contient les complexes z pour lesquels U¥(z) sont encore dans D. Un tel domaine
s’écrit donc
[R>Ek+1]= | n(D), (1.16)
heHk

qui est présenté dans la figure Le disque h(D) pour h € HT est le disque dont le diamétre
est Vintervalle [1(0), h(1/2)] = h(Z). Dans le systéme EUCLIDE-CENTRE-PLIE, Iintervalle h(Z)
(relatif & une LFT h € H¥) est appelé intervalle fondamental de profondeur k : il contient toutes
les transformées des nombres réels de l'intervalle Z qui ont le méme développement en fraction
continue de hauteur k. C’est pourquoi le disque h(D) est ici appelé disque fondamental.

La figure montre de maniére frappante 'efficacité de 'algorithme, et pose des questions

FIGURE 1.9 — Les domaines [R = k] pour k > 1, alternativement en noir et blanc.

naturelles : est-il possible d’estimer la probabilité de 'événement [R > k + 1] 7 Est-il vrai qu’elle
décroit géométriquement ? Avec quel rapport 7 Nous retournerons & ces questions dans les cha-
pitres suivants.

Ensembles h(g \ D). Ces ensembles regroupent tous les nombres complexes z de D pour lesquels
I’algorithme GAUSS-INTERNE utilise la méme homographie h. Ce sont des triangles curvilignes
pour la géométrie du demi-plan de Poincaré, plus précisément décrits comme suit.
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B Y ava

i I
7 13

FI1GURE 1.10 — Quelques exemples des configurations des domaines h(g \ D).

Définition 1.5. On désigne par D, g le disque du plan complexe dont le diamétre est intervalle

réel [a, ().

Proposition 1.5. Soit h € H* telle que h(z) = (az+b)/(cz+d). Alors, Uensemble h(B\D) est,
a la frontiere pres, égale a la différence ensembliste d’un grand disque et de deux petits disques
qu’il contient. Plus précisément, h(B \ D) s’écrit sous la forme

h(g\ D) =Duap\ (PasUDsp) avec {a, 3,0} = {h(ic0), h(0),h(1/2)}.
Les diametres de ces trois disques sont égaux respectivement @

RN 1
le|ld’ lc|(c + 2d)’ d(c+ 2d)

et le diameétre du grand disque est

2

1 ‘
—  (sic>0) @dto

- (sic<0)

Preuve. L’homographie h(z) = (az+0b)/(cz + d) transforme les droites Rz = 0 et Rz = 1/2 ainsi
que le bord du disque D en circonférences, dont les diamétres sont des intervalles réels déterminés
par h(ico), h(0), h(1/2). On conclut par une étude de cas selon la position relative de ces trois
points. O

Quelques exemples de domaines h(g \ D) sont donnés dans la figure m

1.3 Modéles probabilistes d’étude.

L’invariance par similitude nous méne naturellement & considérer des modéles probabilistes
ol |u| et z := v/u sont des variables aléatoires indépendantes. En pratique, on se donnera la taille
de |u| en tant que paramétre fixe du modéle, et il suffira alors de spécifier un modéle probabiliste
pour le complexe z, ayant par ensemble fondamental le domaine d’entrée de 'algorithme en
étude. Ce domaine d’entrée correspond a B\ F pour GAUSS-POSITIF, & B \]—" pour GAUSS-AIGU,
et enfin & D pour GAUSS-INTERNE.

1.3.1 Modéles continus.

Le modele probabiliste continu est spécifié par une densité de probabilité. Ce sont des densités
f(z,y) = f(2) ayant par domaine un ensemble d’entrée X' pouvant étre B\ F, B\ F ou D selon le
cas. Bien siir, ces densités peuvent étre vues indistinctement comme des fonctions de (x,y) € R?

oude z = x + iy € C, mais en précisant tout de méme que l'intégration se fera toujours au sens
de R2.
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1.3.2 Modéles discrets.

Nous n’allons considérer un modéle discret que pour I'algorithme GAUSS-INTERNE. On se
restreint a des entrées (u,v) entiéres, pour lesquelles z := v/u est élément de D. Le modéle est
paramétré par la longueur du vecteur u supposé toujours plus long que v, et nous allons considérer
uniquement les vecteurs u de la forme (N,0) ou N est un entierﬂ L’ensemble fondamental du
modéle discret des entrées de longueur NV est

Oy = {w:%GD . w=(N,0), v=(a,b), a,b,N €7, b;éO}. (1.17)

La probabilité sur le modéle discret est définie d’une maniére générique & partir du modéle
continu : étant données une densité de probabilité f sur D, nous définissons une version discréte
fn sur Qpn de la maniére suivante : pour tout w € Qy, on désigne par c,, le carré 0uvertE| de
centre w et de cotés 1/N, paralléles aux axes, et on définit (presque partout dans D) la fonction

Jn par
In(z) = f(w) pour tout z € c,,.

De cette maniére, on obtient une famille de fonctions f, définies presque partout sur D, et qui

s’approchent de f quand N — oo, pourvu que f soit suffisamment réguliére.

1.3.3 Calculs d’espérance dans le discret et le continu.

Pour une variable aléatoire X définie sur D, nous allons définir une version discréte Xy de
la méme maniére que nous 'avons fait pour la densité f, c’est a dire

Xn(z) = X(w) pour tout z € ¢,.

Par ailleurs, nous adoptons les notations suivantes pour les intégrales dans le modéle continu et
discret : A une partie A C X, nous associons la partie Ay définie par

et nous posons

x4 = [[ X i@ty XA = [[ X sy

AN
Les espérances dans le modéle continu et discret sont données alors par

_IfX, & _ v X, X
S 7 T A TR

2. Cette restriction élimine certes des entrées valides, par exemple les entrées ou le vecteur u est de longueur
irrationnelle, ce qui est bien possible pour un vecteur & coordonnées entiéres.

3. Le fait qu’il soit ouvert ou fermé ne jouera & posteriori aucun roéle, on a juste voulu éviter que la définition
de fn puisse étre contradictoire.
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1.3.4 Modéles liés 4 une valuation.

Nous cherchons & paramétriser le modéle probabiliste d’entrée, en quantifiant la difficulté
qu’ont les bases & se laisser réduire. Notre outil pour quantifier cette difficulté sera la valuation.
Une densités f sur X est dite de valuation r, si elle s’écrit

f(z) =13(2)"g(2) r>—1, ot g(z) estintégrable sur X et g(z) > 0si J(z) =0

Un cas particulier de densité de valuation r est la densité f, standard de valuation r, ou la
fonction g definie ci-dessus est constante, désignée par f,, f.(z) = |S(z)|"

Ce modéle a valuation posséde plusieurs propriétés intéressantes, comme on 1’a déja expliqué
dans le chapitre [ de la partie[[} On les répéte maintenant rapidement :

(1) 11 s’agit tout d’abord d’un modéle qui apparait naturellement dans les bases locales de
LLL, comme le montre Akhavi [3]. Cela a été précisé par la suite dans [4, 5] , et décrit
précisément dans le chapitre [3de la partie[[I] Plus précisément, lorsqu’on tire aléatoirement
des vecteurs dans la boule unité de R", les distributions de probabilité dans les bases locales
d’indice n — j présentent des distributions qui sont “presque” de valuation j. Dans ce cas,
la valuation j est positive.

(73) Les valuations négatives (en particulier proches de —1) présentent aussi un grand intérét.
Lorsque r se rapproche de —1, la densité donne de plus en plus de poids aux bases dont
les vecteurs sont colinéaires. Elles permettent ainsi de simuler une transition vers 1’algo-
rithme d’Euclide, que comme nous avons vu correspond & l'algorithme de Gauss dans des
entrées collinéaires. Cette transition correspond a I’étude de la complexité limite lorsque le
paramétre r tend vers —1.

(7i1) Le paramétre r paramétrise aussi la difficulté des instances d’entrée de 'algorithme de
Gauss, comme on le voit de fagon frappante dans la figure Lorsque r s’approche de
—1, il est naturel de penser que la complexité moyenne de ’algorithme augmente, et c’est
une question raisonnable de vouloir quantifier la dépendance de la complexité avec r. Nous
allons aborder ce point dans le chapitre [3] de cette partie [[I]

(iv) Enfin, la densité standard de valuation r posséde des vertus mathématiques intéressantes,
puisque sa dépendance uniquement en y = $(z) la rend facile & utiliser, et permet des cal-
culs explicites. Cela conduit & trouver des relations entre la densité de sortie de 1’algorithme
et les séries d’Eisenstein, sujet qu’'on abordera dans le chapitre 2] de la partie [[T]}

(v) Enfin, les résultats précis que nous obtenons en dimension 2 pourront sans doute étre
transféré dans un modéle en dimension quelconque, qui généralise les bases d’Ajtai. Nous
avopns décrit ce modele dans le chapitre [3] de la partie [[}

1.3.5 Quelques calculs avec la densité de valuation r.

Proposition 1.6. Soit f, la densité standard de valuation r, définie par f.(x,y) = |y|" et v, la
mesure de densité r définie dans S C R? par

(8] = 114,51 = [ 1ol dyd.

Alors,

(i) La mesure d’un disque C, de rayon p centré sur l'aze des abscisses vérifie

1

mp’“+2B((r +3)/2,1/2).

Vr [Cp] =
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(i) On peut définir une mesure de probabilité sur les ensembles mesurables de D par

]P’(T) [E] = ZZO[(L:]), E C D,

ot Ao(r) est la constante de normalisation définie par

r+2
Ao(r) = vp[D] = v [Cryu] = 2(7}“) (i) B((r+3)/2,1/2)
qui est un O(r + 1)~ pour r — —1.
(i1i) La mesure normalisée d’un disque de rayon p ou de diamétre & est donc
P([Cy] = (4p)"+2 = (26)7+2.
La proposition suivante présente une estimation de la mesure des domaines h(B \ D), décrits

dans la section [[.2.11] et qui seront essentiels dans notre étude du chapitre B de cette partie [[I}

Proposition 1.7. Soit h € HT avec h(z) = (az + b)/(cz + d). La mesure de probabilité de
l’ensemble h(B\ D) selon la densité standard de valuation r > —1 s’exprime en fonction de d,
de 0 = c/d et de la fonction &, définie pour x € [0, 1] par

E(x)=1—2""2 - (1—2)"2, (1.18)

différemment selon le signe de c et donc de 0,

Py (B \ D)) = <02d2>r+2 g, <2i0> L si0>0 (1.19)
Py [h(B\ D) = (M)m &, ('Z') . sif<0 (1.20)

Dans tous les cas, on a les majorations sutvantes

- K r+2 4
Py [h(B\D)] <2(r +1) ( ) |0] log |0] pour une constante K = s (1.21)

6]

_ 1 r+2
Ilfr,h(B\D)] < L <W> 6| log |6 pour une constante L bornée pour r — —1.
(1.22)

Preuve. Considérons trois disques centrés sur I'axe des réels, tels que le diamétre D du plus
grand est égal a la somme des diameétres des deux autres. Désignons donc par D,d, D — 4 (avec
§ € [0, D]) ces diamétres. Alors, la mesure selon P(,) du disque le plus grand privé des deux
autres vaut, d’apreés le point de la proposition
4]

(2D)r+2 _ (25)7“4-2 . (2D _ 25>r+2 — (2D)r+2 gr <D) ’
ot E(z) =1 — a2 — (1 — 2)"2. Les ensembles k(B \ D) sont des telles différences de disques,
avec des diamétres donnés par la proposition |1.5

1 2 1

cd>c(2d+c)>d(2d+c)’ e
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FIGURE 1.11 — Section du domaine h(B\ D) en dessous de la droite y = a ol a est la moiti¢ du
rayon du plus petit disque (cf. preuve proposition .

2 - 1 - 1
lc|(2d+¢) ~ Jeld ~ d(2d+ ¢)’
On en déduit immédiatement ([1.19) et (1.20) en posant € = c/d.
Pour majorer P(,y[h(B \ D)], on remarque d’abord que, pour = € [0, 1] fixe, la dérivée de
r— E.(x) est égale a

sie<0

—2"2logz — (1 — )" log(1 — z)

et est donc toujours inférieure a la fonction entropie £ (). Donc, puisque &.(x) = 0 pour r = —1,
on a toujours &.(x) < (r + 1)€(x). De plus, on observe aussi les inégaités suivantes dues aux
conditions d’Hurwitz :

11 0 2 1 o 1 1
— < - (<0 —<1l-—=<= 0 >0 — <5<z (<0
2460~ ¢ ( ) 2460 — ¢? 2 ( ) 2 T 292 2 ( )
Comme par ailleurs, la fonction entropie binaire vérifie £(x) < 2z|log x| pour tout = € [0,1/2].,
on a le résultat cherché. O

Proposition 1.8. Pour tout £ > 0, Il existe une constante K > 0 telle que, pour toute branche
primaire h € H, associée au couple (m, ), la mesure du domaine h(B\D) par rapport a la densité

ge = ||y| = log” y|| vérifie

1{]191 tog |, H(B\ D)| < K~ log" ' m

Démonstration. On coupe le domaine h(g\ D) avec la droite déquation y = a, oll a est égal a la
moitié du rayon du plus petit disque, comme le montre la figure La proposition précédente
montre que Paire de la partie supérieure (au-dessus de la droite) est en O(m~2log"™!m), tandis
que l'aire de la partie inférieure est formée de 3 pointes. On estime 'aire de chaque pointe, ou
plutdt d’ailleurs des demi-pointes, déterminées par la verticale, tangente & un disque, le bord de ce
disque, et la droite horizontale y = a. La demi-pointe peut donc étre bordée par le petit disque de
rayon r = 2a, ou par le disque moyen, de rayon R. Supposons que la pointe est centrée & 1’origine
et relative & un cercle de rayon p. Remarquons alors que I'abscisse x, du point d’intersection du
disque et de la droite horizontale, s’écrit z, = p — (p* — a2)1/ 2. La mesure d'une demi-pointe
positive (par rapport a la densité gy) limitée par un disque de rayon p > a (par rapport a la
densité gy) se calcule en fonction de x,, sous la forme suivante

Ta a —1 V4 1 Ta [
/ dm/ &Y dy = —— / [Z logt™t(2px — 22) —log' a| dx
0 (2px—m2)1/2 Yy 12 + 1 0 2
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et est donc d’ordre z, O(log™! z,4,log p).

Selon que l'on considére une demi-pointe relative au petit disque, ou au disque moyen, on
a x4 = O(a) ou z, = O(a®/R). De plus, pour une branche primaire relative a (m,e€), le disque
moyen est de rayon ©(1/m) tandis que le petit rayon est d’ordre ©(1/m)?2. Dans tous les cas, on
a donc z, = O(1/m)?, et laire inférieure est donc aussi en O(m~2log" 1 m). O

Nous avons décrit dans ce chapitre nos premiers outils (Systémes dynamiques, mesures uti-
lisées.) Dans le prochain chapitre, nous introduisons notre outil fondamental, 'opérateur de
transfert, et expliquons comment il peut étre utilisé dans ’analyse des paramétres d’exécution
de l'algoritme GAUSS-INTERNE.
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David Ruelle [63] a introduit 'opérateur de transfert pour étudier les trajectoires périodiques.
Le contexte de ’analyse des algorithmes est différent, puisqu’il s’intéresse plutot aux trajectoires
finies. C’est Brigitte Vallée qui a adapté I’outil des opérateurs de transfert au contexte de 'analyse
d’algorithmes.

Ce chapitre présente toutes les bases qui seront utiles pour 'analyse de ’exécution de 1’algo-
rithme de Gauss, qui sera faite au chapitre suivant. Nous commencons par faire quelques rappels
d’analyse fonctionnelle élémentaire (section . Puis, nous définissons les opérateurs de trans-
fert qui nous seront utiles (section et expliquons comment ils interviennent dans nos analyses
(section . C’est le quasi-inverse de 'opérateur de transfert qui est omni-présent et ses pro-
priétés sont reliées aux propriétés spectrales de U'opérateur. C’est pourquoi, nous rappelons dans
la section [24] quelques éléments de la théorie spectrale des opérateurs, que nous appliquons,
dans la section [2.5 aux opérateurs de transfert. La section [2.6] rassemble toutes les propriétés
importantes du quasi-inverse qui seront essentielles dans le chapitre |3| suivant.

2.1 Notions de base d’analyse fonctionnelle.
Cette section a pour but de rappeler quelques éléments de la théorie d’opérateurs linéaires

bornés sur des espaces de Banach. Nous suivons Kato [34]. Nous supposons connue du lecteur
les éléments des espaces vectoriels normés.

2.1.1 Définitions de base.

Soit (E,||-||g) un espace de Banach sur un corps K (R ou C), c’est-a-dire un espace vectoriel
normé complet. Un opérateur (linéaire) (sur E) est une application T : E — FE telle que

T(alxl + CMQ.’L‘Q) = OqT(xl) + OJQT(QJQ)

pour tous x1 et x2 dans E et tous scalaires ag, as € K. L’ensemble des opérateurs linéaires sur
FE, muni de la multiplication par scalaire et de la somme

(aT)z = aTx (S+T)x =Sz + Tz,
est un espace vectoriel. Si on y rajoute en plus la composition des 'opérateurs définie par
ST=SoT, (2.1)
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ol o est 'opération de composition, on en fait une algébre. Nous munissons cette algébre d’une

norme subordonnée & la norme de l'espace de base (F, || - ||), définie pour T : E — E par
Tz
T = sup T2l (22)
vee\{0} 1|7l

Cette norme subordonnée est une norme au sens usuel, et elle vérifie en outre la propriété
IST| < [IS[] - [T,

pour tous opérateurs linéaires S: F — FE et T : E — E. Lorsque ||T|| < 400, on dit que T est
un opérateur borné. Grace aux propriétés de la norme , les opérateurs linéaires bornés sur
FE forment un espace vectoriel normé, qui est un espace de Banach, voire une algébre de Banach
lorsqu’on considére le produit On note B(F) cette algébre de Banach.

Dans la suite, le mot “opérateur” voudra dire “opérateur linéaire borné” sauf indication
contraire. Dans une algébre de Banach, on peut définir naturellement définir des séries entiéres
d’opérateurs. La série

s=> T*

k>0

ot T* denote la composée de T k fois avec lui-méme, est normalement convergente lorsque
||T|| <1 : en effet,

1
I8l < ST = —
2 =/

Dans ce cas, sa somme S appartient a B(E) et vérifie ST = TS = S — I ou I est l'opérateur
identité. Un opérateur T € B(E) est inversible lorsqu’il posséde un inverse T~ € B(E) borné.
Nous avons donc

S=1-T)!
et Iopérateur (I — T)~! € B(E) est appelé opérateur quasi-inverse de T.

2.1.2 Opérateur adjoint

L’espace dual de 'espace vectoriel normé E est 'ensemble E* des applications linéaires de
FE dans K. L’espace dual E* est un espace de Banach, lorsqu’on le munit de la norme des
applications linéaires, c’est-a-dire de la norme

lg(u)]
l|lg||p« = sup g€ E".

wer\{oy |[ul|e
Nous définissons le crochet de dualité entre un élément de E et un élément du dual E* par
(u,9) =g(u) uwek, gekE.

L’application (u,g) — (u,g) est bilinéaire. Pour un opérateur T € B(FE) nous définissons son
opérateur adjoint T* : E* — E* comme 'unique opérateur tel que

(Tu,g) = (u, T*g) pour tout w € E, g € E*.

Cet opérateur appartient a B(E*), et il vérifie, pour la norme subordonnée correspondante (cf.

(2:2)),
T[] = [[T7]-

Nous allons voir plus tard que les propriétés spectrales d'un opérateur et de son adjoint sont
étroitement liées.
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2.1.3 Opérateurs dépendant d’un paramétre.

Dans la suite, nous allons considérer des fonctions T := T(t) d’une variable réelle ou com-
plexe t a valeurs dans B(FE). Nous allons les appeler également opérateurs dépendant d’un para-
metre. La dépendance continue voire holomorphe d’un opérateur par rapport & son paramétre se
définit de fagon naturelle, la convergence dans B(FE) étant régie par la norme . Nous allons
condenser cela dans la définition suivante.

Définition 2.1. Soit T; une fonction d’une variable compleze t & valeurs dans B(FE). On dit
que T; est continue en ty st
}llg%] HTto-&-h - Tto” =0,

et qu’elle est continue si elle est continue dans tout point de son domaine. Par ailleurs, Ty est
dérivable en to si la limite

lim Tiotn = Ty

h—0 h
existe dans B(F), et elle est holomorphe dans un point to si elle est dérivable dans un voisinage
ouvert de tg. De méme, on dit encore que T est dérivable ou holomorphe si elle l’est dans chaque
point a lintérieur de son domaine.

On admettra que toute fonction holomorphe est égale a sa série de Taylor au voisinage de tout
point de son domaine, autrement dit, que toutes les fonctions holomorphes sont des fonctions
analytiques. Les propriétés algébriques de 'espace B(F) invitent naturellement & généraliser les
identités connues pour les dérivées des fonctions réelles usuelles.

Proposition 2.1. Soient S; et T des opérateurs dépendant analytiquement du paramétre t.
Alors,
(i) La dérivée du produit (défini en (2.1)) vérifie une identité analogue & celle de la dérivée
classique des fonctions réelles ou complexes, & savoir

d dSt dT;
—S,T Si—
Aottt T Ty T+ Sy i
(ii) L’identité précédente se généralise pour tout k > 1 en

k—1
*Tk Z T] th Tf*jfl.

(111) Supposons de plus que la norme de Uopérateur Ty vérifie || T¢|| < 1. Alors, le quasi-inverse
(I—Ty)~! dépend analytiquement de t, et
d
dt '
Démonstration. La propriété (i) découle du fait que 'application (S, T) — SoT de B(E) xB(E)
dans B(E) est bilinéaire, en analogie avec le cas des fonctions réelles avec la multiplication usuelle.

La propriété (ii) découle immeédiatement de la propriété (i) par récurrence. Dans le cas de (ii7),
nous avons par définition,

I-T,) '=1-T,)"! Lo(I—Ty)™?

d
dt(I_Tt dtz ZdtTf’

k>0 k>0

et il suffit d’appliquer (ii) et d’arranger les indices des sommes pour invoquer encore une fois la
définition des opérateurs quasi-inverse et conclure. O
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2.2 Opérateurs de transfert.

Dans cette section nous allons introduire les opérateurs de transfert d’un point de vue for-
mel. Nous commencons par 'opérateur de Perron-Frobenius, qui est a l'origine de l'opérateur
de transfert. Ensuite, nous introduisons les opérateurs & une branche, et nous en étudions les
propriétés de composition. Enfin, nous définissons 'opérateur de transfert proprement dit. Dans
toute cette section, nous supposons donné un systéme dynamique (X,T") complet (cf. définition

12).

2.2.1 Transformateur de densité.

L’opérateur de transfert généralise 'opérateur transformateur de densité, ou opérateur de
Perron-Frobenius, qui est lui-méme central dans 1’étude des systémes dynamiques pour I'étude
de I’évolution des densités, comme nous I'expliquons maintenant.

L’étude des systémes dynamiques se concentre sur ’étude des trajectoires d’un point z de
I’espace des phases sous 'action du décalage T'. Or, ’étude directe de ces trajectoires est souvent
compliquée, par la sensibilité aux conditions initiales, ou par les discontinuités du décalage. Un
exemple est fourni par le systéme dynamique associé a ’algorithme d’Euclide, dont le décalage
est représenté dans la figure [[.4 Pour contourner ces difficultés on remplace I’étude directe des
trajectoires, par ’étude globale de ces trajectoires sous un modéle probabiliste, qui est condi-
tionnée par létude de I’évolution d’une densité sur 'espace des phases. On se donne une densité
fo et on s’intéresse a la densité f; qui résulte de "application du décalage sur I'espace de phase, :
on définit ainsi une suite (fx) de densités, qui ont trés souvent un comportement plus régulier et
compréhensible que les trajectoires. On peut dire qu’on remplace I’étude directe d’une trajectoire
par ’étude probabiliste de l’ensemble des trajectoires.

L’opérateur de Perron-Frobenius ou transformateur de densité, désigné par X, est 'opérateur
qui & une densité f associe la densité X[f] qui s’installe sur 'espace des phases X aprés avoir
appliqué le décalage Ainsi, avec la notation précédante, nous étudions la suite des densités { f; }i>o
avec

fo= 1, fir1 = X[fi].

L’opérateur de Perron-Frobenius a une forme explicite agréable dans le cas d’un systéme
complet, ce qui est notre cas. On considére un ensemble mesurable B C X. Etant donné une
densité f, la mesure de cet ensemble B par rapport a la densité X|[f] est égale a la somme des
mesures selon f des préimages de B par le décalagelﬂ On dit informellement qu’il y a un flux de
densité. Plus précisément, ces mesures font intervenir le jacobien Jac(h) de la branche inverse h

/X[ (z)dz = flayds =" /Jac f o h(z)dz,
B her 7 M(B) heH
ol ‘H est ’ensemble des branches primaires. En intervertissant somme et intégrale, on obtient
/X[ v)yde = | > Jac(h)(x)- f o h(z)dx,
B B hen
et puisque B est arbitraire, 'opérateur transformateur de densité vérifie

- Z Xl /], ot Xy [f] :=Jac(h) - foh
heH

4. La complétude du systéme intervient essentiellement dans l’expression des préimages, plus simples que dans
le cas d’un systéme non complet.
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est I'opérateur associé a la branche h.

2.2.2 Opérateur de transfert.

On généralise les opérateurs précédents en élevant le jacobien & la puissance s (pour un
complexe s),

X, mlf] =Jac(h)* - foh,  Xi=> Xgp
heH

si bien qu’on retrouve les opérateurs précédents lorsque s = 1. L’opérateur X, s’appelle I'opéra-
teur de transfert, et pour s = 1, on retrouve 'opérateur transformateur de densité X. L’addition
du parameétre s, dont 'idée remonte & Ruelle, va s’avérer trés puissante dans la suite. En analyse
d’algorithmes, cela permettra d’engendrer des séries génératrices.

Ces opérateurs X ;) peuvent aussi étre définis pour une branche inverse de profondeur
quelconque, et ils présentent une propriété de composition remarquable. Pour deux branches
inverses h et g, ’égalité

X, © X g)[f] = X ) Jac(g)” - f o g] = Jac(h)*[Jac(g) o h)* - fogoh,

et la régle de dérivation de Leibnitz qui conduit a 1'égalité Jac(g) o h - Jac(h) = Jac(g o h)
démontrent la relation
Xs () © Xs,[g) = X [gon]

Ceci montre que le k-éme itéré de Iopérateur de transfert est égal a la somme des opérateurs
élémentaires sur les branches de hauteur k,

XE= )" X
heHE

et que 'opérateur quasi inverse est la somme des opérateurs élémentaires sur les branches inverses
d’hauteur quelconque, c’est-a-dire sur les branches de H*,

IT-X) 7' =Y"xX= 3" X,y

k>0 heH*

Souvent nous allons travailler avec 1 'ensemble H* = H* \ {Id}, et dans ce cas I'opérateur en
jeu sera
(I -Xy) toXy=X0(I-X,) "= Z X [h]-
heH*

2.2.3 Opérateur de transfert avec cott.

L’opérateur X est 'opérateur de transfert utilisé dans la théorie classique des systémes dy-
namiques. Le paramétre s y est associé a la taille de départ des orbites. En analyse d’algorithmes,
on cherche a relier cette taille avec le cotit d’exécution de I'algorithme. On y parvient typiquement
par 'usage des séries génératrices bivariées.

Dans le cadre de I'analyse dynamique, ces séries sont engendrées en utilisant les opérateurs
de transfert avec codt ou pondérés,

X, =3 x on X

we(h
s,w,[h]’ s,w,[h] =e ( )X

s,[h]»
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associés a des cotts additifs, (cf. section , que comme on a vu sont définis a partir d’'une
fonction de cotit élémentaire positive ¢ : ' H — N qui quantifie le colit d’une itération. Ces
opérateurs avec colit continuent a jouir des mémes propriétés de composition que les opérateurs
classiques, grace a la propriété d’additivité de ¢, qui vérifie ¢(g o h) = ¢(g) + c¢(h) pour deux
branches inverses g, h € HT. Nous avons

X o XY = (@ X, ) o (WX, ) = e MFDX o X

et
w(c(h)+c = ewelgoh =X
e DK 0 X, gy = €O MK ooy =X

En conséquence, nous avons les identités suivantes pour les opérateurs quasi-inverse,

c)\—1 c)\k _ (e)
(T=XE) ™ =Y X = > X

k>0 heH*
et
(I=X{)) P oX(), =X o (T -X) " = > ngv,[h]‘

heH+

Ce dernier opérateur, associé a ’ensemble H™', apparaitra systématiquement dans les séries
génératrices bivariées de nos algorithmes.

2.2.4 Opérateur de transfert de ’algorithme EUCLIDE-PLIE.

L’ensemble des branches primaires de I'algorithme EUCLIDE-PLIE est

Hio,1) = {hmE :[0,1] = [0,1], hpme(z) = :meZ,ee{l,—1}, (m,e) > (2, 1)} ,

€Ex+m
et le jacobien de la branche h,,  vaut

1

Jac (hin,e) (x) = |y, ()] = (mten)

Ainsi, opérateur pondéré associé au cotit ¢ est donné par

H,, (@) = Y <m i ex)% . guelme) . p <m i Ex) | (2.3)

(m,e)=(2,1)

2.2.5 Opérateur de transfert de 1’algorithme GAUSS-INTERNE.

Considérons maintenant I’algorithme (GAUSS-INTERNE. L’ensemble des homographies qui en-
voient B\ D dans D est HT avec

1
€z +m

H= {hm,e B — B, hp(z) = cmeZ, ec{l,—1}, (m,e) > (2, 1)} :
Le calcul du jacobien d’une fonction h € ‘H demande un certain soin : il faut bien observer que
ces fonctions sont de variable et a valeurs complexes, mais que [’intégration est faite au sens
R2. Le calcul du jacobien doit donc considérer h comme une fonction vectorielle, définie sur un
sous-ensemble de R2, et & valeurs dans R?. Le calcul est résumé dans le lemme suivant.
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Lemme 2.1 (Jacobien d’une homographie vue comme fonction vectorielle). Soit h une homo-
graphie a coefficients réels et soit

h(z,y) = (R(h(z + iy)), S(h(z +iy))),
son interprétation comme fonction R? — R2. Alors, le jacobien de h est donné par
Jac(l)(z,y) = |1 ()]
otz =z +1y.
Démonstration. En effet, la fonction h s’écrit
h(z,y) = @' o Diagy, o ®(z,y),

O(z,y) = (x +iy,x —iy),  Diagy(u,v) = (h(u), h(v)),

(P_l(U’U)Z <U;U’u;’l}> ‘

et donc

Par la régle de Leibnitz,
Jac(h) = (Jac(q)_l) o Diagy, o ®) - (Jac(diagy,) o @) - Jac(®).

Or, ® est une fonction linéaire, de méme que son inverse ®~!. Leurs jacobiens sont donc constants
et I'un est l'inverse de I'autre. Par ailleurs,

Jac(Diagy,)(u, v) = ‘ h'(()“) h,((’v) ' — W (u) - W (0)], (2.4)
et donc,
Jac(h)(z,y) = Jac(Diagy,)(®(z,y)) = Jac(Diagy,)(x + iy, x — iy). (2.5)

En posant z = = + iy, et avec (2.5) et (2.4)) on obtient

Jac(h)(z,y) = Jac(diagy)(z, 2) = |1 (2) - h'(2)] = [W(2)] - |W(2)]

mais puisque 'homographie h est a coefficients réels, on a 1'égalité h/(z) = h/(z), qui montre la
relation

Jac(h)(z,y) = |W'(2) - I (2)| = |I'(2)[?
et qui achéve la preuve. O

Dans le cas de I'algorithme GAUSS-INTERNE, le jacobien s’écrit

4_<m—:|l—62)2'<m-i1-62>2’ (2:6)

et 'opérateur de transfert naturel serait donc défini comme suit

1
h/ 2 —
e

4s

! LWl L f o h(z) (2.7)

m + €z

Houlflz) = )

(m,€)=(2,1)
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Or, cet opérateur posséde un défaut majeur pour nos propos : il ne préserve pas l'analyticité, a
cause du module présent dans le jacobien Or, nous voudrions que 'opérateur agisse sur les
fonctions analytiques. On contourne cette difficulté en considérant le coté droit de , eteny
remplacant z et Z par u et v. On définit ainsi un opérateur associé & la branche h agissant sur
des fonctions a deux variables (u,v) — F(u,v),

H, 5 [F](u,v) = B (w)*/? W (0)*2 - P F(R(u), h(v))

==s,w,
et finalement 'opérateur de transfert

1 * 1 s 1 1
H F — E . . we(mge) |
*S’W[ I, 0) (m+eu> (m+ev> ° F<m+eu’m+ev> o (28)

(m,e)=(2,1)

est maintenant bien adapté & nos besoins, comme nous le verrons plus tard.

2.2.6 Premiéres propriétes de 'opérateur de transfert de GAUSS-INTERNE.

Nous présentons ici les premiéres propriétés de l'opérateur H, ,, qui justifient son utilité. Il
b
étend en un sens précis I'opérateur Hy ,, et il permet de travailler efficacement avec les densités
& valuation, qui est, nous le rappelons, un de nos outils essentiels.

Proposition 2.2. L’opérateur H, ,, satisfait trois principales propriétés.

(i) Il étend Uopérateur de transfert Hy,,, associé a l’algorithme EUCLIDE-PLIE. En effet, lorsque
le couple (u,v) est un couple diagonal (z,x) avec x réel, on a,

H, ,[F(z,2) = Hyu[f](z)

pour toute fonction F' dans le domaine de H, ,, et pour son application diagonale f définie
par f(z) = F(z,x).

(i1) 1l généralise l'opérateur de transfert de l’algorithme GAUSS-INTERNE, défini en , dans
le sens que pour un couple (u,v) “conjugué” de la forme (z,z), on a l’égalité

H, ,[F](z,2) = Hw(f](2),

pour toute fonction F' dans le domaine de Hy ,, et f définie a partir de F' par la relation
f(2) = F(:,2).

(i1i) On a lidentité suivante
ﬂs,w[F](27§) = ‘Z - 5|rﬂs+r,w[G](ng)v
pour toute fonction F' de la forme
F(u,v) = |u—v|"G(u,v). (2.9)

Preuve. Les propriétés (i) et (i) se vérifient immédiatement. Pour la propriété 3, on remarque
d’abord, I'identité due au fait que h est & coeflicients réels,

_ _ N11/2 _ _\\1/2
h(z) = h(2)] = |z — 2| - [W ()W (D) = |2 — 2| - (W ()W (2)) >
La forme particuliére de F' (2.9) entraine alors la relation

F(h(2), h(2)) = |h(z) = h(2)|" G(h(2), h(2)) = |z — 2" I (z) /2 1 (2) 1 G(h(2), h(2)),
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et donc

H, ,0[F(z,2) = B(2)?1 ()2 - "W F(h(2), b(2)) = |2 = 2["H, 1, ,[G] (2, 2).

O

Dans les prochaines sections nous étudions 'opérateur H, ,,, trés souvent en référence a .
b
I'opérateur Hy .

2.2.7 Fonctionnelles W et A.

Dans les analyses qui vont suivre, les opérateurs quasi-inverse ainsi que deux fonctionnelles
de “pondération” vont jouer des réles importants.
Le premier est la fonctionnelle W, avec son cas particulier Wy, définies par

WH,, = EH WoH, ,, = EH

S, W dw=—5W’ Ow SV oo

Le but de W est de pondérer les termes de 'opérateur par le cotit associé & la branche corres-
pondante. Cet opérateur sera utile pour calculer les moyennes et les autres moments des cotits
additifs.

La deuxiéme fonctionnelle a aussi par but de pondérer les termes de la suite, mais cette fois
par la taille de I’entrée associée a la branche . La fonctionnelle A est définie par

AH :QH

==5,W Hg =W’
Ainsi, les paramétres s et w de I'opérateur avec cotit X, ,, joueront le rdle des “marqueurs
formels” de la taille et le colt de l'entrée, en directe analogie avec les séries génératrices de
I’analyse d’algorithmes classique.

2.3 Séries génératrices et opérateurs de transfert.

Dans cette section nous mettons en rapport séries génératrices et opérateurs de transfert.
C’est le premier pas vers 'analyse de I'algorithme.

2.3.1 Omni-présence du quasi-inverse.

L’opérateur quasi-inverse apparaitra systématiquement dans les expressions des séries gé-
nératrices. Cela est naturel puisque le quasi-inverse engendre toutes les exécutions possibles de
I’algorithme, ou encore, en langage dynamique, toutes les trajectoires possibles du systéme dyna-
mique. C’est donc légitime d’espérer qu’il puisse servir & exprimer les séries génératrices, et qu’il
puisse ainsi jouer le role d’opérateur générateur. Il sera étudié d’un point de vue analytique dans
la section et les théorémes techniques qu’on y prouve seront la base de I’étude de complexité
du chapitre

2.3.2 Densité de sortie.

La densité dite de sortie est celle qui s’installe sur I’espace de sortie de ’algorithme, quand on
s’est donné une densité dite d’entrée sur ’espace des entrées. La densité de sortie s’exprime en
fonction du quasi-inverse de 'opérateur de transfert, comme le montre la proposition suivante.
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Proposition 2.3. Soit F € By (V) et soit f son application diagonale compleze, f(z) = F(z, z).
St f est la densité d’entrée de lalgorithme de Gauss complexe, alors la densité de sortie est donnée
par application diagonale complexe de

F=GoulF]  avec Goq:=Hyo (I —H,) ™" (2.10)

Si la densité d’entrée f est de valuation r, liée a une application F de la forme F(u,v) =
|u —v|"L(u,v) avec L € Bxo(V), alors la densité de sortie est donnée par Uapplication diagonale
complexe de

= [y|"Ga4r1alL] (2.11)

Preuve. En effet, si f est la densité de sortie, la mesure d’un ensemble mesurable A C B \ D est
J[ f@wa= 3 [ sy = 30 [[ o neiia
A heH+ heH+

ol nous nous sommes servis du lemme pour le calcul du jacobien. Par ailleurs, par hypothése
nous avons

foh(2) = F(h(2),h(3)).
et donc,
J[ faidzai= [[ 3 Err (1) e dady = [ [ By (1 H) 7 () 2dids

ce qui montre que

et donc ([2.10]). O

Nous n’avons pas donné le résultat analogue pour les algorithmes GAUSS-POSITIF et GAUSS-AIGU,
puisque pour ces algorithmes nous n’avons pas défini d’opérateur. Nous donnons néanmoins une
preuve sans opérateurs dans le théoréme du chapitre [T} partie [[TT} ot on étend les résultats
sur la densité de sortie, en établissant un lien avec les séries d’Eisenstein.

2.3.3 Série génératrice des moments d’un cout additif C'

Proposition 2.4 (Série génératrice des cotuts additifs). La série génératrice des moments d’un
coit additif C' de cotit élémentaire modéré c se décrit en fonction de lopérateur H, ,, de la
manieére suivante. Désignant par G, l'opérateur défini par

Gs,w = Es}w o (I - Es}w)_la (212)

on a

Eqs (") :/E\D Go,w[F|(z, Z) dzdy (2.13)

ot F' est donnée par F(x + iy, x —iy) = f(x,y). En particulier, dans le cas d’une densité F de
valuation r, s’écrivant F(u,v) = |u — v|"L(u,v) avec L(u,u) # 0, on a

E(p) (") = / / " Gorrw[L)(z, 2) dudy.
h(B\D)
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Démonstration. La quantité C(z) ne dépend que de la branche inverse h € H™ associée a z.
L’expression C'(h) ne contient donc pas d’ambigiiité. La série génératrice des moments du cott C'
peut s’écrire en termes des branches inverses de l'algorithme de Gauss, de la maniére suivante :

Egy(e*) = 3 ewC® .y, [h(é \ D)} , (2.14)

heH+

ot Py [W(B\ D)] est la probabilité d’avoir une entrée z dont la branche associée est h. Avec le
changement de variable (z,y) = h(&, ), cette probabilité s’exprime comme

B\D //B\D xyda:dy—// I (2)|2f o h(%, §)didy.

En utilisant 'opérateur H, ,, 1), on remarque I'égalité
cwC(h)  p Py [ B\D / H, ., [h] 1(2, 2) didy,
et en utilisant la relation ()
By (e) = [[[ oo (1B, (FIG2)
B\D
La preuve est ainsi achévée. O

2.3.4 Espérance d’un cout additif.

Si 'on veut trouver les différents moments de la c-variable aléatoire C, on dérive par rapport
a w et on égale w a 0. Il suffit donc d’utiliser la fonctionnelle Wy, qui effectue exactement cette
tache, :

5
WoXaw ) = 3= Kaw @) |ymo = €)X = Wiy X -

Cette fonctionnelle linéaire permet de définir 'opérateur générateur du cotit additif
GS,C = W(c)[ﬂs ° (I - ﬂs)_l] = (l - Hs)_l © W(c) [Es] ° (l - Hs)_l

qui permet d’écrire I’espérance du coiit additif C' sous la forme alternative
Ep(C) = / _ G c[Fl(z,2)dady (2.15)
B\D
et aussi, dans le cas ou F' s’écrit sous la forme F(u,v) = |u — v|"L(u,v),

m=[@;wcﬂwm@wmw. (2.16)

2.3.5 Espérance du cout D

Dans le cas du colit D, nous considérons ’espérance directement.
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Proposition 2.5 (Espérance du cotit D). L’espérance du coit D se décrit en fonction de l’opé-
rateur Hy ,, de la maniére suivante. St

GS,D = (l - Es)_l © Wi [Es] 0 (l - Es)_l © A[Es] © (l - ﬂs)_l

ot £ est la longueur binaire, alors
Biy(D) = [[ GanlPleadedy = [y Garrplllz,2)dndy.  (21)
B\D B\D

ot F est donnée par F(x + iy, z —iy) = f(x,y).
Démonstration. En effet,
// D(2)F(z,z)dzxdy = Z // (z,2)dxdy, (2.18)
heH+ B\D

et, en utilisant la proposition sur le jacobien de h,

/ /  D(2)F(z, 2)dady — /ﬁ W (2R D((E)F (h(2), h(3))didy.
h(B\D) B\D

D’aprés XX, lorsque la hauteur de h est égale & p, le cott D(h(Z) s’exprime comme une somme
de p termes, le i-éme terme faisant intervenir le cotit £(m;) et 'homographie h;_1 regroupant les
i — 1 premiéres étapes de l'algorithme, ainsi que le complexe z;_1 associé a la (i — 1)-éme base
construite dans I’algorithme. On raffine la décomposition de 'homographie h en écrivant

~ ~

Zi—1 = Ny e, © hp—i(2), de sorte que  h = hj_1 0 hu, ¢, © hp—i(2),

fait intervenir I’homographie ﬁp_i qui regroupe les p — i étapes de la fin. Alors

p

W ()P D((2)) = Y £(mi) |1 (2) [ |}y (hanee; © hip—1(2))]. (2.19)
i=1
En utilisant la dérivée d’'une composition, le terme général de la somme devient
[ R [ A e | Y e TR A iy |
En utilisant les opérateurs élémentaires, ce terme s’écrit,
H, 5 00 WoHsm,, . © AHyp, ) [F](Z, 2).

En sommant sur touts les ¢ et toutes les hauteurs possibles p, et en utilisant la linéarite des
fonctionnelles W et A, on obtient

> W (2)]? D(h(2)) F(h( ZZHP ToH o AHLV[F)(2,3).

heHt p>1i=1

t\z>|

En intervertissant les sommes, on obtient

P
Z Z Hg_i o ch) o AHé_l = Z Hg_i o Héc) o Z AH%‘1

p>1i=1 p>i i>1
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puis, en utilisant encore la linéarité de A, en répérant les quasi-inverses, et en utilisant I'identité
(conséquence de la proposition [2.1)

A(I -Hy) ™' = (I -Hy) ' o AH, ' o (I —Hy) ™,

on obtient ,
SN B oHY o AHY = (1 - Hy) Tt o AHy o (1~ Hy) ™!
p>1i=1
qui permet de conclure la démonstration. O

2.4 Propriétés spectrales des opérateurs.

Jusque 14, nous avons défini formellement les opérateurs de transfert et nous avons exprimé les
quantités qui nous intéressent en fonction de ces opérateurs. Les expressions sont pour 'instant
formelles, algébriques, et ne comportent pas d’information quantitative. C’est le but de la présente
section d’introduire de ’analyse, de sorte que 1’on puisse obtenir des informations quantitatives.
Il y a deux ingrédients principaux, qui sont liés : les espaces fonctionnels et la théorie spectrale.
Les espaces fonctionnels fournissent a la fois 'espace vectoriel sur lequel I'opérateur agit, mais
aussi une norme, qui donne & la fois une notion de taille et de distance. La norme associée a
I’espace fonctionnel donne les moyens de mesurer la taille des objets, et donc d’approximer les
quantités en jeu. La théorie spectrale permet de décomposer les opérateurs. Les deux aspects
vont se croiser lorsqu’il s’agira de construire une décomposition en une partie dominante et une
partie dominée.

Dans cette section nous allons rappeler quelques éléments de théorie spectrale, concernant les
opérateurs compacts sur un espace de Banach. On commence par discuter le choix d’un espace
fonctionnel adapté.

2.4.1 Espaces fonctionnels.

Les espaces fonctionnels usuels sont toujours des espaces de Banach. Le choix d’un espace
fonctionnel est dirigé par deux principes : tout d’abord, il doit contenir les fonctions étudiées.
Ensuite, il doit avoir suffisamment de structure pour que les opérateurs de transfert y possédent
de bonnes propriétés, notamment spectrales. Donc, I’espace ne doit étre, ni trop petit, car il doit
contenir les fonctions étudiées, ni trop grand, car le spectre est alors trop grand lui aussi, sans
propriétés spectrales intéressantes. Dans notre contexte, les fonctions étudiées sont les densités
d’entrée qui sétendent en des fonctions de deux variables. Afin d’obtenir naturellement des opé-
rateurs de transfert compacts, on va travailler avec des fonctions analytiques de deux variables
G(u,v), sans que cela limite la possibilité d’utiliser des fonctions de la forme

F(u,v) = |u—v|" - G(u,v),

grace a la propriété (iii) de la proposition Il nous reste maintenant & préciser cet espace
fonctionnel, et c’est I'objet de la définition suivante.

Définition 2.2 (Espaces fonctionnels Ao (V), Boo(V)). Soit V un disque ouvert sur le plan com-
pleze. L’espace Ax(V) est lespace de Banach des fonctions complexes d’une variable, analytiques
sur V et continues sur )V, avec la norme

Il = sup [ f (w)].

uey
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L’espace Boo (V) est l’espace de Banach des fonctions complexes a deux variables, analytiques sur
V x V et continues sur ¥V x V, avec la norme

IF[l = sup _|F(u,v)].
(u,0)EVXV

Les espaces fonctionnels A (V), Boo(V) appartiennent a la classe des espaces nucléaires
d’ordre 0. Ils ont été étudiés par Grothendieck dans les années 50 (|29, 28]). Ils sont remar-
quables dans le sens que tout opérateur borné agissant sur I'un de ces espaces est lui-méme
nucléaire, et posséde automatiquement des propriétés trés fortes : il est notamment compact.
Nous allons rentrer dans les détails plus tard dans le chapitre, en spécifiant le disque V (qui
dépend essentiellement de la géométrie des branches primaires) et en prouvant que 'opérateur
H; , agit sur A (V), Vopérateur Hy ,, agit sur Boo(V) et que ce sont des opérateurs bornés.

On dit que lopérateur T est compact, lorsque ’adhérence de I'image par T de la boule unité
ouverte est un sous-espace compact de E. Nous allons insister sur les propriétés spécifiques de
ce genre d’opérateur, puisque 'opérateur de transfert en est un, comme on verra.

2.4.2 Valeurs propres, vecteurs propres.

A un opérateur T € B(FE), on associe opérateur (T —(I). L’ensemble des ¢ € C pour lesquels
cet opérateur est non inversible s’appelle spectre de T, et il noté o(T). La fonction ¢ — (T —¢I)~!
est la résolvante de T, et elle est définie sur I’ensemble résolvant p(T) = C\ o(T). En dimension
infinie, un opérateur peut étre non inversible car il est soit non injectif, soit non surjectif. On
dit que A € C est une valeur propre de T lorsque 'opérateur (T — AI) est non injectif : 1l existe
alors f € E'\ {0}, vérifiant Tf = Af. Une telle fonction f est appelée fonction propre. De fagon
équivalente, \ est une valeur propre si le noyau de T — AL, appelé I’espace propre associé a A, est
de dimension d > 1. Cette dimension d est la multiplicité géométrique de A.

Le rayon spectral de 'opérateur T, désigné par r(T) est défini par

r(T) :=sup{|\; (€o(T)},
et le théoréme du rayon spectral affirme que
r(T) = lim [|T*|'/*,
k—oo

et ceci, pour toute norme ||.||.
Lorsque T est un opérateur compact, le spectre privé de la valeur 0 est un ensemble discret,
et n’est formé que de valeurs propres propres isolées.

2.4.3 Décomposition spectrale.

Comme on I’a déja dit, pour étudier plus facilement les opérateurs, on cherche a les décom-
poser en opérateurs plus simples, en utilisant notamment des projecteurs. Soit P un opérateur
de B(FE) idempotent (ou projecteur), vérifiant P2 = P. Alors, I'espace E se décompose sous la
forme

E=M&N

ot M =PFE et N =(I-P)E. Les espaces M et N sont des sous-espaces fermés de E. De fagon
réciproque, lorsque F se décompose sous la forme

E=M®®N, avec M, N des sous-espaces vectoriels fermés de F,
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il existe un opérateur P € B(FE) idempotent pour lequel PE = M, (I—-P)E = N.

On cherche maiontenant a définir des projecteurs & partir du spectre o(T) d’un opérateur
compact T. La compacité de T garantit que tout élément non-nul du spectre A € o(T) y est
isolé, et il existe donc une courbe C simple et réguliére sur le plan complexe, entourant A et
isolant A du reste du spectre o(T) \ {\}. L'opérateur P défini par

e 1 _ -1
P = iém?gn dc,

2
est un projecteur, qui ne dépend pas de la courbe C et seulement de la valeur propre A : c’est
le projecteur associé a A. La dimension de l'espace PE est la multiplicité algébrique de A, qui
est toujours supérieure ou égale & la multiplicité géométrique. Les valeurs propres non-nulles
des opérateurs compacts sont toutes de multiplicité algébrique finie. Lorsqu’une valeur propre A
posséde une multiplicité algébrique égale & la multiplicité géométrique, elle est dite semi-simple.
Une valeur propre est simple si sa multiplicité algébrique (et donc sa multiplicité géométrique)
vaut 1. Une valeur propre simple est toujours semisimple.

Nous considérons maintenant le cas, essentiel pour la suite, ol 'opérateur T a une unique
valeur propre dominante : Cela signifie qu’il existe une valeur propre A de multiplicité algébrique
égale a 1, qui vérifie : Pour tout ¢ € o(T) \ {A}, le module |¢]| vérifie [(] < |Al.

2.4.4 Opérateurs compacts avec une unique valeur propre dominante.

Dans ce cas, la décomposition F = PE @ (I — P)E définit deux sous espaces stables par T.
De plus, puisque PFE est de dimension 1, et est stable par T, ona ToP = AP =P o T. Posant
N=To(I-P)=(I—-P)oT, lopérateur T se décompose en

T = AP +N. (2.20)

Remarquons que, par défintion, le spectre de N vérifie o(IN) = o(T) \ {\} et qu'on a ’égalité
NoP =P oN = 0. La décomposition (2.20)) permet alors d’obtenir une décomposition pour
toutes les puissances de T, pour tout k£ > 1

TF = \*P + N*, (2.21)

Le rayon spectral de N l'inégalité r(IN) < p|A|, avec p < 1, et le thoréme du rayon spectral montre
que, pour k suffissamment grand, on a ||[N¥|| < (p')*|\|¥, pour un certain p’ vérifiant p < p’ < 1.
Cela montre donc que le premier terme de la décomposition domine strictement le second.

Si maintenant ||T|| = p < 1, le théoréme du rayon spectral montre 'inégalité r(T) < p < 1,
et donc, a la fois A et le spectre o(IN) sont inclus dans le disque {|z| < p}. Alors, le théoréme du
rayon spectral montre l'inégalité |[N*|| < 1 pour k suffisamment grand, et donc l'existence des
deux quasi-inverses (I — T)™!, (I — N)~!, et finalement la décomposition,

A
I-T)!'=-—"P+N.
( ) T—3F+
Puisque PFE est de dimension 1, il est engendré par une fonction propre relative a A, que
nous désignons par 1. Alors, pour toute fonction f de E, il existe un complexe v[f] pour lequel

on a P[f] = - v[f]. Cela définit un élément v du dual E* de E. On a, pour tout f € F,
P[Tf] =4 -v[Tf], mais aussi  P[Tf] = AP[f] = Ay - v[f]. (2.22)

Cela montre I’égalité v[T f] = Av[f], et la définition de l'opérateur adjoint 7™ prouve que v est
une mesure propre pour 7. Si on normalise v en exigeant v[1] = 1, alors le vecteur propre 1) est
unique et on a aussi la relation v[i] = 1.
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2.4.5 Existence d’une valeur propre dominante

Dans cette section, nous énongons le théoréme de Krasnoselskii [38], qui donne des conditions
suffisantes pour l'existence d’'une valeur propre dominante. Ces conditions font intervenir les
opérateurs ug-positifs, qui généralisent les opérateurs positifs de la dimension finie et possédent
donc des propriétés spectrales dominantes.

Un sous-ensemble K d’un espace de Banach réel B est appelé un cone propre si

(1) pour tout réel o > 0 et tout vecteur f de K, of € K,
(ii) KN—K = {0}.

Un céne propre est appelé reproductif si B = K — K, c’est-a-dire si tout élément f de B s’écrit
comme la différence de deux éléments de K.

Soit K un cone propre, reproductif et d’intérieur K non vide. On dit que T : B — B est
positif (par rapport au cone K) si T(K) est inclus dans K. Soit ug un élément de K ; on dit que
Iopérateur positif T est ug-positif par rapport au cone K si, pour tout élément f non nul de K,
il existe un entier p et deux réels « et § strictement positifs pour lesquels

Bug < TP f < aug, (2.23)

et I'ordre est défini en relation avec K : f < g si et seulement si g — f € K.

Alors, le théoréme de Krasnoselskii [38] s’énonce ainsi : Tout opérateur T compact et ug-positif
satisfait a une propriété de type Perron-Frobenius : il a une unique fonction propre g dans K et
la valeur propre associée A est simple, et strictement plus grande en valeur absolue que les autres
valeurs propres.

2.4.6 Théorie de la perturbation

Les objets spectraux d’un opérateur T; qui dépend analytiquement d’un paramétre jouissent
elles aussi de cette dépendance analytique, pourvu qu’elles soient elles-mémes bien définies. C’est
ce que dit la théorie de la perturbation, dont nous énoncons ici les principaux résultats directe-
ment appliqués & notre contexte.

Proposition 2.6. Soit T; un opérateur qui vérifie les deux propriétés
(1) L’application t — Ty est analytique dans un voisinage de t = tg

(1) Pour t = to, lopérateur Ty admet une valeur propre simple A qui est isolée dans o(Ty).
On désigne par P,N les opérateurs associés a la décomposition spectrale de Ty, .

Alors, il existe un voisinage V de tg sur lequel les propriétés suivantes sont vérifiées :

(1) L’opérateur Ty admet une valeur propre simple A(t), isolée dans o(Ty), qui vérifie A(ty) =
A, qui définit des opérateurs Py, Ny associés a la décomposition spectrale de Ty.

(i) Les applications t — A(t), t — Py, t — Ny sont analytiques sur V,
(i5i) SiN(to) # 0, Uégalité A\(t) = X définit une courbe analytique z — t(z) sur laquelle A(t(z)) =
A

Preuve. Ces propriétés sont abordées dans la théorie de la perturbation analytique, dans [34],
ou on renvoie le lecteur pour les preuves. O
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Chapitre 2. Opérateurs de transfert et séries génératrices.

2.5 Propriétés spectrales des opérateurs de transfert des sys-
témes de Gauss et d’Euclide.

On rappelle que les deux opérateurs de transfert que nous voulons étudier sont définis par

H,,[fl(z) = (miexys-ewdmve)-f(mi€x>. (2.24)

(m,e)=(2,1)

(pour 'algorithme d’Euclide), et par

1 s 1 5 1 1
H [F = E . . ewelmse) | p 2.2
H, o [F](u,v) <m+eu> <m+€u> ‘ (m—i—eu’m—i—ev)’ (2.25)

(m,€)=(2,1)

(pour l'algorithme de Gauss).
On omettra 'indice w quand il est égal a 0, et omettra I'indice s quand il est égal & 1.

2.5.1 Espaces fonctionnels adéquats.

Il faut d’abord trouver un espace fonctionnel adéquat, pour chacun des opérateurs. Comme
nous 'avons annoncé, ce sera un espace fonctionnel du type A (V) pour Hy,, et du type B (V)
pour ﬂ&w, qui sont des espaces nucléaires, ol tout opérateur borné est compact. Il reste & préciser
le disque V, qui est choisi en fonction des propriétés de I’ensemble H des branches. Avec un choix
adéquat de V, les opérateurs seront bornés et donc compacts.

Définition 2.3 (Espaces fonctionnels Ay (V), Bo(V)). On désigne par V le disque ouvert de
centre 1/4 et rayon 1/2. L’espace Ao(V) est l'espace de Banach des fonctions complexes d’une
variable, analytiques sur V et continues sur V, avec la norme

£ = sup | (u)].

ueV

L’espace Boo (V) est l’espace de Banach des fonctions complexes a deux variables, analytiques sur
V x V et continues sur V x V, avec la norme

IF[l = sup _|F(u,v)l].
(u,0)EVXV

2.5.2 Propriétés analytiques des branches du systéme GAUSS-INTERNE.

Le choix du disque V n’est arbitraire; il est 14 pour assurer aux branches inverses du systéme
GAUSS-INTERNE de bonnes propriétés. Dans le lemme suivant, nous établissons des propriétés
importantes des branches du systéme GAUSS-INTERNE. Elles permettront d’assurer que l'espace
B (V) est un espace nucléaire au sens de Grothendieck, ot tout opérateur qui y agit est lui-méme
nucléaire, et donc compact.

Proposition 2.7 (Propriétés des branches primaires). L’ensemble H du systéme GAUSS-INTERNE
(qui coincide avec celui de l’algorithme EUCLIDE-PLIE) satisfait les propriétés suivantes :

(i) Toute homographie h € H envoie le disque V dans son intérieur V,

h(V)CV pour tout h € H.
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(ii) Il existe 6 < 1 tel que, pour toute branche h € H et pour tout (u,v) €V xV on a
|h(u) — h(v)] < dp |u — | avec 0, < 0 < 1.

(iii) 1l existe K > 0 telle que pour toute branche h € H, et pour tout wu,v réels de V,

h”(u)
h'(u)

!/
<K, ’h (v)

< Klu—v|
= W(u)| =

Remarque. C’est la propriété (i) qui est la plus importante et qui permet de montrer que les
opérateurs H ., H ,, sont bornés dans Ao (V) ou B (V) (selon le cas), et qu’ils sont donc
compacts.

w

Démonstration. Preuve de (). Comme les homographies de H envoient disques en disques, réels
en réels et vérifient h(z) = h(Z) pour tout z, il suffit de vérifier que I’homographie h(z) =
1/(m + €z) envoie l'intervalle fermé V N R, dans lintervalle ouvert correspondant. L’intervalle
VNR est égal & ] —1/4,3/4]. Lorsque (m,€) > (3,—1), les deux points h(—1/4) et h(3/4) sont
tous deux éléments de | — 1/4,3/4], comme on le vérifie facilement. Lorsque (m,€) = (2,1), on a
h(—1/4) = 4/7 < 3/4 et h(3/4) = 4/11 < 3/4. Donc, l'intervalle [—1/4,3/4] = V N R est envoyé
dans l'intervalle | — 1/4,3/4[ et donc V est envoyé en V, comme on voulait prouver.

Preuve de (ii). Un calcul direct, déja utilisé, montre que toute homographie de déterminant +1

vérifie
= VW ()] - [W(v)],

pour tous les u,v € C distincts, et pour v = v par continuité. Dans le cas d’une branche de H,
primaires, désignée par A, ., il prend la forme

'h(u) — h(v)

u—v

1

hme(U) — B e
u—v lew +m| - |ev + m)|
Lorsque € = 1, le c6té droit est maximum pour u = v = —1/4. Nous avons,
Pt (0) = By (0) 116
u—v ~ (m—1/4)%2 ~ 49

la borne donnée correspondant au cas m = 2. Par ailleurs, si € = —1, le coté droit de ([2.26]) est
maximum dans V x V pour u = v = 3/4. En conséquence,

|hm,1(u) — hin,—1(v)

u—uv

1 < 16
= (m—3/4)2 = 81

la borne donnée correspondant maintenant au cas m = 3. En total, nous avons montré que nous
pouvons prendre pour établir (i7)
1 1 16

o g = — e finalement §— —
hm,+1 (m . 1/4)27 hm,—1 (m — 3/4)2, (S nalemen 497

Preuve de (iii). Nous avons, pour une branche h(z) = 1/(m + €z),

2 2 8
= < < -, car m > 2 et |u| < 3/4.
[(m +ew)] — [lm| = Jul| =5

‘ B (u)
1 (w)
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Chapitre 2. Opérateurs de transfert et séries génératrices.

La propriété (iv) est & prouver pour u,v € V réels : cela garantit que la fonction u +— |1/ (u)| est
dérivable, puisque le signe de h'(u) ne change pas dans VNR. Par le théoréme des accroissements
finis, appliqué a la fonction z — log(h/(z)), nous obtenons

h//(w)
h' (w)

et donc, avec (iii), on obtient log|h'(u)| — log |W/(v)] < K|u — v|. 1l suffit alors de prendre
I’exponentielle des deux cotés pour conclure. O

[ log |1 ()] — log |1 (v)]] = \ ] Ju—v]  pourw e [u0],

Comme nous 'avons dit, cette proposition permet de montrer que les opérateurs H, ,, et
H, , sont compacts, pourvu qu’ils soient bornés sur B (V), ce que nous discutons maintenant.
I

2.5.3 Domaine de définition des opérateurs.

Les opérateurs H,, et Hy,, dépendent d’'un coit ’elémentaire ¢, et les propriétés de ces
opérateurs dépendent de la croissance de ce coiit. La classe de colits définie ci-dessous contient
tous les cotits intéressants, et permettra aux opérateurs associé d’étre bornés sur A (V), Boo(V)
(et donc compacts).

Définition 2.4. [Coit & croissance modérée|. On dit que le codt élémentaire ¢ : N — N est a
croissance modérée si

c(m)

p(_) := lim inf c(m)

() — 1
o L et lim sup

¢ m—oo log(m)

sont finis. L’ensemble §) ) et sa frontiere F(.) sont alors définis par

He) = {(S,w) eC’ : Rs> % |14 pleEnee) . g } . F = Fromtiere$, (2.27)

Proposition 2.8. On considére un codt élémentaire c modéré, et le domaine ) correspondant.

Les opérateurs de transfert Hs,, et H,,, définis en et possédent les propriétés
suivantes :
(i) Pour (s,w) € (), lopérateur Hyy agit sur As(V), lopérateur Hy ,, agit sur Boo(V), et

ce sont des opérateurs bornés et compacts.

S, W

(i) Lorsque le couple (s,w) réel tend vers un point de la frontiere F.y, alors la norme de
Vopérateur Hy ,,, tend vers linfini.

Démonstration. On prouve d’abord (i) dans le cas de I'opérateur généralisé. Soit F' € B (V) et
un point (s,w) satisfaisant (2.27). Pour prouver que H ,[F] est une fonction de B (V), nous
montrons que chaque opérateur composante défini par

1 1
m+ eu)® (m + ev)s

H, \ mlFl(u,v) = ( U F (h(w), h(v)) (2.28)

agit sur B (V), et que la série est normalement convergente. La norme de 'opérateur H,
s’étudie comme suit. En posant (w) = 7, nous avons

clm)

|exp(we(m))| = exp(re(m)) = m Teem et |[F(h(u), h(v))| < [|F[[O(1),
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et par ailleurs, si s = o + it, pour tout u € V,

1 1 1 1

((m+ew)|  |m*]-|(1+eu/m)s|  m?|(1+ eu/m)’]

et, lorsque m — oo,

(1 +eu/m)~°| = |exp(—slog(l+ eu/m)|)

exp(—o -log |1 4 eu/m| +t - arg(l + eu/m))
|1+ eu/m|™7 - exp(t-O(1))

= 0s(1),

ou la constante dans O4(1) dépend seulement de s. Ainsi,

w:o(i)

Finalement, la norme de l'opérateur composante H, ,, ;) associé¢ a un couple (m, €) satisfait

c(m)

_ —e(s,w) _ _
[[Hy o, pl| = Os (m ) avec e(s,w) = 2Rs %wlogm'

Cela montre que la série est normalement convergente lorsque e(s, w) est supérieur a 1, et
donc ausitot que s et w vérifient - Comme la convergence normale assure la conservation
de I'analyticité et de la continuité, 'opérateur H, ,, agit sur Boo(V), et y est borné. D’aprés la
propriété de nucléarité, c’est aussi un opérateur compact.

Preuve de (i7). On remarque, que la preuve précédente peut se préciser quand s et w sont réels.
Alors, les O des estimations précédentes se transforment en O, et on peut prouver que
I1H, ., il] = O (m—etw) avee (s, w) = 2R — R
s, (A} T logm’
En faisant agir 'opérateur sur la fonction constante égale & 1, on déduit alors que la norme de
lopérateur H, ,, lui-méme est O(m~¢(>®)). Comme e(s,w) tend vers 1 quand (s, w) tend vers
un point de F(.), cela conclut la preuve de (i1). O

2.5.4 Existence d’une valeur propre dominante pour s, w réels.

La propriété spectrale essentielle des deux opérateurs H 4, et H ,, est 'existence d’une valeur
propre dominante unique, simple et isolée du reste du spectre. C’est le théoréme de Krasnoselskii
qui va prouver ce résultat. Cela permettra de décomposer comme nous I’avons annoncé en ([2.21])
I'opérateur en une partie “dominante” et une autre partie “dominée”.

Proposition 2.9. On considére un coit élémentaire ¢ : N — N de croissance modérée et un
couple (s,w) € § ). Alors, pour un couple (s,w) réel,

(i) lopérateur Hy,, posséde une unique valeur propre dominante \(s,w) réelle, associée a

une fonction propre 1 ,, strictement positive. Le vecteur propre vs,, de l’opérateur adjoint

H , est une mesure de Radon positive, et, lorsqu’on on les normalise, on a vs,[1] =1 et

S, w
I/S,w[i/)s,w] = 1. La paire (s, Vsw) €st unique.
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Chapitre 2. Opérateurs de transfert et séries génératrices.

(13) Vopérateur Hy ,, posséde une unique valeur propre dominante A(s,w), réelle pour s, w réels,
b
associée a une fonction propre ¢s , Strictement positive. Le vecteur propre v, de l’opéra-
—S, b
teur adjoint HY , est une mesure de Radon positive, et, lorsqu’on on les normalise, on a
b

Ve[l =1 et g&w@&w] = 1. La paire (y&w V) €St unique.

» Ls,w

Démonstration. Nous reprenons essentiellement la preuve donnée dans Darticle [I5], er nous
'adaptons a un opérateur mondéré. Il s’agit de montrer que 'opérateur H, ,, est up-positif lorsque
s,w € R et ensuite d’appliquer le théoréme de Krasnoselskii. Soit J = V N R et considérons le
sous-espace vectoriel réel BX (V) de Boo(V), qui contient les fonctions définies sur V et a valeurs
réelles sur J x J. Pour a > 0 on considére ’ensemble

K,={FeBR2W) : Vu,ve J, 0<F(u,v) < ea|“*“|F(u,u)}.

Nous allons montrer que K, est un cone propre, reproductif et d’intérieur non vide. C’est un
cone propre puisque si p > 0 et F' € K,, alors évidemment pF' € K, et puisque F,—F € K,
implique F' = 0. C’est un coéne reproductif puisqu’a toute fonction F' € BX (V) nous pouvons
associer F'+ R -1, qui est une fonction de K, dés que

_ oalu—v|
RZM-FEZ sup F(u,v) —e F(u,u)

- (2.29)
a (u,v)eT XTI ea\u vl — 1

puisque dans ce cas
(e — R > F(u,v) — e IF(u,u) pour tout (u,v) € J x J

et donc
ea|ufv|(F(u’ u) + R) > F(uﬂ)) + R pour tout (U, ’U) SV VA

ce qui montre que '+ R -1 appartient a K,. Le cone K, est d’intérieur non vide car la fonction
F(u,v) :=exp[(a/2)(u — v)] est dans l'intérieur de K,.
Le membre droit de (2.29) est fini puisque pour toute fonction G' € BX (V) :

el G (u,u) — G(u,v)| < (e — 1) (M + ¢/a). (2.30)
En effet,
e 1G (u, w) = Glu, )] < (e = 1)|Gu,u)| + |Glu, w) — Glu,v)].

Comme G est analytique dans V x V et continue en V x V (ainsi que ses dérivées partielles), les
grandeurs

Y

M =sup|Gluw), c= sup ]8%,@)
ueJ u,veJ ov

sont finies. On peut alors utiliser I'inégalité classique e — 1 > & pour obtenir
(el — 1)|G (u, u)| + |G (u, u) — Glu, v)| < (e — V)M + clu —v| < ("1 = 1)(M + ¢/a).

Pour établir la positivité de H, ,, nous allons montrer que H ,, envoie K, en Ky, avec < 1.
En nous servant de la proposition propriété (iz), nous pouvons fixer un réel positif § < 1
pour lequel toute branche h € H vérifie

|h(u) — h(v)| < 8lu—v| pour tout u,v € V. (2.31)
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On fixe aussi un réel ¢’ €]4, 1] quelconque. Une fonction F € K,. vérifie, grace a (2.31)), et pour
tous u,v € V.

F(h(u), h(v)) < PRI R (b (1), h(u)) < e@MO=ROIE(R(w), h(u)) < e E(h(u), h(u)).

Par ailleurs, si u,v € J et F € K,, nous avons

H, [Fl(w,0) =Y W) 0 (o) M F(h(u), h(v)) (2:32)
heH
< a(S\u v| Z h/ s/2h/ s/2€wc(h)F(h(u)7h(u)), (2_33)

heH
or, grace a la propriété (iv) de la proposition on montre que
0 < H, ,[F](u,0) < el K/DH | [F](u,u) < e, (2.34)

et alors H, , est un opérateur positif de Ky,. Il ne reste qu’a montrer que Hy ,, est 1-positif :
pour toute fonction F' € K, non identiquement nulle, il existe p € N, et «a, 8 > 0 tels que

HE [F]—a-1€ K, et 3-1-H,,[F] € K,,

5w
ou de fagon équivalente, pour tous u,v € 7,
o< eolv | | [F](u,u) — HY ,[F)(u, v)
- ealu—v| _ 1
Or, pour tout p > 0, l'inégalité 1 montre I'existence de (3, puisque HE | [F] € BE (V) quand

F € K,. Pour prouver l'existence de «, on commence par montrer que si F' = 0, alors il existe
p € N tel que

<5, (2.35)

my = i?gﬂngm(“’“) > 0. (2.36)

En effet, si ce n’était pas le cas, il existerait, pour chaque p € N, un réel u, € J qui vérifie,
pour toute homographie h € H* de hauteur |h| = p, Pégalité F(h(uy),h(uy)) = 0. L’ensemble
{h(up) : |h| =p, p > 0} est dense en J car les intervalles fondamentaux ont des longueurs < ¢”
pour |h| = p, et ils forment une partition de J. Comme de plus la fonction diagonale u — F'(u,u)
est analytique, cela entraine la nullité de la fonction u — F(u,u), dans V, et donc, grace a la
définition du cone K, la nullité de F'(u,v) dans J x J. Or, pour chaque uy € J, F(ug,v) est
une fonction analytique dans V, nulle dans 7 x V. En fixant vy € V, F'(u,v) est également nulle
pour u € J, et donc dans tout V. On conclut que F' est la fonction nulle, ce qui contredit notre
hypothése.

Soit p un entier vérifiant (2.36)). On choisit a = sA/(4(6 — ¢')), de maniére a ce que

soit vérifice. Alors, lopérateur HY |, envoie K, sur Ky, pour chaque p > 1. Ainsi,

el THE , [F)(u, u) — HE ,[F)(u,v) o HiulF] (u, u) (el — ea'luml)
ealu—v| _ 1 = ealu—v| _ 1

et en choisissant
eolu—v| _ gad’|lu—v|

o i=my inf
(u,v)eT XT ealu=vl — 1

Pinégalité est vérifice.

Nous avons donc vérifié toutes les hypothéses du théoréme de Krasnoselskii. Il existe donc
un unique vecteur propre dans lintérieur de K, et la valeur propre associée est simple (de
multiplicité algébrique 1) et elle est, en module, strictement supérieure a toutes les autres valeurs
propres. La derniére assertion est un cas particulier de ce que nous avons montré dans la section

244 O
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2.5.5 Propriétés spectrales dominantes.

La proposition suivante établit maintenant un lien entre les objets spectraux dominants des
opérateurs H, ,, et H, ,,.

Proposition 2.10. Lorsque s et w sont réels, les propriétés spectrales dominantes de [’opérateur

a deuz variables H, , sont reliées a celles de l'opérateur a une variable Hy,,. Plus précisément,

(i) Les deux opérateurs ont la méme valeur propre dominante \(s,w),

(ii) La restriction de la fonction propre dominante b de H, ,, a la diagonale de VXV coincide

)

avec la fonction propre dominante s , de Hy .

w

(i1i) La fonction propre QS w s’exprime en fonction de g, :

1
Cul0) = [ a0t (0= wt)ar (2.37)
ot Bqp est la densité 8 classique,
_Tla+d) . b—1
Bap(y) = F(a)F(b)t (1—-1) a>0,b>0.

De plus, ¢_ w(z, Z) est un réel strictement positif.

(iv) Le vecteur propre dominant v, de lopérateur adjoint Hy,, est égal au vecteur propre
dominant v, de lopérateur Hy ,, dans le sens suivant : pour une fonction F' de Boo(V)
dont application diagonale est f, on a

Zs,w[F] = VS,w[f]'

Démonstration. Nous rappelons le lien essentiel entre les deux opérateurs Hs ,, et H, ,, prouvé
dans la proposition Pour toute fonction F', d’application diagonale f définie par f(u) :=
F(u,u), on a, pour tout k > 1

HE, [F](n,u) = HE, [f](u). (2.38)

Par ailleurs, la section précédente permet d’appliquer la décomposition (2.21) aux deux opé-

rateurs Hy,, et H, ,, et comme les fonctions propres 1 ,, et wsw sont strictement positives
K ]

respectivement sur J et sur J x J, on a

HE [F)(@,2) = As, )0, (@,2)v,,, [F] [1+0(0")] (2.39)

HE ,[)(2) = Als,0) s (@)vsulf] |1+ 0065
oil p, p sont liés au saut spectral des opérateurs. On en déduit d’abord, avec (2.38), I'égalité

. 1/k ) 1/k
As,w) = lim (HE,[)(z,2) = tim (HE,[1]@)) " = AGs, w),
puis, avec I'égalité v, ,[1] = vsw[l] =1
ES ) HE)
Yy 0@ ) gl A(s, w)k s A(s,w)k = Ysw(®)-
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Enfin,
U TR ()
koo A(s, w)kysw(ac,x) koo A(s, W)k 4 ()

= Vs,w[.ﬂ~

Il reste donc & prouver (7i7). Nous suivons la preuve de Vallée (|77, Théoréme 5|). Dans
I'intégrale (2.37), nous effectuons le changement de variable z = u + (v — u)t en obtenant

F(S) (Z _ u)s/Qfl(v _ 2)3/271
U V) = ——————— z dz, 2.40
gs’w( ? ) F(S/2)F(S/2) L¢s,w( ) (’U—U)S_l ( )
ou 7 est le segment de droite joignant w et v. Puisque la fonction & intégrer est holomorphe,
nous pouvons remplacer v par un chemin simple quelconque reliant u & v. Vérifions maintenant
que P = ¢ définit a partir de ¢ = 15, un vecteur propre de H, ,,. Commengons par éva-

luer H, , ) [w], ol h est une branche primaire quelconque. Cette expression fait intervenir le

prolongement analytique A de ||, sous la forme
ewc(h) B(“’
[h(v) — h

3/2

5/2
/w [z — h(u)]*>7[h(v) — 2> 1dz, (2.41)

ol 4 est un chemin simple, reliant h(u) & h(v). Comme l'intégrale en jeu ne dépend que des
extrémités de d, nous pouvons choisir pour § 'image par A d’un chemin ~ reliant simplement u
a v. Le changement de variable z = h(t) dans (2.41)), ainsi que les relations

dz = W' (t)dt = e(h)h(t)dt;  h(a) — h(b) = e(h)[h(a) - h(b)]"/?(a — b),
(ot €(h) est le signe de h'), valables pour tout a et b, permettent de réécrire (2.41)) sous la forme

(U—Z)S—l/ ) () b o h(t) (£ — w)*/>~ Y (0 — £)°/> Lt

= (v_lu)s—1 / H, , (n[0](8) (¢ — ) (v — )27 dt. (2.42)
Y

Pour 1 définie & partir de ¢ par 1) nous avons donc établi la relation

T(s _us/2 Ly — s/2—1
H, ,n)(u,v) = P(s/2)(r)(s/2) L H [ (2) ¢ )(U - l(L)s—lt) dt

valable pour toute branche primaire h. En sommant sur toutes les branches primaires h € H,
nous obtenons

S —u s/2—1 v — s/2—1
Hald(00) = ey [ B0 G e

Ainsi, si 1 est un vecteur propre de Hy 4, avec la valeur propre A, alors v est un vecteur propre
de H, ,, relatif a A\, comme nous voulions montrer. O

Proposition 2.11. Soit ¢ un codt élémentaire & croissance modérée, non identiquement nul et
a valeurs dans N. Alors
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(1) la valeur propre dominante \(s,w) ainsi que ses dérivées partielles possédent des expressions
explicites pour (s, w) € 9 )

As,w) = > explwe(h)] - In(s, w), (2.43)
heH

Ay (s,w) = Zc(h)exp[wc(h)]~[h(s,w), (2.44)
heH

N (s,w) = Zexpwc - Jp(s,w). (2.45)
heH)

ou les intégrales Iy, ¢(s,w) et Jp c(s,w), données par

In(s,w) = |/ (t)|° - fsw © h(t)dvs u,

Ja(s,w) = /I log [B/(8)] - |B'(8)]° - fo.0 0 h(t)dts o, (2.46)

font intervenir la fonction propre dominante 1., et le vecteur propre dominant vg,, de
Vopérateur adjoint HY ,

(ii) La fonction (s,w) +— A(s,w) est analytique pour tout (s,w) a lintérieur de $c). Lorsque s
et w sont réels, elle est strictement décroissante en s et strictement croissante en w. Quand
(s,w) tend vers un point de F, la valeur propre \(s,w) tend vers +00. Quand w tend
vers —oo a s fizé, alors A(s,w) tend vers 0. Quand s tend vers +ood w fixé, alors A(s,w)
tend vers 0.

Preuve. On considére 'identité

HS,w [ws,w] = /\(37w)¢s,w (2.47)

Toutes les expressions qui apparaissent dans (2.47) sont analytiques par rapport a s et & w. On
peut alors dériver (2.47)) d’abord par rapport a s, puis par rapport a w pour obtenir

st w dws,w

/ dts
ds W’s w) + Hs w[ ds ] As (s, w)ws,w + A(s, w) ds (2.48)
dH s, W d EXT / d EXT
: Ws,w] + Hs,w[ 15,“; ] = /\w(s, w)¢s,w + /\(57 w) ZJU; . (249)

En intégrant (2.47)), (2.48) et (2.49)) par rapport a la mesure propre vs,, de 'opérateur adjoint
H; ,,, on obtient respectivement ([2.43), (2.44) et (2.45)). Par définition, vs,, satisfait 'égalité

/st t)dvs () = A(s,w) /jg(t)dz/s,w(t) pour tout g € B (V). (2.50)

En posant g = 15, dans (2.50)), nous obtenons I’expression correspondante a intégrer (2.47)). La
fonction 1), ayant une intégrale égale & 1 par rapport a v ,,, il s’en suit que

(s,w) /st [Vs,] (t)dVs 4 (T Zexp we(h)] - In(s,w),

heH

ou dans la derniére égalité nous avons interverti série et intégrale.
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Par ailleurs, en prenant g = %ws,w en 1} et en intégrant 1} on obtient

As(s,w) = N(s,w) /jws,w(t)dyaw(t) = /sz,w[T/}s,w](t)st,w(t)v

ol dans la derniére égalité nous avons encore interverti somme et intégrale. Le cas de est
analogue. Ainsi, nous avons établi (7).

Pour prouver (i), on fait usage de (¢). Lorsque (s,w) sont réels, les fonctions fs ., et vs,
sont strictement positives. Il suffit alors d’observer que Uintégrale Ij,(s,w) est l'intégrale d’un
produit de fonctions strictement positives, et que Jp, (s, w) est 'intégrale du produit de la fonction
strictement négative log |h/(t)| et de fonctions strictement positives. Ainsi, pour tout h € H, on
a les deux inégalités strictes : Ip(s,w) > 0 et Ju(s,w) < 0. Cela entraine l'inégalité stricte
Ao(s,w) < 0 pour tous (s, w) réels, et, pourvu que le cott élémentaire ¢ prenne des valeurs dans
N sans étre identiquement nul, n inégalité stricte X, (s, w) > 0, comme voulu. O

2.5.6 Objets spectraux dominants pour (s,w) = (1,0).

Proposition 2.12. La densité invariante de l'opérateur H associé au systéme EUCLIDE-PLIE,

est donnée par
1 1 1
o0 = s (s )

La densité invariante de Uopérateur H du systéme GAUSS-INTERNE, est reliée a la précédente et

s’écrit,
1 1 o+v ¢ —v
P(u,v) = T S— (log st u log o u> (2.51)

pour u # v et P(u,u) = p(u). L'application linéaire définissant le projecteur P vérifie

JF] = /I Fla, 2)da. (2.52)

Preuve. Nous commengons par prouver que t(z) est la densité invariante de H. Comme

Hlyl(=) = Z (m —:61‘)2 Y (m —il- ex> ’ (2:53)

(m,e)=(2,1)

nous cherchons & évaluer les expressions de la forme =24 (x~1). Comme le nombre d’or ¢ vérifie

$*> — ¢ —1=0, on a aussi
1 1
¢’ + ¢ = ¢’ =g ! (2.54)

Alors,

1 1 1
8P Y <x> =2

soit encore

b+l Pr—1] o+ )% —1)

1 1 1 1 1 3
— i

oL (1Y 1 o I 1
Ogé:c?w(a)_(x—i—d)_l)(x—qﬁ_z)_x—¢—2_3:+¢—1_x—l—i—d)_l_:c%—(ﬁ_l.
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ce qui montre que la série est téléscopique. En plus, puisque c’est une série absolument
convergente, on peut évaluer d’abord les termes avec € = 1, puis ceux avec € = —1 pour obtenir
Y (z), aprés s’étre servi & nouveau des relations (2.54)).

La densité invariante 1 de l'opérateur H de l'algorithme GAUSS-INTERNE se détermine a
I’aide de la proposition La densité ¢ vérifie

1
st = [ a0 i

On a donc ¥ (u, u) = 9 (u) et lorsque u # v.

La proposition relie J a son analogue en une variable v, par la relation J[F] = v[f] ou f
est la diagonale de F', définie par f(z) := F(x,z) pour x € 7. La forme linéaire v est explicite,
de la forme v[f] = [, f(x)dx. En effet, puisque H est un transformateur de densité, en utilisant
la décomposition donnée dans la section on déduit

[ @ = [ f@yiz=is) - [ v+ [0

7 I I 7

Par ailleurs 1) est normalisée de sorte que son intégrale vaut 1. Il ne reste qu’a faire tendre k a
I’infini pour obtenir (2.52)). O
2.5.7 Entropie

L’entropie modélise le concept de surprise espérée, et elle se comprend dans le contexte des
sources dynamiques (voir [79, [15]). Dans le contexte de cette thése, elle intervient juste en tant
que constante structurelle dans la décomposition de 'opérateur quasi-inverse.

Définition 2.5. L’entropie associée au systéme EUCLIDE—PLIEH s’exprime en fonction du déca-
lage V', et de la densité invariante du systéme.

hE) = /I log |77/ (2)] - () d. (2.55)

La proposition suivante lie ’entropie avec la dérivée par rapport & s de la valeur propre
dominante.

Proposition 2.13. L’entropie du systéme dynamique EUCLIDE-PLIE s’exprime de deux maniéres
différentes en fonction de la dérivée par rapport a s de la valeur propre dominante, ou en fonction
de l'opérateur transformateur de densité H et de la densité invariante @s w’

h(€) = —N.(1,0), ou aussi  h(E) = —J [(AH)[¢]] .

Preuve. En effet, d’aprés (2.45), nous avons, avec un changement de variable u = h(z), pour
lequel V' (u) = 1/|h/(z)],

d’oul le résultat. O

5. Cette formule, due & Rohlin, n’est pas générale : elle dépend du fait que le déterminant des branches inverses
de EUCLIDE-PLIE est constant
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2.5.8 Espérance limite d’un cotit élémentaire.

Dans cette section nous définissons une autre constante structurelle qui interviendra, en
plus de I’entropie, dans ’expression de l'opérateur quasi-inverse. L’espérance limite du cotit ¢ est
I’espérance du cotit lors d’une itération du systéme, lorsque le nombre d’itérations déja effectuées
tend vers 'infini.

Définition 2.6. Considérons le systéme EUCLIDE-PLIE, ainsi qu’un codt élémentaire de crois-
sance modérée c. On définit I’espérance limite de c par

E(c) =Y c(h)- / Y(x)d. (2.56)

heH h(Z)

Tout comme ’entropie, ’espérance canonique s’exprime en fonction de la valeur propre do-
minante.

Proposition 2.14. L’espérance limite d’un codt ¢ élémentaire modéré s’exprime en fonction de
la valeur propre dominante, ou en fonction de l'opérateur transformateur de densité,

E(c) = X,(1,0), ou aussi E(c) = J[(WiH)[¢]].
Preuve. La preuve est analogue & celle de la proposition D’apreés (12.44)), nous avons

X, (1,0) = 3 efh) - /I W (@)] - o h(a)dz = 3 e(h) - /h 5 V= E(0)

heH heH

comme on voulait montrer. O

2.5.9 Propriétés de maximum de la valeur propre dominante

Nous allons prouver ici une propriété de maximalité de la valeur propre, qui sera utile lors
de I’étude des cotits additifs.

Proposition 2.15. Soit ¢ un coit élémentaire de croissance modérée. Soit (s,w) € 9. Alors

(i) Toute valeur propre A de lopérateur Hs ., a un module |\| qui vérifie

IA(s,w)| < Ao, 7), pour (R(s), R(w)) = (o, 7).

(1) Lorsque s = o est réel, l’égalité |1\| = \(o,T) n'est vérifiée que si F(w) =k-2n/d, ou d est
le pged des valeurs du cotdt élémentaire c.

(#i7) Si le codt ¢ est primitif, (i.e., le pged des valeurs de ¢ est égal a 1), alors le rayon spectral

de H, ,, est strictement inférieur a A(o,T.
I’

Preuve. Nous suivons la preuve donnée en [79]. Soit (s, w) € 9., et posons o = Rs, 7 = R(w).
Soit A une valeur propre de Hj ,, et f un vecteur propre associé. De méme, soit A\(o, 7) la valeur
propre dominante de I'opérateur H, ; et f,; un vecteur propre dominant, strictement positif.
On peut supposer (quitte & multiplier les fonctions propres par des scalaires adéquats) que la
fonction

f(x)

L )
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est de module au plus 1 dans 7 et qu'elle atteint le module 1 au point zg. On a toujours

IS (20)| = [Hs [ f](wo)| = | D B (o)™ f o h(xo)|,

heH

et

Z|h/ |s we( Oh.To

heH
et puis finalement,

D IR (o) I7€™ M f o h(xo)| < D [N (20)|7€™™ frr 0 M) = Mo, T) fo.r(0).

heH heH

)| <Y W (wo)|7e™ M| f o o),

heH

Gréace au choix de xg, nous concluons que |A\(s,w)| < A(o, 7), comme voulu.

Maintenant, si 'égalité |A\| = A(o, 7) a lieu, alors toutes les ingalités deviennent des égalités

A f (o)l = | D |1 (w0)|7e ™ f o h(ap)| =

|h|=1

Y W @o)l7e™ ™ |f o h(wo)| = Y W (20)|7e™ for o h(wo) = A(0,7) for (o). (2.57)

|h|=1 |hl=1

Grace au choix de xg, 1’égalité

|f o h(xo)] = for o h(xo) (2.58)

est vérifiée pour tout branche primaire h. C’est aussi Vrai pour des branches inverses arbitraires,
car on peut écrire une suite d’égalités analogues a en itérant l'opérateur Hs,,. Puisque
I’ensemble des h(zg) est dense en 7, Dégalité 1-) est Verlﬁee partout dans Z, et donc que nest
de module 1 partout dans Z. Cela entraine, avec l-b que

Z |1 (2)|7e“ M £ o h(x) Z W (z)|7e™™ | f o h(z)|, pour tout z € 7.
|h|=1 |h|=1

Ainsi, posant ap,(z) := |h/(z)|%eV") f o h(x), égalité précédente s'écrit| >, an(x)| = 3 |an(2)].
Il existe donc une fonction € (de module 1), indépendante de la branche h, pour laquelle ay,(z) =
0(z)|ap(z)| pour toute branche h. Dans notre cadre, cette fonction 6(z) coincide avec n(z) et
I’égalité

Sy o h(z) = n(x)
est vraie pour toute branche primaire h. En évaluant cette égalité en I'unique point fixe xp de
chaque branche h, on a

iS(w)e(h)

¢ n(xn) = n(zn) et donc eiS(w)eh) — 1

puisque n(zp) # 0. Comme cette derniére égalité est valide pour toute branche primaire h, on a
donc, si d est le pged des ¢(h) pour h € H,

Il faut donc que §(w) = 2kw/d mod2m pour un certain k € Z. Dans ce cas-1a, on remarque que
I'opérateur H, ,, coincide avec H, 7, et donc que X est égale a A(s, 7). Cela achéve la preuve. [J
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2.6 Le quasi-inverse.

Nous avons vu que tous les objets essentiels & nos analyses font intervenir les quasi-inverses,
et des quasi-inverses généralisés. C’est pourquoi nous leur consacrons cette section, qui contient
les théorémes techniques les plus importants de la partie [[I} qui permettront en particulier de
prouver les théorémes [A] et

2.6.1 Reégion d’analyticité.

Tout d’abord, nous décrivons la région ou le quasi-inverse (I — H,,,)~! de Popérateur H, ,
est analytique. L ’ensemble des couples réels (s,w) € () qui vérifient A(s,w) = 1 est une
courbe bien définie A située a l'intérieur de §)(.y. Cela est dit aux bonnes propriétés de la fonction
valeur propre dominante. En effet, pour un s fixé, la valeur propre A(s,w) est bien définie pour
w €] — o0, (1/pe)(s —1/2)]. La fonction w — A(s,w) est strictement croissante. De plus, A(s,w)
tend vers 0 quand w tend vers —oo et A(s,w) tend vers l'infini quand w tend vers le point
frontiére (1/p.)(s — 1/2). Il existe donc une unique valeur w(s) de w pour laquelle on a I’égalité
A(s,w(s)) = 1. Puisque A(1,0) = 1, cette valeur w(s) est strictement positive quand s > 1.
Donc, pour tout couple (s,w) strictement a gauche de la courbe A, la valeur propre A(s,w)
vérifie A(s,w) < 1, et le quasi-inverse (I — H, )" est bien défini dans ce domaine et y est
analytique. Cest également vrai pour tout couple (s,w) non nécessairement réel pour lequel le
couple (Rs, Rw) associé est a gauche de la courbe A.

2.6.2 Poles du quasi-inverse.

Le résultat suivant décrit ce qui se passe sur la courbe A.
Proposition 2.16 (Poles du quasi-inverse). Le quasi-inverse (I — H,,,)~' de loperateur H,,
vérifie les propriétés suivantes :

(i) Supposons que ¢ est un codt a croissance modéree, et fivons un s vérifiant s > 1. Alors, il
existe un unique w > 0 pour lequel \(s,w) = 1. La fonction qui a w associe le quasi-inverse
(I-H, )" de Uopérateur H, ,, possede un pole au point w = w(s) pour lequel (s, w) € H(y
et AM(s,w) =1, et, pour w proche de w(s), on a :

1 1

-P Fl(u,v
w— w(s) N (s w(e) Tty

(I _Es,w)_l[F](uvv) ~ (259)
pour toute fonction F € Boo(V) et (u,v) € V x V. Plus précisément, pour toute fonction F
dont la diagonale f est strictement positive, et pour tout z € V. et pour w proche de w(s),
on a :

(=B ' [F)2) = o P P9 |14 (0 — (e Ruw, )|,

ol Ry est une fonction bornée quand z €V et w proche de w(s).
(#i) Fizons w = 0. Alors \(1) =1 et, pour r proche de -1, on a :
1 1

(= ) IF ) ~ g

- J[F) ¥(u, v) (2.60)

pour toute fonction F € Bso(V) et (u,v) €V XV, et ot h(€) ~ 3,41831 est I’entropie du
systéeme EUCLIDE-PLIE, définie en , E(c) est lespérance limite du codt ¢, définie en
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, J[F] est le vecteur propre dominant de 'opérateur adjoint de Hg, évalué en F, et
Y est la densité invariante de l'opérateur transformateur de densité H,. Plus précisément,
pour toute fonction F dont la diagonale f est strictement positive, et pour tout z € V. et
pour r proche de -1, on a :

1 1

(I —Hy,,) '[Fl(2,2) = T 1h(E)

~J[F) (2, 2) |1+ (r + 1)R(r, 2, Z)

ot R est une fonction bornée quand z € V et r proche de -1.

Démonstration. Preuve de (7). Fixons s € R et considérons le point w(s) de la courbe A d’abs-
cisse s. Puisque A\(1,0) = 1, cette valeur w(s) est strictement positive quand s > 1. Alors, la
décomposition de 'opérateur quasi-inverse induite par la décomposition spectrale de Hj ,,,

A(s, w)

(l - Hsﬂu)_l — mgs,w + (l - Hs,w)_lv

montre que w — (I—H,_ )~ posséde un pole en w = w(s). En effet, le théoréme de perturbation
(voir proposition montre qu’il existe un voisinage complexe de w = w(s), pour lequel tous
les objets de la décomposition spectrale A(s,w), P, ., Ny, définissent des fonctions analytiques
de w (& s fixé). On observe de plus que le quasi-inverse (I — N, ,)~! est lui-méme analytique,
puisque son rayon spectral est strictement inférieur a 1. Par ailleurs, au voisinage de w = w(s),
on a

1= A(s,w) ~ =X, (s,w(s) (w—w(s)).

Cela montre le résultat annoncé. La preuve est du méme style pour (7). O

2.6.3 Extension de la méromorphie du quasi-inverse

Dans le cas d'un cott c entier, on a I'égalité des deux opérateurs H, ,,
w = w’ modulo 2i7. 11 suffit donc de travailler avec les complexes w pour lesquels Sw € [—m, +7].
On pourra aussi travailler par la suite avec le paramétre u = e®.

et H, s aussitot que

Proposition 2.17. Pour s > 1 fizé, on considére 'unique valeur w(s) de w pour laquelle
A(s,w) = 1. Le quasi-inverse de l’opérateur H, , vérifie les propriétés suiantes
(i) L’application w — (I —H, )~ définit une fonction méromorphe de la variable w, dans
une bande Rw < w(s) + p(s), avec p(s) > 0.
(13) Si de plus, le cott c est primitif (le pged des valeurs de c est 1), alors w(s) est le seul pole
de w—— (I —H,,)~" dans la bande Rw < w(s) + p(s).
(#i7) Si le cott n’est pas primitif, de pged d, alors les seuls poles de w r—r— ([—ﬂ&w)_l dans la
bande Rw < w(s) + p(s) sont les points wy, := w(s) + 2iknw/d

-1

Preuve. Gréace a la décomposition spectrale, l'opérateur (I — H, )™ s’écrit sous la forme
I

A(s,w) 1
=— P I —N 2.61
1 _ )\(8, w)—s,w —"_ (7 iSﬂ,U) 9 ( 6 )

Dans un voisinage de w(s), les principes de la perturbation (voir la proposition [2.6)) s’appliquent

et tous les objets qui interviennent dans la décomposition spectrale sont analytiques par rapport
a w. Il existe donc un voisinage complexe W de w(s) pour lequel les deux conditions sont
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2.6. Le quasi-inverse.

w(s) 4+ imy----

w(s) —ime----

FIGURE 2.1 — Configuration du théoréme On veut montrer que I'opérateur quasi inverse
est méromorphe dans la zone grise. Les deux diagrammes montrent la méme situation, celui de
gauche en fonction de u, celui de droite en fonction de w = log u.

remplies :(i) w — 1 — A(s,w) s’annulle seulement en w(s), — (i7) le rayon spectral r(Ny ) est
strictement inférieur & 1. Alors, chacun des deux termes de la décomposition spectrale définit
une application méromorphe sur ce voisinage W. Et donc, 'application w +— (I — ﬂs’w)_l est
méromorphe sur ce voisinage W, avec un seul pole en w = w(s). On peut toujours supposer que

ce voisinage W contient un rectangle de la forme [w(s) + p1(s)] x [—7(s), +7(s)].

Supposons que ¢ est primitif. Alors, d’aprés la proposition sur le segment de droite
Rw = w(s),Sw € [-7 — 7(s)] U [7(s), 7], le rayon spectral r(H,,,) de H,,, est strictement
inférieur & A(s,w(s)) = 1. La fonction w + r(H,,,) est continue sur un compact, et donc il

existe pa(s) > 0 pour lequel la fonction r(H, ) est strictement inférieure & 1 sur le rectangle
-1

[w(s), w(s)+p2(s)]x[—m—T7(s)]U[T(s), 7] Dans ce rectangle donc, 'application w — (I—-Hj )
est analytique. En choisissant p(s) := min(p1(s), p2(s)), on a bien le résultat cherché. O

2.6.4 Meéromorphie des quasi-inverses et intégration sur le domaine B \ D.

Nous avons étudié les quasi-inverses, c’est un premier point. Mais, les principales séries gé-
nératrices ne s’expriment pas comme des quasi-inverses, ou des quasi-inverses généralisés. Ils
s’expriment comme l'intégrale sur B\ D de quasi-inverses (possiblement généralisés). Il y a donc
a priori deux questions non encore résolues :

(a) Ces quasi-inverses sont-ils bien définis, puisque les opérateurs n’agissent que sur des fonc-
tions définies sur V, et que bien str B\ D n’est pas inclus dans V' ?

(b) Les quasi-inverses définissent des fonctions méromorphes, mais la méromorphie est-elle
conservée par passage a U'intégrale sur B\ D7

Nous allons répondre maintenant & ces questions, dans la proposition suivante.

Proposition 2.18. [Conservation de la méromorphie par intégration sur g\D] Nous considérons
deuz cas, un pour chaque variable, la variable s (ou r défini par r = s — 2) ou la variable w.
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(1) [Cas de la variable r = s — 2 pour s proche de 1] Supposons que A, soit une fonction de

Boo (V) définie sur V x V, et méromorphe par rapport a la variable r en v = —1, qui admet,
autour de r = —1, le développement
a
Ar(12) = b2 [ (o DR (3)|,

ot R, est une fonction de Boo(V). Soit X une fonctionnelle qui peut étre l'identité, ou
la dérivation A par rapport a r. Alors, la fonction B, := |y|"XH, [A,] est définie sur
B\ D x B\ D et vérifie, autour de r = —1

//g\p B,(z, z)dzdy = (rfl)e//g\D ‘;¢(Z,Z)d:vdy

pour une fonction T,. analytique par rapport a r au voisinage de r = —1.

{1 +(r+ 1)%} ,

(1) |Cas de la variable w|. Supposons que Ay, soit une fonction de Bs(V), et méromorphe par
rapport a la variable w en wq et qui admet, autour de w = wq, le développement

A1) = (0l L (0= w3,

(w — wp)

ot Ry, est une fonction de Boo(V). Soit X une fonctionnelle qui peut étre l'identité, ou
la dérivation W par rapport a w. Alors, pour tout nombre réel r fixé vérifiant r > —1, la
fonction By, := |y|"XHy ., ,[Aw] est définie sur B\ D x B\ D et vérifie, autour de w = wo

//g\p By(z,Z)dxdy = [(wwo/ H, ,, [[v]"¢] (2, 2)dzdy

pour une fonction Ty, analytique par rapport ¢ w au voisinage de w = wy.

[1 + (w — wo) T ]

La preuve de cette proposition est fondée sur la proposition suivante.
Proposition 2.19. Soit F' une fonction de Boo(V). Alors,
(i) La fonction (z,z) — Hy[|ly| "1 F|(z, 2) est intégrable sur B\ D.
(ii) La fonction (z,z) — AH,[jy|"'F)(z, 2) est intégrable sur B\ D.

(iii) Pour tout r > —1, et tout w, pour lesquels (2+7,w) appartient a 9., la fonction (2, z) —
WH, ,[|y|"F|(z, %) est intégrable sur B\ D.

Démonstration. Nous commengons par rappeler les trois égalités essentielles, valables pour toute

fonction L de By (V).

/~ H,[L]( zzd:vdy—Z// L(z, z)dzdy.
B\D h(B\D)

heH

/~ AH,[L|(z,z)dxdy = Z // llog |y|| L(z, z)dzdy.
B\D

heH
ewelh // (z,z)dzdy.
h(B\D

/ ~ WEQ,w[L](za E)dxdy -
B\D h,eH
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Pour montrer que les intégrales en jeu sont convergentes, il suffit donc de montrer que les séries
des membres de droite sont convergentes, quand la fonction a intégrer sur h(g \ D) est de la
forme

W7 l"F, [log lyl’| Iyl F (pour € = 1,2)

avec une fonction F' de Boo (V). Une telle fonction F' étant bornée sur D, elle n’intervient pas de
fait dans la preuve, et il suffit de montrer que les quatre séries

S Iyl S RBAD), Y Iyl loglyll, h(B\D)], Y Iyl |log? |yl| , h(B\ D)],
heH heH heH
> e(h)e M I(ly|", h(B\ D)]
heH
sont convergentes. Cela découle immédiatement des deux propositions et O

Nous prouvons maintenant la proposition 2.18]

Démonstration. 1l suffit de prouver l'item (i), le second se démontrant de méme. La fonctionnelle
X peut étre ici 'identité ou la dérivation A. Lorsque r est proche de —1, la fonction A, est définie
sur D x D, la fonction B, := |y|"XH,_ [A,] est bien définie pour (z,z) € B\ D x B\ D, et elle
vérifie

a _
CESIG ly|" | XHy [Y] + (r+ 1) XHy L [ReY] | (2, 2)

On a, pour une fonction F' € By (V),

B.(z,2) =

yI"XH,., [F] = XH[ly|"F] avec |y[" =|y|™' +(r+1)0(g(v)),  g(y) = ly|~" [log yl|
quand y €]0, 1], le O faisant intervenir une constante indépendante de . On a donc

By = ﬁ XH,[ly| " ¢]+0(r+1) XHy[gy]+ (r+1) X Hy [|ly| ' R19)]+O(r+1)> XHy[R1g] |-

On remarque que R, et ¢ sont toutes les deux bornées sur D x D, et restent bornées aussi quand
r tend vers -1, et donc, les inégalités

IXH,[Rly| ]| < KXHy[ly|™'], [ XHy[Rubgl| < KXH,[g]|

permettent de les faire disparaitre du jeu. Il suffit de montrer donc que les fonctions XH, [yl
et XH,[g] sont intégrables sur B\ D. C’est justement ce que nous venons de prouver O

Tous les résultats sont maintenant en place pour pouvoir utiliser les quasi-inverses dans
I’analyse de 'exécution de 'algorithme de Gauss, que nous effectuons dans le chapitre suivant.
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Chapitre 3

Analyse des paramétres d’exécution de
I’algorithme de Gauss
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Le présent, chapitre propose une analyse fine de 'algorithme de Gauss. On travaille sur 1’en-
semble des entrées

Oy = {w=%ep . u=(N,0), v=(a,b), a,b,N €Z, b;éO}, (3.1)
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et on cherche a décrire le comportement de l'algorithme GAUSS-INTERNE lorsque le parameétre
N tend vers 'infini. Nous allons centrer notre étude sur le comportement probabiliste de 1'al-
gorithme, mais nous commengons par rappeler le comportement de 'algorithme dans le pire
des cas (section . Puis nous énongons les principaux résultats de cette thése qui décrivent
I'exécution de lalgorithme de Gauss (théorémes [A][B][C[D) et nous les mettons en regard avec
les résultats analogues déja obtenus pour 'algoritme d’Euclide (section . Puis nous prouvons
ces théorémes, d’abord les deux théorémes qui s’établissent dans le modéle continu (théoréme
[A] dans la section puis théoréme [Bl dans la section . La section finale est dédiée aux

preuves des deux derniers théorémes [C][D] dans le modele discret.

3.1 Etude de lalgorithme de Gauss dans le pire des cas

Nous étudions trois variables principales, le nombre d’itérations P, les cotits C' et D.

3.1.1 Nombre d’itérations.

Nous commengons par le nombre d’itérations. L’étude du nombre maximum d’itérations est
la version complexe du résultat de Vallée, qu’elle a initialement prouvé dans le cadre vectoriel
classique [76].

Proposition 3.1 (Vallée [76] 1991). Dans 'ensemble Qy, le nombre mazimum Py d’itérations
P de l’algorithme GAUSS-INTERNE, satisfait

1
Py ~ 3 log,, .5 N.

Démonstration. Tout d’abord, on observe que I'inclusion

N 1 1 2k—1
[sz:+1]C{z; RICES <1+ﬂ> } (32)

nous fournit le résultat. En effet, tout complexe z = (1/N)(a + ib) de Q) satisfait b # 0 et a
a une partie imaginaire de module au moins 1/N. Donc, le complexe z appartient au domaine
[P < k] dés que N < 2(1 + v/2)%%~1 ou dés que

1 N

Le plus petit k qui satisfait (3.1.1]) est la borne supérieure pour le nombre d’itérations ; elle vérifie,

1 N
PN - ’72 <1+10g(1+\/§) 2>-‘ .

Maintenant nous prouvons la relation (3.2). D’aprés le domaine [R > k + 1] est 1'union
des transformées h(D) pour h € H*, ot D et H sont définis respectivement dans et .
Tous les disques h(D) ont leur centre dans l'axe réel, Le plus grand d’entre eux correspond a
I’homographie h qui est obtenue en composant k fois la branche primaire h,, . de coefficient
minimal (m,€) = (2,+1). Dans ce cas, les coefficients (¢, d) de h(z) = (az 4+ b)/(cz + d) sont les
termes Ay, Ax11 de la séquence définie par la condition initiale A9 = 0, 41 = 1 et la récurrence
Apy1 = 24, + Aj_1, qui satisfait Ay > (1 4+ +/2)¥=2. Alors, le plus grand disque a par rayon

1 ’ 1 1 1

h(0) —h(z)| = = = .
‘ ( ) (2) 2d<2d + C) 2Ak+1(2Ak+1 + Ak) 2Ak+1Ak+2
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3.1. Etude de lalgorithme de Gauss dans le pire des cas

La matrice associée a I’homographie ho 1 a pour valeur propre dominante (1+\/§), ce qui implique
que, asymptotiquement, on a Ay ~ (1 + v/2)¥, de sorte que le plus grand disque a un rayon au
plus égal a (1/2)(1 ++/2)' 72, comme on voulait montrer. O

3.1.2 Comportement des fonctions () et D.

Nous décrivons le comportement de @, D a I'intérieur d’'un domaine h(g \ D) qui regroupe
tous les complexes z pour lequel P'algorithme utilise la méme branche h € H*.

Proposition 3.2. Soit h € H", avec h(z) = (az + b)/(cz + d). Alors, Uordre de grandeur des
fonctions Q et D a Uintérieur du domaine h(B\ D) satisfait

Q(2)] = O(logd),  |D(2)| = O((log d)*).
De plus, Q est constante et la différentielle AD de la fonction D vérifie sur h(B\ D)

1 ~
[|AD|| = O(log d)— ou pp, est le diamétre du grand disque de h(B\ D).
Ph

Démonstration. Tout d’abord, on rappelle les expressions de (), D obtenues précédemment dans

la section [1.2.70] du chapitre

P(2) P(2) d. 1
2)=Y Lmi)  D(z)=Y Lm)-lgleiaz—aiaf’,  m= bcll + (ZSQJ
=1 1

i=1

ou (a;,c;) sont les coefficients de ’homographie h; qui regroupe les i premiéres étapes de 1'al-
gorithme. On sait aussi que la suite des rationnels a;/c¢;, complétée par a/c forme la suite des
convergents de b/d. Le quotient m; vérifie

d~ 1 d; d;

mi < <ol —o T
" el ¢2 el dia

ou la derniére égalité utilise le fait que |¢;| = d;—1, avec dy = 1. Donc,

di di di
lmy) <1+1lgm; <1+1g|(2 =(1+1g2)+1g =2+1g .
di_1 di—1 di—1

Ainsi, on obtient, en utilisant le résultat précédent

P(z) P(2)

Zﬁmz )< 2-P(z —|—Zlg<

ce qui établit en particulier que Q(z) = O(logd). _
Dans le cas de D(z), nous commengons par étudier D en un point particulier de (B \ D),
qui est le point A(0) = b/d, et on remarque que
2|)

P
= Zf(ml) <lg &+
i=1

Comme b/d et a;—1/c;—1 sont tous les deux éléments de [0,1/2], on a

’b a;—1

d
) <2 -(lgd+2)+1g <d) =3-lgd+4,
0

| b ai
&la Ci—1

1
<

< |5 - 57
-2

€
cd — |d Ci—1
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donc
b ai -
~®d Ci—1

De méme, lg 01271 < 2lgd, et donc, en utilisant le résultat sur @,

< lg(lei—1]d) <lg([ci-1|d) < 21gd.

D(b/d) < 2Q(2)lgd = O((log d)?).
Etudions maintenant la variation de la fonction D sur h(g \ D). Ecrivons D sous la forme

P p)

D(z,y) = Zf(mz) Ig 022_1 — Zé(mi)Di(:U,y) avec D;(x,y) :=lg ((m — aci)2 + y2> ,
i=1 i=1

ot 'on a posé z; = a;—1/c;—1. Ainsi, la différentielle de D vérifie, grace a la linéariteé,

P
IAD(2)]| < Y £(mi)||AD;||. (3.3)

=1

Nous allons borner ||AD;(z)|| uniformément en i. Nous avons

aDi(x )_M ot 8Di(x )_2—y
ox Y T w—m)r 2 oy 7T (- a2+ g2
Ainsi,
2
AD; = .
1D =

Ppuisque z; = a;—1/c;—1 est un convergent de h(0) = b/d distinct de a/c, il est sur I'axe réel, &
I'extérieur du diameétre majeur de h(B\ D), et le dénominateur ¢;_; est strictement inférieur a
c. Ainsi, nous avons

JE

m'n{ 1 1 1 } S 1
1 ’ ) = .
|Ci_1C| ’Ci_1|d ’Ci_1|(0+2d) |C’(C+2d)

Nous comparons cette borne au rayon pp du disque majeur. et, grace aux relations d’Hurwitz,

a+2b

a
— 7 > mi [E— RN —
|z xz|_mln{‘c X o1 2d

5 Xg

b
’d (2

pal > (e<0)  pem]> = (e>0)
z—zi| > — (c z—xzi| > —— (c
2pp &? pn
Ainsi, pour z € h(B\ D)
1
rmm@mzo(),
Ph

et donc, utilisant lh et rappelant que Q(z) est un O(logd) sur h(g \ D), nous obtenons

1

IAD()|| < Q) - O <ph> — O(logd)~

Ph

pour tout z € h(g\ D), comme voulu. Comme h(g\ D) est inclus dans le grand disque, donr le
diameétre est 2py, on en déduit que |D(z)— D(2')| est en O(log d). On conclut alors facilement que
Pordre de D(z) dans h(B\ D) est O((logd)?), puisque D(b/d) = O((logd)?) et que la variation
a l'intérieur du domaine est en O(logd). Cela conclut la preuve. O

132



3.2.  Analyse probabiliste de ’algorithme GAUSS-INTERNE. Comparaison avec celui de EUCLIDE-PLIE.

3.1.3 Comportement d’un cotut additif C' et de la complexité binaire dans le
pire des cas.

On étudie maintenant des cotits additifs C & croissance modérée, et la complexité binaire B,
définis dans la section [3.3.2)) de la partie

Proposition 3.3. Dans l’ensemble Sy, la valeur mazimale Cy d’un codt additif C' a_crois-
sance modérée est en ©(log N). La valeur mazximum By de la complexité binaire B dans Qy est

O((log N)?).
Démonstration. On commence par les cotits additifs, puis on étudie la complexité binaire.

Coiits additifs. Puisque nous étudions les cotlits ¢ & croissance modérée, il suffit d’étudier le cotit
C relatif au cotit élémentaire ¢(q) := log q. Tout d’abord, on observe que

R P R e TR i T R A

ou la derniére égalité utilise le fait que |¢;| = d;—1, avec dy = 1. Par ailleurs,

di di di
U(la]) <1+1gla| <1+1g (2 =(1+1g2) +1g =2+1g .
di_1 di—1 di—1

Ainsi, pour Q(z) on obtient,
P(z) P(z)

Q)= tah) <2 -Pi)+ 3 le (j" ) <2 (lgd+2)+lg (j) 3 lgd +4,
i=1 i=1 -1

0

ce qui établit en particulier que Q(z) = O(logd).
Complexité binaire. Dans ce cas, le résultat est obtenu grace a I’équation ([2.8]). O

3.2 Analyse probabiliste de 'algorithme GAUSS-INTERNE. Com-
paraison avec celui de EUCLIDE-PLIE.

Nous voulons comparer le comportement des algorithmes GAUSS-INTERNE et KEUCLIDE-PLIE.
Nous rappelons d’abord les résultats principaux sur le comportement probabiliste de ’algorithme
EUCLIDE-PLIE.

3.2.1 Principaux résultats de ’analyse de I’Algorithme EUCLIDE-PLIE. Ana-
lyse en moyenne.

Nous reprenons la discussion du début du chapitre |3| de la partie [ et ous présentons les
résultats connus sur I’analyse en moyenne de l’algorithme EUCLIDE-PLIE.

Théoréme 3.1. (Vallée, Akhavi and Vallée) (1995-2000) Dans l'ensemble wy formé par les
paires d’entrées (u,v) pour lesquelles u/v € T et |v| < N, le nombre moyen d’itérations P, la
valeur moyenne d’un cotdt C' o croissance modérée, la valeur moyenne de la complexité en bits B
de l’algorithme EUCLIDE-PLIE satisfont, lorsque N — oo,

2log?2

]EN[P] ~ Tg) lg N, ]EN[C(C)] ~

2log?2
h(E)

log 2

G E[(] 1g% N.

Elc] 1lg N, En[B] ~
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Ici, h(€) est lentropie du systéme EUCLIDE-PLIE décrite en et Elc] désigne la valeur
moyenne du cott élémentaire ¢ par rapport 4 la densité invariante ¢ définie en . En parti-
culier, lorsque ¢ est la longueur binaire, il y a une formule close pour E[l], qui est une constante
de type Khinchin, de la forme

1 Qk 2
E[f] =) /h@) L(h)(z)dx = log & log T m

heH

~ 2.02197. (3.4)
k>1

Les constantes qui apparaissent dans les valeurs moyennes —1’entropie h(€) ou ’espérance
limite E[c]- sont des constantes du systéme dynamique, qui représente I’extension continue de
I’algorithme. On a ainsi une manifestation du transfert du continu au discret dont nous avons
déja parlé. Cela se confirmera dans les analyses de 'algorithme de Gauss.

3.2.2 Principaux résultats de ’analyse de I’Algorithme EUCLIDE-PLIE. Ana-
lyse en distribution.

Il existe aussi des résultats plus précis, en distribution, qui montrent que tous ces cofits
P,C(), ainsi qu’une version régularisée de B, suivent des lois asymptotiquement gaussiennes
pour N — oo.

Théoréme 3.2. (Hensley, Baladi, Lhote, Vallée) (1994-2007) Considérons l’ensemble wy formé
par les paires d’entrées (u,v) de ’algorithme EUCLIDE-PLIE, vérifiant u/v € T et |v| < N. Alors :

(1) Un coit additif C(. associé a un cott élémentaire modéré suit une loi asymptotiquement
gaussienne, avec une vitesse de convergence en O(1/\/1gN) :

C(C)(u,v) — E[C] lg N 1 v o 1
v | () p(c) - VigN _y] 2r /ooe v (x/lgN>’

ot E[c] est lespérance limite définie en (2.56]), et o la constante p(c) est liée a la valeur
propre dominante de l'opérateur Hs ;. L’espérance et la variance de C. vérifient

E(Cl) = E[d - 1gN + mld + O(N"®)  V(C) = plc) - g N + pi(c) + O(N )

ol « est une constante positive indépendante de c.

(13) La complexité en bits B de l’algorithme EUCLIDE-PLIE vérifie

E(B) =E(¢)-1g’ N (1 +0 <1glN>) V(B) = po(¢) -1g> N (1 +0 <1g1]\7>> ,

ou E({) possede la forme close (3.4), et p(£) est la constante correspondante au coit additif
dont ¢ = L, qui correspond au codt additif Q(u,v).

(i) La complexité en bits B associée a l'algorithme d’Euclide étendu posséde un distribution
asymptotiquement gaussienne, avec une vitesse de convergence en O(1/(lg N)Y/3.

Comme on le voit, la plupart des cotlits naturels intervenant dans ’algorithme d’FKuclide ont
une distribution qui est asymptotiquement gaussienne. C’est un probléme ouvert de montrer que
cela est vrai pour la complexité binaire de 1’algorithme non étendu.
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3.2.  Analyse probabiliste de ’algorithme GAUSS-INTERNE. Comparaison avec celui de EUCLIDE-PLIE.

3.2.3 Euclide et Gauss : Ressemblances, différences.

Le reste de ce chapitre est consacré & la comparaison entre les deux algorithmes de Gauss et
d’Euclide. Que peut-on espérer du comportement probabiliste de ’algorithme de Gauss? D’un
coOté, il y a une grande ressemblance entre les deux algorithmes, puisque l'algorithme de Gauss
peut se voir comme une généralisation formelle de ’algorithme d’Euclide. D’un autre coté, des dif-
férences importantes apparaissent lorsque ’on considére le comportement des deux algorithmes.
En effet, les algorithmes d’Euclide, et en particulier EUCLIDE-PLIE terminent uniquement sur
des entrées rationnelles (qui vont dans le trou {0}), alors que l'algorithme de Gauss termine
toujours, sauf pour des entrées irrationnelles réelles. Néanmoins, une partie de ces différences
disparaissent, lorsque ’on se restreint & des entrées rationnelles, réelles ou complexes. Dans ce
cas, les deux algorithmes terminent, et il est important de comparer le comportement de ces
algorithmes et de voir s’il existe une transition de I'un vers l'autre.

Nous présentons maintenant et expliquons les principaux résultats que nous obtenons dans cette
theése sur I'algorithme de Gauss.

3.2.4 Les résultats de ce chapitre.

Nous présentons ici quatre principaux résultats sur 'analyse de l'algorithme de Gauss. Le
premier résultat montre une premiére différence importante entre les deux algorithmes. Il exhibe
une loi géométrique pour une classe de colits additifs, et constitue une généralisation impor-
tante d’un résultat de Daudé, Flajolet, Vallée, qui avaient seulement étudié le cas du nombre
d’itérations.

Théoréme A. (Vallée et Vera, [74] 1994-2007) Considérons un cott additif C(y li€ a un coit c
de croissance modérée, supposé de plus primitif. Alors, pour toute densité d’entrée f de valuation
r > —1, le coit C .y suit une loi asymptotiquement géométrique. La raison de cette loi géométrique
dépend du cotit c et de la valuation r, et non de la fonction f elle-méme. On a :

P () [Cle) = k] ~k—oo alf,7) ule,r) . (3.5)

La raison p(e,r) se définit a partir de la valeur propre dominante X\(2 + r,w) de 'opérateur
H; () défini en () et vérifie N(2 + 7, —log u(c,r)) = 1. La raison pu(c,r) tend vers 1 quand r
tend vers —1 et log pu(c,r) est O(r +1) quand r — —1.

Pour I'algorithme d’Euclide, ces mémes cotits admettent une distribution limite gaussienne,
alors qu’on est en présence ici d’une loi géométrique. Il faut néanmoins prendre en compte que
le modéle probabiliste n’est pas du méme genre (continu dans le cas de l'algorithme de Gauss,
discret dans le cas de l'algorithme d’Euclide). Le retour au modéle discret n’est pas fait dans
cette thése, en toute généralité. Mais c’est un retour que Daudé, Flajolet et Vallée avait effectué
dans un cas particulier (nombre d’itérations dans un modéle uniforme, de valuation nulle), et
ils avaient démontré que la distribution de la variable Py (nombre d’itérations dans le modéle
discret de taille N) convergeait vers la distribution de la variable P (nombre d’itérations dans le
modele continu).

Le résultat suivant étudie les cotits C' et D de I'algorithme de Gauss, dans le modéle continu.

Théoréme B (Etude en moyenne de la complexité, modéle d’entrées continu, r — —1). Consi-
dérons ’algorithme GAUSS-INTERNE ; ot les entrées sont distribuées dans le disque D selon la
densité standard de valuation r > —1. Alors
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Chapitre 8. Analyse des paramétres d’exécution de l'algorithme de Gauss

(1) L’espérance E,.(C) d’un codt additif a croissance modérée, et l’espérance E,(D) du codt D
sont bien définies et satisfont, quand r — —1,

1 E(c) 1 1 E()

r+1h(E)’ Er(D) ~ C(r+1)2log2h(&)

E,(C) ~

Ici, h(E) désigne 'entropie du systéme d’Fuclide centré, € désigne la longueur binaire, et
E(c) désigne la valeur moyenne limite du codt c.

(13) Quand r tend vers —1, la densité de sortie associée a une densité initiale de valuation r

tend vers L1
771# Z,E )
h(e) y*( )

ot P est la densité invariante pour [’opérateur généralisé H, dont une expression est

1 1 ¢+ z ¢ — 2z
L A <1°g¢+z_1°g¢2—z>

Ce résultat fournit donc une analyse en moyenne des cotits C, D dans le modéle continu, et
décrit le comportement des valeurs moyennes lorsque la valuation r tend vers —1. Nous consi-
dérons maintenant le modéle discret associé & une taille NV, quand la taille N tend vers l'infini,
d’abord avec une valuation fixe r > —1, puis, ensuite, avec une valuation r qui tend vers —1 en
méme temps que N tend vers 'infini. Plus précisément, nous obtenons les résultats suivants :

Théoréme C (Complexité en bits dans le modeéle d’entrées discret, valuation fixe). Considérons
lalgorithme GAUSS-INTERNE travaillant sur l'ensemble Qn des bases d’entrées (u,v) entiéres
vérifiant les trois conditions : u = (N,0), £(||v||?>) < N? et v/u € D, et se distribuant selon la
densité standard de valuation r > —1.

(1) Considérons un coit X défini sur Qn, X pouvant étre un cott additif C' a croissance modé-
rée ou le codt D associé a la complexité binaire. Alors, quand N — oo, la valeur moyenne
E, n(X) du cott X tend vers la valeur moyenne E,.(X) du cott X. Plus précisément,

(log N)e(X)+1 )

E,n(X) = E.(X) +0 ( T

ou Uexposant e(X) dépend du cott X et satisfait e(C) =1, e(D) = 2.

(17) Pour tout valuation fizée r > —1, lorsque N — oo, la valeur moyenne E, y(B) de la
complezité binaire est donc asymptotique a une fonction linéaire de log N et satisfait,

Epn(B) ~ 2E.(Q) - £(N),

ot Q est le cott additif associé au coit élémentaire longueur binaire, et E,(Q) est l’espérance
de Q) dans le modéle continu de valuation r.

Le dernier résultat est particuliérement important puisqu’il fournit une analyse de la transi-
tion avec l'algorithme d’Euclide. On montre que, si la convergence de la taille N vers l'infini et
celle de la valuation r vers -1 se fait de maniére “raisonnable” ( de sorte que l'espérance E, n(()X)
dans le modeéle discret soit asymptotiquement équivalente a l'espérance E,(()X) dans le modéle
continu), alors, il y a une bonne transition vers 'algorithme d’Euclide : la complexité limite
en bits de I'algorithme de Gauss est de méme ordre que la complexité en bits de 'algorithme
d’Euclide.
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Théoréme D (Complexité en bits, cas limite r — —1, transition vers algorithme d’Euclide).
Considérons l’algorithme GAUSS-INTERNE, travaillant sur l’ensemble Qn des bases entiéres (u, v)
vérifiant les trois conditions : u = (N,0), £(|[v]|?) < N? et v/u € D, et se distribuant selon la
densité standard de valuation r > —1. Considérons un cott X défini sur Q, X pouvant étre un
codt additif C a croissance modérée ou le coidt D associ€ a la complexité binaire.

(1) Lorsque la taille log N tend vers l'infini et la valuation r tend vers —1, avec (r+1)log N =
Q(1), alors la valeur moyenne E, n(X) satisfait

o r e(X)+1
o ((1 BN+ 1) ) 1o <N+11—1>] . (39)

ot Uezposant e(X) dépend dans le coit X et satisfait e(C) =1, e(D) = 2.

(ii) Lorsque r + 1 =: (log N)~™® avec (log N)* — oo (avec 0 < « < 1), alors les valeurs
moyennes E. n(C), E, n(D) et E, y(B) satisfont

E, n(X) = E.(X)

B (C)~ (g M), Eo(D) ~ ik (log N (3.7
E,.n(B) ~ 2%(105;; N)Fe, (3.8)
(73i) Lorsque (r + 1)log N = ©(1), alors les valeurs moyennes E, y(C), E, n(D) et E, y(B)

satisfont
ET’,N(C) = Q(IOg N)7 E’F,N(D) = @((IOg N)2)7 ET,N(B) = ®((10g N)2) (39)

Nous commencons notre étude par la distribution des cotits additifs, ensuite nous abordons
I’étude des variables @) et D quand r — —1 dans le modéle continu, pour finir avec I’étude de la
complexité en bits dans le modéle discret.

3.3 Etude de la distribution des cotts additifs

Ici, nous voulons analyser les cotits additifs décrits dans la section [2.2.6] et exprimés dans
le cadre complexe dans la proposition [[.4] La preuve fait usage des propriétés analytiques de
I'opérateur quasi-inverse. Elle donne une généralisation intéressante d’un résultat que Daudé,
Flajolet, Vallée avaient déja obtenu par en 1994, dans le cas du nombre d’itérations.

3.3.1 Etude générale d’un coiut additif.

Nous faisons la preuve du théoréme [Al Soit f une densité de valuation r sur D, et F son
extension diagonale & deux variables, qui s’exprime donc sous la forme

F(z,z) = [yl"L(2,2),  avec L(u,u)#0

Alors, la série génératrice de probabilités du cott C(.) pour cette densité initiale f est

B(u) :=Ep[u“] = > Py[Cle = k] u*. (3.10)
k>0
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Chapitre 8. Analyse des paramétres d’exécution de l'algorithme de Gauss

C’est une série entiére dont le rayon de convergence autour de 'origine est au moins égal a 1.
En posant u = €%, on retrouve la série génératrice des moments pour C.), qu'on a exprimé en
fonction de 'opérateur H, ,, comme

k)

E[ech] = //B"\D ‘y|rﬂ2+r,w © (I - H?-&—r,w)_l[G](éa g)didﬁ (311)

Le cotit ¢ est un cotit général & croissance modérée, mais on a vu, que selon que le pged d de ses
valeurs est égal & 1 ou non, les propriétés sont différentes. En posant ¢ := ¢/d, le coiit ¢ devient
primitif, et nous pouvons donc nous limiter & ce cas. On considére donc dans le corps de la preuve
un cofit primitif, et on reviendra & un colt quelconque a la fin.

Alors, les propositions [2.16], [2.17] et [2.18] du chapitre précédent prouvent ce qui suit : Il existe
un unique w := w, pour lequel la valeur propre A(2 + r,w) = 1. De plus, B(u) a un pdle en
u = e, et quil existe un R > €7 pour lequel B(u) est méromorphe dans le disque |u| < R,
avec comme unique pole dans ce disque le pole simple en v = €*". On a de plus

wy 1
B = |G o o) oy oo 19790 G2y

Ici, T,, est une fonction analytique par rapport & w au voisinage de w = wy, ¢, est la fonction
propre dominante normalisée de l'opérateur Hy,, ,, . De plus, v, est la mesure dominante de
Vopérateur H3 ., ,, , et L est la fonction associée a la densité initiale f de densité r.

[1 + (w — wT)Tw] .

Pour pouvoir profiter de cette expression et obtenir des informations sur les coefficients de
la série B(u) qui sont justement les probabilités P [C(.) = k] de (3.10)), nous appliquons le
théoréme suivant.

Théoréme 3.3 (Flajolet et Sedgewick, [23] Théoréme IV.10, p. 258|). Soit B(u) une fonction
méromorphe dans un disque fermé |u| < R, analytique en |u| = R, ayant un unique pdle uy # 0
a Uintérieur du disque, réel et positif. Alors, le coefficient by de son développement en série de
Taylor vérifie

by, ~ kHRes( (u) 5 u=wup)
Up
Ici, le pole est en ug := e et le résidu de la fonction u — B(u) en ug = e*r est égal a

e Res(B(e") ; w = w,) et donc le résidu vérifie

evr v,

A((r, f) :==Res(B(u) ; u=¢e"") = m

/ H,., [[u6,] (= 2)dudy

Remarquons qu’il dépend de r et de L, c’est-a-dire de I’expression compléte de la densité f.

Donc, nous avons trouvé une estimation asymptotique pour le coefficient de la série génératrice
B(u), et donc

—k "
Py [Cloy = k] ~pmoo Alr, f)e™™
comme on voulait montrer. Par ailleurs, le théoréme des fonctions implicites s’applique et prouve

ce qui suit : puisque A(s, w) est une fonction dérivable en s et w dont la dérivée w — X, (247, w)
ne s’annule pas, I'équation \(r + 2, w,) = 1 définit implicitement, et de fagon unique, la fonction

dérivable w,, pour r proche de —1. La relation A(1,0) = 1, prouve que w_; = 0. Donc, le
développement de Taylor de w, autour de r = —1 montre que w, = O(r 4+ 1), comme on voulait
montrer.
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3.3. Etude de la distribution des codts additifs

Enfin, si 'on veut revenir a un coiit général non nécessairement primitif, pour lequel d est le
pged des valeurs, il suffit de remplacer ¢ par cd, et donc le coiit total C' par C'd. On a donc dans
ce cas

P 1[Cy = dk] ~p—oo A(r, f) e, Pp[Cry =k] =0  pour K ¢ {dN}

Cela conclut la preuve du théoréme A.

3.3.2 Cas particulier du nombre d’itérations.

Dans le cas particulier du cott constant ¢ = 1, 'opérateur H, , () s’exprime plus simplement
et est égal & e - H. La valeur w(;)(s) est définie par la relation ew)\(s) = 1. Cela entraine que
la raison e~ dans est tout simplement égale a \(2 + r).

Dans ce cas, il existe une expression alternative pour le nombre moyen d’itérations de 1’algo-
rithme GAUSS-INTERNE, expression qui résulte de la caractérisation de Hurwitz, rappelée dans
la proposition [I.1] de cette partie.

Théoréme 3.4 (Daudé, Flajolet, Vallée,[I8, [77] 1994-1996). Considérons le modéle continu
avec la densité standard de valuation v > —1. Alors, l'espérance du nombre d’itérations P de
lalgorithme GAUSS-INTERNE admet [’expression suivante

E(r)[P] = "I - H2+7“> [ |(z, z)dzdy

o ((2r+4) G cd
dp<c<dp?

En plus, pour toute valuation r > —1, le nombre d’itérations suit une loi géométrique de raison
u(la 7') - /\(2 + T)

IP)(r) [K > k+ 1] ~k—oo CL(T) )‘(2 + T)k
ot A(s) est la valeur propre dominante de l'opérateur H, et a(r) s’exprime en fonction de l’opé-
rateur P de projection sur le sous-espace propre relatif a A(s), sous la forme

1 . _
)= 2o 1B Gz 2y,

Preuve. Par définition, I’évenement [P > k + 1] regroupe tous les complexes z qui sont encore
dans le disque D au bout de k itérations. On a donc

a(r

P>k+1]= ] h(D
herk

La probabilité de I’événement [P > k + 1] peut s’écrire

PiyK > k+1] = Z// ly|" dady = ()//D S WP | yrdady  (3.12)

h HE heHE

On retrouve 'opérateur Hy ., et finalement
PolP = k4 1] = s [ B ) (e)aady, (3.13)
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ou Ay(r) est la mesure de D par rapport a la densité standard de valuation r, définie dans.....
Maintenant, grace a la décomposition spectrale de H donnée dans la proposition nous
avons, pour un « €0, 1],

H3,,[1(2,2) = A2+ )Py, [1(2,2)(1 + O(a¥).

En intégrant cette derniére relation sur D par rapport a la densité standard de valuation r, et
en utilisant (3.13]), on achéve la preuve.
L’espérance d’une variable aléatoire entiére positive vérifie

E)[P] =Y Pu[P>k+1].
k>0

En remplagant la probabilité P [P > k + 1] par son expression intégrale 1) nous obtenons

==Ss,w?

E ) [P]

(s A)dody = [l = o) Gz o
k>0 o(r
comme souhaité.

Mais ce n’est pas la preuve originale, car les auteurs ne travaillaient pas avec les opérateurs gé-
néralisés. Nous décrivons maintenant la preuve originale. Les auteurs remarquent que le domaine
h(D) est un disque de diamétre [h(0), h(1/2)], et donc
r42

s IE(r) [P] = 2T+2 Z

heH+

r+2

P[P >k+1] =2 )"

heHk

Grace a la caractérisation de Hurwitz , qui dit que I’ensemble d’homographies HT est en

correspondance avec les couples (¢, d) d’entiers premiers entre eux et tels que —d/¢? < ¢ < d/¢
avec ¢ # 0, on obtient finalement

0) = h(3)

1
5 —h(3)

2r+2 Z 1 r+2
er- 20y ()
C(2r+4) G cd
pd<c<(¢p2d)
comme voulu. O

A Theure actuelle, on ne connait pas de formule explicite pour la valeur propre dominante
A(s) sauf en s = 1. Néanmoins, Loick Lhote [47] a démontré qu’on pouvait calculer cette valeur
propre dominante en temps polynomial. Des valeurs numériques sont fournies dans le cas de la
densité uniforme (lorsque r = 0) dans [47] :

Eq[K] ~ 1,08922, A(2) &~ 0,07738.

3.4 Analyse en moyenne des paramétres () et D dans un modéle
continu pour une valuation r — —1

Cette section est consacrée a la preuve du théoréme [Bl Il faudrait tout d’abord, vérifier que
les intégrales I[X f,, D] pour X € {Id,C, D} sont convergentes pour une valuation r fixe, ce
qui n’est pas clair du tout, pour les cotits C et D. Les fonctions ) et D a intégrer ne restent
pas bornées au voisinage de I’axe (comme nous l'ont montré les résultats du lemme ), et la
fonction f, = |y|” tend aussi vers l'infini (pour r < 0) quand y tend vers 0. Mais les résultats
de la proposition [2.18 nous le montrent justement. Il reste donc & estimer le comportement des
espérances et de la densité de sortie quand la valuation r tend vers -1.
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3.4.1 Densité de sortie.

La proposition montre que la densité de sortie fr sur B \ D associée a la densité standard de
valuation r s’exprime sous la forme

fr(2) = [y"Gosr1all](z,2)  avec Goypra=Hyy 0 (I—H, )™
Lorsque r est proche de —1, la proposition [2.16| prouve que

1

Ar(z,7) = (l_ﬂ2+r)_1[1](z75) = i1 E

P(z,2) |14 (r +1)R,(2, 2)

Cette fonction A, est définie sur D x D et donc, la proposition [2.18] montre que la fonction
fr = |y|"Hy,.[A;] est bien définie pour z € B\ D, et que pour r proche de -1, elle vérifie

A 1 1 1
7)) = —— ——— Z)|1 VT (2,2
fr(zaz) 7"-'—1 h(g) |y’y(zaz)|: +(T+ ) T(Zaz)]7
ou T, est analytique sur B \ D et reste bornée au voisinage de r = —1. De plus, fr est intégrable,
et au voisinage de r = —1, son intégrale vérifie
JIL ety = | s [ St s |14 0+ 0]
Z,2)aray = | 77N Ty — (2, z)dxrdy r ,
Ap hE) (r+1) s\ lyl— '
pour une fonction @), analytique par rapport & r au voisinage de r = —1

3.4.2 Espérances des cotits C' et D

Dans le chapitre [2] de cette partie [T, nous avons exprimé les espérances des coits C et D en
fonction de quasi-inverses généralisés, sous la forme

1 i )

B/(C) = 5 / /g oI Gaencl (e, 2y (3.14)
1 - 3

B(D) = 1 | /g\pwyr G p[1)(2, 2)dady, (3.15)

ol les opérateurs G ¢ et G, p sont définis comme

GS,C = (l - Es)_l 0 W(c) [Es] © (l - ﬂs)_lv
GS,D = (l - Es)_l o W(f) [Hs] © (l - Es)_l 0 A[Es] © (l - ﬂs)_lﬂ

Coiit C. Dans le cas du coiit C, nous considérons la décomposition
Y|" Gatrc[Fl(2,2) = |y|"Hy o [Br] + [y"WH,, [Ar](2, 2)

avec A, 1= (I — H, )7 [F](2,2) et B, = Gaypc[F|(2,%). Lorsque z € D, les fonctions A,
et B, définissent des fonctions méromorphes en r = —1, en application de la proposition [2.16]
Compte-tenu de la proposition les transformées

ly["Hyy [Br],  [y["WHy, [Ar](z, 2)
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sont bien définies sur B \ D, et leur intégrale sur B \ D définit une fonction méromorphe en
r = —1. Il en est de méme de la somme de ces deux termes, et donc |y|"Gayr c[1](2, Z) est bien
définie sur B \ D, et son intégrale sur B\ D définit une fonction méromorphe en r = —1.

Le terme dominant dans le développement asymptotique est donné par 'intégrale du terme
dominant dans le développement asymptotique de |y|"Gatrc[1](2,2) en r = 1, qu’on calcule
maintenant. Commencons par étudier

Goyrcll] = (I —Hyy,) ' o WHy [A,] ~ —— J [WHI[A]] ¥,

T+ ) hE) S
ot A, est elle-méme de la forme (I — H,,)"'[F], on a

1 1 1 1
A Ty g T T I VORI ~ o

La proposition m prouve légalité J [(W»H)[¢]] = E[c]. En tout, nous avons prouvé que

J[F] T [(WioH)[¢]]

GoyrclF] ~ J[Fi. (3.16)

Et donc, en intégrant,
E(c) 1 E(e)

E.(C) ~ // fw z, Z)dxdy = .

O~ e W fy 10 = Ty

Cotit D. Nous procédons de maniére analogue, en décomposant I'opérateur |y|"Gaq,,p en deux
termes, de la forme

y"Ga1r p[Fl(2,2) = [y|"Ho, [Cr] + |y["WHy . [Dr](2, 2)

ou
Cr(2,2) = Gayrp[l)(2,2), Dr=(L—Hy,,)" 0 AHyy, 0 (L Hy,,) 7 [F](2,2).
La preuve est la méme que précedemment et montre que |y|" Gy p[1](2, Z) est bien définie sur

B \ D, et que son intégrale sur B \ D définit une fonction méromorphe en r = —1. On calcule

maintenant le terme dominant dans le développement asymptotique. Commencgons par étudier
1 1 1 1
——J|F = —J|F| (AH .

En réutilisant le résultat obtenu pour C, nous trouvons

AHy . o (I—H,, ) '[F] ~ AH

1 OEQ)
(r+1)2h(&)?

et d’aprés nous avons J[AH[]] = h(£). En conclusion, nous avons prouvé que

(L —Hy,,) o Wiy[Hyy,] o (L-Hy )" AH] ~

JIAH[Y] ¢

1 E®)

J[Fib. (3.17)

Et, en intégrant,

1 E(¢) 1 E(¥
ET(D)N(T+1)-(T+ e //zg\py¢Zdedy A2 hE)

142



3.5. FEtude dans le modele discret.

3.5 Etude dans le modéle discret.

La preuve des deux théorémes [C] et [D] posséde une grande partie commune, correspondant
aux principes, et aux lemmes qui donnent les estimations cherchées. Aprés avoir effectué ces
calculs communs, nous présenterons la preuve spécifique de chaque théoréme.

3.5.1 Cadre général.

Nous rappelons d’abord que, pour tout z € Qy, le colit B se décompose en trois termes,
B(z) = Q(2){(N) + D(z2) + (D(2) — D(z)),
Par ailleurs, la variable D — D satisfait |D(z) — D(z)| < 2Q(z) et donc
|B(2) = {(N)Q(2) = D(2)| < 2E, n(Q)-
Il est donc suffisant détudier les variables ) et D.

Le disque D est réunion des domaines h(B\ D) pour h € H™, et les variables C,Q, D ont
une définition locale qui dépend du domaine. Il y a deux remarques. La variable générique a
étudier, désignée par X et pouvant varier dans I’ensemble {Id, C, D} est une fonction définie par
morceaux sur chaque domaine h(g \ D). Donc, méme dans le modéle continu, le cott X n’est
pas continu, et il faut éventuellement étudier ses discontinuités sur les frontiéres des domaines
h(B\ D). Rappelons que toutes les fronticres des domaines h(B\ D) sont de la forme h(C) oi C
est la circonférence qui borde le disque D.

L’étude dans le modéle discret apporte des complications supplémentaires, car la densité elle-
meéme, mais aussi les cotts dans le modele discret deviennent discontinus, méme a l'intérieur des
domaines h(B\ D) ot la version des coiits dans le modéle continu et la densité étaient continues.

Rappelons que €2 est 'ensemble des points

b
wz%—i—iﬁ, w € D,

et qu’on associe & chaque w € Qu un carré ¢, de centre w et de coté 1/N. Alors, les cotits a
étudier X ou la densité f, ont deux versions : une version dans le modéle continu, et une version
dans le modéle discret, définie par :

frn(2) = fr(w), Xn(z) = X (w) pour tout z € c,.

Compte-tenu de I'importance de la partition topologique h(g \ D) pour la définition des cofits,
on introduit un découpage de Q2 en trois domaines.

OV =fwen; cwnc#0}, oV ={weQy; IheH cnhC) #0}, (3.18)

ol = oy \ (QE&’ U Qﬁ) —{weQy: FheH o h(B\D)) (3.19)

On consideére les domaines du modéle continu qui leurs sont associés : Ce sont le domaine total

Dy, le domaine des frontieres DO, le domaine des points intérieurs Dj(\i,) et enfin le domaine du

bord Dg\l,)), définis comme suit :
Pv=Jea: DYV= e, DV=U @ DY= e (320

weN weQ® wenl) wen)
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3.5.2 Début de la preuve.

Nous introduisons les intégrales suivantes, dans le modéle continu et dans le modéle discret,

1y, x] = / /X ¥ (2)dady,

et pour un domaine X qui est une réunion de carrés ¢, pour lesquels w € X,
IN[Y, Xy = / Yn(2)dedy = > Y (w) fr(w).
XN weX
Les espérances a étudier s’écrivent

I[Xf. D IN|Xf-, D
E[x] = XDl g i) = JM,

I1[f,, D]

et la différence entre les espérances s’écrit
I[Xfr,D] i IN[XfT‘7DN]

I[fT‘7D] IN[fT‘apN]

1
= I, D] In[fr, D]

|I[XfT7D] IN[fTaDN] - I[fﬁD] IN[XfrapN]’

< 1
- I[fT7D] IN[thN]

I[XfT>D] |IN[fT7DN] - I[fT7D]| +I[fTaD] |IN[XfTaDN] - I[XmeH

(3.21)
Il est donc suffisant, pour chaque cott X, d’évaluer la différence

IN[X fr,DNn] — I X [, D].
Commencons donc par le cas du coiit identité.

Lemme 3.1. Les intégrales relatives a la variable identité vérifient

Mo =6 () 1= om | 1=0 (157 (3.22)

et leur différence vérifie

|[1[frs Dn] = 1[fr; D]l = ﬁO <Ti1) : (3.23)

La différence symétrique entre les deux ensembles D et Dy sur lesquels nous intégrons,
DADy = Ay UDY

fait intervenir la bande horizontale Ay autour de 'axe y = 0 et le bord extérieur Dg\?) de D. 1l
faut donc estimer donc chacune des trois expressions

IXfuAx], INX£.DPV) In[X £, Dy \ DY) = I[Xf,, Dy \ DY) (3.24)

Nous commencons par la premiére expression, puis nous nous concentrons sur la troisiéme
expression et nous verrons que la deuxiéme expression va s’évaluer lors de la preuve.
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3.5.3 Contribution des coftits au voisinage de ’axe — Un lemme utile.

Il faut donc travailler au voisinage de ’axe, et introduisant la bande horizontale Ay définie
par
Av={z€D : |3(z)] <1/(2N)}, (3.25)

Les fonctions @ et D sont définies par morceaux, sur chaque domaine h(g \ D), et leur définition
dépend de 'homographie /. Le premier travail consiste donc a préciser la position des domaines
h(B\ D) par rapport a la bande horizontale Ax. Nous établissons ici un résultat qui décrit deux
types d’homographies différents, selon que le domaine h(B\ D) est inclus dans la bande Ay ou
non.

Lemme 3.2. Pour tout N > 1, on considére le sous-ensemble Hj\', de Ht défini comme suit :
Hi =={heH" : h(B\D)C Ay}.

Si Uhomographie h définie par h(z) = (az +b)/(cz + d) est élément de H}, alors le couple (c,d)
appartient au domaine Ty défini par

TN = {(c, d); |0(c,d)| < et d*> N(;S} avec O(c,d) == 5

-1~

Si h n’appartient pas a H]\L,, alors on a l'inégalité d < N, et aussi l'inclusion

kn
H+\HNCZHk avec  ky = O(log N).
k=1

Démonstration. Soit h € HT telle que h(z) = (az + b)/(cz + d). La contrainte ¢/d| €]0,1/¢ est
liée a la caractérisation de Hurwitz. Par ailleurs, Iensemble h(B\ D) est inclus dans Ay si
et seulement si le diamétre du grand disque est strictement plus petit que 1/N. L’expression du
grand diameétre est donnée dans la proposition [1.5[en fonction de (¢, d). La condition d’inclusion
dans Ay devient alors :

11 2 1

A<y d c>0, et m<ﬁ si ¢<O. (3.26)
Cette condition entraine toujours la ondition |c|d > N. Cela est évident lorsque ¢ > 0.
Lorsque ¢ < 0, I'inégalité 2d + ¢ < 2d montre que la condition implique aussi |c|d > N.
On conclut en remarquant que la condition |c|d > N implique la condition d? > N¢. O

3.5.4 Contribution au voisinage de ’axe — Le résultat.

Nous donnons maintenant une estimation des intégrales au voisinage de I'axe.

Proposition 3.4. Pour toute valuation r > —1 fizée, et pour X € {Id,C, D}, on a

1 (log N)e(X)
r+1 Nr+l1

11X Ax) = | [ X0 1)y - 0(

ot lexposant e(X) dépend du coit : e(Id) =0, e(C) =1 et e(D) = 2. Les variables C et D sont
donc intégrables sur le disque D par rapport a la densité de valuation r > —1.
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Démonstration. L’intégrale se décompose en deux sommes,

IXfr, ANl = > I[Xf h(B\D)]+ > I[Xf, h(B\D)NAy], (3.27)

heH; heH\HL

et la deuxiéme se majore aisément, car pour une homographie qui n’est pas dans HJJ(,, le cotit X
satisfait X (z) < (log N)*™X) et donc

I[X fr, h(B\ D) N Ax] < (log N)*X) I[f,, h(B\ D) N An],

ainsi,

Z I[Xfr, h(B\ D) N An] < (log N)*X) I[f,, Ay] < 1 (log N)e

TF1 Ny (3.28)
heHT\HL

ott on a majoré la mesure de Ay par celle du rectangle qui ’enveloppe.

Etudions maintenant la premiére somme de (3.27). Le terme général se majore a 'aide du
lemme [3.2] qui nous fournit

I[X fr, h(B\ D)] < (log )™ I[f,, h(B\ D)].

Par ailleurs, la proposition |D estime les mesures des domaines h(g \ D),

_ 1 r+2
W E\D <2+ (i) oltosiel,

tandis que le lemme montre qu’il suffit de sur les couples (¢, d) € Ty, pour obtenir la majo-
ration

~ 1
heHT; (e,d)ETN

Il s’agit maintenant d’évaluer cette somme Sy en la comparant & une intégrale. Travaillant
d’abord pour d fixe, on remarque que la somme de Riemann

Z/ f(0)  avec f(0):= |9,7«+1|10g|9|!
0|<1/¢

est majorée par l'intégrale impropre convergente, et donc (pour r < —1/2)

1/ | log |0)| ¢ log 0|
JT::2/ d9§J:=2/ do
0 gr+t 0 Vo

car la fonction f est décroissante. Donc Sy est majorée par la somme

Sn<J D, pgllogd)™
d>[VNg|

qu’on peut aussi majorer par l'intégrale correspondante, car la fonction considérée est elle aussi
décroissante. Finalement, on a montré que

I[Xf, h(B\D)] < LJ
2 1B -

1 e(X
55 (log y) M dy
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Cette derniére intégrale se calcule aisément par parties et on trouve

~ 1 (log N)¢(X)
> IXf,h(B\D)] =0 <r+1> T (3.30)
heH};
ce qui avec la majoration de (3.28) termine la preuve de la proposition. O

Nous considérons maintenant la troisiéme expression définie en ([3.24)), et relative aux points
intérieurs.

3.5.5 Contribution des points intérieurs.

Nous travaillons maintenant avec les points intérieurs du domaine DE\?) défini en li et
(3.20) et montrons I'estimation suivante.

Lemme 3.3. Considérons un codt X qui peut étre un coit additif C, ou la variable D. La
différence entre les intégrales du modéle discret et du modéle continu vérifie

IN[X f, DN\ D] — I[X f,,Dx \ DY] =

(IOg N)e(X)—H
N

(log N)e(X)+1

O(l) Nr+l

(sir>0) 0(1) (si —1<7r<0)

Démonstration. La fonction & évaluer est | f,.(2) X (2) — f(w)X (w)| se majore sous la forme
[fr(2)X(2) = f(w)X(w)] < G(2) + L(2)
avec

G(z) = X(W)|fr(2) = fr(@)l,  L(2) = fr(2)[X(2) = X ()],

et il faut en chercher son maximum sur un carré ¢, de centre w = (x,,y,) et de coté 1/(2N).
Nous estimons les deux termes G(z) et L(z) séparément :

Terme G(z). Le premier terme G(z) est majoré par (log N)*X)|f,(2) — f,(w)]. il est donc suffisant
d’étudier la différence |fr(z) — fr(w)|. Grace a la symétrie des fonctions intégrées et du disque
Dy par rapport a I’axe des abscisses, nous pouvons nous restreindre a travailler sur D]J\r,. Le cas
r = 0 est trivial puisque dans ce cas la fonction f, est constante. On suppose donc r # 0 dans la
suite et alors, pour tout z € ¢, on a

[fr(2) = fr(W)] < |z = w| - sup{[|Afr(u, v)[[; (u,0) € e},

ot la différentielle Af,(u,v) satisfait Af,(u,v) = ro"~!. On a toujours, pour tout couple (y,v)
d’ordonnées de points de ¢, la relation

1
< — <3
U_yw+2N_ Y

ce qui entraine,
1 r—1
(pour r > 1) o™ 1 <31yt (pour r < 1) "1 < () y !
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Dans tous les cas, on a donc

£:(2) = 1) = O(1)gylrly

En intégrant sur D]J\r,, il y a de nouveau deux cas

1
// [rly"tdazdy = O(1) (sir > 0) // Irly"tdady = O <> (sir<0)/
Dy, D, NT

L’intégrale I|G, Dy \Dgf))] admet une estimation de la forme

(log N)*(¥)
N

(log N)“)

0(1) Nr+1

(sir>0) 0(1) (si—-1<r<0) (3.31)

Terme L(z). Pour le second terme L(z), il y a deux cas selon que z est élément de D](\i,) (domaine

des points intérieurs) ou élément de Dg\f,) (domaine des points frontiéres). Ces domaines sont

définis en (3.18)) et (3.20) .

Premier cas z € D](\i,). Puisque les cotits Id et C sont constants dans h(g \ D), la question se pose

seulement pour le cott X = D et la variation |D(z) — D(w)| vérifie
[D(2) = D(w)| < |z = wl| - sup{[[AD(u, v)|[; (u,v) € cu},

ot la différentielle AD satisfait pour z € h(B \ D), I'inégalité
1
AD(u,v) = O(logd)— ol pp, est le diameétre du grand disque.
Ph

La mesure I[L, h(B\ D) N AS] se majore ainsi :

logd
Ph

I[L, k(B \ D) N AY] < sup{f,(z; z € h(B\D)N A%} - I[1d, h(B\ D)] (3.32)

Lorsque r > 0, la densité f, est O(1). Lorsque r < 0, la fonction (z,y) — y" atteint son maximum

lorsque |y| = 1/2N et
1
1G1=0(57)

Par ailleurs, on a I[Id, h(B\ D)] = O(p?) et finalement,

I[L,h(B\ D) N A%] = O (1:;) prlogd (sir >0)

I[L,h(B\ D) N A%] = O (]\1fv"> prlogd (si —1 <r <0)

Le domaine Dg\i,) vérifie

pl) ¢ J mB\D)nAY] et donc 1D, DY) = > Olpn logd) = O(log N)*.
heHH\HL, heEHT\HY
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on obtient finalement

(log N)?
N

(log N)?

I[vaj(\if)] =0(1) N

sir>0) 1,0V =0(1) (si—1<r<0) (3.33)

Deuxiéme cas z € Dg\f,). La différence f,(2)| X (z) — X (w)]| est majorée par (log N)*X)|f,(z)|. Par
()

ailleurs, le domaine D)/ est inclus dans une reunion de couronnes bordant les circonférences
h(C) : Désignons par py, le rayon du disque h(D) et par 75, son centre, et considérons la couronne
circulaire C(y ) de centre 7, et de rayons p, — V2/N et py +V2/N,

V2 V2 1
— P L Veog N
C(v,n) {ZGC ph= SlE=ml <ot BGI>

Comme le diamétre de ¢, est au plus égal & v/2 /N, on a alors 'inclusion

'D](\f,) C U C(th).
ReHT\HE,

La mesure I[f,,C(y )| se majore ainsi :
Ifr,Cvmy) < sup{fr(z; 2 € Covpy} - 1[1d, C,m)- (3.34)

Lorsque r > 0, la densité f, est O(1). Lorsque r < 0, la fonction (z,y) — y" atteint son maximum

lorsque |y| = 1/2N et
1
761=0(5)-

Par ailleurs, il suffit de borner trivialement I’aire de la couronne tronquée par celle de la couronne
non-tronquée. Nous avons

2 2
V2 V2 Ph
I[1d, Cy )] < 7 (ph + 5] —(m-%) | etdone IMd.Cvwl=0 (N)

Avec ces informations, (3.34) se traduit en

I[fr,Covyl = O (%) (sir>0)  I[fr,Covm) = O (#) (si -1 <7 <0)

En utilisant alors la deuxiéme partie du lemme [3.2] on déduit une estimation pour 'intégrale
I[L, Dj(\f[)] de la forme

e(X)+1 e(X)+1
1L, pY) = 0(1)(10g]\27() sir>0), I[LDY)= 0(1)% (si —1 <7 <0)
(3.35)
En regroupant les résultats correspondant aux trois étapes de la preuve, donnant lieu aux
trois estimations (3.31], [3.33] [3.35]), on obtient bien le résultat cherché. O
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3.5.6 Preuve du théoréme [Cl

Nous allons établir donc le théoréme La distance entre les deux espérances (continue et
discréte) satisfait, d’apres (3.21]),
IN[fr, DN]

Supposons a présent que r est fixe. Dans ce cas, et grace au théoréme [B] et au lemme [3:I] nous
avons

B v (X) — E(X) [In[fr, Dn] = I1fr, D]l + 1[fr, D] [IN[X fr, DN] = I[X fr, D]| .

B, (X) = ©(1),  In[frDal = O(1), 117, D] = 0(1), 11yl Dx] = 117 2) =0 (551 )-

En plus, en regroupant les deux lemmes et on montre que

1 (log N)e(X)

IN[XfT7DN]_I[XfTJD]:T+1 Nr+1

O (max {1, (r + 1)log N}) = O <W> :

Nr+1

ce qui implique que

IOgN e(X)+1
E,N(X) —E(X)][=0 <<NT)+1 )

d’oul le résultat.

3.5.7 Preuve du théoréme

La preuve du théoréme [D] utilise les deux théorémes précédents [Cl et D’apres (3.21)), nous
avons une majoration de la différence entre les deux espérances, continue et discréte, de la forme

‘IN[fTaDN]_I[th” I[fer] >
+ IN| X f,Dn]—I|Xf.,D]|].
IN[frapN] ET(X) ‘ N[ fr N] [ fr ”
Le lemmeestime la mesure discréte In[f-, Dn] et la différence entre les mesures, 'une discréte
In[fr, Dn]| et Vautre continue I[f,, Dy], et ce, de maniére uniforme pour N — oo et r — —1,

|]ET,N(X) - ET‘(X)| < ET‘(X) <

IN[fr, Dn] =®( ) 1= N=CFD] L If DN] — I D)) = NLO( 1 >

(r+1) r+1

et aboutit donc & 'estimation

[Inlfr, D]~ 11f, DIl _ <1>
IN[f’I“,DN] a NT+1 -1 '

Par ailleurs, le théoréme [Bl ainsi que le lemme [3.1] estiment les deux espérances continues au
voisinage de r = 1,

B0 =0 (g ) - 1nPl=0 ()

alors que les deux lemmes et X permettent & eux deux d’valuer la différence entre les espé-
rances continues et discrétes, de maniére uniforme pour N — oo et r — —1,

1 (log N)eX)

INIX fr, D] = IIX fr, DIl = 5 i

O (max {1, (r+1)logN}).
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On obtient donc en tout une estimation pour le terme

I1[fr, D]
E.(X)

[(r + 1) (log N0
Nr+l

|IN[X fr, Dn] — I[X fr, D]| = O (max {1, (r+1)logN}),

et on conclut & I'estimation finale, toujours uniforme pour N — oo et r — —1,

r +1)(log N))¢X) 1
Ll )](Wf1 ) o(max{1,(r+1)logN})+O(JWH—1>]'

Si maintenant, on se limite au cas ou (r + 1)log M est un (1), alors on a
O (max{1,(r+1)logN)}) = O ((r+1)log N),

ce qui permet d’obtenir le résultat (3.6)).

Etablissons maintenant les conséquences de (3.6)). Supposons d’abord que 7 +1 = (log N)~,
avec 0 < a < 1. Puisque N"*! = exp[(r + 1)log N] = exp|(log N)'~¢] tend vers I'infini, on a

alors
(log N(r + 1))6(X)+1

NrJrl

1
— 0) et |:]\[7‘+1_1:| — 0,

et en conséquence
E, n(X) ~ E, (X).

Avec cette derniére identité, le théoréme [Bl montre (3.7). Avec les identités (3.7]), on vérifie de

plus les équivalents asymptotiques

E[]

E[(]
)

OgN)aa ]E’I”,N(D) ~ @(logN)Qay'

E,n(C) ~2
On peut alors en déduire des informations précises sur la complexité binaire B. L’égalité ,
page [38] avec I’encadrement
0 < [D(u,v) — D(u,v)] < 2Q(u,v),
impliquent la relation E, n(B) = (2log N) E, n(Q) + E, (D) + O(E, n(Q)). Et, alors, les équi-

valents précédents, permettent de conclure a

E, n(B) ~ 2%(@ N)lte (3.36)

Par ailleurs, lorsque (r + 1)log N = ©(1), les estimations

(log N (r + 1))6()()Jrl
NT+1

1
N+ ]

—0(1), et [ ] = 0(1),

montrent que

E,n(X) = O(E(X)) = ©(log N)?)

Cela termine la preuve du dernier théoréme de ce chapitre.

Nous avons terminé la présentation de nos résultats concernant l'analyse de ’exécution de
Palgorithme de Gauss. Nous nous tournons maintenant vers I’étude probabiliste de la configura-
tion de sortie.

151



Chapitre 8. Analyse des paramétres d’exécution de l'algorithme de Gauss

152



Troisiéme partie

Analyses de 'algorithme de Gauss :
Etude probabiliste de la configuration
de sortie
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Chapitre 1

Etude géométrique de la configuration
de sortie.
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Ce chapitre, le premier de cette partie[[T]] décrit les ensembles de niveau des trois principaux
paramétres qui décrivent la configuration de l'algorithme de Gauss, le premier minimum A, le
deuxiéme minimum orthogonalisé u, et le défaut d’Hermite . On commence donc par une des-
cription précise de ces ensembles de niveau relatifs aux trois variables A, v, u, qui fait intervenir,
de maniére naturelle, des objets classiques dans la géométrie du demi-plan de Poincaré, comme
les suites de Farey et les disques de Ford.
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Chapitre 1. Etude géométrique de la configuration de sortie.

Tout au long de cette partie, les parties réelles et imaginaires du complexe z (resp. Z) seront
notées x et y (resp. Z et 3). Le complexe Z représentera toujours la sortie de 'algorithme GAUSS-
POSITIF sous entrée z, soit Z = GAUSS-POSITIF(z). Les événements, au sens probabiliste du terme,
seront notés entre crochets, et les prédicats qui les définissent porteront toujours sur I’élément
générique z = x +iy € B\ F et/ou ses parties réelles ou imaginaires = et y respectivement. Ainsi,

[P(z,y,2)|={z=x+iye B\ F | P(x,y,2)}.

Notre objectif dans cette section est de caractériser les ensembles de niveau reliés aux trois
principaux paramétres géométriques A, u, 7,

G(p) = [(z) <l (
L(t) = [Mz) <],
M(u) = [u(z) <ul.

Cela nous permettra, dans le prochain chapitre de cette partie [T} de calculer leur fonction de
répartition de v, A et pu.

1.1 Caractérisation des ensembles de niveau des trois paramétres.

Nous montrons que chacun des trois domaines de niveau peut s’écrire sous la forme [y(z) <
f(2)] pour une fonction f, qui dépend de chaque paramétre étudié. Aprés avoir déterminé préci-
sément la fonction f, on particularise le résultat a chacun des ensembles originaux et on en étudie
la géométrie en détail. Nous allons retrouver la géométrie de la partition topologique sous-jacente
au systéme dynamique GAUSS-POSITIF, vue dans le chapitre [I] de la partie [T}

1.1.1 Expressions complexes des trois paramétres A\, u, .

La proposition suivante donne les expressions des trois paramétres géométriques de sortie
v(2), A(2) et p(z) en fonction de z. Ces paramétres ont été définis de maniére vectorielle dans les
équations , (12.12) (partie, et le passage du vocabulaire vectoriel au vocabulaire complexe
est décrit dans le chapitre [I] de la partie [[I}

Proposition 1.1. Considérons l’algorithme GAUSS-POSITIF avec une entrée z = x +1iy € B\ F
une sortie 2 = & + iy € F, vérifiant donc 2 = GAUSS-POSITIF(z). Alors, les trois paramétres

v(2), A(2), u(2) vérifient

De plus, les inclusions suivantes sont satisfaites

A(z) <4 5 [%(z) < \fﬂ] L ) <4 [%(z) < 2u2] | (1.4)

Démonstration. Le déterminant du réseau L(z), engendré par (1,z), et son défaut d’'Hermite
~(z) vérifient

2(, P
det £(2) = M2)u(2) et (2) = djt,(C(L) B 2&2;

(1.5)
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1.1.  Caractérisation des ensembles de miveau des trois parameétres.

Or, le déterminant du réseau £(z) est égal a I'aire du parallellograme déterminé par 1 et z, dont
la base est de longueur 1 et la hauteur vaut y. Ainsi,

A2)u(z) =det L(z) = y.
Par ailleurs, puisque le défaut d’Hermite est invariant par similitude, nous avons
V(z) =(2).

La base (1, 2) est par définition réduite, son premier minimum A(Z) est égal a 1 et son deuxiéme
minimum orthogonalisé est égal p(2) 9. Nous déduisons donc que

AR 1

zZ) = Z) = — Y = =. 1.6
1) =) =20 = (16)
Finalement, avec (1.5 et (|1.6)), nous obtenons
det £(z) Y )
() =det (z) 9 =) =4 ) = S =

comme souhaité. Les inclusions ([1.4)) se prouvent en utilisant la relation § > v/3/2, conséquence
directe de Z € F et de la forme de F ; on observe alors que

N(2) > ] = [y/§ > ] = [y > t* - §] C [y > t*V3/2]

12(2) < 2] = [y < ?) = [y < u?/3) C [y < —?].

V3

Cela acheéve la preuve de la proposition. O
A P’aide de cette proposition nous montrons qu’il est possible de mener une étude générale,

valable pour chacun des trois paramétres.

1.1.2 Principe d’une étude commune.

Cette section montre que I'étude des ensembles G(p), L(t) et M(u) se raméne a I'étude de
I'événement [y(z) < f(2)], pour une fonction f bien choisie.

Proposition 1.2. Les ensembles de niveau G(p), L(t) et M(u) s’écrivent

Gp)=[(2) <p] = [2) < f(z0)] avec f(z,p) = p (1.7)
2

L(t) = [Mz) <t] = [v(z) < f(z,1)] avec f(z,t) = ty (1.8)

M(u) = [u(z) <u] = (B\F)\[v(2) < f(z,u)] avec f(2) = % (1.9)

Ainsi, [étude des ensembles de niveau des deux paramétres A, pu se ramene a celle de [y(z) < f(2)].

Démonstration. La proposition [I.1] entraine les équivalences

< |

e >us=a(e) < 5wt AR Ste=a(e) <

ce qui établit les relations (1.7]), (1.8 et ([1.9). O]

I

Dans ce qui suit, nous étudions 'ensemble [y(z) < f(z)], pour f : B\ F — R une fonction
quelconque. On l'appelera ensemble de f-niveau pour v(z). La caractérisation de [y(z) < f(2)]
nous fournira directement celle de G(p), L(t) et M (u).
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Chapitre 1. Etude géométrique de la configuration de sortie.

1.1.3 Caractérisation locale commune.

L’étude locale de [y(z) < f(z)] consiste & partitionner cet ensemble [y(z) < f(2)] et & en étu-
dier chacun des “morceaux” séparément. D’apreés la proposition (partie , toute homographie
h € G s'écrit h = hy ¢ 0T, ot h, ) € G est 'unique homographie telle que

az + bo |a| |c|
h(aﬁ)(z) = P —l—d() avec ’bo’ S ?, ‘do‘ S ?, (1.10)
avec (a,c) appartenant a I’ensemble
C={(a,c) €ZxN| % € [~1/2,1/2], pged(a, c) = 1}, (1.11)

et T la transformée T : z — z + 1. Comme déja défini dans la section m (partie 7 e foston
Fla,c) est alors la réunion

Flaw) = hiae o | |JTUF) (1.12)
qEZ

des transformés de F par des homographies relatives au méme couple (a, ). On obtient alors la
décomposition

h(z) < fEl = | h2) < FEIN Fag-

(a,c)eC

Nous désignons par z(, ) le complexe z(, ) 1= h(;lc)(z) ; alors, pour une entrée z appartenant a
Flac), la sortie 2 vérifie

1

~ )
NZ(a0)

z2=T"10 Z(a,c) = ?(a,c) — 9> Sz = %Z(a,c)a ’7(2) =

et nous pouvons résumer ces observations dans la proposition suivante.

Proposition 1.3. Considérons l’ensemble C défini en , Uhomographie h, ) définie en
, le compleze z(4,c) défini par la relation z(4 c) = h(; c)(z), le feston F(q.) défini en ,

Alors, l’ensemble de f-niveau associé au défaut d’Hermite v admet la description locale suivante :

b <i@) = U ([go =] 0 Fan). (1.13)

(a,c)eC SZ(ae)

Cette proposition fournit une caractérisation “locale” de l'ensemble [y(z) < f(z)], définie
pour chaque feston F, ). Dans la suite nous allons en déduire une caractérisation “globale”
indépendante des festons.

1.1.4 Caractérisation globale commune.

Dans cette section, on s’affranchit de la présence des festons F(, ) dans (1.13)).

Théoréme 1.1. Considérons l’ensemble C défini en , ’homographie h, .y définie en ,
le complexe 2(q,¢) défini par la relation z(q ¢y = h(_a1 )(z) Alors, pour toute fonction f : B\F — R,

.
lensemble de f-niveau du défaut d’Hermite v(z) du réseau engendré par (1,z) vérifie

W) < f@l= U [01 sﬂz)] (1.14)

(a,c)eC S (ae)
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1.1.  Caractérisation des ensembles de miveau des trois parameétres.

N
N
N[
N[

FIGURE 1.1 — Les deux cas possibles pour le complexe Z défini dans (1.15]) (cf. théoréme .

Démonstration. L’inclusion C découle immédiatement de (1.13). On démontre DO, et donc 'im-
plication logique, pour z € B\ F, et (a,c) € C,

1/S82(ae) < f(2) = 7(2) < f(2).

Cette implication est triviale quand f(z) < 0 (antécédant faux), ou quand f(z) > 2/v/3 (consé-
quent vrai). Lorsque, pour le complexe z, la relation f(z) €]0,2/+/3] est vérifiée, nous associons
au complexe z(, ) le complexe

z= Z(a7c) — N%Z(a’cﬂ, (1.15)
qui vérifie, lorsque Sz(, ) > 1/f(2), les relations
L V3
2

3z = Sz(a,c) > — 2> et |3:E2| <

f(2)

Deux possibilités se présentent alors, comme l'illustre la figure [L.1l Ou bien

| =

zeF, zZ=2, v(z) = — < f(2).

Ou bien, Z ¢ F mais dans ce cas Z € SF ou S est la transformation z — —1/z. Mais dans ce
dernier cas, puisque |Z| < 1, on a

1 1 Sz 1
S(z) € F, z=5(2), ——=——=9353)= — >3 > —.
1(z)  (2) |22 f(z)
En conclusion, dans les deux cas, I'inégalité v(z) < f(z) est vraie, comme il fallait le démontrer.

O

Nous exploitons maintenant ce théoréme pour caractériser les ensembles de niveau asociés
4 chacun des trois paramétres..

1.1.5 Caractérisations des ensembles de niveau pour chaque paramétre.

On obtient maintenant, pour chacun de ces ensembles de niveau G(p), L(t) et M(u), une
description géométrique qui fait intervenir des familles classiques de disques (disques de Farey
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Chapitre 1. Etude géométrique de la configuration de sortie.

pour le premier minimum A, ou disques de Ford pour le défaut d’Hermite «y), ou des secteurs
angulaires pour le deuxiéme minimum orthogonalisé p.

Une partie des résultats énoncés dans le théoréme suivant a déja été obtenue par Laville et
Vallée en 1994 dans [45]. Mais, ces auteurs ne considéraient pas le paramétre u, et notre preuve
pour les parameétres A, 7y est plus compléte et plus unifiée que la leur.

Théoréme E. Dans un réseau L(1,z) déterminé par un complere z € B\ F, les ensembles
de niveau pour le défaut d’Hermite y(z), le premier minimum X\(z) et le deuziéme minimum
orthogonalisé u(z) sont décrits comme suit :

Gip)=| |J Fola,c.p) | nB\F, Lt)=| |J Fa(a,c.t) | B\ F, (1.16)
(a,0)eC (a,c)eC
et M(u)= ﬂ Se(a,c,u) | NB\ F. (1.17)
(a,c)eC

Les domaines Fo(a,c, p) (voir figure gauche) sont des disques tangents a l'axe réel en a/c;
ils généralisent les disques de Ford classiques (qu’on retrouve en posant p = 1) et admettent
[’équation suivante

Fo(a,c,p):{x—i-iye]HH (x—%)Q—f—( —2;)2g(2’0’2)2}. (1.18)

Les domaines Fa(a, ¢, t) (voir figure[1.3, centre), appelés t-disques de Farey, sont des demi-disques
de centre a/c, lies auzx intervalles de Farey; ils admettent [’équation suivante

a2 5  t2
Fa(a,c,t):{x+iy€H| (x—f> +vy §2}. (1.19)
c c

Les domaines Se(a,c,u) (voir figure droite) sont des secteurs angulaires, centrés en a/c.
Egauz o tout le demi-plan H si cu < 1, ils admettent I’équation suivante

Se(a, c,u) = x—i—iyeH]yS‘m—g‘ciu st cu < 1. (1.20)
cl /1 — (cu)?

Démonstration. On applique le théoréme Tout d’abord, avec I'expression de h(, ) donnée
en 1D et la défintion de z(, ) par I'égalité z(4 ) == h(_cjc)(z), on observe que z(q,) s’écrit

doz — by Y
Z(a7c) = T_l_a et donc %Z(a,c) = m
Ainsi, la conclusion du théoréme [I.1] se réécrit en
h(z) < f@1= | [lez—al® < f2)y]. (1.21)

(a,c)eC

Gp)= |J lez—alP <pyl,  L®)= | llez—al> <%,
(a,c)eC (a,c)eC

160



1.2. Préliminaires pour [’étude de L(t) et M(u)

0 = arcsin(cu)

o I+

ol
ol
ol

FIGURE 1.2 — Briques de base pour la construction des ensembles de niveau G(p), L(t) et M (u) :
disques de Ford, demi-disques de Farey, et secteurs angulaires.

2 2
— 2 _ Y _ 2 ¥
M(u)=B\A\ | | llez—al <3l = ) lez—a > 5l
(a,0)eC (a,c)eC

Maintenant, avec des calculs élémentaires, on obtient I’équivalence

2 D)+ -3m) < ()
— < - — -2} < (£
[z =l _py<:>(:c ) 2¢2) —\2¢2) 7

ce qui conduit bien a I’équation (1.18)) définissant le disque de Ford Fo(a,c,p). De maniére
analogue, on obtient l’équivalence

an 2
\cz—a\2§t2<:><x—f> +y2§—2,
c c

ce qui correspond a l'équation (|1.19) définissant le disque de Farey Fa(a,c,t). Pour Se(a,c,u),
on obtient I’équivalence

2
2. Y ) 2 1
ez —al” 2 2z (@~ E) =Y <(CU)2 - 1>

et la derniére inégalité est vérifiée pour tout z € H lorsque cu > 1. Si cu < 1, on trouve
a’ cu

<‘:L‘—f —_—
v= cl /1 —(cu)?

ce qui correspond a ’équation ([1.9)) définissant le secteur angulaire Se(a, ¢, u). Ceci conclut la
preuve. O

1.2 Préliminaires pour ’étude de L(t) et M(u)

Les caractérisations géométriques de L(t) et M(u) données dans la suite de ce chapitre
décrivent précisément l'intersection de chacun de ces ensembles avec des bandes verticales bien
choisies, que nous définissons maintenant.

Définition 1.1. Soient a/c et b/d deux rationnels. La bande verticale ou bande de a/c et b/d

est I’ensemble
a b a b
- =)= H| -< < — 5. 1.22
(2.5)={sem tsre <]} (122

Les rationnels a/c et b/d sont appelés les extrémités de la bande.
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-, el &

D A, A A

FI1GURE 1.3 — Ensembles de niveau pour les paramétres géométriques. Premiére ligne : ensembles
G(p) pour p = %; 1;1/2. Deuxiéme ligne : ensembles L(t) pour t = 1/2;1/4;1/20. Troisiéme
ligne : ensembles M (u) pour u = 1/2;1/4;5/22.
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1.2. Préliminaires pour [’étude de L(t) et M(u)

La finesse de la caractérisation géométrique est liée a un choix adéquat de ces bandes, et
dans notre cas, ce choix sera lié¢ aux suites de Farey. Cette section rappelle la notion de suite
de Farey, qui va permettre de définir la suite des bonnes bandes verticales. Nous commengons
par des rappels sur les fractions, leur construction, la notion d’adjacence, avant de définir la
consécutivité.

Les propriétés suivantes font intervenir des nombres rationnels. A un nombre rationnel, est
associé une seule fraction, associée a la représentation irréductible de ce rationnel, avec un dé-
nominateur positif. Ainsi, quand on parlera de la fraction a/c, on sous-entendra que a et ¢ sont
premiers entre eux et ¢ > 1.

1.2.1 Adjacence

La relation d’adjacence entre fractions a été introduite par L. Ford en 1938, dans [24]. Dans
cet article, Ford représente chaque fraction a/c par son disque de Ford Fo(a,c,1) (qui a été
déja introduit dans le théoréme , et la relation d’adjacence des fractions est définie pour que
les fractions adjacentes soient exactement celles dont les disques de Ford sont tangents. Nous
reviendrons sur ce point plus tard, dans la section [[.5] Dans ce paragraphe, nous rappelons la
définition d’adjacence ainsi que quelques propriétés arithmétiques des fractions adjacentes.

Définition 1.2. On dit que deuz rationnels a/c et b/d sont adjacents si ad — bc = 1.

La proposition suivante établit une bijection entre les couples de fractions adjacentes de
I'intervalle [—1/2,1/2] et les couples de dénominateurs de ces fractions. Cette correspondance
nous a déja servi dans la preuve de la proposition (partie et nous sera utile dans toute la
suite, car elle montre le role essentiel joué par les dénominateurs dans ’étude géométrique.

Proposition 1.4. Les couples de fractions adjacentes (a/c,b/d) de lintervalle [—1/2,1/2], qui
satisfont a/c < b/d sont en correspondance bijective avec les couples (c¢,d) vérifiant c¢,d >
1,(c,d) # (1,1) et ¢ et d premiers entre eux, en l'occurrence avec leur couple de dénominateurs.

Démonstration. D’abord, a chaque couple (a/c,b/d) on peut associer le couple de dénominateurs
(c,d) sans ambigiiité puisque les fractions sont supposées irréductibles et ordonnées. Par défini-
tion, ’adjacence implique, grace au lemme de Bézout, que c et d sont premiers entre eux. De
plus, on ne peut avoir (¢,d) = (1,1), car U'intervalle [—1/2,1/2] ne contient qu’une fraction de
dénominateur égal & 1.
Inversement, considérons un couple (c¢,d) d’entiers premiers entre eux qui satisfait ¢ > 1,
d > 1et (¢,d) # (1,1), et donc ¢+ d > 3. Alors, la relation de Bézout “centrée” entraine
I'existence d’un couple (a,b) unique vérifiant
-1

ad —bc=—1 avec — <

<
5 >

(1.23)

I

ol

ISHIS Y

1
57
comme nous le montrons maintenant. Le lemme de Bézout classique prouve l’existence d’un
couple (a', V') vérifiant

@\

/
dd—Ve=-1 avec 0< ,% <1, (1.24)

o |

Nous montrons que le couple (a,b) de I'équation de Bézout centrée se calcule facilement a partir
de ce couple (a’,V'). En effet, si a’/c et b/'/d appartiennent tous les deux a lintervalle [0,1/2],
alors le couple (a,b) avec a = a’ et b = b convient. Si a’/c et V//d appartennent tous les deux a
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Iintervalle [1/2,1], alors le couple (a,b) avec a = o’ — ¢ et b = b’ — d convient. Il reste donc a
traiter le cas o l'on a a’/c < 1/2 < V//d. Ce cas est impossible car I'inégalité ¢ 4+ d > 3 entraine
alors 1 a v 1 1 c+d 3
SN b S S T > 2

cd ¢ d| 7 2 2 2cd ~ 2cd
Montrons maintenant qu’'un tel couple (a,b) est unique. Supposons l'existence de deux tels
couples (a1, b1) et (ag,bo) vérifiant (1.23)). Alors, on a nécessairement |a; — as| = ¢, |by — bo| = d,
ce qui implique |ai| = |ag| = ¢/2 et |by| = |ba| = d/2. Ce n’est possible que si ¢ et d sont tous les

deux pairs, et c’est impossible puisque ¢ et d sont premiers entre eux. O

Repérage par rapport a un couple de fractions adjacentes. Dans la suite, nous utilisons
le couple (¢, d) de dénominateurs pour indexer les objets liés au couple de rationnels (a/c,b/d).
La proposition suivante nous sera de grande utilité lorsque dans nos calculs une paire de fractions
aura un roéle préponderant.

Proposition 1.5. Soient deux fractions adjacentes a/c et b/d vérifiant a/c < b/d. Alors :

(i) Pour chaque rationnel e/ f, il existe un couple unique (m,n) d’entiers premiers entre euz,
pour lequel
e = ma + nb, f=mc+ nd.

La position de e/ f par rapport a Uintervalle [a/c,b/d] se lit sur les signes de m et n, et
(i) e/f est plus petit (resp. égal ou plus grand) que a/c si et seulement si n est négatif,
(resp. nul ou positif).
(ii) e/ f est plus petit (resp. égal ou plus grand) que b/d si et seulement si m est positif,
(resp. nul ou négatif).
(ii) Soit e/g une fraction de lintervalle ouvert |a/c,b/d|. Alors : g > (¢ + d) > max(c,d).
(iii) Soit une autre paire e/g, f/h de fractions adjacentes vérifiant e/g < f/h. Alors, les inter-
valles Ja/c,b/d[ et |e/g, f/h] sont ou bien disjoints, ou bien emboités.

Démonstration. Prouvons (i)Soit e/ f un rationnel avec f > 1. Puisque e et f sont premiers entre
eux, il existe un couple (¢, 3) pour lequel ea + f3 = 1. Alors, la matrice

()= (L)L) L) e

a ses coefficients dans Z, puisque a/c et b/d sont adjacents. Ceci montre que le couple (m,n) est

entier. La relation
e O [ a b m p
f —a) \c d n q )’

montre les égaités e = ma+nb et f = mc+nd. Enfin, en considérant le déterminant des matrices
de (1.25)), on conclut que mqg — np = 1, d’ou pged(m,n) = 1 comme voulu. Les identités

@e_c__n b _e_m (1.26)

c f o d f df
montrent que la position de e/ f par rapport a l'intervalle [a/c,b/d] est caractérisée par les signes
de m et n.
Pour prouver (ii), on observe que d’aprés , le dénominateur de e/g vérifie g = mc + nd
avec m,n > 1, et donc g > ¢+ d > max(c, d).
Pour (#ii),on suppose, a contrario, que a/c < e/g < b/d < f/h. Alors, d’aprés , g >
max(c,d) > d et d > max(g,h) > g, en claire contradiction. O
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Parmi les fractions comprises dans un intervalle d’extrémités adjacentes |a/c, b/d][, la fraction
de plus petit dénominateur joue un role souvent distingué. On 'appelle le médian de a/c et b/d.

Définition 1.3. Nous appelons médian de deux fractions adjacentes a/c et b/d le rationnel

(a+b)/(c+4d).
Voici trois propriétés remarquables du médian :

Proposition 1.6. Soient a/c, b/d deuz rationnels adjacents. Alors :
(i) Ils sont adjacents a leur médian (a + b)/(c +d).
(ii) La fraction (a +b)/(c+ d) est irréductible.

(i1i) Le médian est le rationnel de plus petit dénominateur dans Ja/c,b/d].

Démonstration. On procéde dans l'ordre. Dans le cas de , la relation ad — bc = +1 entraine
a(c+d) —cla+b) =ad — bc = £1 et blc+d)—d(a+b) =bc—ad=F1, (1.27)

ce qui montre ’adjacence.

Pour (i7), les relations permettent de conclure que pged(a + b,c+ d) = 1 et donc que
la fraction (a + b)/(c + d) est irréductible.

Enfin, pour (éii), d’aprés la proposition tout rationnel de Ja/c,b/d| est de la forme
(ma + nb)/(mc + nd) avec m,n > 1, ce qui établit la propriété. O

Les extrémités des bandes verticales qu’on utilisera dans les caractérisations seront données
par des fractions consécutives dans une suite de Farey, que nous présentons maintenant.

1.2.2 Suite de Farey

Dans la littérature (voir [30]), la suite de Farey d’ordre n est la suite finie croissante formée
par toutes les fractions irréductibles de l'intervalle [0, 1] dont le dénominateur est au plus n.
La suite de Farey d’ordre n + 1 se construit & partir de la suite d’ordre n en y rajoutant les
médians de dénominateur au plus égal & n+ 1 des fractions consécutives. Ici, nous étendons cette
notion, en utilisant des bornes réelles, et nous remplagons aussi 'intervalle [0, 1] par 'intervalle

~1/2,1/2].

Définition 1.4. On appelle t-suite de Farey, l'ensemble fini de fractions

1
v ::{ae[—1/2,1/2] ; 1§c§t}.
c
Deux rationnels a/c < b/d sont donc consécutifs dans la suite de Farey §*) ssi leur couple
de dénominateurs (¢, d) appartient a 1’ensemble

1 1

o0~ {(ed); cd2 1 d) =1 e<qdst (e > 1]

La définition suivante sera importante dans la suite, en particulier dans les caractérisations
géométriques de L(t) et M(u).

Définition 1.5. On appelle t-bande de Farey une bande verticale (a/c,b/d) dont les extrémités
ajc et b/d sont des rationnels consécutifs dans Y.
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1.2.3 Sommes de Riemann arithmétiques

Nous serons souvent conduits & utiliser des sommes de Riemann pour lesquelles la somma-
tion suit une contrainte de type arithmétique (typiquement, les entiers sur lesquels on somme
sont premiers entre eux). Nous trouverons ce type de somme, d’abord dans ce chapitre, pour
évaluer des probabilités limite, qui interviendront dans les caractérisations géométriques, comme
la probabilité pp du théoréme [[] et la probabilité gr du théoréme [J] Elles interviendront aussi
dans le chapitre suivant, dans l'estimation des mesures de L(t) et de M (u).

Définition 1.6. Soit f une fonction positive intégrable sur un sous-ensemble A C [0,1]?, et sa
somme de Riemann

Ff, Al Z f(cu, du). (1.28)

c,d>1
(cu,du)eA

On appelle somme de Riemann arithmétique, la somme F[f, Al(u), contrainte par la condition
(C¢ d) =1,
F[f, Al(u) : Z f(cu, du). (1.29)

c,d>1
(cu,du)eA
(c,d)=1

Nous montrons maintenant le résultat suivant :
Théoréme 1.2. Soit f une fonction positive intégrable sur un sous-ensemble A C [ 1]?, dont

Vintégrale de f sur A est désignée par I[f, A]. Considérons sa somme de Riemann [f Al et sa
somme arithmétique F[f, A]. Supposons que les deux conditions sont vérifiées

(i) La somme de Riemann F[f, A](u) tend vers Uintegrale I[f, A] pour u — 0.
(1) La somme de Riemann arithmétique F[f, A](u) est bornée pour u — 0.

Alors, la somme de Riemann arithmétique F[f, A](u) vérifie

lim F[f, Al(u) = =< T[f, A]

1
¢(2)
Démonstration. On fixe f et A et on pose F' = F|[f, A], F = F[f, A]. La preuve comporte deux
étapes : la premiére exprime F' en fonction de F'; la seconde calcule la limite de F'(u) pour u — 0,
en exploitant la relation trouvée.

On exprime d’abord F en fonction de F, en regroupant les couples dont le pged est g,

F Z Z f(dgu,d gu) = Z ngqﬂF(gu) (1.30)

g=1  J.d>1 g>1
(c gu,d gu)eEA
(¢ d)=1

On remarque en passant que le fait que F' soit bornée pour v > 0 implique, d’aprés que
F(u) est bornée aussi pour u > 0.

Pour exprimer F en fonction de F, on inverse la relation , en utilisant un lemme qui
généralise I'inversion de Moebius, et utilise la fonction de Moebius m : N* — {—1,0, +1}, définie
par

1 sin=1
m(n) ={ (=1)* sin est le produit de k nombres premiers distincts, (1.31)
0 dans tout autre cas.
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1.2. Préliminaires pour [’étude de L(t) et M(u)

Le résultat suivant est adapté a notre contexte , et sa preuve peut étre trouvée par exemple
dans la section 2.14 de [7].

Lemme 1.1. A partir d’une une fonction G a valeurs réelles ou complexes, définie sur |0, +oo[
et nulle sur]1,00(, on définit la fonction G par la relation

G(u) = Z G(gu).
gu>1
Alors, G s’exprime en fonction de G via la fonction de Moebius m, sous la forme
G(u) = m(g)G(gu).
gu>1

Aprés avoir remarqué que F(u) et F(u) sont nulles pour u > 1 (puisque A C [0,1]?), on
applique le lemme aux fonctions G : z — 7 2F(x) et G : © — 27 2F(x), et on obtient la
relation inversée

F@:E:??ﬂwy (1.32)

g=>1

Ayant exprimé F en fonction de F, nous passons au calcul de la limite. Nous séparons la
somme ((1.32) en deux parties, la somme F~(u), correspondant aux g < 1//u, et la somme
F*(u) correspondant au reste de la sommation. Puisque F'(u) tend vers I[f, A], alors

F(gu) = I[f,All + (1),  pour tout g < 1/,

avec un o(1) uniforme en g, puisque gu < \/u. Ainsi,

F~(u) := Z mg(é(J)F(gu):I[f,A] Z m;zg) + Z mg(zg) -o(1).
9<1/Vu 9<1/\/u 9<1/Vu

Comme la série de terme général m(g)/g? est convergente (de somme 1/¢(2)), la fonction F~ a
une limite pour v — 0 et

li () =t S0 " Fgn) = o 17.8)
9<1/y/u

Par ailleurs, la série de terme général (m(g)/g?)F(gu) est une série normalement convergente,

car m(g)F(gu) est bornée, et donc FT(u) tend vers 0 pour u — 0. On en conclut que

: _ 1
lim F(u) = 7

comme on voulait prouver. O

11, A

Remarque. Dans le cas d’une fonction positive f, I’énoncé du théoréme se simplifie, car I’hypo-
thése (i7) est impliquée par I'hypothése (7). L'hypothése (i) devient elle-méme superflue quand
la fonction f est bornée. L’hypothése (i) est aussi superflue quand l'intégrale de f est impropre,
mais avec une fonction f monotone. Ce sera toujours dans ces contextes-1a que le théoréme sera
utilisé.

Nous abordons maintenant les caractérisations géométriques des ensembles de niveau. Il s’agit
d’étudier la géométrie des ensembles de niveau de maniére suffisamment précise, pour pouvoir
ensuite en calculer la mesure (ce qu’on fera dans le chapitre suivant). Les ensembles L(t) et M (u)
se décrivent bien localement, en utilisant des bandes de Farey (cf. section. L’ensemble G(p),
lui, se décrit bien globalement.
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Chapitre 1. Etude géométrique de la configuration de sortie.

1.3 Géométrie de I’ensemble de niveau du premier minimum

Dans ce paragraphe nous décrivons en détail la géométrie de 'ensemble L(t) := [A(z) < t].

1.3.1 Description de L(t).

Comme on I’a vu dans I’étude locale, la géométrie de L(t) est liée a des t-demi-disques dont
les centres sont des éléments de la suite de Farey §®). Ils ont été étudiés par Laville et Vallée [45],
et la caractérisation présentée ici leur est due. Laville et Vallée commencent par introduire des
t-intervalles de Farey, dont certaines propriétés se généralisent plus tard aux t-demi-disques, Ici
nous avons fait le choix de traiter directement les propriétés des disques, et on se permettra de
parler de disques de Farey, en sous-entendant toujours qu’il s’agit de demi-disques. Le résultat
principal est résumé dans le théoréme suivant, qui sera prouvé dans les sections suivantes.

Théoréme F. Soitt un nombre réel de [0, 1]. Pour un demi-disque de Farey Fa(a, ¢, t), on désigne
par Fa®(a,c,t) le quart de disque droit et par Fa~(a,c,t) le quart de disque gauche. Alors, trois
cas se présentent pour L(t), selon la valeur de t :

(i) Sit€]1/2,1//3], alors

L(t) = Fa*(-1,2,8) | (Fa(O, 1,t)N <_21 ;>> JFa=(1,2,1),

(ii) Sit > 1/+/3, alors
L(t) = Fa(O,l,t)ﬂ<_21,;>.

(iii) Sit < 1/2, si a/c < b/d sont consécutifs dans la suite de Farey §Y, la portion de L(t)
comprise dans la t-bande (a/c,b/d) est égale a la réunion de deux quarts de disque et d’un
disque de Farey. Plus précisément,

L(t) ﬂ<%7 g> =Fa®(a,c,t)| JFa~ (b, d,t)| JFa(a + b,c+d,t). (1.33)

Nous avons tout simplement

L(#) ﬂ<%, g> = Fa*(a,c,t)| JFa=(b,d.t), (1.34)

si et seulement si (2 +cd + d*)t? > 1, et la proportion de couples de (c,d) vérifiant
tend vers

2 7
op=2— —- - ~0,7908004 t — 0.
V3 3

1.3.2 Position des disques de Farey.

La preuve du théoréme [F] résulte d’une étude sur la position des t-disques de Farey par
rapport aux t-bandes de Farey, et aussi sur la position relative des t-disques de Farey entre eux.
Les deux propositions [I.7] et [[:§ qui suivent présentent ces propriétés.

Proposition 1.7 (Intersection disque-bande). Soit t € [0,1] et soient a/c < b/d deux rationnels
tels que (c,d) € D Les énoncés suivants sont vérifiés par les t-demi-disques et t-bandes de
Farey :
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DNO[—

FIGURE 1.4 — Ensemble L(t). Les valeurs illustrées sont ¢t = 0,12 et ¢ = 0,193.
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Chapitre 1. Etude géométrique de la configuration de sortie.

(i) Tout t-demi-disque de Farey dont le centre n’est pas dans lintervalle [a/c,b/d] est disjoint
avec la bande (a/c,b/d).

i) Tout t-demi-disque de Farey dont le centre appartient a la/c, est inclus dans la bande

i) Tout t-demi-di de Fi dont [ t tient a b/d| est inclus d la band
(a/c,b/d). En particulier le disque associé au médian (a + b)/(c+ d) Uest.

iii) Les t-quart-de-disques positifs et négatifs associés respectivement & a/c et a sont tous

31) Les t t-de-di tifs et mégats, € t ta tab/d tt

les deuz inclus dans {a/c,b/d).

Démonstration. Soit t € [0, 1] et soient a/c < b/d deux rationnels tels que (c,d) € D).
Prouvons (). Soit (e, f) € C tel que e/ f n’appartient pas a [a/c,b/d]. Nous voulons prouver
que Fa(e, f,t) N {a/c,b/d) = (. En effet, le couple (e, f) s’écrit (e, f) = (ma + nb, me + nd) pour
m, n premiers entre eux (proposition [L.5)), avec |m| > 1, |n| > 1. Le diameétre de Fa(e, f,t),
c’est-a-~dire U'intervalle [e/f, (e + t)/ f], vérifie respectivement lorsque e/f < a/c et e/f >b/d,

M > — |

t
e 7

a
C

€ | > St ¢ b‘ M
f —f
puisque ct < 1 et dt < 1. Cela établit .

Prouvons (ii). Soit (e, f) € C tel que e/ f €]a/c,b/d|. Nous allons montrer que le diamétre du
disque Fa(e, f,t) est inclus dans ]Ja/c,b/d|. En effet, le couple (e, f) s’écrit (ma + nb, mc + nd)
avec m > 1,n > 1 premiers entre eux, et nous avons

f

e a n t t
—-———=—>-n2> et

foe of T f
puisque ct < 1 et dt < 1, ce qui établit @
Enfin, rouvons (7ii). Pour montrer que les t-quarts-disques Fa™(a,c,t) et Fa=(b,d,t) sont
inclus dans (a/c,b/d), il suffit de vérifier que le rayon de chaque disque est plus court que la
longueur de l'intervalle, égale a 1/cd. Or, cela s’établit immédiatement en divisant les inégalités
ct < 1et dt <1 par cd. La preuve est donc achevée. O

Q|
| o
&3
~ | =+
|

La proposition suivante décrit les inclusions entre demi-disques. La quatriéme assertion nous
sera utile seulement dans le chapitre suivant.

Proposition 1.8 (Inclusions entre demi-disques). Soient a/c < b/d deux rationnels tels que
(c,d) € DU, Alors
(i) Les deux cercles délimitant Fa(a, c,t) et Fa(b,d,t) sont toujours sécants et l’abscisse x¢q du
point d’intersection des deux cercles est égale a

a 1+t3(d?>—c?) b 1+3(?—d?)
Tog=-—+—"—2 =T 7/
’ c 2cd d 2cd
(i) Sie/f €la/c,b/d] nest pas le médian (a+b)/(c+d), alors le t-disque Fa(e, f,t) est inclus
dans Fa™t(a, c,t) ou bien dans Fa~(b,d,t).
(iii) Le demi-disque associé au médian est conditionnellement inclus dans la réunion des t-quart-
de-disques positif et négatif associés respectivement a a/c et a b/d. Plus précisément,

Fa(a 4 b,c+d,t) C Fat(a,c,t) UFa~(b,d,t) <= (¢* + cd + d*)t* > 1.

(iv) Les t-quart-de-disques associés au médian sont conditionnellement inclus dans les t-quarts-
disques associés a a/c et b/d Plus précisément,

Fa~(a+b,c+d,t) C Fa*(a,c,t) = (c+d)?—-cAH)t*>1
Fat(a+b,c+d,t) CFa (bd,t) <= ((c+d)?—-d)t*>1.
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Démonstration. Soit t € [0, 1] et soient a/c < b/d deux rationnels tels que (c,d) € D).
Prouvons (7). Les équations des cercles Fa(a,c,t) et Fa(b,d,t) s’écrivent

( a>2+ 2t ¢ b 2+ 2 _
x— = == e T — — =_
c y c? d y dz’

et, avec les changements de variables

et 'identité b/d — a/c = 1/(cd), on obtient

. _g_1+t2(d2—02) . _é_—1+t2(d2—c2)
od o T 2cd od g 2cd '

A présent, on prouve (ii) Supposons que e/f €la/c,(a + b)/(c + d)[. Nous allons montrer
que lintervalle |(e — t)/f, (e + t)/f[ est inclus dans |a/c, (a + t)/c)[. En effet, on peut écrire
(e, f) = (ma+ n(a+b),mc+ n(c+d)), avec m,n > 1 premiers entre eux (proposition et
nous avons

a n _t t e+t a n+ct  nlc+dit+met t
c

of “f T f f cf cf ¢

et donc Fa(e, f,t) C Fa™(a,c,t). Suivant le méme raisonnement on montre que Fa(e, f,t) C
Fa=(b,d,t) lorsque e/f €](a+b)/(c+ d),b/d].

Passons a (ii1). Désignons par [z_,z}] le diamétre du disque Fa(a, c,t), par [z, 2] le dia-
metre du disque Fa(b,d,t) et par [xc_+d,xj+d] le diameétre du disque Fa(a + b,c¢ + d,t). On a
toujours

o

x, <%<xc_+d<x;<$j<$j+d<g<x:{. (1.35)
Si donc on suit le cercle délimitant Fa(a+b,c+d,t) en partant de x_ et en suivant des abscisses
croissantes, on est d’abord dans Fa(a, ¢, t) sans étre dans Fa(b, d,t). Si on quitte Fa(a, ¢, t) avant
d’etre entré dans Fa(b,d,t), alors le cercle délimitant Fa(a + b, ¢ + d,t) n’est pas inclus dans
la réunion Fa(a,c,t) U Fa(b,d,t). Si, par contre, on entre dans Fa(b,d,t) avant d’avoir quitté
Fa(a,c,t), alors le cercle délimitant Fa(a + b,c + d,t) est inclus dans la réunion Fa(a,c,t) U
Fa(b,d,t). L’abscisse . .4q du point d’intersection des cercles associés a Fa(a, c,t) et Fa(a+b, c+
d,t) et I'abscisse z4q44 du point d’intersection des cercles associés a Fa(b, d, t) et Fa(a+b,c+d,t)
jouent donc un role essentiel (voir figure . La discussion fait intervenir la position relative de
ces abscisses T¢ 14 et Tetqq et on a I'équivalence

Fa(a+b,c+d,t) C Fa™(a,c,t) UFa™ (b, d,t) si et seulement si Tecrd > Tetd,d-

Avec le calcul mené en , on déduit que I'inégalité x. .1 q > Teyq,q Equivaut a (02+cd+ dQ)t2 > 1,
comme on voulait montrer.

Enfin, prouvons . Compte-tenu de la suite d’inégalités , il suffit de situer le médian
par rapport aux deux abscisses T c4q et Zoyq,4, qui se calculent comme en

. _g+1+t2[(c+d)2—02] e b 1+t d)? — 7]
cetd = o 2¢(c+d) o tetdd g 2d(c + d)
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+
Te,ctd Letd,d

FIGURE 1.5 — La réunion des cercles de Farey centrés en a/c (a gauche) et en b/d (a droite)
contient le disque associé au médian (a+0b)/(c+d) (au milieu) si et seulement si Z¢ crq > Tetd,d-

Cette position est donc régie par les conditions suivantes :

b
Zi_d <Toera = ((e+d)? =) >1
a+b 2 2\,2 2 2\,2
1 d € [ZTecrd Tetdd) = ((c+d)*—c)t*<let ((c+d)*—d)t*<1
d)* — d*)t 1.
veraa < g = ((c+d)?—dE >
La preuve est donc achevée. O

Maintenant que les propriétés des disques sont établies, nous sommes préts a prouver le
théoréme [F

1.3.3 Preuve de la caractérisation géométrique de L(t).

Dans cette preuve, il convient de considérer la suite F*) comme définie dans [—1,1]. Les
résultats des propositions et y sont toujours valables puisqu’elles sont fondées sur la
définition de D, essentiellement indépendante de I'intervalle ou sont les fractions.

Soient a/c < b/d deux fractions consécutives dans la suite de Farey 3. Nous allons élaguer
I'intersection suivante

U Fele.rt) | 0,5 (1.36)
(e,f)eC

qui est & la base de la caractérisation globale de L(t). La propositionsur les intersections
entre disques et bandes prouve que les couples (e, f) tels que e/f ¢ [a/c,b/d] sont redondants
dans la réunion m puisque les disques associés sont disjoints avec (a/c,b/d). Par ailleurs, la
proposition prouve que les disques associés aux couples (e, f) tels que e/f €]a/c,b/d[ avec
e/f # (a+b)/(c + d) sont inclus soit dans Fa™(a,c,t), soit dans Fa~(b,d,t). Ainsi, la réunion
se limite au plus aux disques Fa™(a,c,t), Fa=(b,d,t) et Fa(a + b,c + d,t). Par ailleurs,
la proposition affirme que le demi-disque Fa(a + b, ¢ + d,t) est inclus dans la réunion des
quarts-disques Fa(a, c,t) et Fa(b,d,t) ssi (¢ + cd + d?)t?> > 1. Ainsi, s’écrit

Fat(a,c,t) UFa~(b,d,t) UFa(a +b,c+d,t)
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et tout simplement
Fat(a,c,t) UFa~(b,d,t)

si et seulement si (¢? + cd + d?)t? > 1. A partir de , on obtient L(t) N {(a/c,b/d) juste en
prenant l'intersection avec B\ F.

et . Commengons par traiter le cas ot t > 1/2, qui se subdivise en deux sous-cas, selon
la position de ¢ par rapport a 1/v/3.
Pour t € [1/4/3,1], on a :

L) N <_11 ?> — (Fat(—1,1,£) UFa=(0,1,{) N B\ F

L) N <(1) 1> — (Fa*(0,1,) UFa~(1,1,) UFa(1,2,)) N B\ 7,

Pour t € [1/2,1+/3], on a :

L#)N <11 (1)> — (Fa*(~1,1,6) UFa~(0,1,£) UFa(~1,2,t)) N B\ F

et pour t > 1/2

L) N <$ i> — (Fa*(0,1,¢) UFa~(1,1,£) UFa(1,2,1)) N B\ .
Sachant que B\ F = Fa(0,1,1) N (—1/2,1/2), et vue la symétrie des demi-disques Fa(—1,1,¢)
et Fa(0,1,t) par rapport & x = —1/2, et des demi-disques Fa(0, 1,¢) et Fa(1,1,¢) par rapport a
x =1/2, on conclut que x = —1/2 et x = 1/2 sont leur points d’intersection respectifs, et donc
que la partie de Fa(—1,1,¢) (resp. Fa(1,1,t)) qui est a droite (resp. gauche) de x = —1/2 (resp.
x = 1/2), est contenue dans Fa(0,1,t¢). Ainsi, en réunissant les égalités obtenues, nous avons
finalement

L(#) = Fat(=1,2,4) U <Fa(0, ok <_21 ;>> UFa~(1,2,4)

sit<1/v3et
-1 1
L(t) = Fa(0,1 —_, =
(t) 3(07 7t)ﬂ< 2 72>?

sit> 1/\/3, comme voulu.

Lorsque t < 1/2, nous avons L(t) C [¥(z) < 1/2], puisque le t-disque de plus grand
rayon est justement de rayon t. Ainsi, en prenant en compte que la bande (—1/2,1/2)) est dans
ce cas partitionnée en t-bandes, on conclut que U'intersection avec B\ F est redondante. Ainsi,
nous avons

L) N (%, %> = Fat(a,c,t) UFa~(b,d,t) UFa(a + b,c + d,t)
et tout simplement
L) (%0 = Fat(a,e,6) UFa (b, d, 1)

c’'d
ssi (¢ + cd + d?)t? > 1, comme souhaité.

La proportion de sections (a/c,b/d) N L(t) qui vérifient (1.34) correspond exactement a la
proportion de couples (¢,d) € D telles que (¢ + cd 4+ d?)t*> > 1. Nous allons appliquer le
théoréme [1.2} Considérons les ensembles A et Ay définis comme suit

A={(z,y) : 0<z,y<1l, z4+y>1} Ay ={(z,y) €A : 2?2 +ay+y*>1}).
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Alors, la proportion gp(t) de réunions doubles est égale a la proportion des (ct,dt) € A avec
¢,d>1et (¢,d) =1, qui appartiennent & Ay. En reprenant les notations du théoréme on a

_ F1, Ag)(2)

= Fiam (1.37)

on(t)
et le théoréme prouve que, pour X C [0,1]?, la somme de Riemann contrainte F[1, X](t)

tend vers (1/¢(2))I[1, X] quand ¢ tend vers 0, puisque 1 est une fonction proprement Riemann-
intégrable sur X. Donc,

. 1, Ag]
| t) = .
fen() = 75 4]
Les intégrales en jeu se calculent facilement,
s 1
11, A0 =1 — —= et I1,Al = -,
1A =1 T 1.4] =

et donc
~ 0, 7908004.

Sl
el 3

lim op(t) =2 —

1.3.4 Encadrement de L(t).

A premiére vue, 'ensemble L(t) peut paraitre compliqué & construire, comme le suggére la
figure [I.4] Or, regardé de preés, il est suffisamment simple pour envisager le calcul de sa mesure.
On remarque également que, lorsque t est petit, & peu prés 4 t-bandes sur 5 contiennent des
réunions doubles. Ce calcul de proportion sera utile notamment lors du calcul des constantes
lices & la mesure de L(t), de méme que la proposition suivante, qui fournira un encadrement
pour la mesure de L(t).

La proposition suivante propose une famille de demi-disques disjoints qui nous sera d’utilité
pour trouver un sous-ensemble de L(t) dont la mesure se calcule facilement. Elle est due a Laville
et Vallée [45].

Proposition 1.9. Le domaine L(t) est encadré par les deux domaines suivants, comme suit,

U Fa(@etycLiyc |J Falact) (1.38)

a 2t a
2e3@) aeF(V3t/2)
la réunion de gauche étant une réunion disjointe.

Démonstration. Nous commencons par un lemme technique.

Lemme 1.2. Soient a/c < b/d deux rationnels tels que (c,d) € D) ¢t € [0,1]. Alors, les
t-disques (noter bien le t et pas 2t) de Farey qui leur sont associés sont toujours disjoints.

Démonstration. Soit t € [0, 1]. Il suffit de vérifier que les intervalles Ja/c, (a+t)/c[ et |(b—t)/d, b/d|
sont disjoints. En effet, lorsque a/c < b/d sont tels que (¢, d) € D2 les deux relations c(2t) <1
et d(2t) < 1 prouvent I'inégalité

b—t at+t (b a>+1—t(c+d) S

—_— 1.
d c cd 20, (1.39)

ce qui établit le résultat. O
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1.4. Géométrie de ’ensemble de niveau du second minimum orthogonalisé.

La suite de Farey 52 est un sous-ensemble de F®), ce qui entraine directement I'inclusion
de gauche dans (|1.38). Grace au lemme les t-disques de Farey centrés sur les termes de la
suite ) sont disjoints, et donc la réunion de gauche dans (1.39) est bien disjointe.

Pour prouver l'inclusion de droite de 1} on montre que la suite de Farey F(V31/2) contient
tous les couples dont le cercle de Farey participe non trivialement a une réunion. En effet, soit
(a/c,b/d) un couple de fractions consécutives dans ). Ces fractions sont bien str incluses dans

FWV3/2) car 1/t < 2/(+/3t). Maintenant, le cercle associé au médian (a + b)/(c + d) participe a
la réunion si (c? + cd + d?)t? < 1. Dans ce cas, en utilisant 'inégalité 4cd < (c + d)?,

(c+d)?

t2
4

(c4+d)*t? = (4 cd +d*)t? +edt? <1+

et donc (¢ + d) < 2/(v/3t). Ainsi, la suite de Farey §(V31/2) décrit bien un ensemble de disques
dont la réunion est L(t). L’inclusion de droite de (1.38) est donc prouvée. O

1.4 Géométrie de 'ensemble de niveau du second minimum or-
thogonalisé.

L’étude de la géométrie de M (u) ressemble dans beaucoup d’aspects celle de L(t), comme nous
allons le voir ici. Mais, ce sont les secteurs Se(a, ¢, u), définis dans le théoréme [E| qui remplacent
maintenant les disques de Farey.

1.4.1 Description de M (u).

La caractérisation géométrique de l'ensemble M (u) est donnée par le théoréme suivant.
Quelques commentaires suivent le théoréme.

Théoréme G. Soit u € [0,1]. Pour toute fraction a/c, on définit les deuz ensembles

+ — o 2 - ._ @
Se™ (a,c,u) := Se(a,c,u) N < 00, c> Se™ (a,c,u) := Se(a,c,u) N <c,oo>

appelés respectivement demi-secteurpositi fet demi-secteur négatif. Deux cas se présentent pour
le domaine M (u) = [u(z) < ul, selon la valeur de u :
(i) Siu>1/2, alors
M(u) = Se(0,1,u) "B\ F.

(i1) St uw < 1/2, la portion de M(u) comprise dans la u-bande de Farey (a/c,b/d) est un do-
maine, €gal a un triangle ou & un quadrilatére convexe, qui est défini comme [’intersection
de trois demi-secteurs. Plus précisement,

a b

M (u) N <E’ &> =SeT(a,c,u) NSe™ (b,d,u) NSe(e- (a—0b),e-(c—d),u) (1.40)

ot € est le signe de c—d. Cette intersection est un triangle et s’écrit tout simplement

M(u) N <E =) =Se't(a,c,u) NSe™(b,d,u), (1.41)
st et seulement st 1 3
- Vv (E—cd+dH)uE <, (1.42)
2 4
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Chapitre 1. Etude géométrique de la configuration de sortie.

et la proportion de couples (c,d) vérifiant tend vers

1 /3
or=5+ ”1‘2[ ~0,95344984,  (u — 0).

Avant de continuer, il convient d’introduire un peu de vocabulaire et de notations accompa-
gnés de remarques.

Définition 1.7.

(i) On appelle demi-secteurs les ensembles

a a
Se(a,c,u)ﬁ<—oo,f>, et Se(a,c,u)ﬂ<f,oo>.
c c
Comme dans l’énoncé du theoréme @ I’ensemble Se™ (a,c,u) := Se(a, c,u) N <—oo,% est
appelé demi-secteur positif et Se™ (a,c,u) := Se(a,c,u) N <%,oo> est appelé demi-secteur

négatif. Un secteur Se(a,c,u), ou un demi-secteur est dit trivial lorsque cu > 1, c’est-a-
dire lorsque Se(a, c¢,u) = H.

(i) Pour cu < 1, on désigne par 0.(u) = arcsin(cu) l'angle associé au secteur Se(a,c,u). Si le
contexte le permet, on le désigne simplement par 6.

(i1i) On désigne par E(a 0 (u) et £F

(a.0) (u) les demi-droites qui déterminent le secteur Se(a,c,u),

-

(a,c

)(u) ={z+iyeH |z <a/c,y <tan(b.) |z —a/c|}

0r )(u) ={z+iyeH |z >a/c,y <tan(b.) |z —a/cl|}.

(a,c

Si le contexte le permet, on les désigne simplement par E(_M) et Z?;’c).

(iv) L’intersection non-vide de deux demi-secteurs non-triviaux (I'un positif, l'autre négatif)
définit un triangle Une intersection entre un triangle et un demi-secteur est un quadrilatére
lorsqu’elle n’est pas un triangle.

(v) La hauteur d’un sous-ensemble S € H est le nombre sup {(z) : z € S}. Pour deux demi-
secteurs Se't(a,c,u) et Se™(b,d,u), on désigne par h.q4 la hauteur du triangle Se(a,c,u) N
Se(b,d,u).

(vi) La base d’un triangle ou quadrilatére est lintervalle de l’aze horizontal (ouvert sauf contre-
indication) sur lequel ce triangle (ou quadrilatére) repose. C’est l'intersection de l’adhérence
du triangle ou quadrilatere avec l’axe horizontal.

L’ensemble M (u) est défini localement, via les u-bandes de Farey, par des triangles ou par des
quadrilatéres. Les quadrilatéres sont trés peu fréquents. Lorsque v — 0, on trouve un quadrilatére
dans moins d’un cas sur 20. Les triangles et quadrilatéres qui participent & M (u) ont des hauteurs
assez homogénes. Elles varient entre u? et 2u?/ v/3, comme nous allons voir dans la proposition
. L’ensemble M (u) ne contient pas de bande horizontale au voisinage de I’axe horizontal, a
la différence de ce qui se passe pour L(t) (cf. proposition. Les deux propriétés — contenir une
bande horizontale— ou, pour les briques de base (demi-disques, secteurs) —avoir une hauteur du
méme ordre de grandeur— sont des propriétés “duales” . Elles reposent toutes deux sur l'existence
d’une borne inférieure pour les ordonnées des points du domaine fondamental F.

Dans la caractérisation géométrique de L(t), les réunions étaient élaguées en considérant
les relations d’inclusion entre disques de Farey. Dans le cas de M (u), I'idée est d’élaguer les
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M

FIGURE 1.6 — Ensemble M (u) N (0,1/2). Les valeurs illustrées sont u = 0,12 et u = 0, 193.

intersections, dans le sens suivant : si S est 'intersection d’une famille d’ensembles (S;);cr, et
si par aileurs S C S, alors S est U'intersection des (S; N S) avec S; ¢ S. Si S est contenu
dans la plupart des .S;, I'intersection définissant S peut étre élaguée de fagcon importante. Plus
précisément,
S=(S e ScS = S= ()] (Sn9). (1.43)
el icl : S¢S,
Nous savons que M (u) est inclus dans la bande horizontale [3(z) < 2u?/+/3]. On peut donc

se servir de (|1.43). Le lemme déterminera les secteurs qui interviendront effectivement dans
I'intersection.

1.4.2 Position des secteurs angulaires.

Cette section étudie les possibles configurations pour l'intersection d’un secteur avec une
u-bande de Farey, ainsi qu’entre secteurs. Nous commencons avec un lemme technique.

Lemme 1.3. Soient a/c < b/d deux rationnels consécutifs dans FW. Alors, la hauteur du triangle

Se(a, c,u) N Se(b,d, u) vérifie
2
u

heqd= —1—"—.
“ 7 Sin(0, + 0y)
Démonstration. La hauteur h d’un triangle de base b et d’angles de base « et § est donnée par

_, sinasinf
h—b'm. (1.44)

En effet, supposons que les points (0,0) et (b,0) sont les extrémités de la base du triangle, et que
le troisiéme sommet a pour coordonnées (z,y), avec y > 0. On suppose que les angles intérieurs
associés au point (0,0) et (0,b) sont « et 8. Nous avons

yzx.tana:(b—$)tanﬁ,

ce qui entraine

tan o tan 3 sin asin 3
h = y = . = s 5

tan a + tan 3 sin(a + )
comme voulu. Ainsi, si un triangle est formé par I'intersection de deux demi-secteurs Se™ (a, c, u)
et Se™(b,d,u) tels que ad — bc = —1, alors la longueur de sa base est 1/cd et sa hauteur hq4

vérifie

heq = u*/sin(6. + 04), (1.45)
comme annonce. O

Le lemme suivant caractérise les intersections secteur-bande. Il se sert de 'argument (|1.43)).
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sl
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FIGURE 1.7 — La figure illustre le cas o un secteur a une influence potentielle sur [u(z) <
u] N (a/c,b/d) (a gauche), et le cas ou le rectangle est inclus dans le secteur (a droite).

Lemme 1.4. Soit u < 1/2 et soient a/c < b/d deuz rationnels consécutifs dans F™. Alors, les
seuls secteurs dans lesquels le rectangle

a b N 2
= (2, = <
R <C,d>ﬂ[\s(z)_\/§u]
n’est pas inclus sont Se™ (a, c,u), Se” (b,d,u) et peut-étre Se™ (a —b,c—d,u) si c > d, ou Se” (b—
a,d —c,u) sid>c.

Démonstration. Par définition, le rectangle R est inclu dans les secteurs triviaux, et la discussion
suivante est restreinte aux secteurs non-triviaux. Soit (e, f) un couple de C telle que fu < 1. La
figure illustre les situations que nous voulons identifier. Soit P sy le point d’abscisse (. )
(voir figure , défini par l'intersection suivante

P {3(2) :2/\/§u2}ﬂ€zr€7f) sie/f <afc
CD T AS() =2/VBuB e, sie/f >b/d.

Le rectangle est inclus dans le secteur si et seulement si

1
; € [—2, Z] et ; - x(e,f)‘ < ; - % (1.46)
b 1 b
pelaal o [fomel=l5-4 (17

Placons-nous dans le cas (1.46)) ou e/f < a/c. Dans ce cas, le couple (e, f) s’écrit (e, f) =
(ma + nb,mc + nd) avec m > 1, n < 0 (cf. proposition ) Par ailleurs, I'abscisse (., r)

satisfait
€ 2 9 1—(fu)?
- -z = —u‘
f (e,f) V3 fu
Et la condition ((1.46|) s’écrit
M > iu2.71—(fu)2
c V3 fu
ou, de fagon équivalente,
(Fu)+ 3 "oy (1.48)
4 (cu)2 = '

I1 nous faut donc montrer que pour tout couple (e, f) = (ma + nb, mc + nd) distinct de (a,c) et
de (a — b,c — d), c’est-a-dire associé a un couple (m,n) d’entiers premiers entre eux satisfaisant
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m > 1, n <0, distinct de (1, —1), la condition ([1.48) est satisfaite. Elle est clairement satisfaite
dés que |n| > 2. En effet, dans ce cas

3 n? 3
24c > 2y —_>1
puisque cu < 1. Supposons maintenant n = —1 et m > 1, et donc (e, f) = (ma — b,mc — d).

Posons & = cu, y = du. Puisque (c,d) est élément de ™ alors (z,y) est élement [0,1]%. La
condition ((1.48) s’ecrit alors
(mx —y)* + 35 1
4o = 7
et est clairement satisfaite si 2 < v/3/2 puisque 3/(42?) > 1. Lorsque > v/3/2, les conditions
m > 2,y <1,z <1 entrainent 'inégalité

(mz —y) > (V3 -1) et donc (mx—y)Q—i—%Z(\/g—l)z—i—
Ainsi, lorsque e/f < a/c les seuls couples qui peuvent participer a sont (a,c) et
(a — b, c — d) pourvu que ¢ > d. Compte-tenu de la position du secteur Se(e, f,u) par rapport a
la bande, il est clair que ce sont les secteurs positifs qui participent, c’est-a-dire Se™ (a, ¢, u) et
Set(a —b,c—d,u) si c>d.
Maintenant, si e/f > b/d, le raisonnement est analogue. En effet, la condition fournit
I'inéquation

> w

> 1.

2
3 m > 1,

4 (du)? =
qui devient (1.48]) juste en changeant m et n et c et d. Ainsi, dans ce cas les couples pouvant
participer a Uintersection sont (b, d) et (b — a,d — ¢) pourvu que d > c. La position des secteurs
assure que ce sont les secteurs négatifs qu’on utilise, c’est & dire Se™ (b, d,u) et Se” (b—a,d—c, u)
si d > c. Cela achéve la preuve du lemme. O

(fu)® +

Enfin, le lemme ci-dessous va permettre de préciser le résultat du lemme

Lemme 1.5. Soient a/c < b/d deux rationnels consécutifs dans F, et soit € le signe de ¢ — d.
On a Uéquivalence suivante

Se™ (a, c,u) NSe™(b,d,u) C Se(e(a —b), e(c — d),u) <= (cd)u? < % ou (2 — cd + d*)u? < 3/4.

Démonstration. Supposons d’abord que ¢ > d. Nous allons comparer la hauteur h. 4 du triangle
detérminé par Se™ (a, ¢, u) NSe™ (b, d, u) avec la hauteur h._4q du triangle déterminé par Se™ (a —
b,c —d,u) N Se™(b,d,u). En s’inspirant de la figure on conclut que la condition du lemme
est vérifiée si et seulement si he g < he—qq. Grace au lemme cette condition est équivalente &

sin(@e—q + 64) <sin(f. + 6,),

et cela équivaut a

2(cu)(du) — 1 < 2/1 — (cu)2y/1 — (du)?. (1.49)

Ainsi, la condition est immédiatement vérifiée si le coté gauche de ([1.49) est négatif, c’est-a-dire,
si (ed)u? < 1/2. Si (ed)u? > 1/2 alors le coté gauche de (1.49)) est positif et on peut élever au
carré et obtenir la condition équivalente

(¢ — cd + d*)u* <

>
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o

FIGURE 1.8 — Illustration des hauteurs h. g4 et he_q 4, dont la comparaison permet de déterminer

la nature de M(u) N (a/c,b/d).
En conclusion, pour ¢ > d nous aurons (|1.41)) si et seulement si

(cd)u? < =V (® —cd + d*)u? <

| =
e~ w

La condition étant symétrique en c et d, elle est toujours valable pour ¢ < d, ce qui établit le
résultat. 0

1.4.3 Preuve de la caractérisation géométrique de M (u).

Nous passons a la preuve du théoréme La caractérisation globale [E| de 'ensemble M (u)
fournit 1’égalité

M@)=| () Se(e f,u)|NB\F.
(e,f)ecC
On remarque tout d’abord que les secteurs Se(e, f,u) pour lesquels fu > 1, sont égaux a H et
qu’ils sont donc superflus dans l'intersection. Dans le cas u > 1/2, cela élimine tous les secteurs
sauf Se(0,1,u), ce qui prouve (). Lorsque u < 1/2, les rationnels —1/2 et 1/2 appartiennent a
la suite ), et on peut partitionner M (u) en tranches de la forme

M5 = N sete.rwn(d 5] B\~
(e,f)eC

ol a/c et b/d sont consécutifs dans la suite de Farey §(®). Cette intersection se simplifie en notant
que puisque M (u) est contenu dans la bande horizontale [y < 2u?/+/3] (cf. prop. , sa hauteur
est, dans le cas actuel ott u < 1/2, plus petite que v/3/2, ce qui rend superflue I'intersection avec
B\ F. Avec ces observations, il ne nous reste qu’a élaguer

M) = M) (2, §> = ) sele. fruyn ({2, §> Aly<202/V3).  (1.50)
(e,f)eC

Le lemme caractérise les couples (e, f) pour lesquels les secteurs Se(e, f,u) contiennent le

rectangle ({2, g) Ny < 2u?/V3]). Ces secteurs peuvent donc étre éliminés de l'intersection
(1.50)), qui se réduit alors a

M, 4(u) = Se™(a,c,u) NSe™ (b,d,u) NSe(e- (a—b),e- (c—d),u) (1.51)
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ol € est le signe de ¢ — d.

Le lemme caractérise les cas oul est réduite a l'intersection des secteurs Se™ (a, ¢, u)
et Se” (b, d, u), et maintenant on calcule la proportion de ces cas. Le calcul de la proportion de
couples (¢, d) € D™ pour lesquels la section M, q4(u) est un triangle repose sur 'application du
théoréme [I.2] Définissons les ensembles A, Ay comme suit
}.

A={(z,y) €01 z2+y>1}, Ar={(z,y)€A; ay<- ou a*—ay+y*<

N
=~ w

Alors, le couple (c,d) appartient & D™ si et seulement si le couple (cu,du) appartient a A et
M, 4(u) est un triangle si et seulement le couple (cu, du) appartient & Az. Donc, la proportion
or(u) de paires (c,d) de D™ pour lesquels M, 4(u) est un triangle vérifie, avec les notations du
théoreme [1.2]

F[L, Ar](u)

LAl (1.52)

or(u) =
Les sommes F[1, A](u) sont naturellement bornées et la fonction 1 est Riemann-intégrable au
sens propre dans A. En appliquant le théoréme [[.2] on obtient

: _ I[LAT]
lim or(u) = TLA]

Les intégrales en jeu se calculent facilement,

™3

IM1, A7] Y8

1
=+ et I[l,A] :i,

1
4

et donc

. 1 /3

Ainsi, nous avons établi et donc le théoréme

1.4.4 Encadrement de M (u)

Tout d’abord, notons que la convexité de [u(z) < u] N (a/c,b/d) découle automatiquement
de . En effet, un demi-secteur est une intersection de demi-plans, et il est donc Convexelﬂ.
Il s’en suit que [u(z) < u| N (a/ec,b/d) est une intersection d’ensembles convexes, et il est donc
lui-méme convexe.

Proposition 1.10. II existe deur ensembles M (u) et M(u) encadrant M (u),
M(u) € M(u) C M(u)

et vérifiant les propriétés suivantes :
(i) Tous les deux sont des réunions de triangles disjoints basés sur l'aze réel, et les bases de
ces triangles forment une partition du segment [—1/2,1/2],
(i) La hauteur de M(u) est au moins égale a u? tandis que la hauteur de M(u) est au plus

égale & 2u//3.

6. Une intersection d’ensembles convexes est un ensemble convexe.
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o

FIGURE 1.9 — Les quadrilatéres convexes comme les notres contiennent un triangle de méme base
et de méme hauteur.

Démonstration. 1" ensemble M (u) se construit facilement a partir de M (u) : pour chaque couple
de fractions a/c,b/d successives dans la suite de Farey §*), nous considérons M, 4(u). Si ce
dernier ensemble est un triangle, on le garde tel quel, et si ¢’est un quadrilatére, on le transforme
en un triangle de base [a/c, b/d] obtenu en joignant les points a/c et b/d au plus haut sommet du
quadrilatére, comme le montre la figure Un tel ensemble M (u) est, par construction, formé
par des triangles disjoints dont les bases forment une partition de [—1/2,1/2]. La hauteur h de
chacun de ces triangles vérifie toujours

h=u?/sin(0_ +0,) > u?

ou Oy et 6_ sont les angles des secteurs qui déterminent la hauteur. Ainsi, ’ensemble M (u)
vérifie bien les propriétés annoncées.
L’ensemble M (u) se construit a partir des triangles couvrants TC(c, d,u) définis par

Se™(a,c,u) NSe™ (b,d,u) si M q(u) est un triangle.
TC(e,d,u) =< Set(a—b,c—d,u)NSe (b,d,u) si M.4(u) est un quadrilatére et ¢ >d
Set(a,c,u)NSe” (b —a,d —c,u) si M.q(u) est un quadrilatére et d > c,

et nous montrons que I’ensemble défini par

Mu= |J TCedu) (1.53)
(c,d)eD®)
convient & nos objectifs. Pour cela, nous allons prouver que pour deux couples (¢, d) et (f,h) de
D les triangles TC(c,d, u) et TC(f, h,u) sont soit disjoints, soit inclus 'un dans autre.
Lemme 1.6. Les triangles couvrants possedent les propriétés suivantes :
(i) Leurs bases sont des intervalles inclus dans [—1/2,1/2] et leur sommet (non réel) appartient
a M(u).
(ii) La partie de M (u) comprise dans la bande verticale définie par la base d’un triangle couvrant
est comprise dans le triangle couvrant.

(11i) Deux triangles couvrants sont soit disjoints, soit inclus l'un dans lautre. Ils sont disjoints
st et seulement si leurs bases sont disjointes, et inclus I'un dans lautre si et seulement si
leurs bases sont incluses l'une dans [’autre.

Preuve. Fixons un triangle couvrant TC(c,d, ). Tout d’abord, si M, 4(u) est un triangle, (i) et
sont évidentes. On suppose donc que M, 4(u) est un quadrilatére, et on prouve et .
Pour (), le fait que les bases soient des intervalles inclus dans [—1/2,1/2] vient du fait que les
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sommets des secteurs en jeu y sont compris. Par ailleurs, le fait que le sommet (non réel) du
triangle couvrant appartienne a M (u) est une conséquence directe de la condition d’existence
d’un quadrilatére (cf. lemmeet ﬁgure. Maintenant, le point est trivial, car, a I'intérieur
de la bande en question, M (u) est par définition 'intersection d’une famille de secteurs, et le
triangle couvrant n’est qu'une intersection partielle de ces secteurs.

Maintenant nous prouvons . Soient TC(e,d,u) et TC(e, f,u) deux triangles couvrants
quelconques. Les bases des ces triangles ont, par définition, des extrémités qui sont des fractions
adjacentes. Donc, grace a la propriété de la proposition les intervalles associés sont soit
disjoints, soit I'un inclus dans I'autre. Maintenant, si leurs bases sont disjointes, les triangles
sont disjoints puisque leurs angles de base sont aigus ou droits, mais jamais obtus. Par ailleurs,
si la base de TC(c,d,u) contient la base de TC(e, f,u), alors il contient aussi le sommet de
TC(e, f,u). En effet, par , le sommet de TC(c,d,u) appartient & M (u), et donc, par , le
triangle TC(c, d,u) doit contenir ce sommet car le triangle TC(e, f,u) est inclus dans la bande
verticale définie par sa base et donc par celle définie par la base de TC(c,d,u). En conclusion,
TC(c, d, u) contient les trois sommets de TC(e, f,u), et puisqu’il est convexe, il contient I’envolture
convexe de ces trois points, qui est égale & TC(e, f,u). La preuve est donc achevée. O

Ainsi, la réunion peut s’élaguer en gardant seulement les triangles couvrants maximaux
pour linclusion. Les triangles maximaux pour l'inclusion sont disjoints par définition et leur
réunion est égale & M (u). La réunion de leurs bases est égale a l'intervalle [—1/2,1/2] (& un
ensemble de mesure nulle prés), et leur hauteur est au plus 'hauteur de M (u), qui est bornée
par 2u?/ V/3, grace a la proposition Cela achéve la preuve. 0

1.5 Géométrie de ’ensemble de niveau du défaut d’Hermite.

Dans cette section nous décrivons la géométrie de I’ensemble de niveau lié au défaut d’Her-
mite.

1.5.1 Description de G(p).

La géométrie de G(p) est liée aux disques de Ford, introduits par L. Ford en 1938 [24], dans
le but de visualiser géométriquement des résultats arithmétiques. L’idée lui est venue & partir
des études de Bianchi & propos du groupe de Picard, ou des familles de sphéres invariantes
intervenaient. Les disques de Ford correspondent au paramétre p = 1 dans la notation actuelle.

Les disques de Ford permettent de représenter des fractions. Si a/c est une fraction sous forme
irréductible, on lui associe le disque de rayon 1/2¢?, tangent & I’axe réel en a/c. Ces disques sont
disjoints, sauf peut-étre pour leur frontiére, et on montre que deux disques sont tangents si et
seulement si les fractions associées sont adjacentes. Cette propriété s’avére utile pour visualiser
des développements en fractions continues en tant que suites de disques adjacents. On peut,
par exemple, “calculer” des approximations diophantiennes visuellement. L’article de Ford décrit
ces algorithmes en détail, et il présente aussi des sphéres de Ford pour représenter des fractions
complexes.

Le résultat suivant a été fourni par Laville et Vallée [45].

Théoréme 1.3. L’ensemble G(p) , donné par

Gp)=| |J Fola,c,p) | NB\F (1.54)
(a,c)eC
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satisfait les propriétés suivantes :

(i) Lorsque p < 1, il s’agit d’une réunion quasi-disjointe de p-disques de Ford, sauf pour les
couples (—1,2) et (1,2) ou il s’agit de demi-disques :

Glp)=For(-120U | | Folaep) | UFo~(1,2,0).
(a,c)€C, c#2

(ii) Lorsque p > 1, il s’agit d’une réunion non-disjointe, ou les intersections non-vides entre
p-disques correspondent o une paire de disques adjacents.

Preuve. Tout d’abord, on montre que si a/c < b/d sont adjacents, alors le disque associé au
médian Fo(a + b, ¢ + d, p) est inclus dans (a/c,b/d), pour tout p. En effet, étant donné p, en
comparant les distances du médian aux extrémités et le rayon du cercle, nous avons

min{ L ! } > ! > P
c(c+d) (c+d)d V3(c+d)?2 ~ 2(c+d)*

ce qui montre que les disques sont bien inclus dans la bande. D’aprés ce fait, on conclut que
tous les disques de Ford de ; sauf ceux associés & —1/2, 1/2, et celui de 0/1 si p > 1; sont
compris dans (—1/2,1/2). On vérifie également que les p-disques toujours inclus dans (—1/2,1/2)
sont aussi inclus dans B\ F, car leur hauteur est au plus p/9 < 2/(9v/3) < v/3/2. On vérifie
immeédiatement que le disque Fo(0, 1, p) est inclus dans B\ F ssi p < 1. Pour montrer (i), il ne
reste qu’a montrer que la réunion est disjointe.

Considérons encore a/c < b/d adjacents ainsi que deux disques Fo(a, ¢, p) et Fo(b,d, p). Pour
que les disques s’intersectent, la distance entre leurs centres doit étre plus petite que la somme
de leurs rayons; cela s’écrit

et on peut simplifier pour arriver a
lad — be| < p.

Ainsi, si a/c et b/d ne sont pas adjacents, les disques sont disjoints, et cela pour tout 0 < p <
2/+/3. Par ailleurs, si |ad — be| = 1, les disques sont disjoints si p < 1, tangents si p = 1, et leur
intersection est d’intérieur non-vide si p > 1. Cela achéve la preuve. O

1.6 Conclusion

Nous avons étudié les domaines de niveau associés aux paramétres A,y et v, et nous avons
montré, en suivant les résultats de Laville et Vallée [45], qu’ils sont liés de fagon étroite d'une
part & des objets classiques de la géométrie du demi-plan de Poincaré, comme le sont les disques
de Ford, et d’autre part & des objets moins classiques mais d’une nature similaire, comme le
sont les disques de Farey et les secteurs. Les caractérisations fournies dans les théorémes [F] [G]
et vont nous permettre, dans le chapitre suivant, d’évaluer la distribution de probabilité des
paramétres de la base de sortie de I'algorithme de Gauss.
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Il s’agit, dans ce chapitre, de répondre a la question : étant donnée une distribution de
probabilité sur ’ensemble des bases d’entrée de l’algorithme, que peut-on dire de la distribution
de la géométrie des bases de sortie ? Ce chapitre offre une réponse en quatre volets. La premiére
section décrit la densité de la variable aléatoire “sortie de 'algorithme de Gauss”. Elle établit un
lien entre la densité de sortie dans le modéle de valuation r et les séries d’Eisenstein. Le reste du
chapitre est consacré a I’étude des fonctions de répartition des trois principaux paramétres de
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sortie pour l'algorithme (GAUSS-POSITIF : premier minimum A, second minimum orthogonalisé
w1 et défaut d’Hermite . Nous utilisons ici de maniére cruciale les caractérisations géométriques
obtenues dans le chapitre précédent. Nous travaillons avec une densité de valuation r, qui nous
permet de quantifier précisément 'influence de la qualité des bases d’entrée sur la qualité des
bases de sortie. Nous terminons ce chapitre en comparant les résultats et en en décrivant les
conséquences.

2.1 Préliminaires pour I’étude probabiliste

2.1.1 Fonctions arithmétiques

Dans la suite, certaines séries de Dirichlet, liées de prés a la fonction ¢ de Riemann, arrivent
naturellement dans notre contexte, et nous aurons besoin d’estimer leurs sommes partielles. La
série de Riemann

¢(s) = Z % lorsque R(s) > 1,

n>1

et la fonction indicatrice d’Euler p(n) = card{x € N; 1 <x <n,(z,n) = 1}. vont jouer un role
dans la suite, et nous utiliserons la proposition suivante ( dont la preuve se trouve en exercice
dans [7]).

—a

Proposition 2.1. On considére, pour o € R, la série S, de terme général ¢(c)c

(i) Pour a > 2, la série est convergente et sa somme s’exprime en fonction de la fonction ¢
sous la forme suivante

p(c) _ ¢(la—1)
2w T @

(ii) Pour o < 2, la série est divergente, et les sommes partielles de la série S, admettent les
équivalents suivants

p(c) 1
cgzx 2 e @ log z (2.1)
p(c) L

ol @2-a pour 1 < o < 2. (2.2)

c<zx

2.1.2 Mesure des ensembles de base

Nous travaillons ici, rappelons-le, avec la mesure v, associée a la densité standard de valuation
7, de la forme f,(z,y) = y" avec r > —1. Elle donne lieu, sur B\ F, & une probabilité¢ P,y une
fois normalisée par A(r) := v, [B\ F]. Nous calculons d’abord les mesures par rapport a la la
densité non normalisée f,(z,y) = y". Nous normaliserons ensuite.

Proposition 2.2. Dans l’ensemble H, muni de la mesure v, de valuation r,

(i) La mesure d’un demi-disque C, de rayon p centré en x =0, et la mesure d’une portion de
demi-disque C,(a) limitée par les verticales x = 0 et x = pa sont respectivement

1

1
v [Cpl = 011

P2B((r+3)/2,1/2),  n[Cy(a)] = 20r+1)

P P2B(a (r +3)/2,1/2)
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(it) la mesure vp[Ty ] d’un triangle Ty, j, de base b et de hauteur h basé sur l’axe réel est égale &

Vy [Tb,h] - I[f”"y Tb,h] = (7-_|_1)1(T_+_2)bhr+1

(iii) La mesure v.[D,| d’un disque D, de rayon p tangent a l’axe réel, la mesure de la portion
D,(a) du disque D, en dessous la droite d’équation y = 2pa avec a € [0, 1] sont respective-
ment

vi[Dp] = 2(20) "2 B(r +(3/2),3/2),  w[Dy(a)] = 2(20)"" B(a; 7 + (3/2),3/2).

Démonstration. (7). La mesure v,.[C,(a)] de la portion Cy(a) du demi-disque C), limitée par les
verticales x = 0 et x = pa s’écrit comme

2)1/2 2

a 271 a
W [Cofa)] = /p " /(P ' dy = 1pr+2/ (1 — ) +0/2=1/2
8 0 0 2(r+1) 0

et s’exprime finalement en fonction d’une intégrale beta incompléte sous la forme

lCo(a)] = 5 Bl (r +3)/2,1/2)

(r+1)
tandis que v, [C)] s’exprime sus la forme d’une fonction beta

1

Vr [Cp] = m

I P2B((r +3)/2,1/2).
(i) 11 suffit de calculer la mesure d’un triangle rectangle T}, de base b et de hauteur h basé sur
I’axe réel, qui s’écrit comme

b

h
b 1 1 1
[ Ton] = "—(h—y)dy = ~h"T? — = bh' L.
VrlToan] /0 vyt —ydy =g [r+1 r+2} r+ 1) +2)

(73) La mesure v,.[D,] d’un disque D, tangent a 'axe réel, a I'origine, de rayon p s’écrit comme

2 T 2\1/2
vlDp) =2 [ o 20y —y°)"" dy,
0
et se raméne, avec le changement de variable y = 2pt, & une intégrale beta de la forme
1
ve[Dy) = 2(2p)" 2 / tF12(1 — )1 2dt = 2(2p)" 2 B(r + (3/2),3/2).
0

On voit donc aussi, en méme temps, que la mesure v,.[D,(a)] s’exprime a 'aide d’une fonctions
beta incompléte,

vy [Dyla)] = 2(20)*2Blasr + (3/2),3/2).
O

Avec le formulaire sur les fonctions beta, donné dans la section de la partie [} et le
calcul de la constante de normalisation A(r), qui se calcule directement avec le point (i) de la
proposition [2.2] on obtient facilement le résultat suivant :
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Proposition 2.3. La constante de normalisation A(r) vérifie

Ar) = 116 BAF] = mlB\F = 20[C1(1/2)] = = BA/A (G +3)/2,1/2). (23

Dans Uespace probabilisé défini par l'ensemble B\ F, la tribu borélienne et la probabilité Py
associée a la densité standard de valuation r, les domaines Ty p,, D,, C), ont les mesures suivantes

Py [Cpl = Ar(r)p™™*  Py[Tyn] = Az(r)bh™, Py [D,] = As(r)(2p)

ot les constantes Aq(r), Aa(r), As(r) s’expriment en fonction de A(r) = v, [B\ F| sous la forme
suwvante :

A Nea) B 1 T D+ (3/2))
A= ameore 2 YT ame ey 0 T A R
24

Lorsque r — —1 les constantes A(r), A1(r), A2(r) et As(r) vérifient

, Ai(r) — 2 As(r) — 1 As(r) ~m(r +1). (2.5)

2.2 Densité de sortie

L’algorithme de Gauss définit naturellement une fonction & de son ensemble des entrées &
dans son ensemble des sorties S. Si z est I’entrée de 'algorithme, alors la sortie Z' s’écrit comme
Z := &(z). Lorsque 'on munit '’ensemble des entrées £ d’une probabilité associée & une densité
f, la fonction & est alors une variable aléatoire & valeurs dans S, et il s’agit ici de déterminer sa
loi. Cette section est consacrée & déterminer la densité de probabilité de &, dite densité de sortie
et d’expliquer comment elle est liée & la densité d’entrée.

La section comporte deux principaux résultats. Le premier résultat, établi dans le théoréme
est valide pour chacun des trois algorithmes GAUSS-POSITIF, GAUSS-AIGU, (GAUSS-INTERNE,
et pour une densité d’entrée quelconque. Il exprime la densité de sortie en fonction de la densité
d’entrée. Le second résultat, établi dans le théoréme [H] est centré sur le double cas particulier :
I’algorithme considéré est l'algorithme GAUSS-POSITIF, et la densité d’entrée est une densité
standard de valuation r. On montre alors que la densité de sortie fait intervenir explicitement
des séries d’Eisenstein, objets classiques en théorie analytique des nombres. Ce résultat démontre
aussi qu’il y a une relation forte entre la densité de sortie de GAUSS-POSITIF et la mesure de
Haar du demi-plan de Poincaré, puisque, lorsque la valuation r tend vers -1, la densité de sortie
tend vers la densité de la mesure de Haar.

2.2.1 Expression générale de la densité de sortie.

Le premier théoréme donne une expression formelle générale pour la densité de sortie. Le
méme résultat a déja été prouvé pour lalgorithme GAUSS-INTERNE dans la proposition 2.3 de
la partie [T} dans le langage des opérateurs de transfert.

Théoréme 2.1. Considérons un des trois algorithmes GAUSS-POSITIF, GAUSS-AIGU, ou encore
GAUSS-INTERNE, muni d’une densité d’entrée f sur B\ F pour GAUSS-POSITIF, B\ F pour
GAUSS-AIGU, ou D pour GAUSS-INTERNE. Alors la densité de sortie f sur 'ensemble F pour
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GAUSS-POSITIF, F pour GAUSS-AIGU, B\ D pour GAUSS-INTERNE s’exprime en fonction de la
densité d’entrée f sous la forme

fla,9) = ZW )[2f o h(i,9) ZW )2 foh(2),

ot la somme porte sur l’ensemble des branches inverses de l'algorithme : G pour [’algorithme
GAUSS-POSITIF, G pour GAUSS-AIGU, H' pour GAUSS-INTERNE.

Démonstration. Nous faisons la preuve dans le cas de I'algorithme (GAUSS-POSITIF, en suivant
les mémes arguments que dans la proposition [2.3] de la partie [[I} La preuve est analogue pour
les deux autres algorithmes. Considérons une partie mesurable A de 1’ensemble F de sortie, et
calculons la probabilité qu’une exécution de l'algorithme finisse dans A, lorsque les entrées sont
choisies selon la densité f. L’égalité suivante a lieu par définition méme de ’algorithme et de
I’ensemble G de ses branches inverses

e A=z € MA)
heg

Toujours par définition de I’algorithme, ces parties h(A) sont disjointes deux a deux, et donc, la
mesure de A est égale a la somme des mesures des ensembles h(.A),

//f dxdy_}%:g// f(z,y)dzdy .

Alors, le changement de variable (Z,4) = h(z,y) dont le jacobien est calculé dans le lemme
de la partie [T et I'interversion de la somme et de l'intégrale conduisent a la relation

Z// W ()2 f o h(& dxdy—// (th’ )2f o h(2 ))diﬁd@,

heg heG

qui termine la preuve. O

2.2.2 La mesure de Haar sur SLy(R) et les réseaux aléatoires.

Dans la section[3.2.2]de la partie[l] nous avons décrit une construction de Siegel qui définit une
probabilité naturelle sur les réseaux. Dans ce paragraphe, nous rappelons ’expression explicite
de cette probabilité, en dimension 2, lorsque chaque réseau est décrit par un élément x + ¢y de
F. Nous suivons 'exposition de [44] p. 41-43|.

Le quotient SLy(R)/K de SLa(R) par le groupe K des matrices orthogonales 2 x 2 est en
bijection avec le demi-plan H. Considérons en effet 'application ® définie par

a b . ai+b
@.a-(c d)HOM_cz‘—i—d'

Comme @ est clairement surjective, et que le groupe K est I’ensemble des matrices pour lesquelles
oli] = i, Papplication ® passe au quotient et définit bien la bijection cherchée. On transporte
alors la mesure de Haar de SL2(R) en une mesure sur H, de la forme
dxdy
y:
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On vérifie bien que cette mesure est invariante dans la représentation du demi-plan. En effet,
soit h une homographie induite par un élément de SLs(R), de la forme

az+b
h(z) = ——
(2) cz+d’
et considérons la mesure qui résulte d'un changement de variables (z,y) := h(x,y) ou h est

Iinterprétation de h comme fonction de R? en R? (cf. section de la partie . Un calcul
direct, utilisé & maintes reprises dans la thése, donne

et le lemme [2.1] de la partie [[T implique les égalités

d ! d dxd
ae®)(o) gpts = OP gt = S

ce qui montre 'invariance de la mesure. Par ailleurs, la construction de Siegel identifie I’ensemble
des réseaux avec le quotient SLo(R)/SL2(Z), qui, dans le demi-plan de Poincaré, s’identifie
naturellement au domaine fondamental F. Comme l'intégrale de la mesure invariante sur F vaut

// d:vdy_/l/Q/oo dydr w

F 2 cplvicer 23

la mesure de probabilité sur les réseaux est finalement associée a la densité par rapport a la
mesure de Lebesgue suivante, appelée densité de Haar,

)

31

o (2.6)

n(z,y) =
Cette densité apparait naturellement dans le calcul explicite de la densité de sortie de I’algorithme
(G AUSS-POSITIF, que l'on présente maintenant.

2.2.3 Le cas de l'algorithme GAUSS-POSITIF et de la densité standard de
valuation r : lien avec les séries d’Eisenstein et la mesure de Haar.

Ici, nous considérons le cas de l'algorithme GAUSS-POSITIF. Nous montrons que la densité
de sortie f,n associée a une densité d’entrée standard de valuation 7, a de belles propriétés ma-
thématiques. Elle s’exprime en fonction de la densité de Haar 7, qu'on vient de définir en ,
mais aussi en fonction des séries d’Eisenstein dont on rappelle maintenant la définition. La série
d’Eisenstein Ey, de poids s est définie par

S

1 Yy
Eq(x,y) =3 Z o (2.7)
(c,d)ezZ?
(c,d)#(0,0)

Théoréme H. On suppose que l’ensemble B\ F des entrées de l’algorithme GAUSS-POSITIF est
muni d’une densité d’entée f, standard de valuation r > —1. Alors,

(1) Pour tout r > —1, la densité de sortie fr s’exprime sous la forme

™

Ir= 3A(r) Foyr-m, (2.8)
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Ici A(r) est le coefficient de normalisation défini en , n est la densité de Haar définie
en (@ et Fy est étroitement liée a la série d’Fisenstein analytique réelle Es (définie en

) par la relation
y° Es(z,y)
Fy(z,y) = = -y (2.9)
(c§=1 ez +d**  ((2s)
c>1

(13) Lorsque la valuation r de la densité d’entrée tend vers -1, alors la densité de sortie fT
converge ponctuellement vers la densité de Haar, qui est la densité des “réseauz aléatoires”.

Démonstration. 11 s’agit d’appliquer le résultat général fourni par le théoréme précédent 2.1}

Fo(@, ) =) N ()P fr o h(2) (2.10)

heg

au cas particulier envisagé. La preuve comporte deux étapes : nous utilisons d’abord la des-
cription explicite des homographies de G, et nous cherchons ensuite a faire apparaitre les séries
d’Eisenstein et la mesure de Haar.

La proposition[I.2)de la partie[[T fournit une caractérisation de 'ensemble G des homographies
utilisées par GAUSS-POSITIF : elle détermine I'ensemble G et montre qu’il est en bijection avec
I’ensemble des couples (¢, d) tels que ¢ > 1 et (¢,d) = 1. Elle fournit de plus une description
effective de cette bijection : a chaque couple (¢, d), on associe I'unique homographie de G vérifiant
h(z) = (a2 +b)/(cz + d) pour une paire (a,b) unique bien choisie. Une telle homographie vérifie

1 (1
WiE)= ——— t S(h(3)) = —2——
(%) (cz+ad? °© S(h(2)) EEwE

et donc aussi 1 1 .
A Y
= — t h(z) = o
e LS ey v Y s

L’égalité (2.10)) se traduit alors en

W (2)]?

A2+
F o) = (3L
fr(x,y) - 3A(7’) (c§_1 ‘CZ + d|2(2+r) <7ﬁ2> .
e>1

En utilisant les notations de 1’énoncé et la définition ([2.6)) de la mesure de Haar, on obtient donc
la premiére relation (2.9)).

Nous relions maintenant Fy & la série d’Eisenstein, en traitant d’abord le cas des couples pour
lesquels ¢ = 0. Observons que

s

y° 1 y
F = —_ -
S(x’y) Z ’CZ—I—dPS 2 Z \cz—i—dPS’
(C,d)=1 (c,d):]_
c>1 c#0

satisfait
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La condition (¢,d) = 1 s’élimine aisément en remarquant que la fonction (¢, d) +— |ez + d| =2 est
homogeéne de degré —2s et en rajoutant un facteur (2s). Il s’ensuit que

S

sy 1 ) y
€(2S)(F8(x7y)+y )_ 2 |Cz+d’25 _Es(xﬂy)v
(c,d)eZ?
(c,d)#(0,0)

comme on voulait le montrer.

Le développement en série de Fourier de Eo (2, y) (voir par exemple [I3]) permet de montrer

que, en tout point (z,y),

1

E ~Np_] .
24r(T,Y) ~r 12(r+1)

Comme (r+1)A(r) tend vers 1 quand r tend vers —1, on obtient finalement, en tout point (x,y),

I T _n (2,y) = li m 1 1

im —— z,y) = lim — = —

o 34 Y T I sam \2c)rr ) Y) T 0

qui est bien le résultat cherché. O

La convergence de f, vers n n’est pas uniforme sur F car le terme constant dans le dévelop-
pement en série de Laurent de Fy4, autour de r = —1 est une fonction non-bornée de y (donnée
par la premiére formule de Kronecker).

2.3 Distribution du premier minimum A

Dans le chapitre |1} nous avons étudié la géométrie de I'ensemble de niveau L(t) et vu que
c’était une réunion de demi-disques, avec des réunions doubles ou triples entre demi-disques.
Nous en avons fourni une description locale, dans les bandes de Farey, et caractérisé les cas ol
I’on a des réunions doubles ou triples entre demi-disques. Comme cette description locale est
précise, elle va permettre maintenant ’estimation fine de la mesure de L(t), dans le modéle de
valuation r. Nous pourrons ainsi évaluer la fonction de répartition du paramétre A. La preuve
manipule des sommes de Riemann arithmétiques, et le théoréme permettra de d’évaluer leur
comportement limite pour ¢ — 0.

2.3.1 Enoncé du résultat principal.

Théoréme 1. Considérons l’algorithme GAUSS-POSITIF ot [’ensemble des entrées est muni de
la probabilité P,y de valuation r. Alors, la fonction de répartition du premier minimum \ vérifie,
lorsque t — 0 et r > —1 est five,

C(’f’ + 1) r+2
< ~Y .
Py [A(2) <t ~i—0 Al(r)((r ) t pour 1 >0,
A1(0)
PN S Gl Bllogt] pour 1= 0.
A4(T’) T
Py [A(2) <t ~t—0 2) a2 pour 1 <0
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2.8. Distribution du premier minimum X\

De plus, pour toute valuation v > —1, l’inégalité suivante est vérifice :

r+1
PoyA(z) < t] > - <¢§> 2, (2.11)

A(r)r+1 1\ 2

Ici, les constantes A(r) et Ai(r) sont définies en et et Aq(r) := I[D,,A] est définie
par Uintégrale de la fonction D, sur le domaine A, ou D, et A définis dans le lemme [2.1]
2.3.2 Preuve de ’encadrement

L’inclusion prouvée dans la proposition [1.1

[A(z) <t] 2 [3(2) <

)

V3

Y42
2

induit naturellement une inégalité sur les mesures, a savoir

r+1
Py[A\(z) < ] > 1 1 <‘/§> {22,

A(ryr+11\ 2
ce qui est exactement (2.11)).

2.3.3 Comportement quand ¢t — 0 : cas d’une valuation r > 0.

La proposition fournit I’encadrement suivant

U Fa(a,c,t) C L(t) C U Fa(a,c,t)

%gg(m) %63:(\/515/2)

ou la réunion de gauche est disjointe. Elle induit naturellement un encadrement pour la mesure
de L(t), a savoir

ple) _ PrylAz) 1] ¢(c)
< < . 2.12
crt+2 — Al(?")tr+2 - crt+2 ( )
e<1/t e<2/(V/3t)
La proposition fournit des équivalents pour les bornes de ’encadrement. On en conclut que
C(T +1) +2
P <t] ~po Ar(r) 20— - 17 ,
A (2) <t~ I(T)C(T ) t pour 7 >0
et puis

1

P(r) [)\(Z) < t] ~t—0 Al (O)C(Q)

log(1/t) - "2 pour r =0,
comme voulu.

2.3.4 Comportement quand ¢t — 0 : cas d’une valuation r < 0.

Dans le cas r < 0, il faut raisonner plus finement en utilisant les deux lemmes suivants. Nous
commengons par calculer la mesure P(,)[L¢4(t)], puis nous remarquons que la mesure P,y [L(t)]
s’exprime comme une somme de Riemann arithmétique.
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Chapitre 2. Etude probabiliste de la configuration de sortie.

Lemme 2.1. Soit (¢,d) € D). Alors, la mesure Py [Le,a(t)] est égale a
P(r) [Lc,d(t)] = t2T+4D7~ (Ct, dt)

ot la fonction D, est définie a partir de la fonction 3, elle-méme définie dans le domaine A par
une fonction beta incompléte,

Bo(sy) = 1 B([1— (2 =y*)P(2y) % (r+3)/2,1/2)
Y= prs2 B(1; (r +3)/2,1/2) ’

et des domaines A, Aég), A(C) A(d)

Dy = {(ry)ed : 2®+ay+y*>13

As = A\ A,

AY = {(@y)ehs : (x+y)?—a®>1}

AY = {@myeds : w+yP—a?<let(z+y?—y* <1}
AP = () eds ¢ (z+y)? -1 > 1),

comme suit :

Br(z,y) + Br(y, x) si (x,y) € Ag,

Drany) = | Brl@at ) = Brlaty.a) + 6w +y.y) + Brly.a +y) sz‘(m,weA%g)),
! B,z +y) + Br(x +y,2) + Bo(e +y,y) + Bo(ysx +y)  si (z.y) € AL,
Br(x,x +y) + Br(x +y.x) — Br(a +y.y) + Bely,x +y)  si (z,y) € AL,

Démonstration. La proposition a évalué la probabilité d’une portion C,(a) d'un demi-disque
centré sur l'axe, de rayon p, délimitée par les verticales x = 0 et x = pa

1 o Bla%(r+3)/2,1/2)

PiCpla)] = 50 B(1/4; (r +3)/2,1/2)°

Nous considérons plusieurs cas, correspondant aux différentes positions relatives du triplet formé
par deux disques de Farey et le disques du médian, décrits par la proposition [I.8]

Commengons par le cas plus simple, ou L. q(t) est une réunion double. La proposition
montre que le point d’intersection des circonférences délimitant les quarts-disques Fa™(a, ¢, t) et
Fa=(b,d,t) est

a 1+t32(d?>—-c?) b 1+3(?—d?)

Tedq=—+—"F75—>"=-—
c

2ced d 2ced

Ainsi, la mesure de la réunion L.4(t) est la somme des mesures des portions délimitées par
les abcisses a/c et x.q dans Fa'(a,c,t), et par les abcisses @4 et b/d dans Fa~(b,d,t). Plus
précisément,

1+ 2(d2 — ) 1 —#*(d* - )
Piy[Lea(t)] =P [Ct/c (Mﬂ + P [Ct/d (2@)} ’

ce qui se réécrit en

Py [Lea(t)] = 27748 (ct, dt) + Br(dt, ct)),

et qui établit le résultat dans le cas d’une réunion double.
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2.8. Distribution du premier minimum X\

e
Ze,c+d Tetd,d

FIGURE 2.1 — Les disques de Farey centrés en a/c (& gauche) et en b/d (a droite), et le disque
centré en (a+b)/(c+ d) (au milieu) : définition des abscisses x¢ c4q €t Tt d-

Supposons & présent que L 4(t) est une réunion triple. Comme I’a décrit la proposition
trois sous-cas se présentent, selon que les conditions

Fa (a+b,c+d,t) CFa(a,c,t) et Fa'(a+b,c+d,t)CFa (bd,t)

sont toutes les deux fausses, ou que I'une d’entre elles est vérifiée (si les deux étaient vérifiées, on
serait dans le cas d’une intersection double). Si aucune de ces conditions n’est vérifiée, on peut
se ramener au cas d’une réunion double. En effet, il suffit de répéter le calcul précédent pour
Fa*(a,c,t) et Fa~(a+ b,c+ d,t), puis pour Fa®(a +b,c+d,t) et Fa~(b,d,t), pour obtenir

By [Lea()] = (B (ct, (e + d)t) + Br((c + d)t,ct) + By (e + )t de) + Bo(dt, (e + d)t)).

Supposons maintenant que 1’on soit dans le cas de I'inclusion Fa™ (a+b,c+d,t) C Fa™(a,c, ).
Dans ce cas, on ne peut se ramener directement a une réunion double. On procéde autrement,
conformément & la figure déja faite au chapitre précédent, qu’'on recopie ici (voir Figure
. On considére les disques Fa™(a,c,t) et Fa™(a + b,c + d,t) et on calcule la mesure de la
section déterminée par a/c et l'abcisse z¢ciq, puis on soustrait la mesure de la portion du
disque Fa™(a + b,c + d,t) déterminée par z..1q et par son centre (a +b)/(c+ d) < Z¢c4q. On
conclut en rajoutant la mesure de la réunion de Fa™(a + b,c 4+ d,t) et Fa~(b,d,t). On obtient

Py [Lea(t)] = 27 (B,(ct, (¢ + d)t) — B ((c + d)t, ct) + B ((c+ d)t, dt) + B,(dt, (c + d)t)).

Bien entendu, le cas restant est analogue au dernier. Les domaines As, Aég), A(C), Aéd) sont
déterminés par les conditions qui déterminent la nature de L.4(t), et qu'on a vues dans la
proposition [I.8 La preuve est ainsi achevée. O

Lemme 2.2. Soit r < 0. Alors la fonction D, est intégrable sur A et, quand t tend vers 0, la
mesure P, [L(t)] vérifie
I[D,, Al
Py [L(t)] ~ 2202
v ()
Démonstration. La mesure P(,.)[L(t]) s’exprime comme une somme de Riemann arithmétique de
la fonction D, au sens de la definition [1.6] sous la forme

Py [L(t)] = t*" T2 F[D,, A](t).
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Chapitre 2. Etude probabiliste de la configuration de sortie.

La fonction D, est Riemann-intégrable, car elle est définie et continue en tout point de A sauf
en (0,1) et en (1,0). Mais, elle est intégrable dans A, comme nous le montrons maintenant : la
symeétrie de D, permet de se restreindre a faire ’étude autour de (0, 1). et, lorsque (z,y) — (0,1),
D,(z,y) est équivalente a C/x"2, qui est intégrable dans le voisinage V; = {(z,y) € A | 0 <
x < €} pour € assez petit, pour r < 0. En effet pour r < 0,

1 € 1 1 6|r|
//V;w yar /o /x+ vir =

Et donc, l'intégrale de D, sur A est convergente pour r < 0 et D, est intégrable sur A. De plus,
il est facile de voir que = +— D, (z,y) est décroissante sur V si € est suffisamment petit. Ainsi, le
théoréme s’applique, avec sa remarque, et la somme de Riemann arithmétique F[D,, A](t)
converge vers (1/¢(2))I[D,, Al. O

2.3.5 Commentaires.

Le régime de la fonction de répartition du paramétre A change donc lorsque le signe de r
change. Il y a deux parties dans le domaine L(t) : la partie inférieure, constituée de I'intersection
compléte du rectangle [0, 1]x [0, (2/+/3)t%] avec B\ F, et la partie supérieure, ot L(t) est beaucoup
lacunaire. Quand la valuation r est négative, c’est la mesure de la partie inférieure qui est
dominante, alors que, quand r est positive, c’est la partie supérieure qui est dominante. Il y a
une transition de phase entre les deux régimes en r = 0; c’est ce qui arrive en particulier avec
une densité uniforme.

2.4 Distribution du second minimum orthogonalisé p

Dans le chapitre [I} nous étudié la géométrie de I'ensemble de niveau M (u) et vu que ¢’ était
une réunion de triangles et quadrilatéres, avec une proportion trés majoritaire de triangles, au
moins lorsque v — 0. Nous en avons fourni une description locale, dans les bandes de Farey.
Comme la description des conditions sous lesquelles on trouve un triangle ou un quadrilatére est
précise, elle va permettre maintenant ’estimation fine de la mesure de M (u), dans le modéle de
valuation r. Nous pourrons ainsi évaluer la fonction de répartition du paramétre u. Comme dans
le cas de L(t), la preuve manipule des sommes de Riemann arithmétiques arithmétiques, et le
théoreme [I.2]1 permettra de d’évaluer leur comportement limite pour u — 0.

2.4.1 Enoncé du résultat principal.

Théoréme J. Considérons l’algorithme GAUSS-POSITIF ot [’ensemble des entrées est muni de la
probabilité P,y de valuation r. Alors, la fonction de répartition du second minimum orhogonalisé
W vérifie, lorsque u — 0 et r > —1 est fize,

b
¢(2)

Poy[u(z) < uf ~u—o As(r) - u? T2,

Pour toute valuation r > —1, nous avons,

r+1
Aalr)i"+? < B lu(e) <) < aGr) (52) e,

et donc,
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2.4. Distribution du second minimum orthogonalisé u

Ici, la constante Aa(r) est définie en et As(r) := I[T,, A] est lintégrale de la fonction T,
sur le domaine A, ot T, et A sont définis dans le lemme[2.3
2.4.2 Preuve de ’encadrement

L’encadrement de P, [M (u)], est obtenu en appliquant la proposition 11 suffit de calculer
I’aire des deux familles encadrantes. Comme la somme des bases des triangles vaut 1, et comme
les hauteurs sont bornées inférieurement par u? pour la premiére famille et supérieurement par
2/ V/3u? pour la deuxiéme famille, nous obtenons,

r+1
A (r)u® T2 < Py [M(u)] < Ag(r) <5§> w2,

qui est bien 'inégalité annoncée.

2.4.3 Comportement quand u — 0.

Nous commengons par calculer la mesure P, [M,,q(u)], puis nous remarquons que la mesure
Py [M(u)] s’exprime comme une somme de Riemann arithmétique, & laquelle on peut appliquer
le théoréeme 1.2

Lemme 2.3. Considérons un couple (c,d) € ™). Alors, La mesure P()[Meq(u)] vérfie
P () [Mea(w)] = w* T (cu, du)

ot la fonction T,(x,y) est définie a partir de la fonction

Ax(r)
xysin” ! (arcsin z + arcsin y)

’Vr(xay) =
et des ensembles A :={(z,y) : 0<z,y <1, x+y>11}, AT,AQ,Aé

1 3
Ar = {(@y) €A ay<iUlzy) €A £2—xy+y2§1}7

Ag = A\Ar
AL = {(z,y) €dg; x>y}
Ay = {(z,y) €Ag; z <y}
comme suit
e (T, y) si (x,y) € Ar,
To(z,y) =< Ww@—y,y)+n(—y,—2z) si(z,y) €Al

Yy —z,7) +w(y —2,—y)  si(z,y) € Ag

Démonstration. Nous avons calculé la mesure d'un triangle basé sur I’axe réel dans la proposition
La mesure de M, g(u), lorsque M, 4(u) est un triangle vérifie

1
cdsin"™ (0, +04)

P()[Mea(w)] = (hea) ! (a/c = b/d) = v
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Chapitre 2. Etude probabiliste de la configuration de sortie.

La mesure de M, 4(u), lorsque M, 4(u) est un quadrilatére est la différence de la mesure de deux
triangles, I’'un d’entre eux étant le triangle couvrant défini dans la preuve de la proposition
Ainsi, si ¢ > d, elle vérifie

1 b a-—1b a a-—2b
IP) 7‘[ — r+1 . _ _ r+1 . _
AQ(T) (T‘)[ Cyd(u)} (h(C—d),d) (d c— d) (h‘(C—d),C) (C c— d) )

et donc, pour ¢ > d,

1 1 1
P , Mc — g 2r+2 < . ) '
Ty O Mea Wl = G T 0y 00)  est T (8, — 0,
de maniére analogue, pour ¢ < d,

1 1 1
(d—c) (csinTJrl(Gd_c +0,) dsin"tH(0y — Hd—c)) '

AQ(T)P(T) (M, 4(u)] = u? 2

Ceci prouve le lemme. O

Lemme 2.4. La fonction T, est intégrable sur A et, quand u tend vers 0, la mesure Py [M (u)]
satisfait
~ u2r+2 I[Tﬁ A] )

¢(2)

Démonstration. La mesure P(,)[M (u)] est la somme des termes P,y [M, 4(u)] lorsque (¢, d) décrit

Py [M (u)]

D@ Par ailleurs, nous remarquons, d’aprés ce qui précéde que chaque terme Py [Mea(u)] est
de la forme
P [Meq(u)] = w222 T, (cu, du)

On en déduit donc que P(,.y[M (u)] s’exprime donc comme une somme de Riemann arithmétique.
En utilisant les notations du théoréme elle se met sous la forme

Pl [M(w)] = w2 (T3, Al(w)
On peut alors appliquer le théoréme [I.2] dans les mémes conditions que dans le lemme [2.2] Cela

prouve alors le résultat. O

2.4.4 Commentaires.

A la différence de ce qui se passe pour le paramétre A, la fonction de répartition du paramétre
i a toujours le méme régime. En particulier, pour des valeurs négatives de la valuation r, les
fonctions de répartition des paramétres A et p sont de méme ordre.

2.5 Distribution du défaut d’Hermite ~

Comme dans le cas de L(t) et de M (u), 'ensemble de niveau G(p) associé au défaut d’Hermite
a une caractérisation géométrique, cette fois-ci via des disques de Ford (généralisés). Cela va
permettre de calculer la mesure de ’ensemble G(p), dans le modeéle de valuation r, facilement
dans le cas p < 1.
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2.5. Distribution du défaut d’Hermite

2.5.1 Enoncé du résultat principal.

Théoréme K. Considérons ’algorithme GAUSS-POSITIF ot [’ensemble des entrées est muni de
la probabilité P,y de valuation r. Alors, la fonction de répartition du défaut d’Hermite y vérifie,

Py[v(2) < p] = As(r) - m P pour  p <1,

et fait intervenir la constante As(r) définie en .

Démonstration. Si p <1, alors G(p) est formé par des disques de Ford disjoints deux a deux, et
la mesure de G(p) est donc la somme des mesures des disques de Ford qui composent G(p). Un
p-disque de Ford a pour diamétre p/c?, et sa mesure est donc, d’aprés (2.2),

pr+2
VT[FO(aa ¢, p)] = A?’(T)W
Ainsi 1
Piyly(z) < p) = Z v.[Fo(a, ¢, p)] = Az(r)p" Z c2r+d”
(a,0)eC (a,c)eC

Comme, pour c¢ fixé, le nombre de rationnels de la forme a/c avec a € [0, ¢| et a premier a c est
égal & ¢(c) ou ¢ est la fonction d’Euler, on obtient 'égalité,

Ag(?“)p”‘Q Z 1 *A3(T)pr+2 ¢(c) = As(r) r+2¢(2r +3)

o2r4+4 )
(orec c = C(2r +4)

CQT+4

la deuxieme égalité découlant de la proposition [2.1 on obtient donc bien le résultat annoncé
pour p < 1.
O

2.5.2 Commentaires.

Est-il possible de décrire plus précisément la fonction de répartition du paramétre ~ pour
p > 17 La figure montre que ce régime change quand p = 1. Ceci va étre important pour
obtenir une estimation précise de la valeur moyenne E ;. [7] comme fonction de r et pour comparer
cette valeur aux expériences décrites dans la section de la partie[l]

2.5.3 Relation avec la densité de sortie. Les coins du domaine fondamental

Pour chaque 5o > 1, ’évenement [3% > ] coincide avec I'événement [y(z) < 2], et donc,

Yo
7 \ : 2 N
d’aprés ce qui précéde,

B ¢(2r+3) 1
yo] = A3(T)?(2r T 4) y6+2'

La fonction yo +— P(y[v(2) < yio] définit une fonction 7 de la variable yg, dont la dérivée est

reliée clairement & la densité de sortie fT du théoréme par I’égalité

+1/2
- (%0) 12/ Jr(z, yo)dz.

—-1/2
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Chapitre 2. Etude probabiliste de la configuration de sortie.

Pour r — —1, la fonction =.(y) posséde une limite qui est exactement la densité n, définie en
, associée a la mesure de Haar de SL2(R) sur le demi-plan H, définie dans la section m
de ce chapitre.

Le théoréme [K] permet aussi de calculer la probabilité qu'une base de sortie appartienne aux
“coins” du domaine fondamental, et d’observer son évolution en fonction de la valuation r. C’est
un premier pas vers la compréhension de la figure (droite) (partie |I)).

Proposition 2.4. Quand la densité d’entrée dans B\ F est la densité standard de valuation r,
la probabilité pour qu’une base de sortie appartienne auz coins {z € F : Iz < 1} est

¢(2r+3)

C(r):=1—As(r) - orta)

Il y a trois cas d’intérét pour 1 — C(r) :

[r 1]: 1 71_~0.045 [r=0]: 1 3m 1373 (4)~0.088 [r—o0]: 1 \/;e .

On a par exemple : Cyg =~ 0.911, Cigo = 0.960.

2.6 Conclusion du chapitre

Dans ce chapitre, nous avons effectué une analyse probabiliste de la géométrie de la base
de sortie de l'algorithme. Nous avons commencé par étudier la densité de sortie, induite par
une densité d’entrée générale, puis nous avons concentré notre étude sur la densité standard de
valuation r. Dans ce cas, la densité de sortie fr associée a la densité standard de valuation r est
fortement liée aux séries d’Eisenstein et & la densité de Haar de SLy(R). En particulier, lorsque
r — —1, la densité de sortie fA,« converge ponctuellement vers cette densité invariante, qui définit
une probabilité naturelle sur les réseaux, comme on I’ a vu en (partie [I]).

Dans ce chapitre, nous avons aussi déterminé les fonctions de répartition des principales
variables A\, p, v qui permettent de décrire la géométrie de la base de sortie. Nous avons fourni
des estimations précises des distributions de A et u, en particulier pour » — —1. Dans le cas du
défaut d’Hermite ~, il y a aussi une formule exacte pour la distribution, mais pas sur toute la
portée du paramétre.

Nous avons déja expliqué en quoi les informations sur la distribution de la variable v peuvent
apporter des premiers éléments de réponse aux interrogations suscitées par les expérimentations
présentées en (partie[l). Dans la prochaine partie nous expliquerons le réle que peut jouer
la distribution des variables A et p pour débuter I'analyse de I’algorithme LLL-IMPAIR-PAIR,
présenté dans la section [2.3.6] (partie [)).
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Quatriéme partie

Conclusions.
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Chapitre 1

Retour a ’analyse de I’algorithme LLL
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Dans ce chapitre nous voulons donner quelques directions futures pour 'analyse de 1’algo-
rithme LLL, qui s’inspirent des résultats présentés dans cette these.

1.1  L’algorithme PAIR-IMPAIR

L’algorithme LLL cherche & réduire les bases locales Uy (cf. paragraphe page dans
le sens de Gauss. Pour obtenir la densité de sortie a la fin de I'algorithme, il est intéressant de
décrire I’évolution de la distribution des bases locales tout au long de ’exécution de I’algorithme.
La variante LLL-IMPAIR-PAIR décrite dans la section [2.3.6] de la partie [I| est bien adaptée a ce
propos. Nous la recopions ici

1.1.1 Le rapport de Siegel au début de la deuxiéme phase.

Dans la premiére phase, I'algorithme LLL-IMPAIR-PAIR traite les bases dont l'indice est
impair. Considérons deux bases successives Uy, et Uy respectivement munies des densités d’en-
trée Fy, et Fj1o. Notons zj et zpio les nombres complexes associés aux bases locales (ug, vi) et
(Ugt2,Vk+2) Vvia la relations z; = vi/u;, ¢ € {k,k + 2}. Alors, l'algorithme LLL-IMPAIR-PAIR
réduit ces deux bases locales (dans le sens de Gauss) et calcule deux bases locales réduites notées
(g, V) et (Ug42, Ukt2), que satisfont en particulier

03] = |tg] - p(z), |Ugt2| = |ukra| - AM(2k+2)-

Alors, les théorémes [J| et [I| fournissent des pistes sur la distribution de p(zx), A(zx+2). Comme
dans notre modéle les variables aléatoires |ug| et z (resp. |ugi2| et zx12) sont indépendantes (voir
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Chapitre 1. Retour a l'analyse de l’algorithme LLL

LLL Pair-Impair (t) [t > 1]

Input. Une base B d’un réseau L de dimension p.
Output. Une base réduite B de L.

Gram : calculer la base orthogonale B* et la matrice P.
Tant que B n’est pas réduite faire
Phase Impaire (B) :
Pour i =1 a |n/2] faire
Réduction-de-taille-principale (by;);
M, = t—-GAUSS-AIGU (Usj—1);
(b2i—1,b2i) := (b2i—1,b2;) M ;
Pour i =1 & n faire Réduction-de-taille-secondaire (b;);
Recalculer B*,P;
Phase Paire (B):
Pouri=14a [(n—1)/2] faire
Réduction-de-taille-principale (bgit1);
M, = t-GAUSS-AIGU (Us;);
(b2iy b2it1) = (b2i, b2it1) M ;
Pour i =1 a n faire Réduction-de-taille-secondaire (b;);
Recalculer B*,P;

FIGURE 1.1 — La variante PAIR-IMPAIR de ’algorithme LLL.

section m partie , nous obtenons une information précise sur la distribution des normes
|0, |Ug+2|- Dans la seconde phase, I'algorithme considére les bases locales avec un indice pair.
Or, la base Uy est formée (& une similitude prés) a partir des deux bases de sortie précédantes,
de la maniére suivante :

U1 = |0g), Vg1 = V|0F] + |2l

ou v suit une loi qui peut étre supposée uniforme dans Uintervalle [—1/2,1/2]. En plus, au moins
au début de l'algorithme, les deux variables |0f], |iy12| sont indépendantes. Tout ceci nous permet
d’obtenir des informations précises sur la nouvelle densité d’entrée Fy; dans la base locale Uy ;.

1.1.2 La suite de I’évolution du rapport de Siegel.

Nous aimerions pouvoir “suivre” ’évolution des densités des bases locales tout au long de
I’exécution de l'algorithme LLIL-IMPAIR-PAIR. Beaucoup de questions se posent & ce sujet

Cette approche est-elle suffisamment robuste pour pouvoir s’appliquer & toute ’exécution
de I'algorithme LLL-IMPAIR-PAIR ? Bien entendu, au milieu de ’algorithme, les deux variables
U5, Ug42 ne sont plus indépendantes. Sont-elles “trés” dépendantes 7 Peut-on réutiliser 'argument
pour les itérations suivantes ?

Est-ce vrai que les variables v au début de la phase ont une distribution proche de la distri-
bution uniforme sur [—1/2,1/2] ? Les résultats expérimentaux de Nguyen et Stehlé [60] montrent
que ce n’est pas le cas, de méme que les expérimentations (communication personnelle) de Lhote,
mais que cette distribution est sans doute quasi-uniforme....
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1.2. Modélisation par des tas de sable.

1.2 Modélisation par des tas de sable.

Dans cette section, nous présentons un modéle simplifié pour ’algorithme LLL, proposé trés
récemment par Madritsch et Vallée [51].

1.2.1 Algorithme LLL avec version de Siegel.

L’évolution de l'algorithme LLL, appliqué sur une base B = (by,...,b,) est principalement
décrit par les rapports de Siegel r; = £;41/4;, pour i € {1,...,n — 1}, ou ¢; = |b}| est la norme
de I’i-éme orthogonalisé de la base orthonormée de B.

Considérons, comme dans le chapitre 2] de la partie[l] deux réels ¢ > 1 et s liés par la relation

1 1 1
= —+- de sorte que s> —.

2 24 V3

Nous avons montré (chapitre [2[ de la partie |I) que la condition de s-Siegel

Ty >

: (1.1)

W | =

entrainait alors la condition de t-Lovasz

Gy +mi 6 > tlggf
Par ailleurs, les coefficients m;1; jouent un role secondaire par rapport aus longueurs de Siegel ¢;
et au rapport de Siegel 7;. Il est donc usuel de considérer la variante dite de Siegel de I’algorithme
LLL, otu les opérations sont les mémes que dans ’algorithme usuel, mais ot le test de sortie, celui
de Siegel, est 1égérement plus faible que le test usuel, celui de Lovész. La base de sortie sera de
qualité un peu moindre. Remarquons cependant que les propriétés qu’on sait prouver sur une
base réduite au sens de Siegel sont les mémes que celles qu’on sait prouver sur la base de sortie
de l'algorithme LLL usuel.
L’algorithme est décrit dans la figure (1.2

LLL (s)  [s>2/(V3)]

Entrée. Une base B d’un réseau L de dimension n.
Sortie. Une base B de L, s-Siegel réduite

Calculer la base B* et la matrice P.
1:=1;
Tant que ¢ < n faire
1- Translation (i + 1,7);
2-Si liy1>(1/s)¢;, alors i :=i+1
sinon Echange (i + 1,1)
Récalculer (B*,P);
i:=max(i—1,1);
Translations finales.

FI1GURE 1.2 — Description de I'algorithme LLL avec des conditions de Siegel.

On rappelle que I'exécution de 'algorithme LLL effectue des translations et des échanges,
de fagon a assurer que tous les rapports de Siegel r; soient minorés par 1/s. Alors que les
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Chapitre 1. Retour a l'analyse de l’algorithme LLL

translations ne changent pas la longueur des orthogonalisés ¢;, les échanges modifient la longueur

de ces orthogonalisés. Aprés un échange entre les vecteurs b; et b; 1, quand la condition de Siegel

n’est pas vérifiée, les nouvelles valeurs ¢; et £; 11 des orthogonalisés vérifient

V 2,

li=pl; avec p* = ZE; + i (1.2)
(2

72 .= Z?_H + m?+1€?, de sorte que

alors que 'invariance du déterminant implique la relation fifi+1 = {lil;11, et donc I'égalité l@url =
(1/p)liy1. Par ailleurs, la condition de propreté |m;y1:| < 1/2, et le fait que la condition de
Siegel n’était pas vérifiée auparavant impliquent que

by 1 /3 1 1

‘. < 5 < 76'5 donc p < po(s) avec po(s)= 2 + 1< 1. (1.3)

Pour mieux voir ce qui se passe, on adopte un point de vue additif, en posant
qi ‘= logs l;.

La condition de Siegel devient alors ¢; < g;4+1 + 1, et ’échange dans l'algorithme LLL se récrit
comme

If ¢>q1+1, then [¢=gq¢ +log,p, Git1 = qi+1 — log,p].

1.2.2 Hypothése simplificatrice de régularité.

La simplification principale consiste a supposer que ’exécution de ’algorithme est réguliére
et que p est constant tout au long de I'exécution de I'algoritthme. On pose alors

o = —log, p,
de sorte que a > —log, po(s) > 0. L’algorithme LLL devient alors un modéle de tas de sable,
If ¢>dqi+1+1, then [§i=q¢ —a, Giv1=q+1+al
ou, si on travaille avec les rapports de Siegel et qu’on pose
¢ = —log i = ¢it1 — G,
il devient un jeu de tir[]
If ¢ >1, then [¢;=c¢ —2a, ¢&11=cit1+al

Les versions régularisées de LLL, en version “multiplicative” et “additive” (pour le tas de
sable) sont décrites dans la figure

1.2.3 Arguments en faveur de I’hypothése de régularité

Evidemment, les exécutions de ’algorithme LLL ne peuvent pas étre exactement réguliéres,
et ’hypothése d’une constante o universelle qui apparaitrait dans toutes les exécutions de I'algo-
rithme sur tous les modéles d’entrées possible est bien trop forte. Ici, nous cherchons & répondre
aux questions suivantes :

7. chip-firing game en anglais.
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1.2. Modélisation par des tas de sable.

RLLL (p, s)
with s > 2/V/3, p < po(s) < 1

Entrée. Une suite (Aél,AZQ, .. 'AE")
Sortie. Une suite ({1,£2,...4;)
avec i1 > (1/s)l;.

ARLLL («) avec a > ap(s).

Entrée. Une suite (q1,q2, - .- qn)
Output. Une suite (41, G2, - .- Gn)
with ¢; — g1 < 1.
1:=1;
Tant que ¢ < n faire
Si qA,L - CjiJrl < 1, alors i :=
i+1

1:=1;
Tant que ¢ < n faire
Si 41 > (1/s)¢;, alors i :=
1+ 1 .
sinon ¢; := ¢; — «;
qi+1 = Gi+1 + &;
i:=max(i — 1,1);

sinon ¢; := p/{;;

biv1 = (1/p) liy1;
i:=max(i—1,1);

FIGURE 1.3 — Les versions régularisées de I’algorithme LLL. A gauche, la version multiplicative, qui
dépend des paramétres s, p, avec po(s) défini en (1.3). A droite, la version additive, qui dépend du
parameétre « := log, p, avec ag := — log, po(s)

(1) Pourquoi est-ce est plausible de considérer que « est fixe durant une exécution de 1'algo-
rithme ?

(7i) La valeur de o dépend-elle du modéle probabiliste d’entrée ? Si oui, comment ?

Nous donnons ici un certain nombre d’arguments avancés par les auteurs.

Si les coefficients m; 11,1 sont presque uniformes. Tout d’abord, dans I'expression de p donnée
dans , les coefficients m;41; jouent un role trés secondaire par rapport aus longueurs de
Siegel ¢; et au rapport de Siegel r;. C’est pour cela que Madritsch et Vallée supposent que ces
coefficients mj41; distribués uniformément en [—1/2,1/2], et indépendants des rayons de Siegel
r;. Dans un tel cas, la valeur moyenne de m?_H,i est 1/12. On peut donc fixer m?_i_l,i a1/12
en tant qu’hypothése simplificatrice. Si on choisit pour s la valeur maximale s = s = 2/v/3
(correspodant a t = 1), alors le paramétre « vérifie

1 3 1 ) 1 5 1 1 1
R AVRETY R E T T A STy &

et o varie dans l'intervalle [0.63; 8.64].

Le cas de la dimension 2 et la modéle a valuation. Dans le cas de la dimension 2 et de la
distribution avec valuation € (il y a un conflit de notation avec le rapport de Siegel, et la valuation,
notée préceédemment r, est maintenant notée #), nous avons montré dans le théoréme que le
nombre d’itérations P de l'algorithme de Gauss suit asymptotiquement une loi géométrique de
rapport A(2 + 6), ot A(s) est la valeur propre dominante de 'opérateur H,. On a donc

—log,P[K > k| ~ klog \(2 + 6)

Par ailleurs, en dimension 2, et dans le vocabulaire complexe, le rapport de Siegel n’est autre
que la partie imaginaire y = Sz, et dans le modéle a valuation 8 > —1, on a par définition
Ply <z]=2T"  pourz €[0,1]
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Chapitre 1. Retour a l'analyse de l’algorithme LLL
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FIGURE 1.4 — La distribution du paramétre (1/n)logyy(B) en fonction de la dimension n. Les

valeurs expérimentales de (1/n)log, v(B) paraissent appartenir & un petit intervalle centré en
0.03.

Ce qui, dans le jeu de tir s’écrit additivement en
Plec > kH] = exp[—(0 + 1)k H]
Donc, si a est supposé constant, on a
—log, P[P > k] ~ —log,Plc > kE[a]] ~ E[a](0 + 1)k

et donc, la valeur moyenne de « peut se choisir comme

1+6

Ela] ~ log,(A(2+0)).

On utilise alors deux propriétés importantes de la valeur propre dominante,

-1 , -1
1+910g)\(2+¢9)—>|)\(1)| 0 — —1), 50

log A\(2 4 0) — 2log(1 +v2) (6 — o),

ou [N (1)] =~ 3,41 est l'entropie de I'algorithme d’Euclide. Sous I’hypothése de régularité, on en
déduit que la valeur moyenne de « vérifie

_ glog(l +v?2)

pla ~ B0 0— -1, o)~ 2T

log s

(0 — 0).

Cela entraine que, en dimension 2, et pour s = sp (valeur maximale de s), la valeur moyenne
E[a] varie dans l'intervalle [14, 23] selon la valuation du modéle dans lequel on se place.

Un argument supplémentaire en dimension 2. Dans ce cas, on peut travailler avec deux éléments
de C (voir chapitre [I| de la partie , et supposer que by := {1 et by := mg1l; + ily. Dans ce
cas, le rapport p défini en est exactement p = |ba/b1|?, et dans le cas de la distribution
d’Ajtai de paramétre 6, le parameétre « suit approximativement une loi exponentielle, de la forme
Pl < u] = e~*+1) | qui prouve que « est assez concentré.
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1.2. Modélisation par des tas de sable.

1.2.4 Reésultats dans le modéle simplifié.

Les résultats dans le modeéle simplifié décrivent ce qui se passe pour des exécutions de 1’al-
gorithme LLL pendant lesquelles le facteur de décroissance est constant et égal a p. Des telles
exécutions sont appellées p-réguliéres.

Nous rappelons que, dans ce cas, 'exécution de ’algorithme en dimension n peut étre vu
comme un modéle de tas de sable Q,(q,1,«) avec paramétre a := —log, p, et configuration
initiale q := (log, ¢1,...,log, ¢,) dont les composants ¢; = log, ¢; sont reliés aux longueurs ¢;
de la base orthogonalisée B* de la base d’entrée B. Les objets principaux du modéle de tas de
sable, a savoir I’énergie E(q) ou la masse totale M(q) sont liés de fagon proche aux principales
caractéristiques de la base d’entrée, a savoir le potentiel D(B) ou le déterminant det(B), puisque
I'on a

E(q) =log, D(B),  M(q) = log,det(B).

Dans le modéle simplifié, Madritsch et Vallée étudient le nombre d’itérations pour des bases
totalement-non-réduites, pour lesquelles la i-éme condition de s-Siegel (1.1]) n’est satisfaite en
entrée pour aucun i. Dans ce cas, le jeu de tir satisfait ¢; > 1, et le tas de sable est strictement
croissant.

Ils obtiennent deux principaux résultats dans ce modéle, I'un sur le nombre d’itérations de
I’algorithme, "autre sur un paramétre de la géométrie de sortie.

Nombre d’itérations. Les auteurs analysent le cas oil la base d’entrée est distribuée selon une
distribution de valuation 6.

Théoréme 1.1. Considérons une base d’entrée B, qui suit une distribution d’Ajtai de paramétre
0. Si lexécution de lalgorithme LLL en dimension n est p—réguliére sur la base B, alors le nombre
d’itérations K,, de lalgorithme LLL sur la base B satisfait

nd [ P
Kn(p.0) ~ 5 <l_pg+1> : (1.4)

L’équivalent peut se comparer & la borne supérieure que Daudé et Vallée ont obtenue
dans le modéle sphérique. comme nous ’avons rappelé dans le théoréme de la partie [
Cette borne supérieure est en en O(n?logn), et ’équivalent donne un nombre d’itérations
asymptotiquement plus grand que la borne de Daudé et Vallée. Cela est raisonnable, puisque le
modéle sphérique donne lieu & des modéles avec des valuations trés grandes, dés qu’on s’éloigne
des bases de la fin (voir chapitre |3| de la partie [I)). Si, dans le modele d’Ajtai, on choisit une
valuation 6 de la forme 6 = —1 4+ n™%, avec a positif, comme I’a fait historiquement Ajtai, le
nombre d’itérations K, est en ©(n37%), ce qui est en accord avec les expérimentations de Nguyen
et Stehlé [60].

Géométrie de la sortie. A la fin de I'algorithme, par définition, tous les rapports de Siegel
7; ont une valeur minorée par 1/s. Mais, les auteurs se posent aussi la question que nous nous
étions déja posée a la fin du chapitre [3] de la partie[[]: Que peut-on dire de la valeur moyenne de
ces rapports de Siegel 7; 7 Est-elle proche de 1/s 7 Ils étudient en particulier le paramétre v dont
nous avions parlé dans le chapitre [3] de la partie [[} défini par
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Chapitre 1. Retour a l'analyse de l’algorithme LLL

La distribution du paramétre v dépend-elle de la distribution d’entrée, et en particulier de la
valuation de la distribution d’entrée ? Nous savons que la distribution du défaut d’Hermite dépend
de la valuation d’entrée en dimension 2. Mais est-ce généralement le cas 7 Nous avons aussi évoqué
cette question dans le chapitre [3] de la partie [[}

Dans le cas d’une exécution p—réguliére, Madritsch et Vallée montrent que, pour chaque indice
i pour lequel entrée ne satisfait pas la condition Ss(i), le rapport de Siegel 7; de sortie satisfait

ps < —=— <s. (1.5)

Quand la base d’entrée est donc totalement non-réduite, le premier vecteur by de la base de sortie
B vérifie donc, avec 1}

_ - b|| _
) D/2 « (B ::Hil < g(n=1)/2.
p(s-p) <7(B) et ) =

Les auteurs ont donc prouvé :

Théoréme 1.2. Considérons une base totalement non réduite sur laquelle l’exécution de [’al-

gorithme LLL-Siegel (pour le parameétre s) est p-réguliere. Alors, le parameétre y(B) défini dans
l’équation de la partz’elZI satisfait

— log v(B) € [log s + log p, log s]. (1.6)

Nous voyons que ce résultat est, lui, et contrairement & celui qui précéde, indépendant de la
distribution d’entrée. Il dépend seulement du degré de régularité de ’exécution. Ce résultat est
compatible avec les expérimentations faites par Nguyen et Stehlé [60]. La figure dont nous
avions déja parlé au chapitre 3] de la partie [} montre qu’il y a une valeur moyenne 3 ~ 1.04, telle
que, pour la plupart des bases de sortie E, le rapport '7(3) est proche de S~ Y/2, La relation
B ~ s,/p est donc plausible, ce qui montrerait (indirectement) que la valeur p “usuelle” serait
proche de 0.81.
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Conclusion

Nous résumons maintenant les contributions de cette thése.

Tout d’abord, nous avons introduit un modéle réaliste, celui d’'une densité avec valuation,
qui permet de donner un cadre unificateur qui rassemble des instances de difficulté variable par
rapport au probléme de la réduction. Dans ce modéle, nous avons mené une étude probabiliste
compléte et précise de la complexité et de la qualité de sortie de l'algorithme de Gauss. Nous
avons décrit la transition entre 'algorithme de Gauss et I'algorithme d’Euclide. Dans notre étude
de la complexité, nous avons repris le cadre de ’analyse dynamique, que nous avons adapté a
I’étude de ce modéle & valuation.

Dans le cas de l'algorithme de Gauss, nous montrons que la distribution de toute une classe
de coiits naturels, dits additifs, est asymptotiquement géométrique. Ce résultat généralise le
résultat de Daudé, Flajolet, et Vallée, qui avaient démontré ce résultat, seulement pour le nombre
d’itérations, et dans le cas d'une densité uniforme. Nous prouvons que la raison de cette loi
géométrique est reliée aux propriétés spectrales de 'opérateur de transfert associé. Ce résultat
exhibe une différence de comportement trés importante entre les deux algorithmes (Gauss et
Euclide), puisque les mémes cotits ont une distribution asymptotiquement gaussienne, dans le
cas de l'algorithme d’Euclide. Nous étudions aussi la complexité binaire des deux algorithmes.
Elle est linéaire dans le cas de I'algorithme de Gauss, et quadratique dans le cas de 'algorithme
d’Euclide. Lorsqu’on biaise la distribution d’entrée de ’algorithme de Gauss en donnant plus de
poids aux entrées colinéaires, on s’approche alors de I'ordre quadratique de la complexité en bits
de I'algorithme d’Euclide.

L’étude de la géométrie de sortie a repris les travaux de Laville et Vallée [45], qui avaient
déja étudié deux paramétres, premier minimum et défaut d’Hermite, mais uniquement dans le
cas d’une densite uniforme (cas de la valuation nulle). Nous leur avons donné a la fois un cadre
unificateur et plus général. Nous avons introduit un paramétre supplémentaire, le deuxiéme
minimum orthogonalisé, que Laville et Vallée n’avaient pas envisagé, et qui peut jouer un roéle
trés important dans l'analyse de ’algorithme LLL. Nous avons conduit cette analyse dans le
cadre d’une valuation quelconque.

Ces résultats permettent d’élaborer une premiére stratégie pour 'analyse de l’algorithme
LLL. Dans la variante LLL-IMPAIR-PAIR, la sortie d’'une phase de I'algorithme est ’entrée de
phase suivante, nous pouvons ‘réinjecter” & chaque phase les résultats de notre analyse dans
chaque base locale. Nous avons ainsi un premier accés & ’évolution de la distribution sur les
bases locales. Cette approche peut étre assemblée avec ’analyse par modéle de tas de sable
proposée trés récemment par Madritsch et Vallée [51].

Pour l'instant, néanmoins, ces approches en sont & leur tout début. Une analyse de 1’algo-
rithme LLL présente certainement de trés grosses difficultés techniques. Cette thése vise juste a
apporter une pierre a I’édifice qu’il faut construire pour espérer conduire ’analyse de LLL & son
terme.
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