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Introduction générale

« Dans la vie, rien n’est à craindre, tout est à

comprendre... »

Marie Curie
(Our Precarious Habitat, M. Benarde −1973)

L’objet de cette thèse est l’étude fondamentale de l’émission électronique sous vide par effet
de champ depuis des micro/nanostructures métalliques ou semi-conductrices. Plus précisément,
l’accent sera mis sur l’analyse temporelle des mécanismes d’échauffement qui ont lieu au cours de
l’émission électronique de ces structures. L’émission par effet de champ est un moyen d’extraire des
électrons d’un matériau conducteur par effet tunnel en plongeant ce matériau dans un champ élec-
trique intense. Ce phénomène est à distinguer des deux autres mécanismes d’émission habituel :
l’émission photo-électrique et l’émission thermoïonique.

Présentation du phénomène physique

En se plaçant dans le cadre de la théorie de Sommerfeld, on peut décrire les électrons de conduc-
tion comme un gaz parfait piégé dans une cuvette de potentiel simulant la force d’attraction subie
à l’interface métal-vide par un électron témoin. À température ambiante, l’énergie thermique maxi-
male des électrons peut être prise pratiquement égale au niveau de fermi ϵF . L’énergie manquante
pour qu’un électron ayant cette énergie puisse sortir du puits de potentiel est le travail de sortie ϕ. La
figure 1 schématise dans ce formalisme les trois mécanismes d’émission électronique.

Le principe de base de l’émission photo-électrique est d’apporter l’énergie manquante aux élec-
trons par le biais d’un rayonnement électromagnétique à la bonne fréquence. L’énergie ainsi transfé-
rée aux électrons leur permet de passer au-dessus la barrière de potentiel. Dans le cas de l’émission
thermoïonique, c’est l’augmentation de l’agitation thermique qui permet à une petite portion des
électrons d’acquérir suffisamment d’énergie pour sortir de la cuvette. On formalise généralement ce
mécanisme par le biais de la fonction d’apport ± ou supply function en anglais ± qui donne la va-
riation avec la température de la densité de flux d’électrons arrivant à l’interface métal vide à une
énergie cinétique normale donnée. Enfin, le troisième mécanisme est l’émission par effet de champ.
En appliquant un fort champ électrique à la surface du métal, on modifie la forme de la barrière de
potentiel. Pour un champ constant, la barrière de potentiel devient triangulaire au premier ordre.
Si le champ est suffisamment intense (de l’ordre du GV/m), l’épaisseur de la barrière perçue par les
électrons incidents à une énergie normale autour du niveau de Fermi peut atteindre le nanomètre.
La probabilité de passage par effet tunnel devient alors suffisamment grande pour permettre l’extrac-
tion d’un courant.

Pour obtenir une extraction notable, il faut cependant que le champ soit supérieur à quelques
gigavolts par mètre alors que les champs électriques des dispositifs ultra haute-tension modernes ne
dépassent que rarement la centaine de mégavolts par mètre (0.1 GV /m) en configuration DC. Pour-
tant, l’émission électronique par effet de champ a été envisagée pour la fabrication de source à rayon
X dès le début du 20e siècle [1] et a depuis aussi été mise en cause dans des mécanismes de claquage
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FIGURE 1 ± Schémas des différents mécanismes élémentaires d’émission dans le cadre de la théorie
de Sommerfeld. (a) : absence d’émission à température ambiante et en l’absence de champ et de
rayonnement. (b) : émission photo-électrique. (c) : émission thermoïonique. (d) : émission de champ.
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FIGURE 2 ± Émission par effet de champ induite par le renforcement géométrique du champ élec-
trique au sommet d’une pointe. (a) : Au sommet de la pointe, la compression des isopotentielles
(courbes noires) mène à un fort facteur de renforcement de champ β ≫ 1. À la base de la pointe,
l’écartement des isopotentielles réduit le champ électrique (β≪ 1). (b) : Le renforcement du champ
local F par effet de pointe peut permettre l’émission d’électron avec un champ global E inférieur au
gigavolt par mètre.
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FIGURE 3 ± (a) : Micrographie d’une pointe en tungstène obtenue par gravure électrolytique utilisée
comme source d’électron par effet de champ pour des microscopes électroniques. Le rayon au som-
met est de l’ordre de la centaine de nanomètres. (b) : Source d’électrons développé par Thales, basé
sur l’émission par effet de champ depuis un réseau régulier de nanostructure de carbone. 1 : Photo-
graphie de la puce (1 cm par 1 cm) gravée sur une surface centrale de 1 mm2. 2 : Image au microscope
électronique à balayage du réseau d’émetteur. 3 : Zoom sur un émetteur typique. Le rayon au sommet
est de quelques dizaines de nanomètres.

électrique sous vide [2, 3]. L’émission significative d’électrons par effet de champ dans ces cas est en
fait permise par le renforcement de champ géométrique au sommet d’une pointe, comme schéma-
tisé sur la figure 2. Le facteur de renforcement de champ noté β est le rapport E/F entre champ global
E (en l’absence de pointe) et champ local F (avec la pointe).

Contexte et domaines d’intérêts

Dans le cadre de la conception de sources d’électrons, de tels pointes sont volontairement usinées
à l’échelle micro/nanométrique pour obtenir un bon renforcement de champ sur une large surface.
Meilleur est le renforcement, plus il sera aisé d’atteindre le champ d’allumage de la source. Plus la sur-
face d’émission est large, meilleure sera l’intensité de la source. La figure 3 montre deux exemples très
différents de source à effet de champ. La première est une pointe en tungstène obtenue par gravure
électrolytique utilisée comme source d’électron pour des microscopes électroniques [4]. Sa hauteur
d’une centaine de micromètres est quasiment mille fois plus grande que son rayon, de l’ordre d’une
centaine de nanomètres. Cette géométrie permet aisément de gagner deux ordres de grandeur sur
le champ électrique au sommet, mais limite en revanche le courant total du fait de la faible surface
d’émission. Pour pallier l’antagonisme entre fort renforcement de champ et large surface d’émission,
une possibilité est d’opérer en parallèle un grand nombre de pointes bien profilées. C’est la stratégie
des réseaux d’émetteurs à effet de champ ± FEA pour Field Emitter Arrays en anglais ± employée dans
le deuxième exemple : une source d’électron développée par Thales basée sur l’émission par effet de
champ depuis un réseau régulier de nanostructures de carbone. En multipliant les sites émissifs sur
une large surface, le gain en courant des FEA permet de concevoir des sources à effet de champ ca-
pables de remplacer les traditionnelles sources thermoïoniques pour des applications de production
de rayon X [5] ou d’amplification d’ondes électromagnétiques dans les tubes électroniques [6].

Dans le cadre du claquage électrique sous vide, les pointes à l’origine de l’émission électronique
sont en fait des aspérités de surface indésirables. La figure 4 montre comment une cathode insuffi-
samment polie peut naturellement présenter un grand nombre d’aspérités à sa surface. Des aspérités
peuvent aussi apparaitre à la suite d’un choc, d’une rayure ou même d’un précédent claquage, au ni-
veau du pied de l’arc électrique. Enfin, des pointes nanométriques peuvent aussi émerger à la surface
d’aspérités micrométriques préexistantes par électromigration avec l’application de champs particu-
lièrement intenses (supérieurs à la dizaine de gigavolts par mètre), généralement des champs pul-
sés ou oscillants [8]. Si l’émission électronique peut dans ce cas perturber l’opération des dispositifs
haute-tension, c’est en fait l’échauffement des aspérités qui pose un véritable problème. Cet échauf-
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FIGURE 4 ± Images au profilomètre 3D de l’état de surface d’une électrode en inox 316L après diffé-
rents traitements. La surface scannée mesure 124×94 µm2. (a) : Polissage au papier de silice jusqu’à
une taille de grains de 35 µm. (b) Polissage au papier de silice jusqu’à une taille de grains de 15.3 µm

suivi par un polissage au diamant avec une taille de particule de l’ordre du µm. (c) état de surface
d’une électrode après claquage (court-circuit entre les électrodes). Les images proviennent de la thèse
de K. Almaksour [7] (in ref. Fig. 67 et 87).

fement a deux origines. Une origine classique qui n’est autre que le chauffage résistif : l’effet Joule. Et
une origine quantique reliée au bilan énergétique dans l’émetteur entre les électrons émis au som-
met et les électrons en provenance de la cathode qui les remplacent : l’effet Nottingham. Ces deux
mécanismes étant directement reliés à la circulation d’un courant induit par l’émission de champ, on
regroupe généralement leurs effets combinés sous le terme d’autoéchauffement de l’émetteur. L’élé-
vation locale de température qui en résulte peut provoquer un dégazage ou aller jusqu’à enclencher
l’évaporation d’une partie de l’aspérité. Le gaz ainsi libéré risque d’être ionisé par les électrons pré-
sents et, par voie de conséquence, d’initier un arc électrique responsable du claquage.

Pour les sources d’électrons, l’autoéchauffement au cours de l’émission par effet de champ peut
mener à la destruction thermique des émetteurs et causer une dégradation prématurée de la source.
En fait, avec l’élévation de la température, la combinaison d’un apport d’électron à plus haute énergie
et l’abaissement du sommet de la barrière de potentiel induite par le champ extérieur (abaissement
Schottky ∆ϕ sur la figure 1d) intensifient l’émission qui entre alors en régime d’émission par effet de
champ thermoassisté ± ou émission thermochamp pour reprendre l’expression courante thermo-field

emission en anglais. À partir de là, l’élévation de la température augmente la contribution thermique
à l’émission qui augmente l’autoéchauffement. Cette boucle de rétroaction positive peut heureuse-
ment être contrebalancée par une dissipation suffisante de la chaleur vers la cathode et éventuel-
lement le passage à un effet Nottingham refroidissant une fois le bilan énergétique entre électrons
de remplacement et électrons émis devenu négatif. Ce dernier ingrédient (l’inversion de l’effet Not-
tingham) rend toutefois l’étude de l’autoéchauffement particulièrement complexe comme nous le
verrons dans ce manuscrit.

Objectifs et apports de la thèse

L’étude expérimentale de l’autoéchauffement des émetteurs et de leur destruction thermique,
bien que riche [2, 9, 10, 11], n’offre qu’une mesure macroscopique des grandeurs mises en jeu. L’accès
à une mesure fine des grandeurs locales nécessiterait une résolution spatiale de quelques dizaines de
nanomètres et la possibilité de jongler de la microseconde à la nanoseconde. Par ailleurs, l’occurence
de claquages électriques endommagerait rapidement les dispositifs de mesures dont la précision va
généralement de pair avec une grande fragilité.

C’est là qu’entre en jeu la modélisation numérique. L’autoéchauffement étant régi par les équa-
tions bien connues de la chaleur et de la conservation de la charge, il suffit d’y ajouter un modèle

4
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d’émission électronique détaillé pour obtenir une description relativement complète du phénomène
physique. La résolution numérique de ce modèle permet alors de déterminer les échelles de temps et
d’espace pertinentes relatives à chaque grandeur, d’évaluer et comparer les amplitudes de ces gran-
deurs et ainsi de dégager les tendances générales qui peuvent expliquer les observations macrosco-
piques des expériences.

L’objectif de cette thèse est de s’appuyer sur un tel modèle d’émission électronique par effet de
champ pour améliorer la compréhension fondamentale de l’autoéchauffement des émetteurs. L’idée
est de mettre à profit la puissance d’une station de travail moderne aujourd’hui suffisante pour offrir
une analyse temporelle détaillée de l’autoéchauffement et une résolution sur des géométries 3D, deux
élements jusqu’à récemment mis de côté.

Contexte de recherche

Cette thèse s’inscrit dans le cadre d’une collaboration entre le laboratoire de Génie électrique
et électronique de Paris et le laboratoire de Physique des Gaz et des Plasmas, deux laboratoires de
l’université Paris-Saclay respectivement impliqués dans l’étude des claquages électriques et l’étude
des sources de particules pour la thématique des dispositifs ultra haute-tension sous vide, comme
les accélérateur de particules, les interrupteurs sous vide ou les machines à fusion type Tokamak.
En parallèle, la fin de cette thèse s’est ouverte sur une voie de collaboration public-privé, avec une
équipe du groupe Thales Recherche & Technologie qui développe depuis plus de dix ans une source
d’électron basée sur l’émission par effet de champ depuis un réseau de nanostructure de carbone.

Structure du manuscrit

Le chapitre 1 reprend de manière chronologique les étapes principales de la compréhension du
phénomène d’émission par effet de champ jusqu’à l’établissement du paradigme théorique actuel.
Dans un second temps, le chapitre donne une vision historique du développement des sources à
effet de champ à travers les technologies clés qu’elles ont contribué à améliorer, voire rendues pos-
sibles. L’implication du phénomène dans les mécanismes de claquage est aussi passée en revue.

Le chapitre 2 présente l’algorithme numérique utilisé pour obtenir l’ensemble des résultats de
cette thèse. Il détaille en profondeur les fondations théoriques de notre modèle d’émission électro-
nique et discute ses hypothèses (certains développements théoriques sont placés en annexes). Il re-
prend aussi point par point la résolution multiphysique en géométrie 3D par la méthode des éléments
finis.

Le chapitre 3 expose l’évolution temporelle de l’autoéchauffement et discute l’établissement d’un
équilibre en régime permanent à travers une série de résultats obtenus pour un émetteur en géomé-
trie 2D axisymétrique. Le chapitre aborde aussi le concept de tension de préclaquage et de destruc-
tion thermique des émetteurs et s’achève sur la mise en évidence d’un phénomène de bistabilité
thermique jamais documentée jusqu’ici, lié à l’emballement du chauffage résistif et l’inversion de
l’effet Nottingham.

Le chapitre 4 se concentre sur la modélisation en trois dimensions de plusieurs pointes émettant
en parallèle. Par la prise en compte des effets thermiques, une première partie remet en perspec-
tive la notion d’espacement optimal dans les réseaux d’émetteurs décrit par de nombreux travaux
de modélisation purement électrostatique. Une seconde partie est ensuite dédiée à l’étude de l’éta-
blissement d’un couplage thermique entre émetteurs à proximité au cours de l’émission de champ
thermoassisté, une interaction jamais étudiée jusqu’ici. Les implications de cette interaction sur le
courant sont discutées.
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Le chapitre 5 justifie, sur la base des résultats du chapitre 4 sur le couplage thermique, une mé-
thode de réduction de dimension permettant de simuler indépendamment l’échauffement de chaque
émetteur en géométrie 2D axisymétrique de manière approchée. L’erreur résiduelle associée à cette
simplification est évaluée et un domaine de confiance est donnée pour la validité de l’approximation.

Le chapitre 6 propose de mettre à profit cette méthode pour modéliser l’émission simultanée
d’un grand nombre de nanostructures de carbone, reprenant les caractéristiques des émetteurs à ef-
fet de champ utilisé dans la source d’électron type FEA développée par Thales. Après une analyse
de la stabilité thermique d’un émetteur individuel, le chapitre analyse l’influence de la statistique de
croissance des nanostructures sur les performances d’émission de la source.

Le manuscrit s’achève sur une conclusion générale qui résume point par point les principaux
résultats de cette thèse et s’ouvre sur les perspectives pour de futurs travaux.
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Chapitre 1

Développement du cadre théorique et état
de l’art technologique de l’émission
électronique par effet de champ

« L’histoire, si on la considérait comme autre

chose que des anecdotes ou des dates,

pourrait transformer de façon décisive

l’image de la science dont nous sommes

actuellement empreints. »

Thomas Khun
(La Structure des révolutions scientifiques

− 1962)
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1.3 Émission électronique par effet de champ et claquage électrique sous vide . . . . . . 21

L’émission électronique par effet de champ est un phénomène qui a occupé les physiciens pen-
dant plus d’un siècle. Sa compréhension théorique a été une des premières réussites de la mécanique
quantique et sa maitrise technologique a ouvert de nombreuses applications. Ce chapitre résume
dans un premier temps la chronologie des résultats expérimentaux et développements analytiques
ayant abouti au cadre théorique moderne décrivant le phénomène d’émission électronique par effet
de champ. Nous détaillons ensuite les implications technologiques de ce phénomène à travers une
revue des applications principales ± passées et actuelles ± qu’il a permis d’améliorer, voire tout sim-
plement de concevoir. Enfin, la dernière section propose une courte revue de littérature des différents
scénarios dans lesquelles l’émission de champ depuis le sommet d’aspérités indésirables à la cathode
est supposée être à l’origine du claquage électrique.

1.1 Des premières observations de l’émission de champ à l’établissement
d’un cadre théorique

Il est utopique d’espérer pouvoir donner une date précise unique pour la découverte d’un nou-
veau phénomène ou d’un nouvel objet scientifique. D’ailleurs, il est tout aussi délicat d’attribuer ces
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FIGURE 1.1 ± (a) Schéma de J. F. Hartmann dans son écrit de 1766 (Electrische Experimente im luftlee-
ren Raum) des expériences de Winkler avec des tiges métalliques chargées sous vide. Crédit : Christian
Kleint [1] (in ref. Fig. 11). (b) Photographie d’une pompe à air de Jan Van Musschenbroek (fin 18e) très
similaire à celle utilisée par Winkler. La pompe est reliée à une cloche en verre sur socle de métal.
Crédit : blog du Musée Boerhaave à Leyde (Pays-Bas).

découvertes à seulement quelques grands personnages quand on connait la véritable aventure hu-
maine qu’est la Recherche scientifique. Pour des contraintes évidentes de temps et d’espace cepen-
dant ± cette thèse n’ayant pas vocation à être soutenue en histoire des sciences ± il est souvent d’usage
de faire référence à quelques événements clés résumés en quelques dates et protagonistes majeurs.
Il faut alors seulement être conscient que la vision de l’avancement scientifique qui résulte de cette
réduction (au sens du réductionnisme) est grandement biaisée.

L’avertissement ayant été donnée, tentons tout de même de résumer à travers les jalons les plus
marquant le développement historique du phénomène qui nous intéresse : l’émission électronique,
et plus particulièrement l’émission électronique induite par effet de champ (que l’on appellera sou-
vent émission de champ par abus de langage).

Si l’on se réfère aux recherches de Christian Kleint [1], les premiers travaux en lien avec l’émission
électronique remontent au siècle des Lumières, avec les expériences de Johann Heinrich Winkler à
Leipzig [2]. En particulier, une de ces expériences consistait en une pointe métallique insérée dans
une enceinte de verre, fermée par un socle métallique (Fig. 1.1a), le tout mis sous tension à l’aide
de l’électricité statique générée par les frottements du métal sur une sphère creuse de souffre solide.
L’air de l’enceinte était ensuite raréfié par le moyen des pompes à vide de l’époque (Fig. 1.1b). Notons
que l’invention de la pompe à vide - du moins de la pompe à air - remonte à la moitié du 17e siècle
[3]. Kleint parle alors de premières décharges électriques induites par émission de champ en atmo-
sphère raréfiée. Toutefois, comme le note Richard Forbes [4] (in ref. Sec. II-A), il est difficile d’être
rétrospectivement sûr qu’un courant d’électrons émis par effet tunnel soit effectivement à l’origine
des décharges observées par Winkler.

De même, il est plausible, mais reste incertain que des phénomènes d’émission électronique aient
eu lieu dans nombre des expériences qui suivirent sur les décharges électriques sous vide au cours de
la deuxième moitié du 19e siècle. En fait, les premiers tubes à vide basaient leur production d’élec-
trons sur le phénomène de décharges électriques en atmosphère raréfiée. Trois régimes de décharge
sont alors à distinguer, caractérisés par des relations courant/tension bien distinctes. En dessous de la
tension de claquage du gaz (tension au-delà de laquelle le gaz devient conducteur), les décharges sont
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produites par avalanche de Townsend (démultiplication des électrons par collision ionisante succes-
sive), comme c’est par exemple le cas dans les tubes de Crookes. Au-delà de la tension de claquage,
on passe en régime de décharge luminescente, utilisé par exemple par les tubes de Geissler. Si l’on
augmente davantage le courant au-delà de la tension de claquage, on provoque la formation d’un arc
électrique. On mentionne généralement les travaux de R.W. Wood en 1897 [5] comme les premiers
à avoir rapporté une description de ce phénomène. Rendus possibles par l’amélioration des tech-
niques de verrerie et de pompage, Wood décrit la formation d’arcs électriques entre deux électrodes
sous vide séparées d’une distance ajustable. Bien qu’une fois encore l’implication de l’émission de
champ soit incertaine, cette référence reste pertinente du fait que la mise en cause de l’émission élec-
tronique depuis des rugosités de surface dans le déclenchement d’un arc électrique inter électrode
(i.e. le claquage haute tension sous vide) est un mécanisme physique encore à l’étude aujourd’hui.

Il est par ailleurs important de noter que jusqu’à cette époque, en 1897 justement, le concept
d’électron n’existait pas encore. C’est l’étude de ces phénomènes de décharge électrique sous vide
(plus particulièrement des rayons cathodiques) qui mena J. J. Thomson à mettre en évidence le concept
d’électron (d’abord sous le nom de "corpuscule" [6]) comme particule de masse fixe et sous-constituante
des atomes. Son discours du 30 avril 1897 devant la Royal Institution et la publication qui en découle
[7] posent la première brique de l’explication théorique moderne de l’émission électronique.

En 1901, prenant appui sur la théorie cinétique des gaz et la thermodynamique, O. W. Richardson
[8, 9] traduit les implications de l’électron en une loi théorique exprimant le courant thermoionique
en fonction de la température du métal : I ∝ T

1
2 exp

(

−ϕ/kB T
)

, qu’il corrige par la suite en la formule
bien connue aujourd’hui de l’émission thermoionique :

IRD = AG T 2 exp

(

−
ϕ

kB T

)

(1.1)

où AG est la constante de Richardson 1, kB est la constante de Boltzmann et ϕ le travail de sortie.

Peu de temps plus tard, Albert Einstein publie son désormais très célèbre article de 1905 [11, 12],
reliant l’émission photo-électrique ± initialement observé en 1887 par Heinrich Hertz [13] ± à l’ex-
traction d’un électron par un photon (quanta d’énergie électromagnétique) d’énergie supérieure à
son travail de sortie.

Pour ce qui est de l’émission électronique par effet de champ, il faut attendre 1910 pour que Franz
Rother et Julius Edgar Lilienfeld mettent en évidence l’émission d’électrons sous l’effet d’un champ
électrique intense à température ambiante [14], bien en deçà des températures requises pour l’émis-
sion thermoionique. Ils nommeront dans un premier temps cet effet l’émission autoélectronique.
S’en suit une série d’expériences sur la mise au point de tubes à rayon X basées sur des décharges
électriques induites par émission autoélectronique, avec des courants de plusieurs milliampères pour
des tensions de plusieurs kilovolts [15].

En 1923, Schottky, qui avait observé l’augmentation des courants de saturation thermique par
l’application de champs forts, suggère que l’émission autoélectronique pourrait être en substance
une émission d’origine thermique avec un travail de sortie diminué par la présence du champ élec-
trique. Mais les mesures expérimentales gagnant en précision, les travaux de Millikan et Eyring en
1926 [16] puis de Millikan et Lauritsen en 1928 [17] permettent d’établir une relation empirique entre
courants émis IML et champ appliqué F qui invalide les prédictions théoriques de Schottky :

IML = C exp

(

−
b

F

)

, ⇒ ln(IML) ∝
1

F
(1.2)

là où les implications théoriques de Schottky prédisaient un logarithme du courant proportionnel à la
racine carrée du champ [16] (in ref. Fig. 5). Les courants mesurés proviennent de filaments de tungs-

1. La valeur précise de la constante AG pose en revanche encore question. Il est aujourd’hui communément admis
de l’écrire sous la forme AG = λR A0 avec A0 = 4πmek2/h3 une constante universelle reliée à la supply function et λR un
facteur correctif lié au matériau [10].
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tène thoriés soumis à des champs allant jusqu’à deux dixièmes de gigavolt par mètre (∼ 0.2 GV /m).
Millikan et Eyring parlent alors de "courant de champ" ("field-current" en anglais). En revanche, les
mesures montrent que l’émission provient de sites isolés. La position et l’intensité de ces sites sont
toutefois modifiées par des processus de conditionnement ce qui mène les auteurs à conclure que
ces sites correspondraient à des aspérités de surface qui renforcent le champ à leur sommet :

« In explanation of these results, it is suggested that the field currents are due to conduction

electrons pulled from minute peaks on the surface, the fatigue effects of both current treatment

and heat treatment being due to the rounding off of these peaks by positive ion bombardment

or by temperature. Chemical changes may also alter the surface. » [16] (abstract)

En parallèle de l’amélioration des mesures expérimentales se poursuit le développement théo-
rique de la mécanique quantique (initiée au début du 20e siècle avec l’hypothèse des quantas de
Planck). Ainsi, l’utilisation de la "nouvelle mécanique" permet à Fowler et Nordheim en 1928 de dé-
river une relation théorique entre courant et tension :

« [We] treat the theory in the simple straight-forward way which is now possible in the new

mechanics, using the revived electron theory of metals which we owe to Sommerfeld. » [18]
(in ref. §1)

Leur première formule se base sur la résolution exacte de l’équation de Schrödinger (1925) pour
une barrière de potentiel 1D de forme triangulaire (Fig. 1.2a). C’est l’effet tunnel à travers cette bar-
rière de potentiel qui permet d’expliquer l’émission d’un courant à température ambiante (les au-
teurs parlent cette fois d’émission de champ fort, strong field emission en anglais, par opposition à
l’émission thermoionique, thermionic emission). L’équation dite de Fowler-Nordheim s’écrit :

IF N = a(ϕ)F 2 exp

(

−b
ϕ3/2

F

)

(1.3)

Où b est une constante universelle et a une constante spécifique du matériau dépendant de son tra-
vail de sortie ϕ. Cette équation donnera par la suite lieu à l’analyse des données courant-tension
via les plots dits de Fowler-Nordheim qui trace le logarithme du courant en fonction de l’inverse du
champ ± ln(I ) vs 1/F ± pour exhiber la dépendance linéaire d’une éventuelle émission de champ.

De la toute récente mécanique quantique découle ainsi naturellement la dépendance exponen-
tielle en l’inverse du champ, initialement mis en évidence par les résultats empiriques de l’équipe
de Millikan. Toutefois, pour obtenir des courants équivalents à ceux observés par Millikan, allant du
nanoampère au miliampère, le champ électrique dans l’équation de Fowler Nordheim doit atteindre
plusieurs GV/m. Cela vient renforcer l’hypothèse de Millikan selon laquelle l’émission provient de
micro aspérités renforçant le champ à leur sommet (le facteur de renforcement devant alors être de
quelques dizaines, β≳ 10). Henderson et Dahlstrom écrivent à ce sujet en 1939 :

« Experiments by the General Electric Company of London and by Millikan and his co-workers

established the first empirical field-current equation,

i =Ce−b/F [cf. Eq. 1.2]

[...] The observed variations in b led to the conclusion that the emission was from small loca-

lized areas or "pointsº where the field computed from the geometry of the apparatus is greatly

magnified. » [19] (in ref. Introduction, §2)

Un second article par Nordheim [20] est publié dans la foulée 2, élargissant la méthode de ré-
solution pour intégrer l’effet initialement proposé par Schottky : la contribution à l’émission due à
l’abaissement de la barrière de potentiel par l’effet de charge image (ce qui revient à une réduction

2. Il est à noter que Nordheim commet alors une erreur mathématique dans l’évaluation d’une fonction qui sera corri-
gée bien plus tard en 1953 par Burgess et al. [21]
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(a) Barrière triangulaire : E(z) =−eF z (b) Barrière de Schottky-Nordheim : E(z) = −eF z −
e2

16πε0z

FIGURE 1.2 ± Tracés des barrières de potentiel extrait de l’article de Fowler et Nordheim [18]. (a) et
(b) correspondent respectivement aux figures FIG. 1. (ii) et FIG. 2. (ii) dans l’article. C correspond à
l’énergie du niveau le plus bas de la bande de conduction, noté ϵC dans cette thèse.

du travail de sortie effectif). La forme de barrière qui en découle est aujourd’hui communément uti-
lisée sous la dénomination de barrière Schottky-Nordheim (cf. Fig. 1.2 et 2.7).

Ainsi, le développement de Fowler et Nordheim pose la première brique théorique de la descrip-
tion moderne de l’émission électronique par effet de champ. En revanche, l’influence de la tempé-
rature dans l’émission de champ ± et plus globalement la transition vers l’émission thermoionique ±
est mise de côté, le calcul étant simplifié par l’hypothèse que kB T reste négligeable devant l’énergie
de Fermi ϵF [18] (in ref. Sec. 3).

Il faut attendre les années 1950 et les travaux analytique de Miller, Murphy et Good [22, 23],
pour obtenir un développement analytique satisfaisant de la contribution thermique au courant dans
l’émission par effet de champ. Cette contribution apparait sous la forme d’un facteur correctif de la
formule de Fowler et Nordheim (Eq. 1.3) et donne la forme du courant dite de Murphy et Good :

IMG =
(

πkB T /d

sin(πkB T /d)

)

×a(ϕ)
F 2

t (F )
exp

(

−b
ϕ3/2

F
v(y)

)

, (1.4)

où
1

d
=

2
√

2mϕt (F )

3ℏeF
(1.5)

Par ailleurs, les fonctions t (F ) et v(F ) permettent la prise en compte de la charge image ± comme pro-
posé par Nordheim ± qui vient modifier la barrière triangulaire. Ces fonctions, ainsi que l’influence
du facteur correctif sur la variation de l’émission avec la température, seront détaillées au chapitre
suivant.

Dans cet intervalle de temps, l’avancée de la compréhension théorique de l’émission de champ
permet à J. E. Henderson et R. K. Dahlstrom d’établir en 1940 un protocole expérimental pour me-
surer la distribution énergétique des électrons émis [19]. Les résultats expérimentaux ainsi obtenus
permettent de confirmer que dans le cas de l’émission par effet de champ, une majorité des élec-
trons sont bien émis avec une énergie autour du niveau de Fermi, sans avoir acquis une énergie égale
au travail de sortie. Par ailleurs, augmenter la température de l’émetteur mène à des distributions
énergétiques légèrement plus élevées. Ce sont ces résultats expérimentaux qui poussent Henderson
à s’intéresser plus directement à l’influence sur la thermique de l’émetteur du bilan d’énergie entre les
électrons émis et ceux qui les remplacent, processus que l’on appellera plus tard l’effet Nottingham.
Il publie ainsi l’année suivante une nouvelle étude expérimentale avec G. M. Fleming qui met en
évidence une perte d’énergie thermique au cours de l’émission à haute température d’une pointe en
tungstène [24]. Par l’intermédiaire d’un thermocouple, l’expérience indique une légère augmentation
de la puissance requise pour maintenir la température de l’émetteur à mesure que le courant thermo-
ionique augmente. En reliant cet écart de puissance avec le bilan d’énergie thermique par électron
dans le cadre de la théorie de Sommerfeld (statistique de Fermi-Dirac des électrons de conduction),
l’article parvient à une prédiction cohérente du travail de sortie du tungstène qui vient appuyer la
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solidité de la mesure expérimentale. C’est la première preuve expérimentale (bien qu’indirect) de ce
processus qui avait été prédit plus tôt par la théorie, mais n’avait pas pu être mis en évidence jus-
qu’ici :

« Like Lilienfeld, Cunradi had again tried to measure a cooling or warming effect of the emitter

during emission (Nottingham effect). The results were not very conclusive, however, and were

obviously in favour of a heating effect. » [1] (in ref. Sec. 5, §4)

Le passage d’un bilan d’énergie positif (effet chauffant) à un bilan négatif (effet refroidissant),
ainsi que la valeur précise de l’énergie des électrons de remplacement ont par la suite été sujets à
controverse. Il semble d’ailleurs que c’est la contribution de W. B. Nottingham à cette controverse
[25] qui donna son nom au phénomène physique, l’effet Nottingham. Cette controverse dura une
vingtaine d’années avant que les travaux théoriques et expérimentaux plus poussés menés dans les
années 1960 [26, 27, 28] n’apportent un accord relativement bon de l’effet Nottingham avec la théorie
et traduisirent le concept de bilan d’énergie par électron en une densité de flux de chaleur à la surface
de l’émission.

La mise en équation de l’effet Nottingham associé à l’équation de Murphy et Good pose la base du
cadre théorique de l’émission électronique par effet de champ. Pour prédire précisément l’évolution
de l’échauffement d’une pointe émettrice, il faut coupler ces équations avec celles de la chaleur et du
courant sur une géométrie réaliste. Résoudre analytiquement ce système d’équations autocohérent
est délicat et nécessite un grand nombre d’hypothèses. Les travaux à ce sujet sont restreints à des
géométries 1D et à une étude stationnaire. Ils se limitent généralement aux formules approximatives
de Murphy et Good pour le régime d’émission intermédiaire. Une évaluation numérique de toute
cette physique permet d’aller plus loin, comme nous le verrons dans les prochains chapitres de cette
thèse.

1.2 Développements technologiques autour de l’émission électronique

Maintenant que nous avons vu dans les grandes lignes comment s’est construit le cadre théorique
actuel permettant de décrire l’émission électronique par effet de champ, passons en revue les prin-
cipales applications technologiques dans lesquelles la compréhension de ce phénomène a joué ± ou
joue encore ± un rôle.

1.2.1 Sources d’électrons dans les tubes électroniques

Depuis la fin du 19e siècle et jusqu’à la moitié du 20e siècle, le développement du tube électro-
nique et de ses applications en médecine [29], en communication [30, 31] et en informatique [32] a
fortement contribué à asseoir la science physique comme moteur de changements sociétaux.

Les tubes électroniques sont des dispositifs relativement simples en essence. Ils consistent en un
tube en verre généralement scellé sous vide (ou connecté à une pompe à vide) contenant au moins
deux électrodes et un moyen de production d’électrons (une source d’électrons). La forme la plus
simple de tube à vide, la diode, consiste en une cathode émettrice d’électrons et une anode réceptrice.
En laissant passer le courant uniquement dans un sens (de la cathode vers l’anode, lorsque la bonne
polarisation est respectée), la diode a permis la mise au point des premiers redresseurs (capable de
convertir un courant alternatif en un courant continu) et marque la naissance de l’électronique sous
vide.

L’ajout d’une troisième électrode sous la forme d’une grille à potentiel modulable entre la cathode
et l’anode (grille de contrôle) permet le contrôle du courant transmis. Une charge en série connec-
tée à l’anode convertit ensuite la variation de courant en variation de tension et de puissance. La
triode ainsi nommée offre alors la possibilité d’amplifier la puissance ou la tension du signal d’en-
trée en modulant la portion de courant émis par la cathode parvenant à l’anode. Pensée par Lee de
Forest en 1906, cette innovation "incrémentale" aux airs anodins a en fait permis l’essor de la radio
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FIGURE 1.3 ± Schéma récapitulatif de la complexification premiers tubes à vide pour l’électronique
sous vide (ajout successif d’électrodes). La source d’électrons représentée ici est une cathode thermo-
ionique avec chauffage indirect (symbolisé par le filament rouge). Certaines versions plus modernes
utilisent une source d’électrons par effet de champ.

et des communications longues distances [33]. Manquant au télégraphe, la triode amplificatrice per-
mettra notamment aux premiers réseaux téléphoniques de s’affranchir des relais intermédiaires qui
servaient à répéter le signal pour compenser l’énergie dissipée sur les grandes distances.

La tétrode avec une quatrième électrode (la grille-écran) puis la pentode avec une cinquième
électrode (la grille d’arrêt) poursuivront l’amélioration des amplificateurs, respectivement en sup-
primant la capacité résiduelle entre la grille de contrôle et l’anode (effet Miller) et en permettant de
conserver les électrons secondaires émis par l’anode. La figure 1.3 schématise l’évolution des tubes
électroniques, de la diode à la pentode.

En ajoutant à cela le simple rôle d’interrupteur d’une diode, les tubes électroniques ont aussi (et
surtout) permis la mise au point des premiers calculateurs électroniques. Ainsi en 1943, le circuit
logique de l’ordinateur Colossus ± le premier ordinateur programmable entièrement électronique ±
est basé sur un réseau à couplage croisé de plus d’un millier de tubes à vide amplificateurs. S’en suit
la première machine Turing complète : l’ENIAC pour Electronic Numerical Integrator and Computer.
Achevée en 1945, elle comptait 18000 tubes à vide, pour une consommation électrique de 200 kW et
un poids de 30 tonnes.

Pour aller plus loin dans le développement des ordinateurs, il fallut attendre la révolution des
semi-conducteurs et l’apparition du premier transistor fonctionnel en 1947. Plus petit, plus léger,
moins consommateur en électricité et avec une fiabilité et une durée de vie bien plus élevée, les tran-
sistors remplacèrent rapidement les tubes à vide dans la plupart des applications électroniques. Tou-
tefois, les semi-conducteurs restent peu adaptés aux environnements extrêmes comme les tempéra-
tures élevées ou les radiations intenses. Ainsi, le développement des tubes à vide se poursuivit dans le
domaine des hautes puissances et hautes fréquences. La figure 1.4 regroupe les domaines principaux,
parmi lesquels se trouve par exemple l’amplification d’ondes électromagnétiques pour les accéléra-
teurs de particules, les systèmes de communication pour l’aviation et le spatial ou le développement
de radar pour certaines applications militaires nécessitant une meilleure robustesse que celle offerte
par les semi-conducteurs.

Toutes ces applications reposant sur les tubes électroniques nécessitent une source d’électrons
adaptée. Pendant toute la première moitié du 20e siècle, les tubes électroniques utilisaient essen-
tiellement des cathodes chaudes, plus économiques et plus simples à fabriquer que les cathodes à
effet de champ, et surtout basées sur le phénomène d’émission thermoionique que l’on commença
à comprendre dès 1901 grâce aux travaux théoriques de O. W. Richardson, date à laquelle, on l’a vu,
l’émission électronique par effet de champ n’avait même pas encore été observée en tant que telle.

En fait, c’est précisemment la volonté de s’affranchir d’un certain nombre de contraintes impo-
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FIGURE 1.4 ± Diagramme Puissance-Fréquence des amplificateurs de signal électrique et d’onde élec-
tromagnétique. Reproduit à partir de [34] (in ref. Fig. 1.2).

sées par les cathodes thermoioniques qui mena J.E. Lilienfeld à étudier plus en détail le phénomène
d’émission par effet de champ dans les années 1910. En effet, la nécessité d’un chauffage impor-
tant pour obtenir une émission thermoionique notable présente un certain nombre de désavantages,
parmi lesquels on peut citer [35] :

Ð un allumage conditionné par les temps caractéristiques de chauffage et de refroidissement.

Ð le besoin d’une alimentation haute puissance pour le chauffage de la cathode.

Ð une faible durée de vie de la cathode à cause des hautes températures (la durée de vie chute
exponentiellement avec l’augmentation du courant émis)

Ð une miniaturisation limitée : Contrairement à l’émission de champ, la modulation du cou-
rant thermoionique nécessite une troisième électrode, la grille de contrôle. De plus, à cause du
chauffage de la cathode, la grille de contrôle doit être placée suffisamment loin de la cathode
pour ne pas subir de distorsion liée à la température (distance minimum d’environ 100 µm).
Par ailleurs, un volume suffisant est requis pour intégrer le système de chauffage et un éventuel
système de dissipation de chaleur.

Ainsi, c’est dans une perspective d’amélioration des tubes à vide pour la production de rayon X,
sujet sur lequel travaillait Lilienfeld, que furent développés pour la première fois des tubes électro-
niques basés sur l’émission par effet de champ. Il faudra cependant attendre une meilleure compré-
hension théorique du phénomène et une maitrise plus avancée du vide et de la haute tension pour
permettre le développement de cathodes froides à effet de champ viable. Dans la lignée de ces avan-
cées, les travaux expérimentaux de Müller dans les années 1940 marquèrent le début d’un intérêt
grandissant pour l’émission électronique par effet de champ.

1.2.2 Microscope à émission de champ

Mis au point par Müller en 1937 [37], le microscope à émission de champ (FEM pour Field Emis-

sion Microscope ou Field Electron Microscope) est peut-être l’exemple le plus éloquent d’une appli-
cation de l’émission par effet de champ qui aura eu une portée bien plus fondamentale que tech-
nologique. Il est important de ne pas confondre le FEM avec les technologies de microscopes élec-
troniques, comme la microscopie électronique à balayage (MEB, ou SEM en anglais pour Scanning

Electron Microscopy) dont on parlera plus loin.
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FIGURE 1.5 ± (a) schéma simplifié du principe de microscope à émission de champ. (b) Image du cou-
rant produit par l’émission de champ d’une pointe en tungstène collectée par le revêtement fluores-
cent. Les patterns visibles sont directement reliés à l’organisation atomique de la surface émettrice.
Crédit de l’image : Erwin Müller. Les figures proviennent du livre de Feynman [36] (in ref. Fig. 6-16 et
6-17).

Un FEM typique consiste en une pointe de métal très fortement effilé ± de rayon au sommet r ±
jouant le rôle de la cathode et placée au centre d’une enceinte sphérique sous vide de rayon R. La
pointe fait alors face à un revêtement fluorescent déposé sur l’anode (voir Fig. 1.5).

Une fois sous très haute tension, le renforcement de champ au sommet de la pointe induit une
émission électronique par effet de champ. L’amplitude du champ électrique étant centrale dans l’émis-
sion, le profil de l’émetteur doit être conçu pour maximiser l’effet de pointe. Le design retenu, parfois
appelé aujourd’hui émetteur de Müller, est généralement une pointe en tungstène obtenue par gra-
vure électrolytique d’un filament de tungstène commercial [39]. Cette technique permet d’obtenir
des rayons au sommet de l’émetteur allant de 1 µm à 100 nm (des améliorations à la fin du 20e siècle
ont permis d’obtenir des rayons de l’ordre de la dizaine de nanomètres [40]). La figure 1.6 montre
deux tels émetteurs obtenus par gravure électrolytique, sous champ DC et AC respectivement.

Dans l’enceinte sphérique, les électrons émis vont alors se propager le long des lignes de champ
de sorte que chaque point sur la surface fluorescente correspond de manière quasi exacte à sa projec-
tion radiale à la surface de l’émetteur. L’écran du microscope donne ainsi une image de la distribution
de la densité de courant émise depuis la surface de l’émetteur, agrandie par un facteur de grossisse-
ment de l’ordre de R/r allant de 105 à 106.

Tout l’intérêt de la microscopie à émission de champ est que l’image résultant de l’émission tra-
duit des informations caractéristiques du matériau observé, notamment la forme de la pointe de
l’émetteur, mais surtout l’orientation des plans cristallins et les variations de travail de sortie asso-
ciées. Sur la figure 1.5b, on voit la formation de patterns bien spécifique alternant des zones lumi-
neuses et sombres. Les zones sombres correspondant à une émission moindre proviennent de ré-
gions de l’émetteur avec un plus grand travail de sortie ou un champ électrique plus faible, et in-
versement pour les régions claires 3. L’analyse de ces images permet aussi de détecter la présence

3. Il est nécessaire de noter ici que l’image présentée est en fait obtenue par microscope ionique à effet de champ (FIM
pour Field-Ion Microscope) : la polarisation des électrodes est inversée et un gaz d’imagerie, typiquement de l’hélium, est
injecté en faible pression dans l’enceinte. Ainsi, les atomes de gaz au voisinage de la pointe peuvent devenir ionisés en
raison du très fort champ électrique. C’est alors le courant généré par les ions, accélérés vers la surface fluorescente, qui
produit l’image. Là où la résolution des images obtenues par FEM est limitée par l’agitation thermique des électrons et leur
diffraction à environ 25 Å, la masse plus importante des ions réduit ces effets et permet d’atteindre des résolutions jusqu’à
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(a) (b)

FIGURE 1.6 ± Pointes en tungstène (émetteur de type Müller) obtenues par gravure électrolytique (a)
sous champ DC (rayon typique entre 50 et 100 nm) et (b) sous champ AC (rayon typique entre 200 et
500 nm). Ces deux exemples montrent la forme typique des émetteurs utilisé pour les microscopes
électroniques commerciaux basés sur l’émission par effet de champ. Le premier design est générale-
ment préféré car permettant d’atteindre des rayons au sommet plus petit. Les images proviennent de
la référence [38].

d’atomes de gaz adsorbés à la surface de l’émetteur.
De par son ingénieuse simplicité, le microscope à émission de champ ± puis son extension, le

microscope ionique à effet de champ ou FIM en anglais pour Field-Ion Microscope [41] ± est resté
pendant longtemps la méthode d’imagerie avec la meilleure résolution. Il a été un des premiers outils
d’observation pour la physique des surfaces [42], permettant par exemple les premières observations
du phénomène de diffusion de surface (surface atom diffusion) [43]. Le principal défaut du FEM reste
toutefois d’être limité à l’observation de la pointe émettrice elle-même, ce qui restreint grandement
les matériaux dont il permet d’étudier la structure cristalline. Aujourd’hui, le FEM est dépassé par les
plus récentes techniques d’analyse en sciences des surfaces [44].

Il faut cependant noter que si la technique du FEM a fini par être mise de côté, les développements
techniques concernant la pointe en tungstène (l’émetteur de type Müller) ont été repris par la suite
pour concevoir les premières sources d’électron efficace par effet de champ.

1.2.3 Succès et limites des émetteurs de type Müller

Les expériences de microscopie à émission de champ ont mis en évidence une bien meilleure
brillance (densité de courant par unité d’angle solide) des émetteurs de type Müller que les sources
thermoioniques. En plus d’une forte brillance, les électrons émis par effet de champ à température
ambiante ont une distribution énergétique plus resserrée. Ces deux avantages ont été la raison de
l’intégration de ces émetteurs dans la conception de microscopes électroniques commerciaux à partir
du milieu du 20e siècle :

« The scanning microscope described here uses a field-emission tungsten tip as the source of

electrons. Such sources are smaller and brighter than thermionic sources and therefore should

be capable of providing smaller useful probe sizes. [...] it provides : (a) more than a thousand

times increase in brightness over a hot filament source, (b) operation at room temperature

which gives a measured energy spread as low as 0.192 eV and (c) an effective source diameter

of about 30 Å. » [45] (in ref. Sec. 2)

Les innovations incrémentales qui en ont découlé ont permis de descendre la résolution spatiale
des microscopes électroniques à une échelle proche du nanomètre [46].

10 fois supérieures. Cette amélioration du dispositif a été élaborée par Müller bien après les premières images au FEM, en
1951 [41].
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Si ces deux avantages ont permis l’utilisation des émetteurs pour l’application très spécifique
de la microscopie électronique, Brodie et Spindt rappellent tout de même dans leur article de 1979
les principaux défauts des émetteurs de type Müller qui ont empêché le remplacement des sources
thermoioniques par des cathodes froides dans les tubes à vide pour la plupart des autres applications
[47] (in ref. Tab. 1). En fait, en plus d’une émission assez bruitée et requérant une très basse pression
pour être stable, la difficulté à reproduire plusieurs émetteurs de facteur d’aspect très proche rend
impossible l’opération fonctionnelle de plusieurs émetteurs en parallèle. La raison de cela est qu’un
changement relativement faible en champ donne lieu à un fort changement en courant :

« For example, a 20% change in field from 5×107 to 6×107 V /cm would result in a change of

current density from 4×105 to 4.8×106 A/cm2 for a surface with a work function of 4.5 eV .

» [47] (in ref. Introduction, §4)

Le facteur de renforcement de champ ne devrait donc pas varier de plus de quelques pourcents
pour que tous les émetteurs puissent contribuer à l’émission, ce qui n’est pas le cas. Le courant total
que l’on peut extraire se retrouve ainsi fortement limité par la faible surface d’émission d’un émetteur
unique. Problème auquel s’ajoute le fait que la densité de courant de l’émetteur doit rester limitée à
108−9 A/m2 pour éviter la destruction de l’émetteur, en particulier lorsque la pression d’opération
n’est pas assez basse puisque le bombardement ionique induit par la pression résiduelle réduit forte-
ment la durée de vie de ces émetteurs.

1.2.4 Développement des réseaux d’émetteurs à effet de champ

En utilisant les nouvelles techniques de science des surfaces des années 70 (dépôt de couche
mince et lithographie électronique) Spindt initia le développement d’un nouveau type de source à
effet de champ [48] : les cathodes froides à réseau ou FEA pour Field Emitter Array an anglais. Basées
sur l’émission de tout un réseau d’émetteurs micrométriques en molybdène gravé sur un substrat de
silicium, les sources dites de Spindt offrent un courant total de l’ordre de la centaine de milliampères
grâce à l’émission combinée de quelques milliers d’émetteurs. Les émetteurs de Spindt marquent le
début d’une série de développements technologiques qui se poursuit encore aujourd’hui et qui vise à
remplacer l’utilisation des sources thermoioniques par des sources FEA dans la plupart des applica-
tions d’électronique sous vide. Et pour cause, l’émission par effet de champ offre de manière générale
une consommation moindre, une miniaturisation accrue, un allumage plus réactif et une meilleure
commutabilité.

Ce sont précisément ces caractéristiques, amplifiées par l’amélioration constante des techniques
de gravure à l’échelle micro/nanométrique, qui ont permis d’envisager toute une nouvelle gamme
d’application pour la microélectronique sous vide, basée sur des sources d’électrons à effet de champ
miniaturisé :

« The promising performance of the vacuum microelectronic devices (VMDs) along with limi-

ted ability of solid-state semiconductor micro-electronics to perform in harsh environments,

such as severe temperatures or intense radiation, has inspired investigation of their use in a

variety of applications including : high-power/speed amplifiers and switches, field emission

displays, novel MEMS sensors [Micro Electro Mechanical Systems], communication system

components for aviation, Hall effect thrusters, electrodynamic tethers, traveling wave tubes,

space satellite communication and various types of radar, and finally key elements for the

VMD-based integrated circuits. » [53] (in ref. Introduction, §1)

Dans cette optique, de nombreux autres types d’émetteurs et de configurations en réseau ont été
étudiés depuis les années 70 et le début des sources de Spindt. La figure 1.7 illustre à travers quelques
exemples la grande variété d’émetteurs qui a été étudiée.

En particulier, la découverte des nanotubes de carbone dans les années 1990 [54] a accru l’inté-
rêt porté aux technologies d’émission par effet de champ. Présentant naturellement un fort facteur
d’aspect, une grande stabilité chimique, de très bonnes propriétés mécaniques et thermiques, et une
conductivité électrique correcte, les nanotubes de carbones ont rapidement été identifiés comme
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FIGURE 1.7 ± Images au microscope électronique de différents arrangements d’émetteurs conçus
pour le design de sources d’électrons type FEA. (a) : microfabrication d’un réseau d’émetteur en
tungstène [49] (in ref. Fig. 7). (b) : Réseaux de nanostructures de carbone crues par dépôt chimique en
phase vapeur assisté par plasma ± PECVD pour Plasma Enhanced Vapor Deposition en anglais ± [50]
(in ref. Fig. 1). (c) : Réseau d’émetteur en carbure de silicium (Si-C) nano-usiné par faisceau d’ions fo-
calisés ± Focused Ion Beam milling en anglais. L’image a été capturée par Alexey Kolomiytsev à l’aide
d’un appareil Nova DualBeam de chez ThermoFisher Scientific [51]. (d) : Réseau de nanofils d’arsé-
niure de gallium (GaAs) crus par épitaxie par jet moléculaire ± MBE pour molecular beam epitaxy en
anglais. La croissance est auto catalysée à partir d’un dépôt de gallium. Les deux images côte à côte
montrent les nanofils sans et avec la goutte initiale de gallium [52] (in ref. Fig. 1).



1.3. Émission électronique par effet de champ et claquage électrique sous vide

bons candidats pour l’émission électronique [55]. Au cours des trois dernières décennies, de nom-
breux travaux ont envisagé la possibilité que des sources FEA basées sur des nanostructures de car-
bone puissent remplacer les sources thermoioniques dans les tubes à vide pour diverses applications :

Ð la fabrication d’écran FED pour Field Emission Display en anglais [56, 57]. Cette technologie
était censée offrir une alternative moins encombrante et moins consommatrice d’énergie aux
tubes cathodiques à sources thermoioniques. Leur commercialisation a cependant été ralentie
par la difficulté à produire de manière fiable et reproductible des réseaux d’émetteurs à effet
de champ, et l’arrivée des technologies à cristaux liquides (LCD pour Liquid Crystal Display en
anglais) a mis un terme au développement des FEDs.

Ð la fabrication de source à rayon X. Malgré un courant total encore souvent inférieur aux ca-
thodes chaudes, les nanoémetteurs en carbone ont notamment permis la conception de sources
de rayon X miniaturisées [58] qui pourraient être utilisées à moindre coût pour l’imagerie biolo-
gique à petite échelle ou le traitement localisé de cancers par radiation. Ce champ d’application
est aujourd’hui toujours en développement [59].

Ð l’amélioration des télécommunications via l’amplification hyperfréquence dans des tubes à
ondes [35]. Le remplacement des sources thermoioniques serait particulièrement bénéfique
pour les applications spatiales (tubes pour lesquelles une réduction de l’encombrement et de
la consommation énergétique est essentielle [60]).

Notons par ailleurs que ces travaux ont globalement exploré l’émission depuis deux types de "ré-
seau" bien distinct : d’un côté des pelotes de filaments de carbone très entremêlés [61] et de l’autre
une organisation régulière plus ou moins dense de nanostructure bien verticale et dont on essaie de
contrôler au mieux la géométrie [62, 63]. Si le premier type présente l’avantage d’une grande facilité
de fabrication avec une bonne occurrence statistique de quelques sites très émissifs, le second type
permet un meilleur contrôle et une étude plus fine de l’émission, offrant des pistes d’optimisation
plus convaincante. La combinaison des avantages des deux types d’arrangements a aussi été envisa-
gée dans certaines études, comme l’utilisation d’un réseau régulier de pelote de filaments [64] ou un
réseau régulier de nanofibres micrométriques de carbone présentant à leur sommet une ramification
en nanostructures [65] mais ces pistes empruntent dans le même temps une partie des inconvénients
des deux types.

Mentionnons enfin la recherche active de nouveaux types d’émetteurs plus performants au cours
de la dernière décennie. L’avancée continue des techniques de gravure ont mené à l’étude d’une plus
large catégorie de nanostructures, qu’illustre bien la série d’études expérimentales menées par Giu-
bileo et al., explorant successivement des nanofils d’arséniure de gallium [52], des nanofleurs de bi-
sulfure de molybdène (donnant une structure similaire à celle des roses des sables) [66] ou encore
des nanofils d’indium antimoine [67]. Ces explorations récentes n’ont toutefois pas encore dépassé
le stade de la recherche appliquée.

1.3 Émission électronique par effet de champ et claquage électrique sous
vide

En parallèle des développements technologiques autour des sources d’électrons, l’autre domaine
majeur qui motive l’étude de l’émission électronique par effet de champ est la tenue aux hautes ten-
sions sous vide. Pour de nombreux appareils modernes fonctionnant à très basse pression, comme les
accélérateurs de particules ou les injecteurs de neutre pour les machines à fusion, une très haute ten-
sion est nécessaire. Les champs atteints à la surface des parties métalliques peuvent ainsi aisément
atteindre les centaines de MV/m. Un renforcement de champ d’un facteur de quelques dizaines suffit
alors à émettre des électrons par effet de champ. Ce renforcement de champ provient généralement
d’aspérités naturellement présentes à la surface d’une électrode insuffisamment polie, ou qui se sont
formées à la suite d’un choc, d’une rayure ou d’un précédent claquage électrique. La figure 1.8 donne
quelques exemples d’observation de ces aspérités.
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FIGURE 1.8 ± Exemples de rugosités de surface pouvant être la cause d’un claquage sous vide initié
par une émission d’électrons par effet de champ. (a) : Images au profilomètre 3D de l’état de surface
d’une électrode en inox 316L après différent traitement. La surface scannée mesure 124× 94 µm2.
Rq est l’écart moyen quadratique et Rt est la hauteur maximale du profil. (a1) : Polissage au papier
de silice jusqu’à une taille de grains de 35 µm. (a1) : Polissage au papier de silice jusqu’à une taille
de grains de 21.8 µm. (a3) Polissage au papier de silice jusqu’à une taille de grains de 15.3 µm suivi
par un polissage au diamant avec une taille de particule de l’ordre du micromètre. Les images pro-
viennent de la thèse de K. Almaksour [68]. (b) : observation par microscopie électronique de sites
émissifs au niveau de rayures macroscopiques visibles sur la cathode, faite d’acier inoxydable dans
le premier cas et d’aluminium dans le second. Les deux images proviennent de la figure 4 de l’article
de Little et Whitney de 1963 [69]. L’échelle donnée est approximative. Dans les deux cas, une protru-
sion dominante ressort de l’observation, d’une taille typique de l’ordre de quelques microns et d’un
facteur d’aspect f = H/R d’environ cinq [69] (in ref. Sec. C, §1). (c) : état de surface d’une cavité accé-
lératrice en titane observé au collisionneur linéaire compact du CERN. L’image provient de la figure 9
de l’article de Antoine et al. [70]. Les aspérités sont supposées avoir été formées par électromigration
en présence d’un plasma, sous des champs RF de l’ordre de la centaine de MV/m (in ref. sous-sec.
3.2.3, §2 et 3).



1.3. Émission électronique par effet de champ et claquage électrique sous vide

Lorsque le champ est suffisamment fort, on peut observer une émission électronique depuis le
sommet des aspérités les plus profilées. On parle alors de décharge électrique sous vide. Si l’émission
est suffisamment intense, et dépendamment de sa géométrie et de ses propriétés matériaux, l’au-
toéchauffement de l’aspérité peut l’emporter sur l’évacuation thermique et la température risque de
monter jusqu’à atteindre le point de fusion. De la vapeur peut alors être libérée depuis le sommet de
l’émetteur, là où la température est généralement maximale. Cette vapeur est ensuite ionisée par les
électrons émis ce qui risque d’allumer un arc électrique entre les deux électrodes, provoquant un cla-
quage [71]. Il est à noter qu’une éjection de matière peut alors avoir lieu depuis le pied d’arc, menant
à la formation de nouveaux sites émissifs [72].

Ce mécanisme peut d’ailleurs être facilité par une rétroaction positive supplémentaire : la dif-
fusion de surface des atomes au niveau de la zone d’émission peut accroitre le renforcement géo-
métrique du champ et favoriser plus avant l’émission et donc l’autoéchauffement [73]. D’un point
de vue mécanique, les champs électriques élevés peuvent en effet produire de fortes contraintes de
traction électrostatique sur les surfaces. On parle en anglais de field-enhanced surface atom diffusion.
Avec des champs dépassant la dizaine de gigavolts par mètre, ces contraintes peuvent même dépas-
ser la limite d’élasticité du matériau (yield strength en anglais), menant à une légère évaporation ou
une déformation de l’émetteur [74]. Ce phénomène est généralement pris en compte dans la modé-
lisation d’émetteurs nanométriques soumis à des champs électriques oscillants aux radiofréquences
(RF), permettant d’atteindre les amplitudes suffisantes [73, 75]. Il faut toutefois noter qu’une forte
température est généralement requise en plus d’un fort champ électrique [76]. En effet, une tempé-
rature plus élevée augmente la probabilité de diffusion d’un atome (équation d’Arrhenius) et réduit
la limite d’élasticité 4.

Lorsque l’autoéchauffement mène à un effet Nottingham fortement refroidissant (i.e. l’énergie
moyenne des électrons émis est supérieure à celle des électrons de remplacement), il est possible
que la température maximum soit atteinte en volume et non au sommet. Dans ce cas, les méca-
nismes décrits au paragraphe précédent risquent ici de mener à l’explosion de l’émetteur. C’est par
exemple le scénario avancé pour interpréter les observations expérimentales rapporté par Wei et al.

[78] sur l’explosion d’un nanotube de carbone émetteur. Ce scénario a également été envisagé pour
des émetteurs métalliques micrométriques [79, 80]. Dans ce cas aussi, l’explosion de l’émetteur mène
à la formation d’un plasma à la cathode, risquant de provoquer un claquage électrique.

Mentionnons aussi la possibilité d’une fracture de l’émetteur due à des contraintes thermiques
trop importantes reliées à de forts gradients de température. Bien que ces contraintes se trouvent
être trop faibles dans la configuration décrite par Ancona [74] (in ref. sec. IV), Dmitriev avait suggéré
plus tôt [81] que de telles fractures pourraient avoir lieu au cours de l’autoéchauffement d’émetteurs
cylindrique à très fort facteur d’aspect (whisker en anglais) et précéder une autrement possible éva-
poration ou explosion des émetteurs.

Un dernier scénario concerne la dynamique de particules résiduelles pouvant être relâchées dans
l’enceinte sous vide. L’origine de ces particules de taille micrométrique a beaucoup été discutée dans
la littérature. L’hypothèse qui semble la plus probable est que ces microparticules proviennent en fait
de l’anode [82] : Sous l’émission d’un fort courant émis par la cathode, l’anode est localement chauf-
fée ce qui réduit la limite d’élasticité du matériau. Lorsque celle-ci est abaissée jusqu’à la contrainte
électrostatique ressentie à l’anode, le détachement de microparticules positivement chargées devient
possible [83]. Au cours de leur transit vers la cathode, ces particules subissent le même bombarde-
ment électronique qui a causé l’échauffement initial à l’anode. Si ce bombardement est suffisant pour
chauffer plus avant les particules, et enclencher leur évaporation, l’ionisation de la vapeur résultante
peut in fine permettre le développement d’un claquage électrique par avalanche électronique [84].
Ce scénario, initialement proposé par Cranberg en 1952 [85], a été approfondi depuis [83, 86, 87, 84]

4. Dans le cas du molybdène, la limite d’élasticité est par exemple divisée par 3 lorsque la température passe de 1550 K

à 2200 K [77] (in ref. Fig. 3)
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et pourrait être la cause de certains claquages électriques, dépendant dans ce cas des caractéristiques
de l’anode.

Comme nous allons le voir dans le prochain chapitre, la plupart des phénomènes physiques im-
pliqués dans ces scénarios dépassent les équations de notre modèle, qui se limite essentiellement à
la partie autoéchauffement de l’émetteur. Tous ces scénarios ont en revanche comme prérequis com-
mun une très forte élévation de la température, et plus spécifiquement le dépassement de la tempé-
rature de fusion pour la majorité. Nous nous limiterons donc à prendre ce critère comme condition
de préclaquage, sans chercher à distinguer précisément le type de scénario qui en découlera.
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Chapitre 2

Modèle d’émission électronique par effet
de champ thermo-assistée et algorithme
de résolution numérique

« Qui donc irait faire grief au physicien

d’isoler la pesanteur des autres qualités du

corps qu’il étudie et de négliger le parfum, la

couleur et le goût de la pomme dont il

observe la chute ! »

Jean Paulhan
Entretien sur des faits divers − 1930
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Afin de correctement saisir les résultats présentés dans la suite de cette thèse, il est d’abord néces-
saire de rappeler en détail l’algorithme numérique sur lequel sont basées nos simulations physiques.
Précisons aussi que le modèle d’émission électronique utilisé dans cette thèse a été développé dans
le cadre d’une précédente collaboration entre les deux laboratoires du GeePs et du LPGP [1].
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2.1. Essence du problème multiphysique

La première section de ce chapitre récapitule l’essence du problème multiphysique que repré-
sente l’émission électronique par effet de champ, sans entrer dans le détail des équations mathéma-
tiques.

La deuxième section reprend ensuite les différents ingrédients théoriques sous-jacents au modèle
d’émission électronique. Pour permettre une lecture fluide, la majorité des développements mathé-
matiques et justifications physiques relatifs à la théorie sont placés en annexes. Ces éléments y sont
agencés et reformulés du point de vue original de l’auteur afin de les contextualiser dans le cadre
de cette thèse et de son formalisme. Le but de ces annexes est d’éviter autant que possible au lec-
teur attentif de devoir aller chercher les différentes briques théoriques dans de multiples références
extérieures.

La troisième section explique ensuite comment le modèle d’émission électronique est combiné
à un solveur numérique commercial pour permettre une résolution temporelle des équations multi-
physiques en géométrie 3D par la méthode des éléments finis.

Enfin, une quatrième section revient sur les hypothèses simplificatrices du modèle et discute les
différentes perspectives d’amélioration au regard de l’état de l’art.

2.1 Essence du problème multiphysique

L’objectif principal de cette thèse est d’apporter un éclairage fondamental sur l’autoéchauffement
de pointes émettrices d’électrons par effet de champ. Pour permettre une modélisation efficace, ce
problème est réduit à son essence. On considère deux électrodes planes se faisant face, espacées
d’une distance Dgap. Les électrodes sont soumises à une différence de potentiel Vapp, de sorte que
règne dans l’espace interélectrodes un champ électrique global E = Vapp/Dgap. À la surface de la ca-
thode sont distribuées des pointes micro/nanométriques qui peuvent correspondre à des aspérités
indésirables ou des émetteurs intentionnellement gravés. En résolvant l’équation de Laplace dans
l’espace interélectrodes, on obtient le champ local F |Σ en tout point de la surface Σ de la cathode.
On définit alors un facteur de renforcement de champ β à la surface de chaque aspérité comme le
rapport champ local sur champ global :

β|Σ ..=
F |Σ
E

(2.1)

Par effet de pointe, le champ sera fortement amplifié au sommet des émetteurs (β≫ 1).

Pour les aspérités dont le champ au sommet dépasse le gigavolt par mètre, une émission notable
d’électrons par effet de champ a lieu. Par conservation de la charge, cette émission entraine la mise
en place d’un courant dans la cathode. À l’intérieur des aspérités, la densité de courant j , amplifiée
par la réduction de la section transverse, provoque un chauffage par effet Joule :

q̇ ..=
j 2

σ
(2.2)

Ce chauffage sera d’autant plus important que la conductivité électrique σ des aspérités sera faible.
En parallèle, le bilan énergétique entre les électrons émis et les électrons qui les remplacent est à l’ori-
gine d’un chauffage par effet Nottingham qui peut être modélisé par une densité de flux de chaleur
défini en chaque point de la surface émettrice par :

ΦN|Σ ..=
∣
∣
∣
∣

J

e

∣
∣
∣
∣EN =

∣
∣
∣
∣

J

e

∣
∣
∣
∣ (〈ϵr 〉−〈ϵe〉) (2.3)

où J est la densité de courant émise, 〈ϵe〉 est l’énergie moyenne des électrons émis et 〈ϵr 〉 celle des
électrons qui les remplacent. La différence entre ces deux dernières quantités est usuellement appe-
lée énergie Nottingham et est notée ici EN.

On détermine l’amplitude de ces sources de chaleur en résolvant de manière autocohérente les
équations couplées de la chaleur et de la conservation de la charge. Lorsque l’amplitude est signifi-
cative, il y a autoéchauffement de l’aspérité émettrice. L’augmentation de la température initie alors
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FIGURE 2.1 ± Récapitulatif des phénomènes physiques clés impliqués dans l’émission électronique
par effet de champ depuis le sommet d’une aspérité. Le schéma sous l’accolade illustre le renforce-
ment de champ β au sommet d’une aspérité par la compression des isopotentielles (courbes noires).

une boucle de rétroaction positive : Plus la température est élevée, plus les électrons dans la cathode
occuperont des niveaux d’énergies supérieurs ce qui facilite leur extraction (contribution thermique
au courant). Ainsi, une température plus élevée résulte en un courant émis plus important et donc
un plus fort chauffage résistif.

Cette boucle de rétroaction positive est généralement freinée dans le temps par l’évacuation de
la chaleur vers le volume de la cathode, supposé suffisamment important pour jouer le rôle d’un
thermostat. Notons aussi qu’une fois la température d’inversion Nottingham dépassée, la densité de
flux de chaleur ΦN devient négative (i.e. les électrons émis à la surface deviennent plus énergétiques
que les électrons qui les remplacent). L’effet Nottingham devient alors refroidissant et peut contribuer
à tempérer l’emballement résistif.

Il est possible en revanche qu’une mauvaise évacuation thermique ou un chauffage résistif parti-
culièrement important (mauvaise conductivité électrique) mène à l’emballement thermique d’une
ou plusieurs aspérités. Nous verrons aussi au chapitre 3 que l’inversion Nottingham peut être la
source même d’une instabilité thermique.

La figure 2.1 récapitule l’enchainement des phénomènes physiques évoqués. Précisons que dans
notre modèle, un emballement se traduit par une simulation qui atteint un régime permanent à des
températures supérieures au point de fusion du matériau, ou par une absence d’évolution vers un
régime permanent.

Pour résoudre les équations de Laplace, de la chaleur et de la conservation de la charge sur une
géométrie donnée en deux ou trois dimensions, nous utilisons le logiciel COMSOL Multiphysics®.
L’avantage de COMSOL est d’intégrer une routine de maillage par éléments finis performante, ce qui
permet de se concentrer plus spécifiquement sur la physique qui nous intéresse (et pour laquelle il
n’existe pas de solution clé en main à ce jour) : l’émission électronique par effet de champ. Pour ce
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phénomène donc, nous utilisons notre propre modèle physique, développé en amont de cette thèse.

2.2 Modèle d’émission électronique utilisé

Cette section reprend point par point les ingrédients théoriques nécessaires à l’établissement
d’un modèle d’émission électronique par effet de champ thermoassisté. Après un bref rappel de la
théorie de Sommerfeld, nous introduisons la fonction d’apport (supply function en anglais) qui cor-
respond à la densité de flux d’électrons arrivant à l’interface métal-vide par unité d’énergie. Pour dé-
terminer la densité de courant émise, nous donnons ensuite la formule du coefficient de transmission
des électrons incidents par effet tunnel à travers une barrière de potentiel dite de Schottky-Nordheim.
La section s’achève sur les considérations énergétiques permettant de définir l’effet Nottingham et les
subtilités associées. Précisions enfin que la plupart des calculs permettant d’établir l’expression des
grandeurs introduites dans cette section sont détaillés en annexe.

2.2.1 Théorie de Sommerfeld

Pour décrire le comportement des électrons dans le métal, nous nous plaçons dans le cadre de
la théorie de Sommerfeld. Cette théorie consiste à décrire un métal comme un gaz d’électrons en in-
teraction avec un ensemble de noyaux situés aux noeuds du réseau cristallin. L’interaction électrique
entre les électrons est donc en grande partie écrantée par celle des électrons avec leur noyau, qui
elle-même devient faible pour les électrons qui appartiennent aux couches externes du métal. On
distingue alors les électrons occupant les niveaux d’énergie les plus élevés, que l’on appelle électrons

de conduction 1, des autres électrons d’énergie inférieure contribuant à la cohésion entre les noyaux
voisins du réseau cristallin.

Ce sont les électrons de conduction qui nous intéressent puisque ce sont essentiellement eux qui
sont extraits au cours de l’émission électronique par effet de champ. Dans le cadre de la théorie de
Sommerfeld, ils sont supposés avoir une interaction négligeable entre eux (approximation des élec-

trons indépendants) et l’interaction avec la matrice d’ions formée par les noyaux et les autres électrons
est remplacée par un simple potentiel attractif constant, piégeant les électrons (cf. figure 2.2). Il est
alors usuel de fixer le référentiel d’énergie de sorte que le niveau du vide ϵV soit d’énergie nulle. Le
niveau du vide correspond à l’énergie potentielle d’un électron en dehors du métal. L’ensemble des
niveaux de la bande de conduction sont alors négatifs (énergies de liaison) et on note ϵC le niveau le
plus bas de cette bande.

Densité d’états électroniques accessibles

Les interactions électriques étant ainsi artificiellement retirées, le modèle de Sommerfeld permet
de considérer les électrons de conduction comme un simple gaz parfait de fermions neutres dont
on peut étudier le comportement à l’aide des théories de la physique statistique à l’équilibre et de la
physique quantique. Sous ces hypothèses, l’état d’un tel électron dans un puits de potentiel dépend
uniquement de son énergie cinétique (et de son spin, up ou down). En mécanique quantique, on peut
exprimer cette énergie en fonction du vecteur d’onde k⃗ de l’électron : ℏ2k2/2m, où ℏk⃗ = mv⃗ est son
impulsion. Par abus de langage, on utilisera directement k⃗ pour parler de l’impulsion de l’électron.
Cette impulsion est bien évidemment reliée à l’énergie totale d’un électron de la bande de conduction
par

ϵ= ϵC +
(ℏk)2

2m
, (2.4)

et on peut ainsi déterminer la densité d’états accessibles à une énergie ϵ donnée selon l’expression :

ν(ϵ) =
V

2π2

(
2m

ℏ2

) 3
2 p

ϵ−ϵC (2.5)

1. Ces niveaux d’énergie les plus élevés sont eux-mêmes définis comme niveaux de la bande de conduction. Il est en
effet logique que les électrons qui les occupent, étant ceux les moins liés au réseau cristallin, soient les plus mobiles et donc
ceux qui contribuent majoritairement au courant de conduction au sein du métal.
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FIGURE 2.2 ± Représentation schématique de l’interface métal/vide pour des électrons de conduction
dans le cadre de la théorie de Sommerfeld. La courbe rouge représente le niveau d’énergie minimum
qu’un tel électron peut occuper en fonction de sa position z dans la direction normale à la surface du
métal : ϵC dans le métal et ϵV dans le vide.

Pour obtenir la densité volumique d’états en énergie, c’est-à-dire le nombre d’états accessibles par
unité de volume et unité d’énergie en

[

longeur−3 énergie−1
]

, il suffit de diviser ν(ϵ) par V . La figure
2.3 illustre justement l’évolution de ν(ϵ)

V
avec la racine carrée de l’énergie cinétique. Tous ces états

accessibles ne sont cependant pas occupés et il manque encore un ingrédient pour pouvoir obtenir
la distribution en énergie des électrons de conduction.

Statistique de Fermi-Dirac et fonction de distribution

Les électrons étant des fermions, ils obéissent au principe d’exclusion de Pauli. Le nombre d’élec-
trons occupant un niveau d’énergie ϵdonné ne peut alors qu’être 1 ou 0, ce qui mène sous l’hypothèse
d’un gaz parfait à la statistique de Fermi-Dirac (cf. annexe A) :

N̄ (ϵ,T,ϕ) =
1

1+exp
(
ϵ−ϵF

kB T

) (2.6)

où N̄ est le nombre moyen d’électron occupant le niveau d’énergie ϵ (nécessairement inférieur ou
égal à 1), kB est la constante de Boltzmann, et ϵF est le niveau de Fermi. Le niveau de Fermi est le
niveau d’énergie au delà duquel le nombre d’occupations passe de 1 à 0 lorsque la température est
nulle (T = 0). Dans ce cas, N̄ vaut alors exactement 1 pour tous les niveaux d’énergie inférieurs à ϵF

et 0 pour ceux d’énergie supérieure.
On définit alors la différence d’énergie entre le niveau du vide ϵV et le niveau de Fermi ϵF comme

le travail de sortie du métal (aussi appelé potentiel d’extraction) et noté ϕ. C’est en fait l’énergie mini-
male requise à température nulle pour pouvoir extraire un électron du métal. Le niveau du vide étant
fixé à zéro avec nos conventions, le travail de sortie ϕ n’est autre que −ϵF . Dans le cadre de notre mo-
dèle, le travail de sortie peut raisonnablement être considéré indépendant de la température, comme
justifié en annexe. La figure 2.4 récapitule alors les conventions introduites jusqu’ici pour les niveaux
d’énergie, en ajoutant la définition de l’énergie de Fermi eF qui est l’énergie qu’il faut fournir à un
électron du bas de bande de conduction pour qu’il atteigne le niveau de Fermi.

On peut alors obtenir la fonction de distribution en énergie totale ϵ des électrons qui s’obtient
simplement en multipliant la densité volumique d’états accessibles ν(ϵ)/V par la probabilité d’occu-
pation de ces états N̄ (ϵ,T,ϕ) :

f (ϵ,T,ϕ) =
ν(ϵ)

V
N̄ (ϵ,T,ϕ) =

1

2π2

(
2m

ℏ2

) 3
2 (ϵ−ϵC )

1
2

1+exp
(
ϵ+ϕ
kB T

) (2.7)
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atome (Å−3) pour un niveau du bas de bande de conduction arbitraire ϵC =−12 eV , dans le cadre de
la théorie de Sommerfeld.
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FIGURE 2.5 ± Effet de la température sur la distribution volumique en énergie totale des électrons
f (ϵ,T,ϕ) dans le cadre de la théorie de Sommerfeld, pour un niveau du bas de bande de conduction
ϵC =−12 eV et un niveau de Fermi ϵF =−4.5 eV choisis arbitrairement.

que l’on peut aussi écrire en norme d’impulsion k, et en remplaçant le travail de sortie par l’énergie
de Fermi :

f (k,T,eF ) =
4mk

h2
×

[

1+exp

(
ℏ

2k2

2m
−eF

kB T

)]−1

(2.8)

La figure 2.5 trace la distribution f (ϵ,T,ϕ) en fonction de l’énergie totale ϵ pour différentes tem-
pératures. La comparaison des différentes courbes montre que l’augmentation de la température a
pour effet d’étendre la distribution à des niveaux d’énergie supérieure à l’énergie de Fermi.

2.2.2 Énergie normale, contribution au courant et fonction d’apport (supply function)

La fonction de distribution de l’équation 2.7 concerne l’énergie totale ϵ des électrons. Sous l’hy-
pothèse d’un gaz parfait, l’énergie cinétique est distribuée de manière isotrope entre les trois compo-
santes d’espace, et on a :

ϵ= ϵC +
ℏ

2k2
x

2m
+
ℏ

2k2
y

2m
+
ℏ

2k2
z

2m
. (2.9)

En orientant la direction normale à l’interface selon z, on peut alors définir l’énergie normale ϵn

des électrons :

ϵn = ϵC +
ℏ

2k2
z

2m
(2.10)

À l’interface métal vide, les électrons contribuant au courant ont nécessairement une énergie nor-
male non nulle, donc une vitesse vz non nulle. La densité de courant classique selon z dans la cathode
s’écrirait alors :

jz =−env̄z =−e

∫

f (vz )vz dvz (2.11)

où f (vz )dvz est la densité volumique d’électrons ayant une vitesse vz à dvz près, de sorte que n est
bien la densité volumique d’électrons :

n =
∫

f (vz )dvz (2.12)

et v̄z la vitesse moyenne des électrons dans la direction z :

v̄z =
∫

f (vz )vz dvz
∫

f (vz )dvz
(2.13)
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Le produit f (vz )vz dvz correspond ici à la densité de flux d’électrons arrivant à l’interface avec une
vitesse selon z entre vz et vz +dvz . Dans ce cas classique, la fonction d’apport (supply function en
anglais) correspondrait alors au produit f (vz )vz .

On peut construire la densité de courant J extraite à l’interface métal-vide par analogie. Les élec-
trons étant décrits dans le cadre de la mécanique quantique, on a vz = ℏkz /m. Par ailleurs, il faut
prendre en compte que chaque électron arrivant avec une impulsion kz donnée aura une probabilité
de passer par effet tunnel (et donc de contribuer au courant) qui s’exprime par le coefficient de trans-

mission, noté D(kz ,F ). Ainsi, la contribution au courant par gamme d’impulsion comprise entre kz

et kz +dkz s’exprime
dJ

dkz
=−e f (kz )

ℏkz

m
×D(kz ,F ) (2.14)

où f (kz ) est une distribution volumique de vitesse en
[

volume−1 · impulsion−1], de sorte que f (kz )dkz

est la densité volumique en
[

volume−1] des électrons ayant une impulsion comprise entre kz et kz +
dkz .

Cette distribution f (kz ) peut en fait être relié à la distribution en énergie totale des électrons
f (ϵ,T,ϕ) (Eq. 2.7) par l’intermédiaire de la relation 2.9. L’annexe B détaille alors le calcul qui permet
d’obtenir in fine la densité de courant en intégrant sur toutes les énergies normales accessibles :

J (F,T,ϕ) =−e

+∞∫

ϵC

4πmkB T

h3
· ln

(

1+exp(−
ϵn +ϕ

kB T
)

)

×D(ϵn ,F )dϵn (2.15)

On définit alors la fonction d’apport comme la quantité

SF (ϵn ,T,ϕ) ..=
4πmkB T

h3
· ln

(

1+exp(−
ϵn +ϕ

kB T
)

)

, (2.16)

homogène à
[

surface−1 · temps−1 ·energie−1
]

. C’est bien une densité de flux d’électrons à l’interface
par unité d’énergie normale et la quantité SF (ϵn ,T,ϕ)dϵn correspond au nombre d’électrons qui ar-
rive à l’interface par unité de temps et de surface avec une énergie ϵn à dϵn près.

La figure 2.6 montre la variation de cette fonction d’apport avec la température en électron par
(eV ·nm2 · f s). Le choix des unités de distance et de temps est lié à la vitesse d’agitation thermique
des électrons. Cette vitesse étant de l’ordre de 106 m/s, un électron parcourt environ un nanomètre
en une femtoseconde.

2.2.3 Interface cathode-vide et coefficient de transmission

Nous avons défini la fonction d’apport mais il reste à déterminer le coefficient de transmission
D(ϵn ,F ) intervenant dans l’équation de la densité de courant 2.15. Comme ce coefficient correspond
à la probabilité de passage par effet tunnel il apparait évident qu’il dépende de la forme de la bar-
rière de potentiel à traverser à l’interface métal-vide (cf. courbe rouge sur la figure 2.2). Dans le cas
de l’émission électronique par effet de champ, l’application d’un champ électrique de norme F va
modifier cette barrière de potentiel.

Barrière de potentiel de Schottky-Nordheim

Décrivons analytiquement le potentiel ressenti par un électron le long de la direction normale à
la surface du métal z. À l’intérieur du métal (conducteur), le champ ne pénètre pas et l’énergie po-
tentielle commune à tous les électrons est simplement ϵC . À l’extérieur (dans le vide) on a un champ
électrique F⃗ = F e⃗z , que l’on suppose constant sur au moins quelques dizaines de nanomètres à partir
de l’interface. À ce champ il faut ajouter l’influence de la surface métallique sur le potentiel perçu par
un électron à son abord, du fait de sa propre charge.
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FIGURE 2.6 ± Variation de la fonction d’apport SF (T ) avec la température pour un niveau de Fermi
ϵF = −4.5 eV . (a) : échelle linéaire. (b) : échelle logarithmique. La légende de couleur est commune.
L’unité de distance (nm) et de temps ( f s) sont choisies de manière cohérente avec la vitesse d’agita-
tion thermique des électrons.

En effet, dès lors qu’on plonge un métal dans un champ électrique, les charges superficielles du
métal se réorganisent pour le compenser, de sorte que l’interface métal-vide reste toujours une équi-
potentielle. Pour conserver un développement analytique et une barrière de potentiel indépendante
de la densité de courant émise, nous déterminons le potentiel perçu par un électron à proximité de
l’interface par la méthode des charges images. L’annexe C détaille alors le calcul qui permet d’obtenir
l’expression suivante :

E(z > 0) =−eF z −
e2

16πε0z
︸ ︷︷ ︸

charge image

(2.17)

Cette barrière triangulaire arrondie par l’effet de la charge image (cf. figure 2.7) est couramment ap-
pelée barrière de Schottky-Nordheim. Cette appellation fait référence à Walter Schottky qui fut le pre-
mier à prévoir l’effet de l’abaissement de la barrière de potentiel par la charge image sur l’émission
thermoionique en présence d’un champ électrique, et à Lothar Nordheim qui développa la première
résolution analytique de l’émission par effet de champ à travers une telle barrière [2].

On peut alors obtenir la valeur maximum de cette barrière par une simple dérivation de l’équation
2.17 :

Emax =−

√

e3F

4πε0
= E(z∗) (2.18)

où z∗ est la position de ce maximum.

La valeur absolue de cette dernière expression donne l’abaissement Schottky de la barrière :

∆ϕ= |Emax| =

√

e3F

4πε0
(2.19)

En plus de cet abaissement, on voit que sous l’effet d’un champ électrique, l’épaisseur de la barrière
de potentiel perçue par un électron dans le métal à une énergie ϵn donnée n’est plus infinie, mais
vaut ∆z(ϵn), définie pour un électron d’énergie normale ϵn par les racines z1,2 de l’équation E(z) = ϵn .
Or, plus la barrière est mince, plus la probabilité de sortie d’un électron par effet tunnel est grande. Il
faut cependant que l’épaisseur soit très faible, typiquement de l’ordre du nanomètre, pour que l’effet
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FIGURE 2.7 ± Barrière de Schottky-Nordheim (en rouge) et abaissement Schottky correspondant.
Cette forme de barrière de la prise en compte de la charge image dans le calcul du potentiel res-
senti par un électron à l’interface.

tunnel ne soit pas négligeable. La figure 2.8 donne un aperçu quantitatif de la modification de la
barrière de potentiel en fonction de l’amplitude du champ. On voit qu’en deçà d’un champ électrique
de l’ordre du gigavolt par mètre l’épaisseur de la barrière est à peine modifié, et ne permettra par
conséquent aucune transmission par effet tunnel.

Coefficient de transmission

À partir de la forme analytique de la barrière de potentiel, nous pouvons utiliser l’équation de
Schrödinger sur la fonction d’onde ψ des électrons pour déterminer le coefficient de transmission
D(ϵn ,F ). L’équation de Schrödinger indépendante du temps s’écrit :

Ĥ |ψ〉 = E |ψ〉 (2.20)

Pour un électron d’énergie normal ϵn , cette équation se traduit dans l’espace des positions à une
dimension (z > 0) par :

d2ψ(z)

dz2
−

2m

ℏ2
(ϵn −E(z))ψ(z) = 0 (2.21)

où l’on a utilisé l’expression du Hamiltonien dans l’espace des positions :

Ĥ =
−ℏ2

2m
∆+E(z) (2.22)

Le coefficient de transmission d’un électron est alors défini à partir du courant de probabilité Y as-
socié à sa fonction d’onde ψ :

Y (z) =
−iℏ

2m

[

ψ∗(z)
∂ψ(z)

∂z
−ψ(z)

∂ψ∗(z)

∂z

]

(2.23)

C’est précisément le rapport du courant de probabilité transmis dans le vide Ytrans défini au delà de
la barrière de potentiel (z >∆z(ϵC )) sur le courant de probabilité incident Yinc défini dans le métal en
amont de la barrière (z < 0)

D(ϵn ,F ) =
Ytrans

Yinc
(2.24)
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FIGURE 2.8 ± Modification de la barrière de potentiel vu par un électron en fonction de l’amplitude
du champ électrique F à la surface de l’émetteur, dans le cadre du modèle des charges images (cf. Eq.
2.17).

pour un électron d’énergie normale ϵn arrivant sur une barrière de Schottky-Nordheim associé à une
amplitude de champ F .

L’annexe D décrit alors le développement et les hypothèses sous-jacentes qui permettent d’obte-
nir la forme finale du coefficient de transmission tel qu’utilisé dans notre modèle :

D(ϵn ,F ) =
[

1+exp

(

4
p

2m|ϵn |
3
2

3ℏeF
v(y)

)]−1

(2.25)

souvent écrite sous la forme :

D(ϵn ,F ) =
1

1+exp

[

4
p

2
3 (4πε0)−

3
4

(
m2e5

ℏ4F

) 1
4

y− 3
2 v(y)

] (2.26)

où la principale difficulté a été insérée dans la fonction v(y). Cette fonction peut être calculée à l’aide
des intégrales elliptiques complètes de première et seconde espèce [3] :

K1(k) ..=
π/2∫

0

1
√

1−k2 sin2θ
dθ (2.27)

K2(k) ..=
π/2∫

0

√

1−k2 sin2θdθ (2.28)

On obtient alors

v(y) =







√

1+ y

[

K2

(√

1− y

1+ y

)

− yK1

(√

1− y

1+ y

)]

si y ≤ 1

−
√

y

2

[

(1+ y)K1

(√

y −1

2y

)

−2K2

(√

y −1

2y

)]

si y > 1

(2.29)

que l’on peut aujourd’hui aisément calculer compte tenu de la littérature mathématique concernant
K1 et K2 (voir par exemple [4]). En ce qui nous concerne, notre code d’émission est écrit en Fortran et
nous avons utilisé les algorithmes proposés dans [5] (in ref. section 6.11).
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FIGURE 2.9 ± Coefficient de transmission D(ϵn ,F ) à l’interface métal/vide et forme de la barrière de
Schottky Nordheim E(z) dans le vide pour deux champs électriques différents. Le graphique du co-
efficient de transmission est tourné de 90° pour que son axe des abscisses coïncide avec l’axe des
ordonnées du graphique de la barrière.

La figure 2.9 montre la variation du coefficient de transmission en fonction de l’énergie normale
des électrons incidents, pour deux amplitudes de champ électrique différentes. On voit qu’à 2 GV /m,
la probabilité de sortie d’un électron est quasiment nulle jusqu’à −3 eV , ce qui signifie qu’un travail
de sortie inférieur à 3 eV est nécessaire pour observer une émission notable à température ambiante.
À 8 GV /m, ce seuil est décalé vers 6 eV , rendant possible l’émission pour un matériaux dont le travail
de sortie vaut 4.5 eV .

2.2.4 Calcul numérique de la densité de courant

Pour obtenir enfin la densité de courant, on intègre le produit de la fonction d’apport avec le
coefficient de transmission sur toutes les énergies normales accessibles. On obtient :

J (F,T,ϕ) =−e

+∞∫

ϵC

SF (ϵn ,T,ϕ)×D(ϵn ,F )dϵn

=−
4πme

h3

+∞∫

ϵC

kB T · ln
[

1+exp
(

− ϵn+ϕ
kB T

)]

1+exp

[

4
p

2
3 (4πε0)−

3
4

(
m2e5

ℏ4F

) 1
3

y− 3
2 v(y)

] dϵn

=−
4πme

h3








0∫

ϵC

kB T · ln
[

1+exp
(

− ϵn+ϕ
kB T

)]

1+exp

[

4
p

2
3 (4πε0)−

3
4

(
m2e5

ℏ4F

) 1
3

y− 3
2 v(y)

] dϵn +
+∞∫

0

kB T · ln

[

1+exp

(

−
ϵn +ϕ

kB T

)]

dϵn








(2.30)
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FIGURE 2.10 ± Figure récapitulative de l’émission électronique par effet de champ pour un champ de
8 GV /m, une température de 3000 K et un travail de sortie de 4.5 eV . Dans le métal sont représentés
la fonction d’apport (en rouge) et le coefficient de transmission (en bleu). L’intersection de ces deux
courbes donne la densité de courant émise J (F,T ) (en violet). Le graphique est tourné de 90° pour
que son axe des abscisses coïncide avec l’axe des ordonnées du graphique de droite, qui trace dans le
vide la barrière de Schottky Nordheim à 8 GV /m.

In fine, l’extraction d’électrons par effet de champ correspond à la superposition à une gamme
d’énergie donnée d’une densité de flux d’électrons incident significative et d’une probabilité non
nulle de sortir par effet tunnel (qui dépend de l’épaisseur de la barrière Schottky-Nordheim sur cette
gamme d’énergie). Cette superposition est tracée sur la figure 2.10 pour le cas particulier d’un champ
de 8 GV /m, une température de 3000 K , et un travail de sortie de 4.5 eV . Ces fortes valeurs de champ
et de température ont été choisies de sorte à rendre plus visible la superposition entre coefficient de
transmission et fonction d’apport.

Pour déterminer la densité de courant à n’importe quelle valeur de champ F et température T ,
notre modèle calcule numériquement l’expression 2.30, et les intégrales elliptiques sous-jacentes.
Précisons alors que cette expression requiert la connaissance du niveau d’énergie du bas de bande de
conduction ϵC . Dans les faits cependant, le coefficient de transmission étant toujours totalement nul
autour de ϵC pour les amplitudes de champs électriques physiquement atteignables (∼ 10 GV /m), le
calcul de l’intégrale est inchangé en intégrant depuis −∞. Dans le calcul numérique, on fait le choix
arbitraire de s’arrêter à −20 eV . La figure 2.11 montre le résultat à travers la dépendance de la densité
de courant J avec le champ F à 300 K pour deux travaux de sortie différents.

Une comparaison de la densité de courant J obtenue par notre calcul numérique avec le résultat
des formules analytiques régulièrement utilisées dans la littérature est proposée en annexe E.
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FIGURE 2.11 ± Variation de la densité de courant à 300 K avec le champ F pour deux travaux de sortie
différents. (a) : échelle linéaire. (b) : échelle log.

2.2.5 Distribution énergétique des électrons émis

Maintenant que nous avons compris le rôle combiné de la fonction d’apport et du coefficient
de transmission dans l’émission par effet de champ, il apparait évident que la distribution énergé-
tique des électrons émis va fortement dépendre du champ, de la température et du travail de sortie.
En fonction de ces paramètres, il se peut alors que l’énergie moyenne des électrons émis soit diffé-
rente de celle des électrons qui les remplacent. Ce bilan d’énergie, qui peut être positif ou négatif,
est à l’origine de l’effet Nottingham que nous détaillerons à la sous-section 2.2.6. Pour en déterminer
l’amplitude, il faut d’abord déterminer la distribution énergétique des électrons émis.

Distribution en énergie normale

En ce qui concerne la distribution en énergie normale (N ED pour Normal Energy Distribution en
anglais) le calcul est direct et s’exprime ainsi :

N ED(ϵn ,F,T ) =
∣
∣
∣
∣

e

J (F,T,ϕ)

∣
∣
∣
∣SF (ϵn ,T,ϕ)×D(ϵn ,F ) (2.31)

de sorte que N ED(ϵn ,F,T )dϵn représente la proportion d’électrons émis par unité de temps et de
surface au champ F et à la température T avec une énergie normale égale à ϵn à dϵn près. Diviser par
le terme |J/e| qui correspond à la densité de flux d’électrons émis permet d’obtenir une distribution
normalisée.

Distribution en énergie totale

Le calcul de la distribution en énergie totale des électrons émis (T ED pour Total Energy Distri-

bution en anglais) est plus délicat, car il nécessite de prendre en compte la répartition de l’énergie
cinétique entre la composantes normales kz et les composantes parallèles kx et ky (cf. Eq. 2.9). L’an-
nexe F décrit le calcul qui permet d’obtenir l’expression suivante :

T ED(ϵ,F,T,ϕ) =
∣
∣
∣
∣

e

J (F,T,ϕ)

∣
∣
∣
∣

4πm

h3
N̄ (ϵ,T,ϕ)

ϵ∫

ϵC

D(ϵn ,F )dϵn (2.32)

de sorte que T ED(ϵ)dϵ= dJ (ϵ)/J donne la proportion de densité de courant émise entre ϵ et ϵ+dϵ.
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FIGURE 2.12 ± Variation de la distribution en énergie totale des électrons T ED(F,T,φ) (a) : pour dif-
férentes températures à F = 8 GV /m et (b) : pour différents champs électriques à T = 300 K . Les deux
figures ne sont pas aux mêmes échelles. Le travail de sortie vaut 4.5 eV . L’intégrale de chaque courbe
est égale à l’unité.

La figure 2.12 illustre la distribution en énergie totale des électrons émis pour quelques valeurs
typiques de champ et de température. On voit que comme attendu, une température plus élevée
mène à une émission d’électrons en moyenne plus énergétique. À l’inverse, l’augmentation du champ
permet d’extraire les nombreux électrons incidents aux énergies normales plus basses, en moyenne
moins énergétiques. Il faut noter que notre définition de la T ED est normalisée par J , de sorte que
son intégrale vaut l’unité. Elle ne laisse donc pas voir l’augmentation du nombre total d’électrons
transmis avec l’augmentation de la température ou du champ.

2.2.6 Bilan d’énergie des électrons et effet Nottingham

Si l’on considère le volume fermé de l’émetteur au cours de l’émission, chaque électron émis à sa
surface est remplacé par un électron provenant de la cathode qui entre à sa base. Compte tenu de la
dépendance de la T ED avec F et T , les électrons quittant l’émetteur n’ont en général pas la même
énergie (totale) que les électrons qui les remplacent. On définit alors l’énergie Nottingham EN comme
l’écart entre la moyenne de ces deux énergies pour une émission à une valeur donnée de champ, de
température et de travail de sortie :

EN(T,F,ϕ) ..= 〈ϵ〉r −〈ϵ〉e (2.33)

Ainsi, l’émission d’électrons par effet de champ induit nécessairement une variation d’énergie par
unité de temps au sein de l’émetteur que l’on appelle puissance Nottingham. On peut exprimer cette
puissance par le biais du courant émis et de la moyenne pondérée de l’énergie Nottingham ĒN sur
toute la surface d’émission :

PN
..=

∣
∣
∣
∣

I

e

∣
∣
∣
∣ ĒN =

∣
∣
∣
∣

I

e

∣
∣
∣
∣

Î

J ×EN dS
Î

J dS
(2.34)

où |I /e| n’est autre que le débit d’électrons émis.
Précisons que nous avons ici défini l’énergie Nottingham selon la convention « énergie qui entre

dans l’émetteur moins énergie qui en sort ». Par conséquent, si ĒN est positif, PN correspond à un
chauffage global de l’émetteur tandis qu’il correspond à un refroidissement si ĒN est négatif.

Se pose alors la question de la répartition de cette puissance dans l’émetteur. Selon Swanson et
Crouser, l’échange d’énergie entre les électrons de conduction et le réseau (the lattice en anglais)
s’opère à proximité de la zone d’émission, sur une fraction du diamètre de la pointe émettrice de
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l’ordre d’une centaine de nanomètres [6] (in ref. Sec. III-C, §1). Ceci est lié au très faible libre parcours
moyen des électrons de conduction vis-à-vis des interactions électron-phonon et électron-électron.
De manière similaire, l’article de Fursey et al. de 1995 [7] présente l’effet Nottingham comme un phé-
nomène en volume, au voisinage de l’émission. Aux échelles micrométriques en revanche, il est pré-
cisé que l’effet dans le volume de l’émetteur est négligeable de sorte que l’effet Nottingham peut être
considéré comme un effet de chauffage de surface :

« The Nottingham effect for a microtip is a volume heat source. For a small tip, the heat remo-

ved into its bulk is negligible, because its size is too small for electron-phonon energy exchange

to occur. Therefore, for a normal cathode, the Nottingham effect can be considered as a surface

heat source, a boundary condition for the heat transfer equation. » [7] (in ref. Sec. 3, §2)

Par conséquent, en accord avec ce raisonnement, nous prenons l’effet Nottingham comme une condi-
tion aux limites en introduisant le flux de chaleur Nottingham. Celui-ci s’exprime à partir de la densité
de flux d’électrons émis |J/e| au niveau de la surface d’émission :

ΦN(F,T,ϕ) =
J

−e
EN =

∣
∣
∣
∣

J

e

∣
∣
∣
∣× [〈ϵ〉r −〈ϵ〉e ] (2.35)

Les auteurs Swanson et Crouser notaient toutefois en 1966 un manque de description théorique
des échanges énergétiques entre électron émis et électron de remplacement :

« The details of the energy exchange between those electrons taking part in the conduction

current and those taking part in the emission current is a matter which requires further theo-

retical studies. » [6] (in ref. Sec. III-C, §1)

Bien que la prise en compte de l’effet Nottingham comme une condition aux limites est aujour-
d’hui une constante de tous les modèles thermiques modernes de l’émission électronique, il semble
important de préciser qu’à la connaissance de l’auteur la justification théorique de la répartition spa-
tiale de l’effet Nottingham à proximité de la surface d’émission n’a toujours pas été précisément dé-
veloppée depuis.

En se contentant de l’argument du libre parcours moyen, on peut poursuivre le calcul du flux de
chaleur Nottingham. L’énergie moyenne des électrons émis s’exprime à partir de la distribution en
énergie totale des électrons émis :

〈ϵ〉e =
+∞∫

ϵC

ϵ×T ED(ϵ,F,T,ϕ)dϵ (2.36)

Comme pour la densité de courant ou la distribution en énergie totale, cette quantité est calculée
numériquement.

L’énergie des électrons de remplacement en revanche, est prise égale au niveau de Fermi.

〈ϵ〉r = ϵF (2.37)

Pour justifier cette valeur, il faut poser que les électrons de remplacement proviennent d’un réser-
voir d’électrons (le circuit). En supposant ce réservoir à température nulle (0 K ), tous les niveaux en
dessous du niveau de Fermi sont par définition occupés. Du fait de la continuité de la température à
l’interface réservoir-émetteur, il en va de même pour les niveaux à l’entrée de l’émetteur. L’argument
de Nottingham est alors de dire que les électrons du circuit ne peuvent entrer dans l’émetteur qu’avec
une énergie au moins égale au niveau de Fermi, les niveaux inférieurs étant déjà remplis :

« Consider the receiving plate of a tube for studying thermionic emission to be at 0 K . Then the

electrons in the emission current cannot fall into quantum states lower than ϵF upon being

received because all of those states are filled. The electric current flows around the circuit at

the level ϵF [...] and flows into the emitter at this level. » [8] (in ref. §2)
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FIGURE 2.13 ± Comparaison de la répartition énergétique des états occupés et des états libres (a) : à
300 K et (b) : à 3000 K , par rapport à la répartition à température nulle.

On peut étendre cet argument pour un circuit à température ambiante (T ∼ 300 K ). Par rapport à
une température nulle, on libère une petite portion de niveaux capables d’accueillir des électrons de
remplacement en dessous du niveau de Fermi (Fig. 2.13, hachures rouges) tandis qu’on obtient une
petite portion d’électrons d’énergie supérieure au niveau de Fermi (Fig. 2.13, aplat rosé) à laquelle
correspond un grand nombre d’états accessibles disponibles (Fig. 2.13, hachure noire). À 300 K , ce
transfert d’électrons depuis des états en dessous du niveau de Fermi vers des états au-dessus s’étend
sur une faible plage d’énergie, de l’ordre de 0.1eV . Sur la figure 2.13a, on perçoit de ce fait très peu
de différence entre la densité d’états occupés à 0 K (courbe noire en tiret) et celle à 300 K (courbe
rouge). En conséquence, l’argument de Nottingham reste valable et l’énergie moyenne des électrons
de remplacement peut toujours être prise égale au niveau de Fermi. À titre de comparaison, la figure
2.13b montre la situation à 3000 K . On voit que le transfert d’électrons s’étend sur plus d’un électron-
volt. Les électrons de remplacement pourraient alors s’écouler dans l’émetteur à différents niveaux
d’énergie. Le calcul de leur énergie moyenne nécessiterait dans ce cas un développement plus pré-
cautionneux de la physique en jeu.

2.2.7 Température d’inversion Nottingham

L’effet Nottingham reposant sur le bilan d’énergie EN, il vient naturellement que le flux de cha-
leur qui en découle peut être aussi bien positif que négatif, c’est-à-dire chauffant ou refroidissant. La
figure 2.14 montre la variation de EN avec la température, pour différentes amplitudes de champ élec-
trique. On voit que l’énergie Nottingham est globalement plus faible à champ électrique plus faible.
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FIGURE 2.14 ± Variation de l’énergie Nottingham EN avec la température pour différentes amplitudes
de champ électrique. L’effet Nottingham est chauffant lorsque EN est positif et refroidissant lorsque
EN est négatif.

Du fait de la dépendance en température de l’énergie des électrons émis 〈ϵ〉e (T ), on a le schéma sui-
vant :

Ð Lorsque l’émission a lieu à basse température (pure émission de champ), très peu d’électrons
ont une énergie supérieure au niveau de Fermi. L’énergie moyenne des électrons émis est donc
nécessairement inférieure au niveau de Fermi et les électrons de remplacement apportent de
l’énergie à l’émetteur : l’effet Nottingham est chauffant.

Ð À mesure que la température augmente, les niveaux d’énergie supérieurs au niveau de Fermi
sont de plus en plus occupés. Ces derniers vont alors davantage contribuer à l’émission et
l’énergie moyenne des électrons émis augmente en conséquence. Lorsque celle-ci dépasse le
niveau de Fermi (énergie des électrons de remplacement), on obtient un bilan négatif et l’effet
Nottingham devient refroidissant.

Entre ces deux cas, il existe nécessairement une température pour laquelle le bilan est exactement
nul (l’énergie moyenne des électrons émis égalise le niveau de Fermi). Cette température est appelée
température d’inversion Nottingham et on la note TN. Elle est mis en évidence par un marqueur vert
sur la figure 2.14. On voit par ailleurs que cette température augmente à champ électrique plus fort,
ce qui signifie que l’effet Nottingham contribuera plus longtemps à l’autoéchauffement dans ce cas.

En fait, en utilisant la distribution en énergie développée par Young et Muller [9], on peut montrer
analytiquement sous les mêmes hypothèses que la température d’inversion est proportionnelle au
champ et inversement proportionnelle à la racine carrée du travail de sortie [10] :

TN ≃ 5.32×10−7 F
p
ϕ

(2.38)

avec F en V /m et ϕ en eV . Cette formule se base sur la forme du coefficient de transmission obtenue
par simple approximation BKW avec une barrière triangulaire. En parallèle, notre modèle prenant en
compte l’abaissement Schottky de la barrière (barrière de Schottky-Nordheim) nous permet d’obtenir
numériquement une valeur plus précise de la température d’inversion Nottingham. La figure 2.15
compare ces deux approches. Si le résultat est similaire à faible champ, l’écart se creuse une fois le
champ F suffisant pour que l’abaissement Schottky se rapproche du travail de sortie :∆ϕ= |Emax|→ϕ

(cf. Eq. C.6). Cet écart met en évidence l’importance de prendre en compte la charge image pour
mieux évaluer l’effet Nottingham.
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FIGURE 2.15 ± Comparaison entre la température d’inversion Nottingham calculée par notre modèle
numérique et la formule analytique 2.38 de Charbonnier et al. [10]. ∆ϕ/ϕ correspond au rapport de
l’abaissement Schottky sur le travail de sortie (cf. Eq. 2.19).

2.3 Résolution sous COMSOL et géométrie des aspérités

Maintenant que nous avons tous les éléments de notre modèle d’émission, penchons-nous sur
la résolution d’une simulation complète. Pour chaque valeur de travail de sortie que l’on souhaite
étudier, nous utilisons dans un premier temps notre code d’émission électronique pour évaluer la
densité de courant émise J (F,T,ϕ) et la densité de flux de chaleur Nottingham ΦN(F,T,ϕ) sur une
large gamme de champ et de température englobant complètement toutes les situations physiques
que nous explorons par la suite (typiquement, de 107 à 2×1010 V /m en champ électrique, et de 293 à
6000 K en température). Cette base de données permet de définir sous COMSOL® des fonctions inter-
polées de J (F,T,ϕ) et ΦN(F,T,ϕ) qui servent ensuite à évaluer les conditions aux limites des équations
de la chaleur et de la conservation de la charge comme nous allons le voir. Mais avant, détaillons la
géométrie des émetteurs et de notre domaine de simulation.

2.3.1 Domaine de simulation et géométrie

Pour rester le plus générique possible, la géométrie des électrodes consiste simplement en une
cathode faisant face à une anode, toutes deux planes, et séparée d’une distance Dgap. Le modèle décrit
dans la suite peut en revanche aisément être adapté à des structures plus complexes pour rendre
compte de la spécificité d’une expérience donnée.

Géométries des émetteurs

À la surface de la cathode, on distribue alors un certain nombre de pointes, correspondant aux
émetteurs des sources d’électrons ou aux aspérités dominantes des surfaces rugueuses. Pour pou-
voir simplifier la résolution de l’émission d’une pointe unique, nous nous limitons dans ce travail à
modéliser des géométries d’émetteurs axisymétriques. Si la source comporte par ailleurs plusieurs
émetteurs à proximité il faudra le prendre en compte par une géométrie 3D, bien que les émetteurs
individuels conservent leur symétrie axiale.

Depuis les années 1950, une grande diversité d’émetteurs à effet de champ a été explorée. Leur
géométrie dépend essentiellement du matériau et du procédé de fabrication. Parmi les géométries
les plus habituelles, on peut citer les cônes en molybdène de Spindt, les pointes de tungstène effilées
des microscopes électroniques, les pyramides de silicone ou de carbone et enfin les "whisker", sou-
vent des nanotubes de carbone. Utsumi [11] a tenté de regrouper ces formes de pointes en quelques
catégories typiques illustrées sur la figure 2.16.
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FIGURE 2.16 ± Formes typiques des différents émetteurs telles que recensées par Utsumi [11] (in ref.

Fig. 3). (a) : sphère-sur-cylindre. (b) : sphère-sur-parabole. (c) : sphéroïde-sur-cône. (d) : sphère-sur-
pyramide.

Dans cette thèse, nous avons mené l’essentiel de nos explorations théoriques sur une géométrie
hémiellipsoïde définie par deux paramètres : une hauteur H et un rayon R, qui donnent un facteur
d’aspect f = H/R. Cette géométrie donne une équation de surface particulièrement simple en coor-
données cylindriques :

r 2

R2
+

z2

H 2
= 1, (2.39)

qui permet de déterminer le jacobien C entre l’abscisse curviligne ℓ et la coordonnée cylindrique
radiale r :

C(r ) =
dℓ

dr
=

√

1+
H 2r 2

R4 − r 2R2
où dℓ=

√

dr 2 +dz2 (2.40)

dont on se servira au chapitre 5 pour déterminer le courant à partir de l’intégrale d’une densité de
courant analytique.

On peut aussi déterminer le rayon de courbure à partir de la courbure de Gauss K qui est connue
en tout point d’une hémiellipsoïde :

K =
(

Hr 2

R2
+

R2z2

H 3

)−2

=
(

H
r 2

R2
+

R

f

z2

H 2

)−2

(2.41)

ce qui permet de déterminer le rayon de courbure rC au sommet :

rC = K − 1
2

∣
∣
∣
r=0, z=H

⇒ rC =
R

f
=

H

f 2
(2.42)

Par ailleurs, la connaissance de la surface S et du volume V sera aussi nécessaire pour bien saisir
l’effet du ratio surface sur volume sur l’autoéchauffement :

S =πR2
(

1+
H

R

arcsin(e)

e

)

et V =
2π

3
R2H avec e2 = 1−

1

f 2
(2.43)

où e est l’excentricité de l’ellipsoïde. En exprimant alors le ratio surface sur volume en fonction de H

et f uniquement on obtient :
S

V
=

3

2H

(

1+ f
arcsin(e)

e

)

(2.44)

Enfin, la géométrie hémiellipsoïde offre une expression analytique du renforcement de champ
à son sommet ce qui permettra d’évaluer la précision de notre maillage en comparant le résultat
numérique à cette expression analytique.

50 Chapitre 2. Modèle d’émission électronique et algorithme numérique



2.3. Résolution sous COMSOL et géométrie des aspérités

Cas spécifique des nanostructures de carbone

Une partie des travaux de cette thèse (présentée au chapitre 5 et 6) concerne l’émission électro-
nique depuis des nanostructures de carbone bien spécifiques, dont la géométrie a été expérimen-
talement mesurée. La forme hémiellipsoïde ne convient pas pour modéliser ces émetteurs. Nous
utilisons donc pour ce cas spécifique une géométrie sphère-sur cône, avec un angle de conicité α

globalement faible (de l’ordre de 1◦), de sorte que les émetteurs se rapprochent du cas limite sphère-
sur-cylindre. Même faible, l’angle conserve toutefois un effet notable sur le renforcement de champ
et plus significatif encore sur l’autoéchauffement, puisqu’il induit une augmentation du volume de
l’émetteur. L’angle non nul requiert alors la distinction entre le rayon de la sphère au sommet, noté
Rs , et le rayon du cône à la base, noté Rb .

Avec ces notations, l’équation de surface de la sphère-sur cône s’écrit :







z = H −Rs +Rs

√

1−
r 2

R2
s

, 0 < r < Rs cosα

z =
1

tanα
(Rb − r ) , Rs cosα< r < Rb

(2.45)

où l’on a pris soin de lisser la connexion de la sphère avec le cône pour conserver une surface de dé-
rivée continue.

Un émetteur est donc défini par la donnée de trois paramètres, au choix parmi la hauteur H , le
rayon de la sphère Rs , le rayon à la base Rb et l’angle α. On choisit en général :

{H ,Rs ,Rb} avec α= 2arctan






√

H 2 +R2
b
−2HRs −H +Rs

Rb +Rs




 (2.46)

ou

{H , f ,α} avec Rb =
H

f
cosα+H

(

1−
1− sinα

f

)

tanα (2.47)

avec f = H/Rs le facteur d’aspect. Le jacobien C entre l’abscisse curviligne ℓ et la coordonnée radiale
s’écrit dans ce cas :







C(r ) =
Rs

√

R2
s − r 2

, 0 < r < Rs cosα

C(r ) =
1

sinα
, Rs cosα< r < Rb

(2.48)

Domaine de simulation

En 3D, le domaine de simulation consiste en l’union de deux parallélépipèdes rectangles placés
de part et d’autre du plan (x, y) à z = 0. Le parallélépipède supérieur de dimension {2Lx ,2Ly ,Lz } mo-
délise l’enceinte, tandis que le parallélépipède inférieur de dimension {2Lx ,2Ly ,Lcat} modélise une
portion de la cathode. La distance interélectrodes étant fixée à Dgap = 200 µm pour tous nos résul-
tats, l’anode se trouve généralement en dehors du domaine de simulation (son action est bien prise
en compte par des conditions aux limites adaptées, présentée dans la section suivante). Les émetteurs
sont ensuite placés à la surface de la cathode, au niveau du plan (x, y) à z = 0. La figure 2.17 schéma-
tise le domaine de simulation en 3D pour deux pointes hémiellipsoïdes identiques. Dans la pratique,
Lx , Ly et Lcat sont prises égales à dix fois la hauteur maximale des émetteurs, et vingt fois pour Lz .
Ces dimensions permettent d’isoler complètement les émetteurs tout en conservant un domaine de
simulation de taille raisonnable.
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FIGURE 2.17 ± Schéma du domaine de simulation en 3D pour deux émetteurs hémiellipsoïdes de
hauteur H = 10 µm et de rayon R = 2 µm. Le schéma n’est pas à l’échelle (dans la pratique, les dimen-
sions Lx , Ly , Lz et Lcat sont une dizaine de fois plus grandes que la hauteur H).

2.3.2 Équations physiques et conditions aux limites

Électrostatique et renforcement du champ

Une fois la géométrie déterminée, la première étape de la modélisation multiphysique est la ré-
solution stationnaire de l’équation de Laplace dans l’espace interélectrodes :

∆Vvac = 0, F⃗ =−∇⃗Vvac (2.49)

où Vvac et F⃗ désignent respectivement le potentiel et le champ électrique. Le vide est donc supposé
parfait, et les perturbations du champ par la charge d’espace des électrons émis sont supposées né-
gligeables.

Les conditions aux limites de l’électrostatique sont fixées comme suit. On applique une condition
de Dirichlet à la surface de la cathode Σ de sorte que le potentiel y soit égal à Vapp. À la limite supé-
rieure du domaine de simulation (en z = Lz ), une condition de von Neumann assure que la norme
du champ F soit égale au champ global E =Vapp/Dgap où Dgap est la distance interélectrodes. Sur les
frontières latérales (vecteur normal n⃗) où x =±Lx ou y =±Ly on applique des conditions de symétrie
de von Neumann sur le champ électrique :

Vvac|Σ =Vapp , F⃗ |Lz = E⃗ , F⃗ |±Ly

±Lx
· n⃗ = 0, (2.50)

À partir du champ électrique local F à la surface de la cathode Σ, on définit le renforcement de
champ (FEF pour Field Enhancement Factor en anglais) :

β|Σ =
F |Σ
E

(2.51)

Tandis que la valeur spécifique β au sommet d’un émetteur dépend du champ local qui y règne :

β=
Fa

E
(2.52)

où Fa est la valeur de champ au sommet, indexé d’un a pour apex qui signifie sommet en anglais.
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FIGURE 2.18 ± Comparaison du renforcement de champ au sommet déterminé numériquement par
COMSOL® avec les expressions 2.53 et 2.54. (a) : pour une géométrie hémiellipsoïde. (b) : pour une
géométrie sphère-sur-cylindre. Le calcul numérique est effectué en 2D axisymétrique pour la pointe
isolée permettant un très bon raffinement du maillage.

Le renforcement de champ au sommet est défini pour une pointe isolée (n’interagissant avec au-
cune autre aspérité) dans la configuration de deux électrodes planes infinies. On le définit comme
une propriété intrinsèque de la pointe, dépendant essentiellement de sa géométrie. Pour les pointes
hémiellipsoïdes, il en existe une expression analytique [12] (in ref. Sec. 2.1) :

β=
(

f 2 −1
)3/2

f ln
[

f +
(

f 2 −1
)1/2

]

−
(

f 2 −1
)1/2

(2.53)

tandis qu’il n’existe pas de telle expression pour le renforcement au sommet d’un émetteur sphère-sur
cône. Pour le cas limite sphère-sur-cylindre cependant, plusieurs auteurs ont trouvé des approxima-
tions plus ou moins simples et robustes. La plus précise à notre connaissance est la suivante [13] (in

ref. Sec. 3, Eq. 20) :

β= 1.2
(

f +2.15
)0.90 (2.54)

La figure 2.18 montre l’adéquation de ces deux dernières formules avec l’évaluation numérique
par COMSOL® du renforcement de champ au sommet en fonction du facteur d’aspect des pointes. Il
est important de noter que pour atteindre des renforcements similaires à la géométrie hémiellipsoïde,
le facteur d’aspect de la géométrie sphère-sur-cylindre doit être quasiment un ordre de grandeur plus
élevé. Cela s’explique par le rayon de courbure rC , qui est constant pour le cas sphère-sur-cylindre et
vaut Rs tandis qu’il est variable pour l’hémiellipsoïde et a pour valeur maximal rC = H/ f 2 au sommet
(cf. Eq. 2.42). Rappelons que l’accroissement de la courbure amplifie justement l’effet de pointe.

Enfin, la figure 2.19 montre la diminution du renforcement de champ au sommet des géomé-
tries sphères-sur cône pour les faibles angles de cône α. Si la perte relative de β peut paraitre faible
(quelques % au maximum), il faut rappeler que cette diminution se répercutera de manière amplifiée
sur la densité de courant, qui varie en F 2 exp(1/F ).

Circulation du courant

L’émission à la surface de l’émetteur induit la circulation d’un courant. En effet, la conservation
de la charge doit être satisfaite à tout temps à l’intérieur de la cathode :

∇⃗ · j⃗ = 0 (2.55)
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FIGURE 2.19 ± Réduction du renforcement de champ au sommet des géométries sphère-sur-cône
(βα) par rapport aux géométries sphère-sur-cylindre (β), pour de faibles angles de cône α.

avec j⃗ la densité de courant, que l’on peut écrire sous la forme d’un gradient de potentiel :

j⃗ =
(

σ(T )+ε0
∂

∂t

)

∇⃗Vcat (2.56)

où σ est la conductivité électrique, prise dépendante de la température (cf. Annexe H). Par ailleurs,
Vcat dénote le potentiel à l’intérieur de la cathode (par opposition à Vvac dans l’enceinte sous vide), et
son gradient est relié à l’émission électronique. L’équation résultant des deux précédentes (Eq. 2.55
et Eq. 2.56) est résolue avec les conditions aux limites suivantes :

Vcat|Lcat =Vapp , j⃗ |Σ · n⃗ = J (F,T,ϕ) , j⃗ |±Ly

±Lx
· n⃗ = 0, (2.57)

Remarquons que l’équation 2.56 prédit que le courant émis depuis la surface Σ induit une perte
de tension le long de l’axe de l’aspérité, de sorte que Vcat|apex < Vcat|Lcat. Cette perte est amplifiée en
régime de fort courant, et lorsque la conductivité électrique du matériau est particulièrement faible.
C’est par exemple le cas pour les émetteurs de carbone [14]. En revanche, pour la plupart de nos
simulations où nous utilisons les conductivités électriques de métaux (titane, tungstène, tantale, etc.)
la conductivité est de l’ordre de 106−107 S/m. Par ailleurs, la distance interélectrodes Dgap étant fixée
à 200 µm, les tensions appliquées dans nos simulations sont aux alentours de 10 à 100 kV . La perte
de tension relative du fait de l’émission est donc complètement négligeable, de l’ordre de 10−6 :

Vcat|apex −Vapp

Vapp
∼ 10−6 ⇒Vcat|apex ≲Vapp (2.58)

Pour cette raison, il n’y a pas besoin de tenir compte de cette perte de tension dans la résolution de
l’électrostatique : on peut conserver Vvac|Σ =Vapp sur toute la surface de la cathode, comme détaillée
dans la sous-section précédente.

Transferts thermiques

La circulation du courant induit un chauffage par effet Joule dans l’émetteur, auquel s’ajoute un
flux de chaleur Nottingham à la surface d’émission. L’évolution des échanges de chaleur dans la ca-
thode est décrite par l’équation de la chaleur :

ϱ(T )c(T )
∂T

∂t
−∇⃗ · φ⃗=

j 2

σ(T )

avec φ⃗=−λ(T )⃗∇T

(2.59)
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FIGURE 2.20 ± Conditions aux limites ± coupe 2D le long de l’axe x. (a) : Résolution de l’équation
de Laplace dans l’enceinte sous vide. (b) : Résolution des équations couplées de la chaleur et de la
conservation de la charge dans la cathode. L’émission électronique et l’effet Nottingham sont utilisés
comme conditions aux limites à l’interface métal-vide avec les valeurs du champ local F déterminés
par l’équation de Laplace. Les schémas ne sont pas à l’échelle.

avec T la température, φ⃗ le flux de chaleur associé, ϱ, c, λ et σ respectivement la masse volumique,
la chaleur spécifique, la conductivité thermique et la conductivité électrique de la cathode, tous pris
dépendant de la température (cf. Annexe H).

Le volume de la cathode est supposé suffisamment important pour agir comme un thermostat
au-delà de Lcat. À l’interface Σ, on impose un flux de chaleur égal à l’effet Nottingham ΦN. Sur les
frontières latérales, on fixe une nouvelle fois des conditions de symétrie von Neumann :

T |Lcat = 300 K , φ⃗|Σ · n⃗ =ΦN(F,T,ϕ) , φ⃗|±Ly

±Lx
· n⃗ = 0, (2.60)

Remarquons qu’à la surface de l’émetteur, aucune perte de chaleur par radiation n’est prise en
compte. Pour justifier cette hypothèse, on peut faire un rapide calcul d’ordre de grandeur. Sur notre
gamme d’intérêt, on peut obtenir une estimation haute à partir de l’expression du rayonnement d’un
corps noir. En utilisant nos résultats de simulation pour des pointes de hauteur micrométrique, on
trouve :

10−4 <
Î

σ⋆T 4|ΣdS
Î

φ⃗ · n⃗|z=0dS
< 10−3 (2.61)

où σ⋆ = 2π5k4
B /15h3c2 est la constante de Stefan-Boltzmann (à ne pas confondre avec la conducti-

vité σ) dont le calcul fait intervernir la célérité de la lumière dans le vide c (à ne pas confondre avec la
chaleur spécifique c).

L’ensemble des conditions aux limites données jusqu’ici sont récapitulées sur la figure 2.20.

Résolution temporelle autocohérente

Une fois l’électrostatique résolue dans l’espace interélectrodes sous COMSOL®, la connaissance
du champ électrique à la surface de l’émetteur permet de déterminer la densité de courant émis. À
partir de là, l’évolution de l’émission (via l’autoéchauffement) est déterminée par la résolution cou-
plée à chaque pas de temps des équations de la chaleur et du courant. Cette résolution est autoco-
hérente en ce sens qu’à chaque pas de temps, l’actualisation des effets Joule et Nottingham impacte
l’évolution de la température, qui impacte l’évolution du courant et donc les effets Joule et Nottin-
gham au pas de temps suivant, jusqu’à atteindre un régime permanent. La figure 2.21 récapitule le
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FIGURE 2.21 ± Diagramme récapitulatif du déroulement d’une simulation complète. TF est la tempé-
rature de fusion de l’émetteur. Les effets de charge d’espace sont négligés, et le champ à la surface de
l’émetteur est obtenu comme solution de l’équation de Laplace.

déroulement de nos simulations jusqu’au dernier pas de temps. Si la température atteinte en régime
permanent est supérieure à la température de fusion du matériau, d’autres phénomènes physiques
(détaillés au chapitre 1, sous-section 1.3) qui ne sont pas décrits par notre modèle causeraient la
destruction thermique de l’émetteur et il ne faut donc pas considérer que l’équilibre atteint est réel-
lement stable. Il est aussi possible qu’aucun régime permanent ne puisse être atteint avec les para-
mètres donnés. Cela signifie soit que la durée simulée est trop courte, soit que l’émission est instable
pour les paramètres donnés.

Précisons enfin que pour capter correctement l’enchainement des différents phénomènes phy-
siques avec des échelles de temps très éloignées (établissement du courant, montée en température
et diffusion de la température) nous imposons une résolution temporelle suivant une échelle loga-
rithmique, avec environ dix pas de temps par décade pour les résolutions non spécifiques, qui peut
être raffinée selon le phénomène étudié pour capter un instant spécifique. Les temps initiaux et fi-
naux sont fixés en fonction de la taille de l’émetteur. Pour un émetteur hémiellipsoïde de 10 µm de
hauteur, nos simulations vont typiquement de la nanoseconde à la seconde.

2.3.3 Maillage et puissance de calcul

La principale difficulté des simulations temporelles en 3D est qu’elles requièrent une importante
puissance de calcul sur un temps long. Ces deux aspects dépendent en fait essentiellement de la fi-
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FIGURE 2.22 ± Visualisation du maillage de base retenu pour nos simulations 3D avec des hémiellip-
soïdes, ici présenté dans le cas de deux pointes identiques de hauteur H = 10 µm et de facteur d’as-
pect f = 10. (a) : vision d’ensemble du domaine de simulation, tronqué en deux le long du plan (x, z)
passant par y = 0. (b) : zoom sur les deux pointes. (c) : zoom sur le sommet d’une des deux pointes.
Paramètres de mailles sous COMSOL® : hmax = H , hmin = 10−4H , hgrad = 1.2 et hcurve = 0.07. Seules
sont visibles les mailles 2D (triangles) à la surface des frontières, définies par les points d’accroche
des mailles 3D (tétraèdres). Le maillage complet consiste en 1.7×106 tétraèdres.

nesse du maillage de l’espace 3D. Tous les résultats numériques présentés dans cette thèse ont été
obtenus sur une station de travail doté de 32 Go de RAM et d’un processeur Intel i3-4150 cadencé à
3.5 GHz. Il était donc primordial de recourir à une méthode d’éléments finis adaptative pour pouvoir
affiner le maillage uniquement dans les régions pertinentes. Le logiciel COMSOL® intègre un généra-
teur d’éléments finis adapté à cette fin, ajustable par le biais de différents paramètres. Les principaux
paramètres sont la taille minimale hmin et maximale hmax des éléments, le taux de croissance maxi-
mum entre deux éléments voisins hgrad et le facteur de courbure autour des frontières courbes hcurve.
Ce dernier paramètre est en fait le rapport entre la taille de l’élément à la frontière et le rayon de
courbure à cette position.

En ajustant ces quatre paramètres, on peut obtenir un maillage extrêmement précis au sommet
et dans les pointes ± là où la physique de l’émission et de l’autoéchauffement a lieu ± et autoriser
une précision plus grossière loin de la pointe. L’annexe G propose une rapide étude de l’influence de
ces paramètres sur la précision du champ et l’impact sur le courant, par le biais d’une comparaison
avec des résultats numériques 2D axisymétrique. C’est sur la base de cette étude que nous avons
déterminé notre maillage de référence en 3D pour les pointes hémiellipsoïdes : hmax = H , hmin =
10−4H , hgrad = 1.2 et hcurve = 0.07. Avec ces paramètres, le maillage est responsable d’une incertitude
entre 1 et 2% sur le courant. La figure 2.22 montre un exemple de ce raffinement de maillage pour
deux émetteurs.

À titre d’exemple, pour cette configuration typique, en prenant dix pas de temps par décade sur 5
décades (de 10−9 à 10−3 s) pour la solution temporelle, la résolution complète s’étend sur une durée
de l’ordre de l’heure. Ce temps peut être réduit en mettant à profit les plans de symétrie éventuels
(pointes identiques), ou très fortement rallongé si le nombre de pointes augmente (au-delà d’un cer-
tain nombre d’éléments, la puissance d’une simple station de travail n’est plus suffisante).

Notons enfin que pour les émetteurs sphères-sur-cône, le rayon de courbure étant constant sur
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(a) (b) (c)

FIGURE 2.23 ± Différents raffinements de maillage en 3D pour des émetteurs de forme sphère-sur-
cône. Seules sont montrées les mailles 2D (triangles) à la surface de l’émetteur, définies par les points
d’accroche des mailles 3D (tétraèdres). (a) : 2000±1% triangles à la surface de la sphère (en bleue).
(b) : 4000±1% triangles à la surface de la sphère. (c) : 8000±1% triangles à la surface de la sphère.

toute la sphère, nous avons suivi un autre protocole de maillage. L’idée est dans ce cas de contrôler
la finesse du maillage en imposant le nombre d’éléments à la surface des demi-sphères, comme le
montre la figure 2.23. Le nombre d’éléments que l’on impose dépend alors du nombre de pointes
que l’on simule afin de trouver le meilleur compromis entre précision et temps de calcul.

2.4 Perspectives d’amélioration du modèle

Les précédentes sections ont présenté en détail l’intégralité des ingrédients de notre modèle, sans
toutefois les remettre systématiquement en perspective avec la littérature. Par conséquent, nous dé-
taillons ici les hypothèses simplificatrices et discutons quelques perspectives d’amélioration pour
des travaux futurs. Certaines parties de cette section s’appuient sur le deuxième chapitre d’un livre
en cours de rédaction par les encadrants de cette thèse et qui s’intitule Theoretical Treatment of Elec-

tron Emission and Related Phenomena, à paraître chez Springer Nature. En particulier, les calculs de
coefficient de transmission par la méthode Numerov présentés ici ont été réalisés par Philippe Teste
dans le cadre de la rédaction de ce livre.

2.4.1 Au-delà de la théorie de Sommerfeld

Commençons avec la principale simplification de notre modèle : la théorie de Sommerfeld. Il
existe en fait deux éléments principaux qui limitent sa généralité.

Premièrement, la théorie de Sommerfeld ignore la structure de bandes des matériaux. En l’ab-
sence de bandes d’énergie interdites, la surface de Fermi (la surface d’énergie constante égale à ϵF

dans l’espace des impulsions k⃗) est une sphère de rayon kF =
p

2m(ϵF −ϵC )/ℏ. C’est une très bonne
description pour les métaux alcalins comme le rubidium (Fig. 2.24a) et plutôt correcte pour quelques
autres métaux comme l’argent, l’or et le cuivre (Fig. 2.24b). Les calculs plus complets de LCAO (ap-
proximation par combinaison linéaire d’orbitales atomiques ou Linear Combination of Atomic Or-

bital approximation en anglais) qui prennent en compte la structure de bande prédisent pour ces
métaux une densité d’états accessibles assez proches des prédictions de Sommerfeld [15].

Pour d’autres métaux en revanche comme le tungstène et le titane que nous étudions dans cette
thèse, les états accessibles se répartissent sur plusieurs bandes d’énergie et la surface de Fermi n’est
plus du tout sphérique (Fig. 2.24c). Prendre en compte la structure de bande permettrait dans ces cas
de mieux décrire la densité d’états disponibles, qui intervient dans le calcul de la fonction d’apport et
donc in fine sur le courant émis.
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(a) (b) (c)

FIGURE 2.24 ± Représentation de la surface de Fermi dans l’espace réciproque pour différents mé-
taux. (a) : Le rubidium (Rb). (b) : Le cuivre (Cu). (c) : Le tungstène (W). Les couleurs définissent la
bande d’énergie à laquelle appartiennent les états correspondants. Crédit des images : Université de
Floride (Fermi Surface Database).

Deuxièmement, le modèle de Sommerfeld n’est valide que tant que l’émetteur est suffisamment
large [16] pour permettre une description continue des niveaux d’énergie. À l’échelle nanométrique,
les niveaux d’énergie ne forment plus un continuum et doivent être pris en compte de manière dis-
crète pour le calcul de la densité d’états accessibles (discontinuité de la fonction d’apport). À titre
d’exemple, la différence entre deux niveaux d’énergie pour un émetteur à l’échelle micrométrique est
d’environ 10−6 eV , tandis qu’elle monte à 1 eV pour une taille de l’ordre du nanomètre, ce qui rend le
concept de bande de conduction totalement inopérant. Il serait ainsi intéressant de considérer l’in-
tégration de cette discontinuité des niveaux d’énergie pour la modélisation de l’émission de champ
depuis les nanostructures de carbone présentées au chapitre 6, pour qui le rayon au sommet est de
l’ordre d’une vingtaine de nanomètres seulement.

Par ailleurs, si la théorie de Sommerfeld décrit assez bien les propriétés en volume de certains
métaux, les effets de surface sont en revanche négligée. La méthode de la charge image permet d’ap-
proximer le potentiel à proximité de l’interface, mais ne dit rien sur le potentiel à l’intérieur du métal
(la barrière de Schottky-Nordheim ainsi formée nécessite d’ailleurs d’imposer de manière artificielle
une continuité au niveau du bas de bande de conduction ϵC ). Ainsi, la théorie de Sommerfeld ne dit
rien sur la profondeur du puits de potentiel à l’intérieur du métal. C’est pourquoi ϵC n’est pas un ré-
sultat du modèle, mais une entrée provenant de résultats d’expériences, intimement relié à la densité
volumique d’électrons de conduction et au potentiel chimique du matériau.

2.4.2 Meilleure modélisation de l’interface métal/vide

Pour mieux modéliser l’interface métal/vide, il faudrait dans l’idéal avoir un modèle renseignant
la position de tous les électrons de conduction, et déduire de cette distribution de charge le potentiel
associé, éventuellement en dynamique du fait de l’agitation thermique ou d’une émission électro-
nique. Le traitement autocohérent des équations couplées de Schrödinger et Poisson constitue un
bon compromis pour se rapprocher d’une telle description.

L’approche usuelle est alors d’utiliser la théorie de la fonctionnelle de la densité (DFT pour Density

Functional Theory en anglais) [17, 18]. L’idée centrale de ce formalisme est de reformuler le problème
quantique à N corps en un problème à un seul corps, en substituant la densité électronique ne (z) à
la fonction d’onde décrivant les N électrons. La DFT suppose que l’énergie totale du problème mul-
ticorps en interaction peut être exprimée par une unique fonctionnelle de la densité. Les modèles les
plus simples de DFT négligent généralement les détails de la structure ionique qui constitue le ré-
seau et supposent que les ions constituent un potentiel statique constant et attractif dans lequel sont
piégés les électrons de conduction. C’est le modèle du jellium. Pour calculer la densité électronique
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FIGURE 2.25 ± Comparaison avec la barrière de Schottky-Nordheim (charge image) de la barrière de
potentiel calculée par la théorie de la fonctionnelle de la densité (DFT), avec un rayon de Wigner-
Seitz rS = 2 Å. (références dans le texte).

dans le cadre de ce modèle, il faut alors déterminer le nombre d’électrons de conduction mis en jeu
par chaque ion. Ce paramètre est défini par le biais du rayon de Wigner-Seitz rS qui correspond au
rayon d’une sphère dont le volume serait égal au volume moyen par électron de conduction dans le
solide, défini par la relation :

4

3
πr 3

S n̄e = 1 (2.62)

où n̄e est la densité moyenne d’électrons de conduction dans le métal considéré. La formulation ma-
thématique de la DFT permet alors de déterminer à n’importe quelle position (aussi bien à l’intérieur
qu’en dehors du métal) la densité d’électrons et le potentiel effectif ressenti par les électrons. On
obtient ainsi une description plus fine où la barrière de potentiel autour de l’interface dépend des
propriétés du métal.

En l’absence de champ extérieur

En utilisant ce formalisme en l’absence de champ extérieur, Lang et Kohn [18] ont dérivé une
forme de barrière à proximité de l’interface métal vide décrivant naturellement le bas du puits de
potentiel, comme le montre la figure 2.25 pour un rayon de Wigner-Seitz rS = 2 Å (carrés noirs). Il faut
toutefois noter qu’à longue distance de l’interface, la barrière de potentiel s’écarte de la forme usuelle
de Schottky-Nordheim (courbe noire en tiret). C’est pourquoi Jennings et al. [19] ont ensuite proposé
d’étendre le résultat de Lang en imposant de retrouver la forme classique à longue distance (triangles
bleus). La barrière ainsi obtenue offre une bonne description du potentiel à l’intérieur du métal et
loin de l’interface.

Avec un champ extérieur

Si la modélisation de la forme du potentiel à l’intérieur du métal influence la valeur de la fonction
d’apport, c’est la forme de la barrière dans le vide, juste devant l’interface qui est la plus déterminante
puisque c’est de l’épaisseur de cette barrière que va dépendre la probabilité de transmission par effet
tunnel. La DFT peut aussi permettre de mieux modéliser la barrière de potentiel en présence d’un
champ électrique extérieur, avec des implications non négligeables dans le calcul de la densité de
courant.

On peut citer en particulier les travaux de Gohda et al. [20, 21]. Sans entrer dans les détails du
calcul autocohérent de la barrière, il est intéressant de comparer la barrière obtenue avec celle de
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FIGURE 2.26 ± Comparaison de la barrière de potentiel obtenue par résolution autocohérente des
équations de Schrödinger et Poisson via la méthode de la fonctionnelle de la densité avec rS = 2.1 Å
[20] (courbes violettes) par rapport à la simple prise en compte de la charge image (courbes noires).

Schottky-Nordheim. La figure 2.26 compare ces deux barrières en l’absence (courbes en pointillé) et
en présence (courbes pleines) d’un champ électrique extérieure de 10 GV /m (courbes pleines). En
présence d’un champ extérieur, la position du maximum de la barrière de potentiel reste inchangée,
mais on note une différence d’amplitude de 0.9 eV . Une telle différence a une conséquence non négli-
geable sur la densité de courant émise, à laquelle s’ajoute une épaisseur de barrière accrue sur toute
la gamme d’énergie normale accessible. Notons toutefois que ces calculs sur la barrière de poten-
tiel n’intègrent pas les corrections mentionnées plus haut et proposées par Jennings et al. [19] pour
retrouver le potentiel de la charge image loin de l’interface.

Pour le calcul du coefficient de transmission D(ϵn ,F ), l’absence d’une forme analytique pour la
barrière de potentiel empêche de pousser plus loin le développement de l’expression D.8. Il faut alors
utiliser l’outil numérique pour déterminer les zéros de l’impulsion normale et calculer cette expres-
sion (qui implique une intégrale complexe). Une autre possibilité est de se tourner vers une résolution
numérique plus en amont qui applique la méthode de résolution de Numerov (décrite plus en détail
dans la sous-section 2.4.3) à l’équation différentielle de Schrödinger. En procédant ainsi, on obtient
le coefficient de transmission montré sur la figure 2.27 (courbe violette). On voit que l’augmentation
du sommet de la barrière et son épaississement décale largement la transmission aux énergies nor-
males plus élevées. Cet écart dans le coefficient de transmission donnerait une densité de courant 2
à 3 fois plus faible pour un travail de sortie entre −3 et −2 eV (ce qui est déjà notable) mais pourrait
aller jusqu’à une différence de quelques ordres de grandeurs pour une émission en deçà de −4 eV .

Cet exemple précis illustre bien la grande incertitude sur la prédiction du courant liée aux hy-
pothèses même des modèles d’émission électronique. C’est la raison principale pour laquelle cette
thèse s’attache plus à révéler des tendances et des comportements relatifs qu’à comparer directement
les valeurs théoriques obtenues aux mesures expérimentales.

Influence d’un rayon de courbure nanométrique

Un autre aspect susceptible d’impacter de manière notable la forme de la barrière de potentiel
est la valeur du rayon de courbure à la surface émettrice. En effet, l’expression usuelle de Schottky-
Nordheim (cf. Eq. 2.17) n’est théoriquement valide que pour les surfaces planes. Dans les faits, il suffit
que le rayon de courbure soit très grand devant l’épaisseur de la barrière de potentiel. Différents au-
teurs se sont intéressés à l’émission d’électrons pour des émetteurs à très faible rayon de courbure
[22, 23]. Plus récemment, Kyritsakis et al. [24] ont étudié l’effet d’une géométrie parfaitement sphé-
rique dans le cadre de la méthode de la charge image. En résolvant l’équation de Laplace directement
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FIGURE 2.27 ± Comparaison du coefficient de transmission à travers les barrières de potentiel pré-
senté sur la figure 2.26 à 10 GV /m. Une différence est faite entre l’utilisation d’une méthode BKW 1D
parabolique (cette thèse, courbes en tirets) et l’utilisation d’une méthode de résolution numérique
type Numerov (courbe pleine) pour le calcul du coefficient de transmission à travers la barrière de
Schottky-Nordheim. Le calcul du coefficient de transmission à travers la barrière de potentiel déter-
minée par Gohda et al. (courbe violette) utilise la méthode de Numerov.

en coordonnées sphériques , ils ont obtenu par développement limité l’expression suivante de la bar-
rière de potentiel :

E(z) =
−e2

16πε0z
(

1+ z
2rC

) +
eF z2

rC
−eF z, (2.63)

où rC est le rayon de courbure et F l’amplitude du champ électrique à z = 0. La figure 2.28 montre
la modification de la barrière qui en résulte à 2 et 10 GV /m pour rC = 20 nm (le plus petit rayon de
courbure exploré dans cette thèse) et rC = 5 nm. Si la modification n’a que très peu d’influence sur le
sommet de la barrière, on voit qu’un rayon de courbure plus faible tend à accroitre son épaisseur, en
particulier aux énergies normales bien inférieures à son sommet. Cela a pour conséquence de réduire
la transmission par effet tunnel aux faibles énergies normales, comme on l’observe sur les courbes du
coefficient de transmission de la figure 2.29. Dès que le rayon dépasse la cinquantaine de nanomètres
en revanche, la correction liée au rayon de courbure devient négligeable. Prendre en compte la réduc-
tion du courant qui en découle nécessite cependant d’adapter le développement analytique de l’an-
nexe D pour la nouvelle forme de barrière de l’équation 2.63, ou d’utiliser directement une méthode
de résolution de type Numerov de l’équation de Schrodinger, comme on l’a fait pour les courbes de
la figure 2.28.

Intégration de la charge d’espace en régime d’émission intense

Enfin, pour ne pas avoir à recalculer la forme de la barrière de potentiel au cours de l’émission,
notre modèle ne résout pas l’équation de Poisson, mais seulement celle de Laplace. Il ne prend donc
pas en compte la possible influence de la charge d’espace. Si l’hypothèse d’une charge d’espace né-
gligeable est réaliste pour les densités de courant faibles à modérées, il doit exister une densité de
courant seuil au-delà de laquelle la densité volumique de charge dans l’espace interélectrodes de-
vient suffisante pour réduire le champ local à la surface de la pointe.

Expérimentalement, on observe une saturation du courant au-delà d’une certaine densité. Pour
un émetteur micrométrique de type Müller, Barbour et al. [25] ont mesuré l’apparition de cette satu-
ration pour des densités de courant entre 1011 et 1012 A/m2. Bien que la valeur de saturation dépend
de la géométrie des émetteurs et de la configuration des électrodes [26, 27], cet ordre de grandeur
indique que la prise en compte de la charge d’espace devrait accroitre le champ électrique nécessaire
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2.4. Perspectives d’amélioration du modèle

pour atteindre les régimes d’émission intense étudiés dans cette thèse et permettant d’étudier des
situations de fort autoéchauffement.

Ceci étant dit, la charge d’espace complexifie grandement le modèle d’émission puisqu’il faut
alors résoudre de manière temporelle l’équation de Poisson et pouvoir estimer la densité d’électrons
dans l’espace interélectrodes. Différentes approches ont été développées dans cette optique. Au-delà
de l’expression analytique de Child-Langmuir (1D), la méthode la plus usuelle est l’utilisation de
modèles PIC (pour Particle in Cells en anglais). Cette méthode est très appropriée pour étudier les
plasmas et simuler les trajectoires d’un grand nombre de particules chargées [28]. La méthode PIC
considère en fait un nombre réduit de superparticules qui représentent la trajectoire statistique d’une
quantité w de particules réelles, le paramètre w étant le "poids" de cette superparticule. Ce poids est
ensuite utilisé dans le terme source de l’équation de Poisson pour déterminer la charge d’espace. Les
simulations PIC restent très exigeantes en puissance de calcul.

C’est la raison pour laquelle Zhu et Ang [29, 30] ont développé une approche simplifiée qui consiste
à résoudre de manière autocohérente l’équation de Poisson et l’équation du mouvement d’un élec-
tron unique pour converger vers une nouvelle distribution volumique de charge à chaque pas de
temps. L’intégration de la charge d’espace à notre modèle d’émission par le biais d’une telle méthode
a récemment été étudiée par notre équipe [31] et pourra permettre de raffiner au cours de futurs
travaux les résultats présentés dans la suite de cette thèse.

2.4.3 Au-delà de l’approximation BKW

Pour dépasser l’approximation BKW, différentes méthodes de résolution numérique de l’équa-
tion aux valeurs propres 2.20 ont été explorées. On peut citer l’utilisation du formalisme de la matrice
de passage [32], d’une méthode de résolution perturbative [33] ou de schémas numériques de diffé-
rentiation [34, 35]. Ces méthodes numériques permettent le calcul du coefficient de transmission à
travers n’importe quelle forme de barrière de potentiel, sans requérir une expression analytique.

La figure 2.30 compare à différentes valeurs de champ extérieur le coefficient de transmission ob-
tenu par une méthode de résolution numérique de type Numerov [36, 34] avec une simple approxi-
mation BKW 1D (barrière triangulaire, courbe rouge) et une approximation BKW 1D parabolique sui-
vant le formalisme de Good et al. [37, 38] (utilisé dans cette thèse, courbe noire). Notons toutefois
qu’une légère différence entre la méthode de Murphy et Good et celle utilisée dans cette thèse pour
le calcul du coefficient de transmission au-delà du sommet de la barrière de potentiel est précisée à
la fin de l’annexe D (cf. Fig. D.3).

Si la différence entre les approches est négligeable à faible valeur de champ électrique F , elle
devient importante au-delà de 2 GV /m, en particulier dans le cas d’une émission de champ à haute
température pour laquelle la contribution au courant à énergie normale proche du sommet de la bar-
rière devient significative. Les variations du coefficient de transmission restent cependant de l’ordre
de quelques dizaines de pourcents. Ainsi, ce n’est pas tant la meilleure précision offerte par ce genre
de méthode qui est intéressante que plus particulièrement la possibilité qu’elle offre à considérer des
barrières de potentiel plus réaliste/ modélisant mieux l’interface métal/vide (comme celle obtenue
par DFT).

Toutefois ces méthodes numériques au-delà de l’approximation BKW sont plus couteuses à mettre
en place et ne permettent plus d’analyser analytiquement la contribution de chaque paramètre phy-
sique que sont la température, le champ ou le travail de sortie (cf. les formules analytiques E.3, E.8 et
E.10). C’est la raison pour laquelle, n’ayant pas considéré de forme de barrière différente de celle de
Schottky-Nordheim, nous nous sommes contentés d’une résolution de type BKW 1D parabolique.

2.4.4 Variation du travail de sortie et forme des émetteurs/aspérités

Un dernier aspect de la réalité expérimentale qui est simplifié dans notre modèle concerne le
travail de sortie à la surface des pointes émettrices et leur géométrie. La forme de ces pointes est
supposée lisse, régulière et axisymétrique, avec un travail de sortie constant sur toute la surface de
l’émetteur (pris égal à une valeur moyenne polycristalline).
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2.5. Conclusion

ϕ en eV (orientation cristalline)

Cu Mo W

4.59 (100) 4.53 (100) 4.63 (100)
4.48 (110) 4.95 (110) 5.25 (110)
4.98 (111) 4.55 (111) 4.47 (111)
4.53 (112) 4.36 (112) 4.18 (113)

TABLE 2.2 ± Mesure expérimentale du travail de sortie pour le cuivre (Cu), le molybdène (Mo) et le
tungstène (W) selon l’orientation cristalline du matériau [41].

Dans la pratique en revanche, les aspérités de surfaces et même les émetteurs élaborés en labo-
ratoire n’ont jamais des formes parfaitement régulières et leur travail de sortie varie en fonction de
l’état de surface du matériau ± du fait d’éventuelles adsorptions d’atomes du gaz résiduel [39] ou de
l’inclusion d’impuretés [40] ± et de son orientation cristallographique [41]. Par exemple, le travail de
sortie varie entre 4.36 et 4.95 eV selon les plans cristallins du molybdène, et entre 4.18 et 5.25 eV pour
le tungstène (cf. Tab. 2.2). En rappelant que la densité de courant extraite par émission de champ suit
typiquement une loi en J (ϕ) ∝ F 2/ϕexp(−C2ϕ

3/2/F ) (cf. annexe E, Eq. E.1 et E.3), on voit bien que
ces variations de travail de sortie changent complètement le champ requis pour obtenir une densité
de courant donnée.

De même, les imperfections de formes peuvent avoir une influence sur la distribution de champ
local F au voisinage du sommet de l’émetteur comme on a pu le voir avec l’introduction d’un faible
angle de cône à partir des géométries sphères sur cylindre (cf. Fig. 2.19). En fonction de la gamme
d’émission, une variation de plusieurs pourcents sur le champ peut être suffisante pour induire un
changement d’un ordre de grandeur sur le courant.

Dans l’optique de reproduire très fidèlement l’émission d’une surface rugueuse ou d’une assem-
blée d’émetteurs mesurée expérimentalement, il serait certainement nécessaire d’intégrer ce niveau
de détail. La difficulté réside alors dans l’accès aux mesures locales de forme et de travail de sortie, en
particulier aux échelles nanométriques.

Un travail qui regroupe bien ces deux préoccupations est celui mené par le Sandia National Labo-
ratory. L’équipe de Moore et al. [42] se penche sur la possibilité d’utiliser des technologies de mesures
aux échelles atomiques comme la microscopie à effet tunnel (STM en anglais pour Scanning Tunne-

ling Microscopy), la microscopie à force atomique (AFM pour Atomic Force Microscopy), ou encore la
microscopie par photoémission électronique (PEEM pour Photoemission Electron Microscopy) pour
caractériser précisément l’état de surface d’électrodes utilisées dans des machines haute tension.
L’objectif recherché est d’ensuite transférer ces résultats de mesures en entrée de simulation d’un
code d’émission qui permettrait de prédire correctement la tenue haute tension de ces électrodes.
Ces travaux de recherche ouvrent la voie à une compréhension accrue du phénomène de claquage
induit par l’émission électronique, mais dépassent clairement le cadre théorique de cette thèse.

2.5 Conclusion

Ce chapitre a présenté en détail le modèle d’émission électronique sous-jacent à l’ensemble des
résultats présentés dans la suite de cette thèse.

Les électrons dans le métal sont décrits dans le cadre de la théorie de Sommerfeld qui permet
d’obtenir pour chaque valeur d’énergie normale accessible la densité de flux d’électrons arrivant à
l’interface métal/vide (fonction d’apport). Cette interface est modélisée par une barrière de poten-
tiel dite de Schottky-Nordheim, dont la forme est déterminée par la méthode classique de la charge
image. Le coefficient de transmission des électrons à travers cette barrière est calculé en suivant le dé-
veloppement de Good et al. qui repose sur une approximation BKW 1D parabolique, formalisée dès
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1935 par Kemble. La combinaison du coefficient de transmission et de la fonction d’apport permet
de calculer numériquement la densité de courant émis pour n’importe quelle valeur de champ et de
température. En parallèle, la description de Sommerfeld des électrons permet aussi de déterminer le
bilan énergétique local entre électrons émis et électrons de remplacement, qui donne lieu à la densité
de flux de chaleur Nottingham.

Ces deux quantités, la densité de courant émise et la densité de flux de chaleur Nottingham,
sont ensuite utilisées comme conditions aux limites à la surface de la cathode pour une résolution
multiphysique en géométrie 3D ou 2D axisymétrique à l’aide du solveur numérique commercial
COMSOL®. Les simulations qui en découlent offrent une description temporelle des équations cou-
plées de la chaleur et du courant qui permet d’étudier l’évolution de l’autoéchauffement des émet-
teurs par effet Joule et Nottingham au cours de l’émission par effet de champ.

Le chapitre s’est achevé sur un rappel des simplifications sous-jacentes au modèle et a présenté
différentes pistes, explorées ou en cours d’exploration, pour tenter de les dépasser. L’ensemble de
ces pistes constituent autant de perspectives d’amélioration de notre modèle pour de futurs travaux,
dont la pertinence dépendra de l’objectif recherché.

Nous allons toutefois tâcher de montrer dans la suite de ce manuscrit qu’il est encore possible
d’apporter un bon nombre de résultats nouveaux à partir du modèle présenté dans les premières
sections de ce chapitre.
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Chapitre 3

Émetteur unique : Autoéchauffement,
emballement résistif et bistabilité
d’inversion Nottingham

« A great deal of my work is just playing with

equations and seeing what they give. »

Paul A. M. Dirac
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Les premiers résultats de cette thèse se concentrent sur l’émission d’une pointe unique. Cela per-
met de limiter les simulations à des géométries 2D axisymétriques. Les conditions aux limites 3D
présentées dans le chapitre précédent sont adaptées en conséquence suivant les schémas de la figure
3.1. Le maillage est aussi raffiné davantage comme illustré sur la figure 3.2. Avec ce maillage, le temps
de calcul d’une simulation complète en 2D est de l’ordre de la minute. Il devient ainsi possible de
réaliser des analyses paramétriques poussées dans des temps raisonnables.

L’intérêt de modéliser l’autoéchauffement est multiple. D’une part, cela permet de prendre en
compte la contribution de la température au courant en régime d’émission de champ thermoassis-
tée. D’autre part cela permet de déterminer le champ critique au-delà duquel l’émetteur risque d’être
détruit à cause d’une température trop élevée. Ce dernier point est particulièrement intéressant pour
les modèles d’émission de champ en ce sens qu’il leur permet de s’imposer de manière autosuffisante
un champ limite à ne pas dépasser. Cela permet ensuite de prédire le courant limite menant à la des-
truction des émetteurs là où à l’inverse, les modèles purement électrostatiques sont contraints d’aller
chercher cette limite par une mesure expérimentale du courant avant claquage (mesure qui ne sera
pas nécessairement cohérente avec les nombreuses simplifications du modèle).
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FIGURE 3.1 ± Schéma des conditions aux limites pour la modélisation d’un émetteur unique axisy-
métrique. (a) : Résolution de l’équation de Laplace dans l’enceinte sous vide. (b) : Résolution des
équations couplées de la chaleur et de la conservation de la charge dans la cathode. L’émission élec-
tronique et l’effet Nottingham sont utilisés comme conditions aux limites à l’interface métal-vide
avec les valeurs du champ local F déterminés par l’équation de Laplace. Les schémas ne sont pas à
l’échelle.

FIGURE 3.2 ± Visualisation du maillage de base retenu pour nos simulations 2D axisymétriques avec
des hémiellipses. (a) : vision d’ensemble du domaine de simulation. (b) : zoom sur la pointe (en
bleue). (c) : zoom sur le sommet de la pointe. Paramètres de mailles sous COMSOL : hmax = H ,
hmin = 10−4H , hgrad = 1.05 et hcurve = 0.02.



3.1. Autoéchauffement et émission de champ thermoassistée

Par le biais d’une analyse temporelle détaillée et l’exploration exhaustive du régime d’émission
thermochamp, ce chapitre apporte un éclairage inédit sur l’autoéchauffement. Les résultats présen-
tés visant une portée plus fondamentale qu’appliquée, ils se concentrent sur des émetteurs de la
forme d’une hémiellipse, avec un facteur d’aspect f allant de 1 à 16 (un renforcement de champ
au sommet β allant de 3 à 103).

La première section donne une vision d’ensemble de l’autoéchauffement pour des pointes en
titane. Elle détaille l’évolution vers un régime permanent, l’influence de la taille des émetteurs sur
les phénomènes thermique, et la transition avec la tension d’un régime de pure émission de champ
vers un régime d’émission de champ thermoassistée, jusqu’au champ de préclaquage (limite avant
destruction de l’émetteur).

En se penchant ensuite sur l’autoéchauffement des métaux réfractaires présentant une tempé-
rature de fusion plus élevée, la seconde section révèle une transition discontinue entre deux régimes
d’équilibre thermique distincts. Les mécanismes physiques sous-jacents et les modalités de cette bis-
tabilité y sont présentés. La mise en évidence de cette bistabilité, jamais documentée jusqu’ici, a été
l’objet d’une publication à l’été 2021 [1].

3.1 Autoéchauffement et émission de champ thermoassistée

Lorsque le champ électrique est suffisamment fort, les effets Joule et Nottingham accompagnant
l’émission par effet de champ peuvent provoquer un élèvement significatif de la température de
l’émetteur. Comme une agitation thermique plus élevée conduit à un apport d’électrons plus énergé-
tique à l’interface métal/vide, une boucle de rétroaction positive se met en place : l’augmentation de
la température mène à une augmentation de l’émission qui mène à une augmentation du chauffage
résistif (la rétroaction sur l’effet Nottingham est plus délicate, comme on le verra par la suite).

Un grand nombre de questions émerge alors : Quelle est la contribution relative de l’effet Joule ou
de l’effet Nottingham dans le chauffage? Comment l’émetteur évolue-t-il vers une situation d’équi-
libre ? Ou au contraire est-il possible que cette boucle de rétroaction positive mène à la destruction
thermique de l’émetteur? Est-il alors possible de déterminer un champ électrique ou une densité
de courant critique permettant de discerner entre les deux issues ? Et enfin, comment ces évolutions
sont-elles influencées par les paramètres géométriques et les propriétés matériaux de l’émetteur ?
Autant de questions auxquelles on s’efforcera de répondre dans cette section.

3.1.1 Évolution vers l’équilibre

Commençons par étudier l’évolution de la température de pointes en titane émettant une forte
densité de courant. Le titane est un matériau régulièrement utilisé pour la fabrication d’électrodes
dans les machines ultra haute tension comme les accélérateurs de particules [2, 3]. L’aluminium, le
cuivre et les métaux réfractaires (molybdène, tungstène et tantale) peuvent aussi être utilisés. Nous
avons toutefois préféré le titane au cuivre et à l’aluminium, car son point de fusion plus élevé per-
met d’explorer des températures plus hautes. Par ailleurs, le cas des métaux réfractaires sera étudié
dans la seconde section. Les propriétés matériaux pertinentes du titane ± masse volumique, chaleur
spécifique, conductivité électrique et thermique ± sont prises dépendantes de la température et sont
données en annexe H. Le travail de sortie est lui fixé à 4.3 eV (valeur moyenne admise).

Temps de montée en tension

Pour étudier l’évolution d’un autoéchauffement menant à de hautes températures depuis une
situation à température ambiante, il faut porter attention à la cohérence des conditions initiales. En
effet, une condition initiale supposant une température ambiante en parallèle d’une très forte densité
de courant n’est pas cohérente puisqu’elle ne prend pas en compte le chauffage qui a pu avoir lieu
au court de la mise en place de cette densité de courant. L’évolution risque alors d’être biaisée. Pour
éviter cela, nous avons décidé pour nos études temporelles de partir d’un champ nul à température
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FIGURE 3.3 ± Exemple de simulation 2D axisymétrique temporelle pour une pointe hémiellipse en
titane (ϕ = 4.3 eV ) de hauteur H = 10 µm et de facteur d’aspect f = 10. (a) : évolution vers un équi-
libre en régime permanent. (a1) : montée du champ global E(t ). (a2) : évolution du courant I . (a3) :
évolution de la température maximale Tmax. (b) : Distribution en température autour du sommet en
régime permanent.

ambiante, et d’imposer ensuite une montée en tension suivant une loi exponentielle :

E(t ) = E(1−e t/τ) (3.1)

Le temps de montée τ est ensuite fixé de sorte à être bien inférieur au temps caractéristique de diffu-
sion thermique, afin de ne pas interférer avec la diffusion 1. Dans ce cas précis, l’équation de Laplace
est donc résolue à chaque pas de temps, en parallèle des équations de la chaleur et du courant.

Résultats d’une simulation type

Voyons alors comment évolue l’émission pour une hémiellipse de hauteur H = 10 µm et de fac-
teur d’aspect f = 10. En appliquant une tension arbitraire Vapp = 25 kV , le champ global dans l’espace
interélectrodes vaut E =Vapp/Dgap = 125 MV /m. Au sommet de la pointe, le renforcement de champ
vaut β = 49.3. Le champ local vaut donc F = βE = 6.16 GV /m, amplement suffisant pour observer
une émission par effet de champ. Comme précisé plus haut cependant cette amplitude de champ
est atteinte après un temps défini par la constante τ. En prenant τ = 1 ns, le graphique (a1) de la
figure 3.3 montre la montée du champ appliqué E(t ). On voit alors sur le graphique (a2) l’allumage
brusque du courant I à 1 ns. Le courant se stabilise ensuite à 10 ns une fois le champ constant at-
teint, puis évolue très légèrement jusqu’à 10 µs. Cette seconde évolution du courant est en fait due à

1. Dans le cadre d’une comparaison avec l’expérience, cela correspond à supposer que l’on dispose d’une alimentation
capable d’effectuer une montée en tension sur un temps aussi court. Si ce n’est pas le cas, la valeur de τ doit être adaptée en
conséquence. Il faut alors avoir conscience que ce temps de montée en tension pourra avoir une influence sur l’évolution
thermique des émetteurs.
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FIGURE 3.4 ± Distribution à l’équilibre de la température, de l’effet Joule et de l’effet Nottingham au
sommet de la pointe, pour une hémiellipse de facteur d’aspect f = 10 et (a) : de hauteur H = 10 µm,
(b) : de hauteur H = 1 µm. Le tracé de l’effet Nottingham est légèrement décalé vers le haut pour une
meilleure lisibilité.

l’autoéchauffement de l’émetteur que l’on peut suivre par le biais de la température maximale Tmax

sur le graphique (a3). La stabilisation de la température à Tmax = 437 K après 10 µs est la signature
qu’un régime permanent a été atteint. Le graphique (b) montre alors la distribution en température
correspondante au sommet de la pointe.

Si ce premier exemple illustre bien la mise en place de l’autoéchauffement et l’évolution vers
un équilibre, la température atteinte reste relativement faible. Le gain en courant lié à l’élévation de
température était d’ailleurs à peine visible sur le graphique (a2), et vaut seulement+1.8% à l’équilibre.

Détail de l’autoéchauffement et influence de la taille des pointes

Pour étudier les effets d’un autoéchauffement plus fort, il faut augmenter la tension. Il n’existe
cependant pas de relation évidente entre le champ appliqué et la température atteinte. C’est la raison
pour laquelle nous procédons par dichotomie pour déterminer rapidement et à quelques pourcents
près le champ global E menant à une température maximale Tmax donnée en régime permanent.

Pour une hémiellipse de hauteur H = 10 µm et de facteur d’aspect f = 10, on trouve qu’une valeur
de champ global E = 152 MV /m mène à une température finale de 1500 K ± 1%. Au sommet de
l’émetteur, cela donne un champ local F =βE = 7.49 GV /m.

Cependant, avec les mêmes valeurs de champ pour un émetteur dix fois plus petit ( f = 10, H =
1 µm) la température maximale n’atteint que 434 K : Bien que l’équation de Laplace soit invariante
d’échelle, ce n’est pas du tout le cas pour l’équation de la chaleur, d’où un équilibre thermique tota-
lement différent aux deux échelles.

La comparaison entre ces deux cas est particulièrement instructive pour comprendre les subtilités
de l’autoéchauffement. La figure 3.4 montre la distribution au sommet des deux émetteurs (H = 10
et H = 1 µm) de la température et des grandeurs de chauffage : la densité de puissance Joule j 2/σ
et le flux de chaleur Nottingham ΦN. Il faut alors noter que la distribution de champ électrique ±
identique dans les deux cas ± mène à une densité de courant émise très proche, avec Jmax = 1.1 A/µm2

pour H = 10 µm et Jmax = 0.83 A/µm2 pour H = 1 µm, le faible écart provenant de la différence
en température. De ce fait, comme on peut le voir sur les échelles de couleurs de la figure 3.4, les
amplitudes de j 2/σ et ΦN sont proches entre les deux cas. Les légères différences qui persistent ne
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grandeur E Tmax j 2
max/σ Φ

max
N V Q̇ Q̇/V τdiff Q/V

unités MV /m K W /µm3 W /µm2 µm3 µW µW /µm3 s p J/µm3

H = 10 µm 152 1500 1.8 0.13 84 2167 25.8 ∼ 10−5 114
H = 1 µm 152 434 0.5 0.24 0.084 18.3 218 ∼ 10−7 11.1
H = 1 µm 190 1500 56 1.5 0.084 203 2417 ∼ 10−7 102

TABLE 3.2 ± Les valeurs des grandeurs locales j 2/σ et ΦN sont données à l’équilibre, tandis que les
valeurs des grandeurs intégrées Q̇ et Q̇/V sont données à t = 10τ. Q/V est la chaleur totale accumulée
une fois l’équilibre atteint.

permettent pas d’expliquer l’écart de plus de 1000 K en température.
Par ailleurs, pour comparer correctement l’autoéchauffement dans les deux situations, il faut s’in-

téresser aux grandeurs globales de chauffage PJ et PN par rapport au volume de l’émetteur. Ces der-
nières sont définies par l’intégrale des grandeurs locales j 2/σ et ΦN à l’échelle de l’émetteur entier :

PJ =
Ñ

V

j 2

σ
dV et PN =

Ï

S

ΦN dS (3.2)

À cela il faut ajouter l’évacuation de la chaleur de l’émetteur vers la cathode (le thermostat ϑ).
On note cette grandeur Pϑ. Elle correspond à l’intégrale du flux de chaleur φ à travers la base de
l’émetteur :

Pϑ =−
Ï

base

φdS (3.3)

La figure 3.5 montre justement l’évolution de ces grandeurs dans le cas H = 10 µm (Fig. 3.5a)
et H = 1 µm (Fig. 3.5b). Les premiers graphiques (a1) et (b1) montrent la montée exponentielle du
champ électrique selon l’expression 3.1. La constante de temps τ est prise égale à 1 ns. Au bout de
10τ, on suppose la valeur asymptotique atteinte, E = 152 MV /m.

Les graphiques (a2) et (b2) montrent alors l’évolution des grandeurs globales de l’auto échauf-
fement. Commençons par comparer les valeurs atteintes une fois la montée en tension achevée, à
t = 10τ. Dans le premier cas (H = 10 µm) on observe un effet Nottingham PN = 1.6 mW environ
trois fois plus important que l’effet Joule : PJ = 0.54 mW . Dans le second cas (H = 1 µm), la dimi-
nution d’un facteur 10 de l’échelle réduit la surface d’un facteur 100 et le volume d’un facteur 1000.
Ces réductions se répercutent sur les grandeurs intégrées et on se retrouve avec un effet Joule de-
venu négligeable : PJ = 0.32 µW contre PN = 18 µW . Toujours à 10τ, le graphique (a3) indique alors
un chauffage net Q̇ = PJ +PN +Pϑ qui vaut donc 2.1 mW pour H = 10 µm, environ cent fois su-
périeur aux 18 µW du graphique (b3). Cependant, une fois rapportée au volume de l’émetteur, la
situation s’inverse : le chauffage net par unité de volume Q̇/V est à peu près dix fois plus important
pour H = 1 µm. On s’attendrait alors à une augmentation de la température plus importante pour
H = 1 µm. Pourtant, la chaleur accumulée par unité de volume Q/V une fois l’équilibre atteint est
bien dix fois supérieure dans le premier cas : 114 p J/µm3 pour H = 10 µm contre 11.1 p J/µm3 pour
H = 1 µm.

Ce constat justifie l’écart trouvé en température, visible entre les graphiques (a4) et (b4). Il est
en fait lié au temps de chauffage : si le cas H = 1 µm présente à l’équilibre une chaleur accumulée
par unité de volume moindre d’un facteur 10 malgré un chauffage volumique dix fois supérieur, c’est
parce que ce chauffage s’étend sur un temps cent fois plus court. On voit en effet sur la figure 3.5
que l’équilibre est atteint vers t ∼ 10−7 s pour H = 1 µm tandis qu’il faut attendre t ∼ 10−5 s pour
H = 10 µm.

Notons par ailleurs que ce résultat est cohérent avec l’ordre de grandeur habituel du temps de
diffusion thermique τdiff. Celui-ci est proportionnel au carrée d’une taille caractéristique L du sys-
tème selon τdiff ∼ L2/κ, où κ est la diffusivité thermique. Une réduction de l’échelle du système d’un
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FIGURE 3.5 ± Évolution de l’autoéchauffement d’un émetteur hémiellipsoïdal en titane à E =
152 MV /m (a) : pour une hauteur de H = 10 µm et (b) : pour une hauteur de H = 1 µm.
(1) : Champ électrique appliqué. (2) : Grandeurs globales de chauffage (Eq. 3.2 et 3.3). (3) : Chauffage
net (somme des trois termes de chauffage). (4) : Température maximale atteinte dans l’émetteur. (5) :
Courant total émis comparé à une situation supposant l’absence de chauffage.
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facteur 10 donne donc une diffusion cent fois plus rapide. Par ailleurs, en prenant L de l’ordre de H

et la diffusivité thermique du titane à température ambiante égale à 9.4×10−6 (wikipédia), on trouve
un temps caractéristique de diffusion comparable au temps d’évolution vers l’équilibre : τdiff ∼ 10−5 s

pour H = 10 µm et τdiff ∼ 10−7 s pour H = 1 µm.
Ainsi, pour atteindre une température maximale de l’ordre de 1500 K avec un émetteur de hau-

teur H = 1 µm, il faut augmenter le champ électrique. Une dichotomie permet de déterminer qu’il
faut un champ 25% plus élevé, E = 190 MV /m. Il est intéressant de noter que l’on obtient alors un
chauffage cent fois plus important : Q̇ = 0.20 mW /µm3, qui permet de compenser la diffusion cent
fois plus rapide d’obtenir une chaleur accumulée par unité de volume Q/V = 102 p J/µm3. Les valeurs
numériques utilisées dans les derniers paragraphes sont résumées dans le tableau 3.2.

Enfin, terminons cette étude en nous intéressant à l’évolution vers l’équilibre dans le cas de l’émet-
teur de hauteur H = 10 µm. Au cours de la montée en tension, on voit sur le graphique (a2) que c’est
l’effet Nottingham qui apparait comme première source de chaleur, suivi par l’effet Joule. Une fois
la montée en tension achevée en revanche, l’effet Joule est suffisamment important pour enclencher
une rétroaction positive : plus la température augmente, plus le courant émis est important et plus le
chauffage résistif augmente (à quoi s’ajoute la diminution de la conductivité électrique avec la tem-
pérature). L’effet Nottingham, lui, subit alors une rétroaction négative : bien que son amplitude soit
proportionnelle à la densité de courant, ΦN = |J/e| ×EN, la valeur du bilan énergétique par électron
(l’énergie Nottingham EN) diminue lorsque la température augmente.

Au total, la somme de PJ et PN donne tout de même un chauffage net positif, et légèrement crois-
sant comme le laisse voir le graphique (a3). Cependant, ce début d’emballement thermique est fina-
lement contrebalancé par l’évacuation de la chaleur vers le thermostat.

3.1.2 Destruction thermique

L’étude précédente a montré uniquement des cas d’autoéchauffements stables, au cours des-
quels l’évacuation thermique était suffisante pour freiner la boucle de rétroaction positive émission-
échauffement. En revanche, dans le cas d’un matériau conduisant moins bien l’électricité ou la cha-
leur, d’un champ électrique plus fort ou d’une géométrie moins favorable à l’évacuation thermique,
il aurait été tout à fait possible que la situation dégénère vers un emballement s’achevant par la des-
truction thermique de l’émetteur, suivant un des scénarios décrits au chapitre 1, sous-section 1.3.

Ces scénarios induisant changements d’état et déformations de l’émetteur sortent du domaine
de validité de notre modèle, qui n’inclut pas la physique décrivant ces différentes évolutions vers un
claquage électrique. On peut cependant définir pour chacun de ces scénarios un point de précla-
quage qu’il faut d’abord atteindre avant que les phénomènes physiques supplémentaires n’entrent
en jeu. En deçà de cette condition, la simple physique de l’autoéchauffement au cours de l’émission
de champ reste suffisante.

Pour la plupart des scénarios, cette condition de préclaquage peut être assimilée à l’atteinte de
la température de fusion de l’émetteur. Il est ainsi raisonnable de supposer que dans la gamme de
paramètres que nous allons explorer ± émetteurs métalliques de hauteur et rayon compris entre 1 et
10 µm soumis à une gamme de champ allant de 5 à 10 GV /m en DC ± les émetteurs ne risquent pas
d’être détruits tant que la température reste en deça du point de fusion

Ainsi, nous définissons le champ de préclaquage Epb d’un émetteur comme le champ appliqué
nécessaire pour que la température maximale atteigne le point de fusion. Au-delà de cette limite, il
apparait clair que notre modèle ne permettra plus de décrire correctement l’évolution physique de
la situation. Dans la suite, nos simulations sont donc restreintes à des champs inférieurs à celui de
préclaquage, au-delà duquel l’émetteur dépasse son point de fusion.

Ce champ de préclaquage peut être déterminé par dichotomie pourvu qu’on fixe la précision vou-
lue sur la température de fusion. Dans l’optique d’un compromis entre temps de calcul et précision
nous nous sommes limités à une précision sur la température de fusion à 1% près.

La figure 3.6 donne alors les champs de préclaquage Epb pour des émetteurs hémiellipsoïdaux
avec un facteur d’aspect allant de 1 à 10 et une hauteur de 1 ou 10 µm (courbes bleues). Les valeurs à
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FIGURE 3.6 ± (a) : Champ électrique de préclaquage Epb (courbes bleues) pour des émetteurs hémiel-
lipsoïdes de facteur d’aspect f allant de 1 à 10 pour une hauteur de H = 10 µm et H = 1 µm. Le champ
électrique correspondant au sommet de l’émetteur Fpb = βEpb est montré en rouge. (b) : Augmenta-
tion du champ de préclaquage quand la hauteur de l’émetteur passe de H = 10 µm à H = 1 µm.

H = 10 µm pour f = 1, 2, 5, et 10 sont explicitement indiqués, car elles seront réutilisées par la suite.
Chaque champ de claquage correspond à l’application d’une tension Vapp = Epb ×Dgap ± tension de
préclaquage ± différente pour chaque facteur d’aspect. Étant donné que le champ local F au niveau
de l’émetteur dépend justement du facteur d’aspect f par le biais du renforcement de champ β, la
figure 3.6a donne aussi la valeur du champ de préclaquage au sommet, Fpb =βEpb (courbes rouges).
On remarque alors que le champ local de préclaquage diminue pour les faibles f (correspondant à
des pointes moins effilées). La raison est la suivante : Le ratio surface sur volume pour ces émetteurs
moins effilés favorise l’effet Joule par rapport à l’effet Nottingham, ce qui facilite l’échauffement à
haute température. La destruction thermique intervient alors à un champ local plus faible.

Pour ce qui est de l’effet de la taille, la figure 3.6b montre que la réduction d’échelle d’un facteur 10
augmente le champ de précalquage d’un montant entre +20 et +25% sur la gamme de facteurs d’as-
pect considéré. Ce résultat est à relier notre précédente étude de cas : une fois rapportée au volume
entier de l’émetteur, la réduction d’échelle d’un facteur 10 laisse inchangé l’effet Joule (qui est un
chauffage en volume) et favorise l’effet Nottingham (qui est un chauffage en surface) d’un facteur 10.
En parallèle cependant, le temps de diffusion thermique est réduit d’un facteur 100. Ainsi, l’éventuel
gain en amplitude de chauffage (∼ Q̇/V ×10) est entièrement compensé par une durée du chauffage
plus courte (∼ τdiff ÷100), ce qui résulte en la nécessité d’un champ électrique plus important pour
atteindre une situation thermique équivalente. Rappelons d’ailleurs que l’augmentation de champ
pour atteindre la même température maximale de 1500 K pour H = 1 µm à f = 10 dans l’étude de cas
précédente était justement de 25% : de 152 MV /m à 190 MV /m.

On peut donc conclure que réduire la taille des aspérités présentes à la surface de la cathode de-
vrait améliorer sa tenue aux hautes tensions. Notons toutefois que ce résultat pourrait ne pas être
entièrement transposable aux échelles nanométriques qui impliquent généralement une modifica-
tion des phénomènes de conduction (thermique et électrique).

3.1.3 Transition vers l’émission thermoassistée en régime permanent

Maintenant que l’on a posé une limite supérieure Epb sur le champ applicable, on peut définir le
courant maximal Ipb qu’un émetteur peut fournir avant de s’autodétruire. À partir de cette valeur de
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courant, on définit le champ Emin comme une limite inférieure arbitraire à laquelle l’émetteur émet
un millième de Ipb. On fixe ainsi une gamme de champ ∆E = [Emin,Epb] sur laquelle on va étudier la
transition d’un régime de pure émission de champ vers une émission de champ thermoassistée.

Par soucis de concision, les résultats de cette étude se concentrent sur les émetteurs hémiellip-
soïdaux de hauteur H = 10 µm et de facteurs d’aspect f = 1, f = 2, f = 5 et f = 10 correspondant à
des renforcements de champ au sommet β= 3, β= 5.76, β= 17.9, et β= 49.3. Le matériau considéré
est toujours le titane. Sa température de fusion vaut TF = 1941 K et son travail de sortie est pris égal
à 4.3 eV . Enfin, on se concentre dans cette étude sur les grandeurs de l’autoéchauffement en régime
permanent, une fois l’équilibre atteint.

Sur la gamme de champ ∆E , la transition est étudiée à travers les grandeurs globales suivantes :

Ð Les valeurs moyennes des effets Joule et Nottingham par unité de volume (chauffage total rap-
porté au volume de l’émetteur entier V ) :

ρJ =
PJ

V
=

1

V

Ñ

V

j 2

σ
dV et ρN =

PN

V
=

1

V

Ï

S
ΦNdS (3.4)

Ð La température maximale de l’émetteur :

Tmax = max
V

(T ) (3.5)

Ð Le courant total émis :

I (F,T ) =
Ï

S
J (F,T )dS (3.6)

Ð Et le gain relatif en courant dû à l’augmentation en température :

g I =
I (F,T )− I (F,300K )

I (F,300K )
(3.7)

La variation avec le champ appliqué de ces grandeurs (de l’équation 3.4 à l’équation 3.7) est montrée
sur la figure 3.7

Profitant des différents rapports d’aspect considérés, les résultats pour chaque émetteur sont af-
fichés sur le même axe x. Chaque marqueur à une valeur de champ E donné correspond à une simu-
lation temporelle 2D axisymétrique dont les quantités sont évaluées une fois le régime permanent
atteint. Notons que pour la gamme de paramètres présentée dans ce travail, le temps de convergence
vers un état stationnaire est compris entre quelques microsecondes et plusieurs dizaines de micro-
secondes, ce qui est en accord avec l’estimation grossière τ ∼ H 2/κ que l’on obtient à partir de la
diffusivité thermique du matériau κ=λ/ϱc.

Le premier panneau de la figure 3.7 montre la contribution respective de l’effet Nottingham et du
chauffage résistif une fois l’équilibre thermique atteint pour les différents champs électriques appli-
qués. Étant à l’équilibre, la somme des grandeurs ρJ et ρN donne ici exactement l’opposé de la chaleur
dissipée à la base de l’émetteur, ρϑ =Pϑ/V .

Remarquons ensuite que pour les valeurs faibles et modérées de chaque gamme ∆E , l’effet Not-
tingham contribue seul au chauffage. Ce constat est cohérent avec les résultats de Su et al. 2 [4] (in ref.

Fig. 9) et ceux d’Ancona 3 [5].
C’est seulement sur la fin de la gamme de champ (i.e. à densité de courant suffisamment forte)

que l’effet Joule devient comparable. À mesure que l’on se rapproche du champ de précalquage, le
chauffage résistif prend le relais tandis que l’effet Nottingham finit par diminuer après avoir atteint
un maximum, jusqu’à devenir négatif.

2. Notons que ce travail modélise une triode à émission de champ à symétrie axiale 2D, avec une hauteur d’émetteur
de l’ordre de 1 µm.

3. Dans cette référence en revanche, le chauffage résistif est trouvé négligeable sur toute la gamme d’émission. Nous
supposons que cela est relié à la taille de l’émetteur considérée, inférieur à 0.5µm. Le fort ratio surface sur volume qui en
découle favorise alors l’effet Nottingham devant l’effet Joule.
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Le deuxième panneau montre l’augmentation continue de la température maximale vers le point
de fusion TF = 1941 K , en conséquence de l’autoéchauffement. Les valeurs de champ EN pour les-
quelles ρN = 0 sont indiquées par des tics supplémentaires sur l’axe des x du premier panneau, et les
températures correspondantes T̄N sont données sur le deuxième panneau. On remarque alors que
l’effet Nottingham moyen ρN s’inverse à des températures de plus en plus petites à mesure que le
facteur d’aspect f diminue. C’est en fait la conséquence d’un champ électrique local inférieur sur la
surface d’émission, comme on le verra plus en détail dans la prochaine sous-section. Précisons que
T̄N correspond ici à la température d’inversion de la grandeur globale ρN, et est par conséquent relié,
mais distinct de la définition de température locale d’inversion Nottingham TN(F,ϕ).

Pour évaluer l’augmentation de courant dû à la montée en température, deux ensembles de ré-
sultats sont comparés sur le troisième panneau. Le premier ensemble correspond à des simulations
tenant compte uniquement de l’électrostatique (pure émission de champ). Dans ce cas, le courant
I (F,300 K ) est obtenu en fixant une température de 300 K sur toute la surface d’émission (croix
bleues, Fig. 3.7 - 3e panneau). Au contraire, les résultats du second ensemble proviennent d’une ré-
solution complète du modèle, comme décrit dans le chapitre précédent. Le calcul du courant uti-
lise la distribution en température à la surface d’émission (cercles rouges - Fig. 3.7 - 3e panneau).
Quand le champ appliqué est bien inférieur au champ de préclaquage Epb, les deux courbes sont
identiques. Plus proche de Epb en revanche, un écart apparait qui témoigne d’un gain en courant
du à une contribution croissante d’électron "chaud". Ces électrons ayant une énergie normale supé-
rieure, ils traversent la barrière de potentiel au-dessus du niveau de Fermi. On entre alors dans un
régime d’émission de champ thermoassistée, ou régime thermochamp.

Le dernier panneau montre le gain en courant g I (E) qui n’est autre que l’écart relatif entre la
courbe rouge I (F,T ) et la courbe bleue I (F,300 K ) du troisième panneau. C’est donc une grandeur
appropriée pour distinguer le régime de pure émission de champ (g I ∼ 0) du régime thermoassisté
(g I > 0). En posant une limite arbitraire entre les deux régimes à g I = 1%, une séparation apparait
pour chaque facteur d’aspect à un chauffage volumique moyen aux alentours de 5 µW /µm3, unique-
ment lié à l’effet Nottingham.

Concernant l’amplitude du gain, sa valeur maximale sur la gamme ∆E = [0.095,0.16] GV /m vaut
g I = +61% pour f = 10. Pour f = 1, la valeur maximale atteint g I = +109% sur une gamme relati-
vement plus petite, ∆E = [1.3,1.9] GV /m. Ce résultat semble indiquer que moins les émetteurs sont
profilés, plus la température contribue à l’émission.

3.1.4 Caractéristiques de l’émission au champ de préclaquage

Pour mieux comprendre les différences en régime thermochamp entre les différents facteurs d’as-
pect, regardons de plus près les distributions des variables locales F , T et J (F,T ) au champ de précla-
quage Epb. Les figures 3.8 et 3.9 montre ces distributions pour f = 1, 2 et 5.

Les graphiques supérieurs de la figure 3.8 montre la distribution de champ local F (r ) au champ
global E = Epb. En accord avec le constat de la figure 3.6, on voit bien sur ce premier graphique que
le champ au sommet de l’émetteur est plus faible pour les plus petits facteurs d’aspect. Cependant,
le renforcement de champ y est aussi moins piqué et s’étend sur une plus grande surface. Ainsi, pour
les petits facteurs d’aspect, l’émission a lieu à champ plus faible, mais sur une surface plus large que
pour les grands facteurs d’aspect. On peut mesurer ce dernier effet en introduisant le rayon R90% qui
définit pour un émetteur axisymétrique la surface autour du sommet qui émet 90% du courant total :

∫R90%

0
2πrC(r )J (F,T )dr = 0.9× I (F,T ) (3.8)

avec

I (F,T ) =
∫R

0
2πrC(r )J (F,T )dr (3.9)

le courant total extrait et C(r ) le jacobien de ℓ(r ) pour un ellipsoïde d’indice curviligne ℓ, de hauteur
H et de rayon R (cf. Eq. 2.40).
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FIGURE 3.8 ± Emission d’un émetteur isolé pour les facteurs d’aspect f = 5, f = 2 et f = 1 sous un
champ appliqué égal à leur champ de préclaquage. Les schémas rappellent les propriétés des émet-
teurs. La première série de graphiques compare la variation radiale de champ électrique local F sur
toute la surface de l’émetteur, de r = 0 à r = R, avec un axe y commun. Fa correspond au champ
électrique local au sommet des émetteurs. La deuxième série de graphiques donne la distribution
correspondante de densité de Courant émis, avec ± Je (F,T ) ± et sans ± Je (F,300 K ) ± prise en compte
de la contribution thermique. Pour une meilleure lisibilité, l’axe y est ici aussi commun, mais les den-
sités de courant ont du être mise à l’échelle par un facteur 4 et 10 respectivement pour f = 2 et f = 1,
comme indiqué en gras dans la légende. Notons enfin que l’axe des abscisses est centré sur la surface
émettant 90% du courant total. Ces surfaces (traduites en coordonnées radiales) sont mises en évi-
dence par des hachures rouges et bleues.
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FIGURE 3.9 ± Courbes isothermes au champ de préclaquage d’un émetteur isolé pour les facteurs
d’aspect f = 5, f = 2 et f = 1. L’écart entre deux courbes successives est de 100 K . La ligne épaisse en
pointillé au-dessus des émetteurs indique la surface contribuant à 90% du courant émis. R90% est le
rayon correspondant.

On obtient R90% = 0.18R = 0.36 µm pour f = 5, R90% = 0.37R = 1.85 µm pour f = 2 et R90% =
0.55R = 5.5 µm pour f = 1. Ces valeurs sont illustrées sur la figure 3.8 par des hachures rouges et sur
la figure 3.9 par une épaisse courbe noire en pointillé au-dessus de l’émetteur.

Le champ électrique globalement plus faible sur la surface d’émission pour les facteurs d’as-
pect plus petit explique pourquoi la température contribue davantage au courant pour les émetteurs
moins profilés. En effet, l’influence de la température sur J (F,T ) prédite par la théorie est précisément
plus importante à champ plus faible.

Par ailleurs, la plus grande surface d’émission des émetteurs à plus petit facteur d’aspect explique
pourquoi leur courant émis est supérieur tandis que leur densité de courant est inférieure comme le
montre la seconde série de graphiques de la figure 3.8. On y voit que la densité de courant est à peu
près inférieure d’un facteur 4 pour f = 2 et d’un facteur 10 pour f = 1, comparée à f = 5, alors que la
tendance est inversée pour le courant I .

Détaillons maintenant les distributions en température de la figure 3.9. La première observation
intéressante est que la température maximale se trouve ici non plus au sommet, où l’effet Joule est
maximum, mais légèrement en dessous. Ce détail témoigne d’un effet Nottingham devenu refroidis-
sant en surface, causant l’enfoncement du maximum de température. Cet enfoncement est d’ailleurs
plus marqué pour f = 1 que pour f = 2 et f = 5. Rappelons alors que la température d’inversion
Nottingham suit en première approximation la formule TN ∝ F /ϕ1/2 (cf. Eq. 2.38). Le travail de sortie
étant le même pour les trois émetteurs, le champ local plus faible à la surface de l’émetteur f = 1 (mis
en évidence sur la figure 3.8) explique que sa température d’inversion TN est plus faible. À tempéra-
ture égale (par définition du champ de claquage, la température maximale des trois émetteurs vaut
1941 K ) l’effet Nottingham est donc plus refroidissant pour l’émetteur f = 1 ce qui justifie un maxi-
mum de température plus enfoncé. Notons ici que dans le cas du titane, l’enfoncement du maximum
de température ne perturbe pas l’évolution vers un régime permanent. Nous verrons dans la pro-
chaine section que la situation est différente à température plus élevée pour les métaux réfractaires.

Toujours sur la figure 3.9, on peut aussi remarquer que la surface d’émission est plus large pour
les plus petits facteurs d’aspect, et l’effet Joule chauffe une plus grande portion de volume sous le
sommet de l’émetteur. La montée en température s’étend alors davantage à la base de l’émetteur
pour les petits facteurs d’aspect. Ceci est particulièrement visible pour f = 2 et f = 1 sur la figure
3.9 : 5 µm sous la base de l’émetteur on atteint quasiment 600 degrés pour f = 2 et 1200 K pour
f = 1. La question se pose alors de savoir si l’évacuation thermique d’un émetteur pourrait impacter
de manière significative l’émission d’autres aspérités dans son voisinage, donnant lieu à ce qu’on
appellera ici un couplage thermique. En particulier, cette interaction pourrait être amplifiée dans le
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cas des métaux réfractaires dont la température à l’approche du champ de préclaquage est encore
plus élevée.

Cependant, l’étude de ce possible couplage thermique requiert la modélisation de plusieurs émet-
teurs en géométrie 3D. Nous déléguons donc son étude au chapitre suivant et achevons d’abord le
présent chapitre par l’étude de l’autoéchauffement dans le cas des métaux réfractaires.

3.2 Autoéchauffement des métaux réfractaires : emballement résistif et
bistabilité d’inversion Nottingham

Pour aller plus loin dans l’étude des effets thermiques, cette dernière section explore l’autoé-
chauffement dans le cas des métaux réfractaires. Ces matériaux affichant un point de fusion plus
élevé, on s’attend à pouvoir explorer les effets thermiques à plus haute température encore. Pour
chaque émetteur, l’intégralité du régime thermochamp est explorée, jusqu’à atteindre la température
de fusion. L’analyse porte ici sur la mise en évidence d’une transition discontinue entre deux types
d’équilibre thermique en régime permanent. Ce comportement bistable des émetteurs apparait relié
à l’inversion Nottingham. Au-delà d’une valeur seuil de champ électrique, un emballement transi-
toire de l’effet Joule est observé, lié à la rétroaction positive de la température sur le chauffage résistif.
L’augmentation rapide de la température qui en découle peut être contenue par l’inversion de l’effet
Nottingham (rétroaction négative de la température sur le flux de chaleur Nottingham devenu refroi-
dissant). Nous proposons d’appeler ce phénomène, non documenté jusqu’ici dans la littérature, la
bistabilité d’inversion Nottingham. Cette bistabilité (transition discontinue entre deux états station-
naires) repose ainsi sur deux boucles de rétroaction contraires. Par ailleurs, son apparition dépend
de la géométrie et des propriétés matériaux de l’émetteur. Ainsi, en parallèle de la contribution au
domaine des sources d’électrons et du claquage sous vide, cette étude met en lumière une évolution
non linéaire d’un système d’équations bien connues et couplées de manière autocohérente, ce qui
présente un intérêt pour le domaine fondamental de la dynamique des systèmes complexes.

Dans un souci de clarté, nous considérons dans cette étude un émetteur unique hémiellipsoïdal.
Notons toutefois qu’une géométrie d’émetteur différente peut fortement modifier le déroulement de
l’autoéchauffement, comme on le verra au chapitre 6 pour le cas spécifique de nanostructures de
carbone exhibant une géométrie type sphère-sur-cône.

3.2.1 Transition discontinue entre deux états stationnaires

Commençons par le cas d’un émetteur hémiellipsoïdal en tungstène, avec un travail de sortie
pris égal à φ= 4.5 eV , de hauteur H = 10 µm et de rayon R = 1 µm, ce qui donne un facteur d’aspect
f = H/R = 10 et un renforcement au sommet β= 49.3 (Fig. 3.10a). Les propriétés matériaux utilisées
pour le tungstène sont données en annexe H.

La figure 3.10b montre l’augmentation de la température au sommet de l’émetteur Ta et de la
température maximale Tmax, en régime permanent, en fonction du champ appliqué E . Étant inté-
ressé dans le processus d’autoéchauffement, on explore toute la gamme de champ menant de la tem-
pérature ambiante (∼ 300 K ) au point de fusion du tungstène TF = 3695 K . Les maxima de densités
de courant correspondant, Jmax(F,T ), sont tracés sur la figure 3.10c. Chaque point sur ces graphiques
provient donc d’une simulation 2D axisymétrique complète ayant abouti à un équilibre en régime
permanent.

De manière étonnante cependant, les courbes montrent un saut soudain pour les deux tempéra-
tures, que l’on note respectivement ∆Ta et ∆Tmax, ainsi qu’en densité de courant, ∆Jmax. Ces sauts
interviennent à une valeur de champ seuil noté Eth dans la suite (indexé "th" pour threshold en an-
glais). Par ailleurs, en deçà de Eth, la température maximale est confondue avec la température au
sommet, ce qui signifie que le sommet est bien le point le plus chaud de l’émetteur. En revanche,
au-delà de Eth, la température maximale dépasse de manière significative la température au sommet.
Ce constat peut paraitre contre-intuitif au premier abord, étant donné que l’effet Joule est toujours
maximal au sommet, là où la densité de courant est maximale.
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FIGURE 3.10 ± Mise en évidence du saut en température en régime permanent avec l’augmentation
du champ électrique, pour un émetteur hemiellipsoïde en tungstène. (a) : schéma de l’émetteur. β
est le renforcement de champ au sommet, de sorte que le champ localement renforcé au sommet
s’exprime Fa =βE , où E est le champ appliqué. Les dimensions ne sont pas à l’échelle. (b) : Augmen-
tation de la température maximale Tmax et de la température au sommet Ta de l’émetteur en fonction
du champ électrique. (c) : Augmentation de la densité de courant émise en fonction du champ élec-
trique. (b’) et (c’) sont un agrandissement des zones encadrées en noir. Pour chaque graphique, un
point de donnée est le résultat en régime permanent d’une simulation temporelle au cours de la-
quelle le champ a été monté en quelques nanosecondes depuis zéro jusqu’à la valeur indiquée en
abscisse.

Toutes ces solutions ont bien évolué vers un régime permanent, mais il n’a pas été possible d’at-
teindre un équilibre avec Ta ou Tmax dans la région du saut. C’est la raison pour laquelle ce saut est
supposé être associé à une instabilité qui s’enclenche au delà de Eth. Raffiner l’échantillonnage du
champ autour du seuil jusqu’à un pas de δ= 5 kV /m donne une valeur de Eth = 201.785 MV /m. Les
sauts correspondant en température valent alors ∆Tmax = 843 K et ∆Ta = 311 K , ce qui signifie que la
température maximale s’écarte de celle au sommet d’environ 500 K .

Après ce saut, il est important de noter que la température maximale n’a toujours pas dépassé
la température de fusion. En ce sens, toutes les simulations sont physiquement valides jusqu’à ce
qu’elles excèdent la ligne rouge à TF = 3695 K . Le champ de préclaquage correspondant est alors
trouvé égal à Epb = 202.25 MV /m. Au-delà de Epb, les simulations qui ont atteint un équilibre dans le
cadre de notre modèle risqueraient en réalité d’évoluer vers la destruction thermique de l’émetteur
selon un des scénarios décrits au chapitre 1, sous-section 1.3.

Les figures 3.11a et 3.11b montre la distribution volumique en température et la distribution sur-
facique de l’effet Nottingham respectivement à Eth et 5 kV /m au-dessus. De manière remarquable,
une minuscule augmentation du champ électrique d’à peine +0.0025% (δ= 5 kV /m), correspondant
à un changement de la densité de courant émise à 300 K de seulement +0.02%, est suffisant pour me-
ner à des distributions complètement différentes en régime permanent. À Eth, la température maxi-
male vaut 2650 K , quasiment identique à la température au sommet à 4 K près, et est situé à quelques
nanomètres en dessous du sommet (Fig. 3.11a). À Eth+δ à l’inverse, la température maximale atteint
3493 K , dépassant la température au sommet de 536 K , et a plongé d’environ 350 nm dans le volume
de l’émetteur (Fig. 3.11b). Cette distribution de température avec la température maximale bien en
dessous du sommet ressemble beaucoup à certains résultats de modélisation observés par Fursey
et al. [6, 7] (plus de détails sur leur modèle physique sont donnés dans la sous-section 3.3.3 du livre
de G. Fursey de 2005 [8]). Cette situation est due à l’effet Nottingham, qui devient refroidissant une
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FIGURE 3.11 ± Carte de couleur dans le plan axisymétrique du flux de chaleur Nottingham et de la
température, avec une distribution d’isothermes (courbes noires). (a) et (b) : Régime permanent res-
pectivement au champ électrique de seuil Eth = 201.785 MV /m et 5 kV /m au-dessus (cf. Fig. 3.10b’).
La carte de couleur du flux de chaleur Nottingham en surface a été légèrement décalée vers le haut
pour améliorer la lisibilité et utilise une échelle de couleur commune. Les échelles de couleurs pour
la température au contraire sont adaptées à chaque graphique. L’écart en température entre deux
isothermes pleines est de 100 K , et de 25 K entre deux isothermes en tirets. Ta est la température au
sommet. La ligne blanche épaisse délimite l’inversion du flux de chaleur selon la direction verticale z.
Les flèches blanches associées mettent en évidence l’évacuation de chaleur vers le thermostat (φdown)
et le reflux de chaleur vers la surface d’émission (φup).
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fois que les électrons émis emportent en moyenne plus d’énergie que n’apportent les électrons de
remplacement. Cela arrive lorsque la température à la surface de l’émission dépasse la température
d’inversion Nottingham TN(F,ϕ) qui dépend du travail de sortie ϕ du matériau et du champ locale-
ment amplifié F (cf. 2.38). Dans notre cas précis, TN = 2621 K au sommet, où le champ électrique
seuil donne un champ local Fa = βEth = 9.95 GV /m. Une fois la température de Nottingham dépas-
sée au sommet de l’émetteur, ce dernier commence à évacuer de la chaleur. Par voie de conséquence,
La température maximale s’enfonce en volume. Le détachement de la température maximale est à
l’origine de la formation d’un domaine de haute température au sein duquel la température varie
très peu, assimilable à la large région rouge foncé visible sur la figure 3.11b. La chaleur n’est alors
plus uniquement évacuée vers le thermostat (le volume de la cathode ± cf. les conditions aux limites
sur la figure 6.7b). Une portion du volume de l’émetteur dissipe maintenant sa chaleur vers la sur-
face d’émission. L’inversion du sens du flux de chaleur qui en résulte ± dénommé "reflux" du fait de
son orientation dans le sens opposé au thermostat ± est noté φup, par opposition au flux usuel dif-
fusant la chaleur vers le thermostat que l’on note φdown. Ces deux termes sont représentés par des
flèches blanches sur les figures 3.11a et 3.11b. Une épaisse ligne blanche marque l’annulation de la
composante verticale du flux de chaleur (φz = 0). En délimitant ainsi le changement de sens du flux
de chaleur dans la direction verticale, cette ligne divise le volume de l’émetteur en deux parties : une
partie supérieure évacuant sa chaleur principalement par diffusion vers la surface d’émission (Effet
Nottingham) et une partie inférieure diffusant essentiellement sa chaleur vers la base de l’émetteur
(évacuation au thermostat). À partir de l’échelle de couleur de ΦN sur la figure 3.11, on peut voir que
le flux de chaleur Nottingham est environ un ordre de grandeur plus dissipatif au-dessus de Eth. En
terme de densité de flux de chaleur au sommet on a ΦN(Fa ,Ta) = −0.09 W /µm2 à Eth (Fig. 3.11a)
contre ΦN(Fa ,Ta) =−0.87 W /µm2 à Eth+δ (Fig. 3.11b). Cette différence explique pourquoi le second
cas exhibe un net enfoncement de la température maximale dans le volume de l’émetteur, avec un
large domaine où le reflux de chaleur domine. Cependant, cela n’explique pas pour autant comment
un changement si faible en champ électrique (+0.0025% de Eth à Eth +δ) mène à une discontinuité
si nette de la situation thermique à l’équilibre, avec une différence en température maximale de 30%.
C’est cette discontinuité (saut entre deux états stables) qui nous amène à parler de bistabilité autour
du champ seuil.

3.2.2 Emballement transitoire au cours de l’autoéchauffement

Pour mieux saisir l’origine de cette bistabilité, étudions maintenant en détail l’évolution tempo-
relle des simulations autour du champ seuil. Le premier élément qui ressort est que le saut se produit
après l’inversion de l’effet Nottingham au sommet de l’émetteur. Ce passage à un flux refroidissant
arrive d’abord aux extrémités de la surface d’émission (cf. la distribution de flux Nottingham sur la
figure 3.11a). Le champ local étant maximal au sommet, il diminue à mesure qu’on s’en éloigne (cf. la
distribution radiale de champ sur la figure 3.8). Cette diminution du champ induit une température
d’inversion Nottingham plus faible. C’est la raison pour laquelle la ligne blanche sur les figures 3.11a
et 3.11b se courbe vers le haut, indiquant la présence d’une composante radiale des flux de chaleurs.

Lorsque le champ électrique est suffisamment élevé, la température au sommet finit tout de
même par dépasser le point d’inversion. Le flux de chaleur Nottingham devient alors refroidissant
au sommet ce qui cause l’enfoncement de la position du maximum de température dans le volume
de l’émetteur. Cela résulte en la formation d’un domaine de haute température dont la taille et la
forme dépendent principalement de la géométrie de l’émetteur (plus particulièrement de son fac-
teur d’aspect dans le cas d’un émetteur hémiellipsoïde). Ce domaine peut être défini par une courbe
isotherme fermée autour du point le plus chaud, à une valeur arbitrairement proche de Tmax. En pre-
nant l’isotherme à 0.99 Tmax (1% en deça de Tmax), le domaine a initialement la forme d’une goutte
qui tomberait du sommet, puis évolue vers un sphéroïde que nous assimilons à un coeur chaud (hot

core en anglais). Cette évolution est illustrée par les quatre images de la figure 3.12.

La différence entre les états stationnaires en deça et au delà de Eth réside dans ce passage à un
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(a) (b)

(c) (d)

FIGURE 3.12 ± Évolution du cœur chaud au cours de l’instabilité. L’isotherme en blanc définit une
limite arbitraire à 0.99 Tmax. Les temps sélectionnés sont à relier aux graphiques (c2) et (d2) de la
figure 3.13.
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FIGURE 3.13 ± Évolution de l’autoéchauffement. (a) : Montée en champ électrique pour chaque si-
mulation, normalisé à 1. La constante de temps τ est fixée à une nanoseconde. (b) : Évolution de la
température maximale pendant l’auto échauffement, sous différents champs appliqués. Les évolu-
tions à Eth = 201.785 MV /m et Eth +δ= 201.790 MV /m sont respectivement marqués par des carrés
et des signes plus. Epb = 202.25 MV /m est le champ de préclaquage. La ligne verte en tirets indique la
température d’inversion Nottingham pour la valeur spécifique F =βEth au sommet de l’émetteur. La
ligne rouge rappelle la température de fusion du tungstène. (c) : Évolution détaillée à Eth et Eth+δ de
chaque grandeur globale de chauffage (c1) avant le saut (échelle log) et (c2) pendant le saut (échelle
linéaire). (d) : Évolution du chauffage net à Eth et Eth+δ (d1) avant le saut (échelle log) et (d2) après le
saut (échelle linéaire). Le chauffage net est la somme des trois grandeurs de chauffage et son intégrale
donne la chaleur nette accumulée (zone hachurée en rouge et son étiquette).
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effet Nottingham refroidissant au sommet et l’enfoncement du maximum de température qui en ré-
sulte. Pour quantifier cette différence, la figure 3.13 détaille l’autoéchauffement via l’évolution des
grandeurs thermiques à différentes valeurs de champ autour de Eth.

Chaque simulation temporelle s’étend ici de 10−11 à 10−2 s, avec un pas de temps logarithmique.
La simulation prend également en compte un temps de montée du champ électrique visible sur le
graphique 3.13a, comme expliqué au début du chapitre (cf. Eq. 3.1).

Le graphique 3.13b montre l’évolution de la température pour différents champs appliqués. En
particulier, les évolutions pour Eth et Eth +δ sont respectivement mises en évidence par des mar-
queurs carrés et des symboles plus. Les deux courbes suivent initialement un chemin identique, jus-
qu’à ce qu’une augmentation soudaine arrive pour Eth +δ, menant au final à une température maxi-
male en régime permanent bien plus élevé (3493 K contre 2650 K , soit un écart de 843 K ). Cet écart
peut être analysé via l’évolution des grandeurs globales de chauffage, PJ, PN etPϑ montrée sur les
graphiques c1 et c2. PJ et PN sont définies par les équations 3.2, tandis que Pϑ peut être ré-écrit en
utilisant φdown :

Pϑ =−
Ï

base

φdown dS (3.10)

La somme de ces trois termes donne le chauffage net Q̇ dont l’évolution est montrée sur les gra-
phiques d1 et d2. La chaleur nette accumulée Q y est aussi indiquée.

Si l’on s’intéresse d’abord au graphique c1, on voit qu’en dessous de 10−4 s les deux champs élec-
triques donnent une évolution très similaire, avec une chaleur accumulée de 24 n J dans les deux cas.
La seule différence visible est un effet Joule très légèrement supérieure à partir de 10−5 s (cf. zoom sur
le graphique c1). Cette très petite différence cependant dégénère rapidement vers un emballement
du chauffage résistif (rétroaction positive de la température sur l’effet Joule) qui s’observe nettement
sur le graphique c2 pour Eth +δ après une centaine de microsecondes. Cet emballement est ensuite
freiné par une boucle de rétroaction négative : un effet Nottingham plus refroidissant à température
plus élevée et une plus forte diffusion thermique vers le thermostat du fait de l’accroissement (lo-
cal et temporaire) des gradients de température. La chaleur nette qui en résulte sur le graphique d2
illustre clairement l’apparition de l’emballement puis sa conséquente extinction. C’est ce surplus de
chauffage temporaire qui est à l’origine de la transition discontinue d’un régime permanent (à Eth) à
un autre (à Eth+δ), avec un écart significatif en énergie thermique accumulée. La courbe à Eth+δ sur
le graphique d2 (marqueurs plus) indique en effet l’accumulation de 38 n J supplémentaire en 20 µs

(entre t = 140 et 160 µs) qui viennent s’ajouter au 24 n J initiaux, tandis que la courbe à Eth (mar-
queurs carrés) a déjà atteint un régime permanent. Ainsi, une simple variation de +0.0025% produit
un surplus de chaleur local de +158%.

Par ailleurs, que le champ monte initialement à Eth +δE ou qu’il soit augmenté de δE au temps
t0 après une première montée à Eth selon l’expression :

E(t ) = Eth

[

1−exp

(

−
t

τ1

)]

+δ(t ) avec δ(t ) =
δ

2

[

1+erf

(
t − t0

τ2

)]

, (3.11)

un emballement thermique similaire s’enclenche. C’est ce que montre la figure 3.14, pour τ1 = 1 ns,
τ2 = 10 ns et t0 = 500 µs. Le pas de temps est alors ponctuellement réduit à quelques nanosecondes
autour de t0 (graphique a’) puis remonté à quelques microsecondes au-delà de t0+20 ns pour capter
l’enclenchement de l’instabilité. Celle-ci se développe une centaine de microsecondes après la mon-
tée de δE , et le surplus de chauffage dure une vingtaine de microsecondes (graphique d2), comme
dans le cas précédent. La situation atteinte en régime permanent est là aussi la même, avec la tempé-
rature maximale de 3493 K .

En revanche, pour des incréments de champ δE > δ au-dessus du champ seuil Eth, l’emballement
thermique apparait plus rapidement, dégénère sur une durée plus courte, et mène à un surplus de
chaleur plus important. Par exemple, la figure 3.15 montre qu’à Epb = 202.25 MV /m, l’emballement
s’enclenche dès t = 1 µs. Il apporte un surplus de chaleur de ∼ 50 n J en tout juste dix microsecondes
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FIGURE 3.14 ± Évolution de l’autoéchauffement quand le champ est augmenté de δ = 5 kV /m à un
temps donné t0 (mis en évidence en couleur cyan), après une montée initiale à Eth. (a) : Montée
du champ électrique global normalisé par Eth. Les constantes de temps sont τ1 = 1 ns, τ2 = 10 ns

et t0 = 500 µs. (a’) Zoom sur l’augmentation du champ selon δ(t ) autour de t0 (échelle de temps
linéaire). (b) : Évolution de la température maximale au cours de l’autoéchauffement. (c) : Évolution
détaillée de chaque terme de chauffage global. (d1) : Chauffage net avant l’augmentation par δ. (d2) :
Chauffage net après l’augmentation par δ.
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FIGURE 3.15 ± Évolution de l’autoéchauffement à Epb. (a) : Montée du champ électrique global,
normalisé à 1. La constante de temps τ vaut une nanoseconde. (b) : Évolution de la température
maximale au cours de l’autoéchauffement à Eth = 201.785 MV /m (marqueurs carrés) et à Epb =
202.25 MV /m (symboles plus). Eth est le champ électrique seuil de l’instabilité tandis que Epb est
le champ de préclaquage. (c) : Évolution détaillée de chaque terme de chauffage global. (d) : Évolu-
tion du chauffage net.
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FIGURE 3.16 ± Variation de la température maximale d’un émetteur en tungstène hémiellipsoïde de
hauteur H et de facteur d’aspect f = 10 pour quatre différents travaux de sortie. (a) : ϕ = 2.8 eV

correspond au travail de sortie du tungstène thorié [9]. Les graphiques (b), (c) et (d) explorent trois
différentes valeurs qui reprennent la variation du travail de sortie du tungstène en fonction de son
orientation cristalline. ϕ = 4.3 eV et ϕ = 4.8 eV correspondent à peu près aux valeurs minimum et
maximum indiquées dans le tableau 1 de la référence [10]. ϕ = 4.5 eV est la valeur polycristalline
admise pour le tungstène [9, 11].

(contre une vingtaine à Eth). La température maximale atteint alors le point de fusion, enclenchant
très certainement une destruction thermique de l’émetteur que notre modèle ne décrit pas.

Plus globalement, une déviation si brutale de l’autoéchauffement rend l’émetteur thermique-
ment instable à l’approche du champ de seuil Eth et favorise un scénario de destruction thermique
par explosion de l’émetteur, impliquant une projection de matière.

3.2.3 Influence des paramètres de l’émetteur

Pour mieux comprendre les mécanismes sous-jacents à l’origine de l’emballement thermique et
de la bistabilité, il est important d’étudier l’influence des paramètres de l’émetteur.

Influence du travail de sortie

Pour isoler l’effet du travail de sortie, la figure 3.16 montre l’augmentation avec la tension de la
température maximale en régime permanent jusqu’au champ de préclaquage pour un émetteur in-
changé : H = 10 µm, f = 10, propriétés du tungstène (à l’exception de ϕ). Pour les trois nouvelles
valeurs de travail de sortie testées, 2.8, 4.3 et 4.8 eV on observe bien un saut en température. Il faut
noter ici cependant que l’incrément sur le champ E n’a pas été raffiné jusqu’à la précision précédente
de δ= 5 kV /m, ce qui empêche la comparaison très précise de l’amplitude des sauts. Ceci étant dit,
aucune tendance nette ne se dégage entre les différentes valeurs de ϕ : le travail de sortie ne condi-
tionne pas l’apparition du saut, et n’influence pas de manière significative son amplitude.

On peut tout de même noter que le travail de sortie modifie la température d’inversion Nottin-
gham. Le sens de cette modification n’est en revanche pas évident. Rappelons que la température
d’inversion se comporte en première approximation selon TN ∝ F /ϕ1/2 (cf. Eq. 2.38). Par conséquent,
toutes choses égales par ailleurs, un travail de sortie plus faible augmente la température d’inversion.
Cependant, dans la pratique, toutes choses ne sont pas égales par ailleurs, et un travail de sortie plus
petit permet une émission à des champs électriques bien plus faible ce qui réduit la température d’in-
version. On voit alors sur les graphiques de la figure 3.16 que l’influence du champ électrique l’em-
porte, et la température d’inversion Nottingham au sommet de l’émetteur (courbe verte discontinue)
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FIGURE 3.17 ± Variation de la température maximale avec le champ électrique appliqué pour les cas
sélectionnés. Les températures sont normalisées par la température de fusion TF du matériau. (a) :
Géométrie initiale (H = 10 µm, R = 1 µm et f = 10) avec les conductivités électriques et thermiques
du tantale, σTa et λTa, comparée au même émetteur avec une conductivité thermique augmentée
d’un facteur deux, λTa ×2. (b) : Même géométrie avec les conductivités électriques et thermiques du
Molybdène, σMo et λMo, comparée au même émetteur avec une conductivité thermique augmentée,
λMo ×1.5.

est in fine plus faible pour les travaux de sortie plus petits. Le saut apparait alors à des températures
plus faibles et semble corrélé au dépassement de la température d’inversion TN.

Influence des conductivités électriques et thermique

A partir d’ici, le travail de sortie est donc à nouveau fixé à 4.5 eV pour faciliter la comparaison et
permettre d’isoler l’importance des autres paramètres matériau.

Toujours à travers l’augmentation de la température maximale en régime permanent avec la ten-
sion appliquée (champ électrique globale E), la figure 3.17 teste l’influence des conductivités sur la
stabilité thermique des émetteurs à travers quatre cas.

Le premier cas considère un émetteur en tantale. Les conductivités thermiques et électriques du
tantale sont environ deux fois plus faibles que celles du tungstène (cf. annexe H, Fig. H.1). L’aug-
mentation de la température avec le champ est ici continue au niveau du passage de la température
d’inversion Nottingham, bien que ce passage soit corrélé avec un net accroissement de la dérivée (cf.

graphique 3.17a : la courbe cyan marquée par des pentagones remplis). Augmenter le champ global
dans ce cas donne bien un effet Nottingham plus refroidissant ce qui fait toujours s’enfoncer plus
profondément la température maximale. La différence est qu’ici, toutes les valeurs de température
maximale sont atteignables en régime permanent, et les positions correspondantes le long de l’axe
de l’émetteur sont stables : il n’y a pas d’emballement du chauffage résistif.

Pour tester l’influence de la conductivité thermique, le second cas considère un émetteur en tan-
tale avec une conductivité thermique artificiellement accrue d’un facteur 2, qui devient alors très
proche de celle du tungstène. Bien que la conductivité électrique soit elle toujours environ deux fois
plus faible que celle du tungstène, cette manipulation numérique fait apparaitre un saut en tem-
pérature comme on peut le voir sur la seconde courbe du graphique 3.17a (courbe cyan avec des
pentagones vides). Ce constat soutient un lien causal contre-intuitif entre la conductivité thermique
et l’emballement du chauffage résistif au champ de seuil, indépendamment de la conductivité élec-
trique.

Les deux derniers cas sont présentés sur le graphique 3.17b et considèrent un émetteur en molyb-
dène. Comparées au tantale, les conductivités λMo et σMo du molybdène sont très proches de celles

Chapitre 3. Autoéchauffement d’un émetteur unique 95



3.2. Emballement résistif et bistabilité d’inversion Nottingham

du tungstène (cf. annexe H, Fig. H.1). La courbe correspondante (courbe magenta avec des cercles
remplis) sur le graphique 3.17b présente bien un saut en température, toujours relié à un emballe-
ment transitoire du chauffage résistif. Le saut est en revanche d’amplitude moindre que dans le cas
du tungstène : ∆Tmax = 144 K (avec un raffinement de l’incrément du champ à δ = 5 K V /m). Notre
explication est la suivante : Bien que la conductivité thermique du molybdène soit très légèrement
supérieure à celle du tungstène, c’est aussi le cas de sa conductivité électrique d’environ 10%. Par
conséquent, toutes choses égales par ailleurs, le molybdène génère aussi ∼ 10% de moins de chauf-
fage résistif ce qui résulte en un freinage de l’emballement plus rapide et explique le plus faible saut
en température.

Pour le dernier cas, la conductivité thermique est à nouveau artificiellement augmentée, cette
fois-ci d’un facteur 1.5 (courbe magenta avec des cercles vides). Ceci a pour effet d’accroitre signi-
ficativement l’amplitude du saut, qui passe alors à ∆Tmax = 643 K . Ce résultat vient appuyer l’in-
fluence de la conductivité thermique sur l’instabilité. Par ailleurs, cette influence pourrait expliquer
pourquoi, dans la section précédente, les émetteurs en titane ne présentaient pas de discontinuité en
régime permanent avec l’augmentation du champ électrique. En effet, on peut voir sur la figure H.1
(en annexe H) que le titane présente une conductivité thermique à peu près quatre fois plus faible
que le molybdène ou le tungstène (et deux fois plus faible que le tantale).

Il est aussi intéressant de noter qu’une seconde conséquence de l’augmentation de la conducti-
vité thermique que l’on voit sur les deux graphiques de la figure 3.17 est que l’émetteur requiert alors
un champ plus fort (un chauffage volumique plus important) pour atteindre une situation thermique
équivalente, ceci du fait d’une évacuation thermique accrue en moyenne (qui induit un temps de
chauffage moindre).

Influence de la géométrie

Passons maintenant à l’influence de la géométrie que nous étudierons à travers la hauteur et le
facteur d’aspect. Pour cette étude, nous fixons les propriétés matériaux à celles du molybdène, avec
comme référence le cas à H = 10 µm et f = 10 que l’on retrouve sur le graphique (a) de la figure 3.18.

Comme on l’a vu dans la section précédente, l’échelle de la pointe et son ratio volume sur surface
S/V impacte les phénomènes de chauffage. On s’attend donc à ce que changer le facteur d’aspect via

le rayon ou la hauteur n’influence pas le saut de la même manière.

Pour une hémiellipse, on a les relations géométriques suivantes :

S =πR2
(

1+
H

R

arcsin(e)

e

)

, V =
2π

3
R2H ,

S

V
=

3

2

(
1

H
+

1

R

arcsin(e)

e

)

, où e2 = 1−
1

f 2
(3.12)

Où e est l’excentricité. Comme e est rapidement très proche de l’unité quand f est bien supérieur à
un, le ratio surface sur volume peut être considéré comme inversement proportionnel à R et à H :

S

V
≃

3

2

(
1

H
+

1

R

)

(3.13)

Toutefois, dans les cas qui nous intéressent, la hauteur est toujours supérieure au rayon. R est donc
plus proche de zéro que H ce qui fait que, compte tenu du comportement de la fonction inverse,
changer le rayon impactera beaucoup plus le ratio surface sur volume que changer la hauteur.

En gardant le rayon fixe à un micromètre, les graphiques (a), (b) et (c) présente ainsi l’influence du
facteur d’aspect sur l’instabilité à un rapport surface sur volume quasiment constant : S

V
≃ 2.4 µm−1.

En comparaison au graphique (a), le graphique (b) montre qu’un facteur d’aspect plus grand de
f = 16 supprime le saut : l’augmentation avec la température devient continue. À l’inverse, le gra-
phique (c) montre qu’un facteur d’aspect plus faible de f = 6 accroit significativement le saut en
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FIGURE 3.18 ± Variation de la température maximale avec le champ électrique appliqué pour les cas
sélectionnés. Les températures sont normalisées par la température de fusion TF du matériau. (a) :
Géométrie initiale avec les conductivités du molybdène σMo et λMo. (b) : Géométrie plus profilée
avec f = 16, obtenue en augmentant la hauteur. (b’) : Géométrie plus profilée avec f = 16 obtenu
en diminuant le rayon. (c) : Géométrie moins profilée avec f = 6 obtenu en diminuant la hauteur
(c’) : Géométrie moins profilée avec f = 6 obtenu en augmentant le rayon. L’amplitude des sauts en
température est donnée avec le champ seuil déterminé à partir d’un pas de δ= 5 K V /m. La variation
de la température de Nottingham TN avec le champ électrique local au sommet de l’émetteur Fa =βE

est aussi indiquée sur chaque graphique. Toutes les simulations ont été faites avec le même travail de
sortie ϕ= 4.5 eV pour simplifier la comparaison.
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température. Bien que le lien entre le facteur d’aspect d’une hémiellipse et l’ensemble des géomé-
tries d’émetteurs possibles est limité, le résultat reste instructif : globalement, un facteur d’aspect
plus grand implique une distribution de champ plus piqué au sommet, et une proportion de surface
émissive plus faible (cf. figure 3.8 et 3.9). Ces deux éléments semblent donc agir contre l’emballement
transitoire du chauffage résistif.

Enfin, les graphiques (b’) et (c’) mettent en évidence l’influence de la taille et du ratio surface sur
volume. En effet, les émetteurs ont respectivement le même facteur d’aspect que sur les graphiques
(b) et (c), mais ont été obtenus à partir du graphique (a) en changeant le rayon plutôt que la hauteur.
On peut donc les voir comme un simple changement d’échelle par rapport aux graphiques (b) et (c).

Ð Le graphique (b’) montre qu’une réduction d’échelle restreint l’autoéchauffement : l’augmen-
tation de la température avec le champ devient légèrement plus graduelle autour du passage
de la température d’inversion (ligne verte discontinue) et le champ requis pour atteindre une
situation thermique équivalente augmente.

Ð À l’inverse, l’augmentation de l’échelle sur le graphique (c’) accroit le saut en température que
l’on observait déjà sur le graphique (c) et réduit le champ seuil.

On peut relier ces deux constats avec le lien précédemment établi entre temps typique de diffusion
thermique et taille de la pointe : les pointes plus petites ont tendance à évacuer plus rapidement la
chaleur menant à des temps de chauffage plus court. À cet argument s’ajoute le fait que l’emballe-
ment thermique est causé par l’effet Joule, un chauffage en volume qui bénéficie du ratio surface sur
volume plus faible des émetteurs plus grands.

D’un point de vue plus général cette dernière analyse rappelle que ± toutes choses égales par
ailleurs ± plus l’échelle des émetteurs est grande, plus leur destruction thermique est probable. Ainsi,
quel que soit le moyen utilisé, réduire l’échelle des aspérités au niveau des électrodes devrait toujours
aider les appareils sous vide à tenir de plus hautes tensions.

3.2.4 Discussion sur les conditions de la bistabilité

Il est intéressant de noter que pour toutes les courbes exhibant un saut en température sur les
figures 3.16, 3.17 et 3.18, l’emballement résistif sous-jacent est corrélé à un effet Nottingham devenu
globalement refroidissant comme l’indique le dépassement de la ligne verte discontinue. Cette cor-
rélation avec l’inversion Nottingham au sommet, à laquelle s’ajoute l’effet contre-intuitif de l’em-
ballement résistif favorisé par une conductivité thermique accrue, a mené à l’hypothèse d’un dé-
clenchement de l’instabilité Joule par l’inversion du flux de chaleur Nottingham. Cette hypothèse est
explicitée dans la section Discussion de l’article que nous avons publié sur le sujet [1].

Cependant, après discussion avec les rapporteurs de cette thèse (en particulier M. Bruno Lepe-
tit que nous remercions pour sa lecture attentive), des simulations supplémentaires ont été faites.
La figure 3.19 montre la variation de la température maximale atteinte dans l’émetteur en régime
permanent en fonction du champ électrique appliqué pour trois considérations différentes de l’ef-
fet Nottingham. La courbe grise (marqueur en croix) correspond à la prise en compte normale de
l’effet Nottingham (cf. 3.10b). La courbe orange avec les marqueurs ronds correspond à une prise en
compte de l’effet Nottingham chauffant uniquement : la densité de flux de chaleur Nottingham est
prise nulle une fois la température d’inversion dépassée. Enfin, la courbe marron (marqueurs trian-
gulaires) correspond à la température maximale atteinte en l’absence d’effet Nottingham (chauffage
résistif uniquement).

Pour les trois courbes, on voit l’enclenchement d’un emballement résistif au delà d’une valeur de
champ seuil mise en évidence. Il apparait donc clair que l’instabilité Joule (l’emballement résistif) ne
requiert par l’inversion du flux de chaleur Nottingham pour se déclencher.

En comparant les deux dernières courbes (marqueurs ronds et triangles), on voit que la contribu-
tion du chauffage Nottingham (ΦN > 0) permet d’atteindre une température bien plus haute à champ
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FIGURE 3.19 ± Variation avec le champ électrique appliqué de la température maximale en régime
permanent pour différentes prise en compte de l’effet Nottingham : avec effet Nottingham (croix),
avec un effet Nottingham uniquement chauffant (cercles), et sans effet Nottingham (triangles).

plus faible. Par ailleurs, cette augmentation de la température par l’effet Nottingham bénéficie au
chauffage résistif qui s’emballe dès 199.6 MV /m, là où il faut attendre 211.3 MV /m en l’absence
d’effet Nottingham.

En revanche, la prise en compte d’un effet Nottingham refroidissant (courbe grise) repousse le dé-
clenchement de l’emballement résistif qui intervient alors à 201.785 MV /m. Plus important encore,
une fois cette emballement déclenché, la boucle de rétroaction négative de l’effet Nottignham avec
la température compense l’emballement résistif et mène vers un nouvel équilibre en régime perma-
nent. C’est la raison pour laquelle nous proposons d’appeler ce mécanisme la bistabilité d’inversion
Nottingham.

Pour préciser les conditions nécessaire à l’observation de cette bistabilité, il est intéressant de
réduire temporairement le problème à un bilan au niveau de la pointe entière, avec T une distribution
2D de température donnée 4. Le chauffage de l’émetteur s’écrit :

Q̇
(

E ,T
)

=PJ +PN +Pϑ (3.14)

Partons d’un régime stationnaire au temps t :

Q̇
(

E ,T (t )
)

= 0 (3.15)

et perturbons le système par une très faible augmentation du champ δE (situation similaire à celle
de la figure 3.14). En faisant ainsi, on accroit instantanément la densité de courant émise, ce qui se
traduit par une augmentation δQ̇ du chauffage :

δQ̇(t ) ..= Q̇
(

E +δE ,T (t )
)

−Q̇
(

E ,T (t )
)

︸ ︷︷ ︸

0

=
∂Q̇

∂E

∣
∣
∣
∣
E ,T (t )

·δE +O(δE 2) (3.16)

que l’on peut simplifier ainsi :

δQ̇ =
∂Q̇

∂E
·δE (3.17)

Cette augmentation initiale δQ̇ du chauffage va nécessairement causer dans le temps une augmen-
tation δT de la température que l’on peut exprimer à l’aide de la capacité thermique moyenne CV de
l’émetteur au temps t :

T (t +dt ) = T (t )+
δQ̇(t )

CV
·dt (3.18)

4. Le raisonnement qui suit a été fortement inspiré par les discussions avec M. Bruno Lepetit, rapporteur de cette thèse.
Qu’il en soit ici remercié.
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D’où :

Ṫ (t ) ..=
dT

dt
=

Q̇
(

E +δE ,T (t )
)

CV
(3.19)

Le chauffage et le courant émis dépendant eux-mêmes de la température, on peut capter cette
rétroaction en regardant l’évolution du chauffage au temps t +dt :

Q̇
(

E +δE ,T (t +dt )
)

= Q̇
(

E +δE ,T (t )
)

+
∂Q̇

∂T
· Ṫ (t ) ·dt (3.20)

⇒ Q̈
(

E +δE ,T (t )
)

=
1

CV

∂Q̇

∂T
·Q̇

(

E +δE ,T (t )
)

(3.21)

Pour que le système soit stable (retourne rapidement vers un régime permanent avec Q̇ → 0), il
faut alors que Q̈ < 0, ou de manière équivalente :

∂Q̇

∂T
< 0 ⇔

∂PJ

∂T
+
∂PN

∂T
+
∂Pϑ

∂T
< 0 (3.22)

Détaillons alors la contribution de chacun des termes à cette inégalité :

Ð Une augmentation de la température accroit la résistivité électrique et la densité de courant
émise ce qui ne peut qu’augmenter l’effet Joule.

L’effet Joule est déstabilisant ⇒
∂PJ

∂T
> 0

Ð Une augmentation de la température augmente la densité de courant émise mais diminue
l’énergie Nottingham (2.33). Pour la gamme de champ et de température exploré dans cette
thèse, on trouve systématiquement que l’effet Nottingham diminue avec la température.

L’effet Nottingham est stabilisant ⇒
∂PN

∂T
< 0

Ð Une augmentation de la température diminue la conductivité thermique mais accroit le gra-
dient entre l’émetteur et le thermostat et favorise donc l’évacuation thermique. S’il n’est pas
évident de savoir lequel de ces deux effets l’emporte sur la densité de flux de chaleur local, l’évo-
lution de Pϑ à mesure que la température augmente sur les figures 3.13, 3.14 et 3.15 (courbes
bleues) indique que la dérivée est négative pour la diffusion à l’échelle globale.

La diffusion thermique est stabilisante ⇒
∂Pϑ

∂T
< 0

La stabilité thermique de l’émetteur face à une perturbation δE dépend de la compétition entre
ces trois dérivés. L’évolution de Q̇ sur la figure 3.13 montre que la bistabilité d’inversion Nottingham
se déroule en deux phases qui peuvent être décrites comme suit dans le formalisme introduit :

1. Une première phase d’instabilité qui s’enclenche à Eth + δ où, pour la première fois,
∣
∣∂TPJ

∣
∣

l’emporte sur |∂TPN +∂TPϑ| : c’est l’emballement résistif.

2. Une seconde phase de stabilisation qui signifie que |∂TPN +∂TPϑ| redevient supérieur à
∣
∣∂TPJ

∣
∣.

La comparaison de l’amplitude des courbes vertes et bleues en régime permanent à Eth +δ sur
les figures 3.13, 3.14 et 3.15 montre que ce retour à l’équilibre est d’avantage dû à l’effet Nottin-
gham ± devenu fortement refroidissant ± qu’à l’évacuation thermique. Par ailleurs, ce constat
est renforcé par la comparaison des courbes de la figure 3.19, qui montre qu’en l’absence d’effet
Nottingham refroidissant, |∂TPϑ| ne parvient pas à compenser seul

∣
∣∂TPJ

∣
∣ et l’emballement se

poursuit au delà des températures de fusion de l’émetteur.
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3.3. Conclusion

La nécessité d’atteindre un effet Nottingham fortement refroidissant sur toute la surface d’émis-
sion explique le changement radical de la distribution en température entre les deux points d’équi-
libre, avec l’apparition du cœur chaud (cf. 3.11). À mesure que la surface émissive évacue de plus en
plus de calories à Eth +δ, le cœur chaud avance vers une position d’équilibre plus loin du sommet.
Notons alors que la position d’équilibre le long de l’axe z est aussi nécessairement influencée par la
variation de la section transverse de l’émetteur ± i.e. section dans le plan (x, y). Essentiellement, si
la section de l’émetteur s’accroit vers la base, la densité de chauffage résistif à la position correspon-
dante s’effondre rapidement. Le cœur chaud atteint donc plus rapidement une position stable, ce qui
aura tendance à réduire le saut en température. Ces effets géométriques sont en fait dissimulés dans
les termes globaux ∂TPJ, ∂TPN et ∂TPϑ (et difficilement accessibles).

Cette dernière remarque illustre les limites du raisonnement analytique 0D que l’on vient de déve-
lopper pour saisir précisément toute la physique qui mène à la bistabilité observée. Tenter de pousser
plus loin le développement en explicitant les grandeurs PJ, PN et Pϑ en fonction de E et T nécessite-
rait de réduire en amont le problème à une situation simplifiée 1D, voire 0D, mais constituerait tout
de même une perspective pertinente pour poursuivre l’analyse de la stabilité thermique des émet-
teurs à effet de champ. En particulier, une analyse de ce type pourrait permettre de comprendre la
contribution contre-intuitive de la conductivité thermique à l’emballement résistif.

Enfin, cloturons cette section en mentionnant les résultats expérimentaux de Dyke et al. [12] sur la
stabilité de l’émission de champ d’une pointe micrométrique en tungstène. L’article rapporte un saut
reproductible en courant qui apparait à 1 ou 2% en dessous de la tension de claquage (tension au delà
de laquelle un arc électrique suit l’explosion thermique de l’émetteur). L’étude indique aussi que des
températures supérieures à 2100 K sont requises pour observer cet effet. Le saut en densité de courant
est suffisamment important pour être visible sur le tracé de Fowler Nordheim de la caractéristique
courant-tension (in ref. figure 3, mesures E et F).

On ne peut pas certifier a posteriori que ce saut soit bien relié à une bistabilité d’inversion Nottin-
gham. Toutefois, cela suggère la possibilité de chercher expérimentalement des signatures de cette
bistabilité par le biais d’une analyse de la caractéristique courant-tension d’émetteurs micromé-
triques uniques. Ce type de travaux expérimentaux aiderait à mieux comprendre l’implication du
refroidissement Nottingham dans la stabilisation du chauffage résistif, ce qui pourrait à terme contri-
buer à améliorer la stabilité thermique des sources d’électrons à effet de champ et améliorer la tenue
haute tension sous vide des électrodes (le tungstène, le tantale et le molybdène étant des métaux ré-
gulièrement utilisés pour la fabrication d’électrodes dans les machines sous ultra haute tension [3,
13, 14]).

3.3 Conclusion

Au cours de la première section nous nous sommes concentrés sur la résolution de l’autoéchauf-
fement d’hémiellipses de facteur d’aspect f allant de 1 à 10. Ces formes géométriques idéalisées cor-
respondent à des facteurs de renforcement de champ allant de 3 à 50, modélisant ainsi les caractéris-
tiques typiques d’un large spectre d’émetteurs ou d’aspérités micrométriques.

Une première série de résultats a permis de détailler l’influence de la taille des aspérités sur les
phénomènes thermiques. Les pointes plus petites présentant un temps de diffusion plus court, elles
sont moins sujettes à un fort autoéchauffement, raison pour laquelle leur tension de claquage est
plus élevée d’environ une vingtaine de pourcents (ce qui est significatif quand on rappelle la variation
fortement non linéaire du courant avec le champ électrique).

Par ailleurs, cette étude a permis de qualifier les différents régimes de contributions de l’effet Joule
et Nottingham à l’autoéchauffement, dont la compétition dépend grandement du rapport surface sur
volume. Par ailleurs, si le chauffage résistif est accentué par un faible ratio S/V , c’est aussi lui qui do-
mine l’autoéchauffement à l’approche de la tension de claquage. C’est en revanche l’effet Nottingham
seul qui contribue à l’autoéchauffement au début du régime d’émission de champ thermoassistée.

L’étude de plusieurs facteurs d’aspect f à hauteur de pointe H constante a aussi permis de mettre
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en évidence une contribution thermique accentuée pour les émetteurs moins profilés. En effet, bien
que la tension nécessaire à l’émission de ces pointes soit plus élevée, le courant est en fait extrait à un
champ local F plus faible, ce qui favorise la contribution de la température. À l’approche de la tension
de claquage, les distributions en température de ces émetteurs plus larges révèlent une augmentation
non négligeable de la température au voisinage de leur base. Ce résultat pourrait alors être à l’origine
d’un couplage thermique entre émetteurs lorsque plusieurs sites émissifs se retrouvent à proximité.
Ce phénomène sera quantifié en détail dans le prochain chapitre.

La seconde section était dédiée au cas particulier des métaux réfractaires, dont le point de fusion
élevé permet l’exploration de l’autoéchauffement à des températures bien au-delà la température
d’inversion Nottingham. Nos résultats ont alors révélé l’existence théorique d’une bistabilité ther-
mique reliée au développement d’un emballement du chauffage résistif finalement compensé par
l’inversion du flux de chaleur Nottingham à plus haute température.

Il était connu que le passage à un effet Nottingham refroidissant causait l’enfoncement de la posi-
tion du maximum de température dans le volume de l’émetteur, et par voie de conséquence la forma-
tion d’un domaine de haute température ± un "cœur chaud" ± en dessous de la surface d’émission.
Notre analyse détaillée de l’évolution de l’autoéchauffement a montré que la transition vers ce type
d’équilibre en régime permanent pouvait être discontinue. L’écart thermique au niveau de la discon-
tinuité correspond au surplus de chaleur apporté par l’emballement résistif avant sa stabilisation par
l’effet Nottingham, rendant impossible d’atteindre toute une gamme de situations thermiques en ré-
gime permanent.

L’enclenchement de l’instabilité à l’origine de cette discontinuité (et l’amplitude de celle-ci) a été
relié à la compétition entre les dérivées avec la température des termes globaux de chauffage. Ces
grandeurs moyennées sur l’ensemble de l’émetteur cachent en revanche les effets de la géométrie et
des propriétés matériaux de l’émetteur sur la bistabilité. Pour capter ces effets, le recourt à des études
paramétriques numériques est nécessaire. En échantillonnant quelques géométries bien choisies,
nos résultats indiquent qu’un facteur d’aspect plus faible accroit l’instabilité, de même qu’un rapport
surface sur volume plus faible dont bénéficie le chauffage résistif volumique par rapport à la densité
surfacique de flux de chaleur Nottingham. En jouant sur les propriétés matériaux, nous avons aussi
mis en évidence qu’une meilleure conductivité thermique augmentait l’instabilité de l’autoéchauffe-
ment de l’émetteur à l’approche du champ seuil. Réduire le problème à une version 0D ou 1D pour
pouvoir expliciter analytiquement les dérivées locales du chauffage avec la température pourrait per-
mettre de comprendre cette relation, contre-intuitive au premier abord. Cette direction constitue par
ailleurs une bonne perspective pour approfondir la compréhension de la bistabilité d’inversion Not-
tingham et de ses modalités.

Enfin, sur une note plus générale, la bistabilité d’inversion Nottingham met en lumière comment
un système d’équations bien connues peut mener à des comportements inattendus lorsqu’elles sont
couplées sur des géométries réalistes. Cette bistabilité est à sa manière un exemple éloquent de ces
dynamiques complexes qui disparaissent quand la physique est sur simplifiée.
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Chapitre 4

Assemblées d’émetteurs proches :
Ecrantage électrostatique, espacement
optimal et couplage thermique

« [...] we can make successive

approximations to the truth, in which each

new stage results from an improvement, not

a rejection, of what has gone before. »

Bertrand Russell
(History of Western Philosophy − 1945)
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Comme détaillé dans le chapitre introductif, les réseaux d’émetteurs à effet de champ (FEA pour
Field Emitter Arrays en anglais) ont montré de très bonnes performances dans certains domaines
spécifiques. La simplification et la réduction des coûts de leur production permis par l’amélioration
des techniques de gravure aux échelles micro/nanométrique a ouvert la voie à une intensification de
leur utilisation dans un nombre croissant d’applications.

En revanche, l’amélioration de ces techniques a aussi grandement accru le champ des possibilités
en termes de géométrie, d’échelle, de composition et de disposition des émetteurs. Ainsi, bien que
l’on puisse fabriquer plus facilement une grande diversité de sources type FEA, leur développement
donne lieu à des projets longs et ambitieux qui demande plusieurs années pour aboutir ± comme
on le verra pour un cas spécifique dans le dernier chapitre de cette thèse. La modélisation apparait
alors comme un outil efficace pour explorer l’espace des possibles, cibler les paramètres clés et aider
à optimiser un type de source donnée.

En particulier, la prise en compte de l’autoéchauffement permet d’évaluer le champ de précla-
quage et d’obtenir le courant maximal que l’on peut extraire d’un émetteur donné avant sa destruc-
tion thermique. Il devient ainsi possible de déterminer la configuration optimale qui maximise le
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courant émis sur toute la gamme d’émission, de l’allumage (apparition d’un courant mesurable) jus-
qu’au champ de préclaquage. Si les valeurs obtenues ne sont pas nécessairement directement trans-
posables aux expériences, elles permettront tout de même de dégager les tendances générales qui
pourront ensuite aiguiller les efforts expérimentaux autrement plus couteux.

Jusqu’ici, nous avons analysé des résultats de simulations d’émetteurs isolés. Dans les situations
réelles, comme on peut l’observer pour des sources d’électrons ou dans le cas d’aspérités provenant
de la rugosité naturelle d’une surface, les émetteurs sont généralement groupés (cf. Fig. 1.7 et 1.8).
Dans ce cas, bien qu’on puisse toujours en première approximation modéliser les émetteurs par des
géométries simplifiées axisymétriques, la géométrie dans son ensemble n’est plus symétrique. Une
modélisation 3D est requise pour rendre compte de la proximité des émetteurs et de leurs inter-
actions. La difficulté réside alors dans la lourdeur du calcul induit par la résolution temporelle des
équations couplées de la chaleur et du courant en 3D (très grands nombres d’éléments de maille).
Pour conserver des temps de calcul raisonnables, de l’ordre de l’heure pour une station de travail
actuelle, nous nous limitons dans ce chapitre à deux configurations idéales :

Ð Une configuration de deux émetteurs identiques séparés d’une distance d (Fig. 4.1a). Le plan
de symétrie centrale permet de diviser par deux le domaine de simulation effectif.

Ð Un réseau infini d’émetteurs identiques avec un pas d (Fig. 4.1b). La maille du réseau est un
carré d ×d . La configuration est cependant simulée à partir d’un carré d/2×d/2 incluant un
quart d’émetteur, permettant de simuler le réseau infini en utilisant des conditions aux limites
miroir sur les faces latérales.

La première section s’intéresse à l’écrantage électrostatique dans ces deux configurations. La
perte de champ induite par la proximité des émetteurs pose la question de l’optimisation de l’es-
pacement dans les sources de type FEA. En effet, si la densification des émetteurs doit augmenter
le courant émis par unité de surface, l’écrantage électrostatique peut drastiquement réduire le ren-
forcement de champ jusqu’à éteindre l’émission pour un champ trop faible. Le compromis entre ces
deux effets mène à l’existence d’un optimal que l’on peut déterminer par la modélisation. Par ailleurs,
pour une émission intense en régime thermochamp l’autoéchauffement des émetteurs peut induire
une augmentation locale de la température à leur base. Dans le cas d’une configuration dense, cette
augmentation de la température peut amplifier l’échauffement des émetteurs et ainsi contribuer
pour une partie du courant émis. C’est ce phénomène de couplage thermique que nous étudions
en deuxième section.
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FIGURE 4.1 ± Schéma des deux arrangements 3D considéré dans ce chapitre (exemple avec f = 1).
(a) : Deux émetteurs identiques séparés par une distance d . (b) : Réseau infini d’émetteurs identiques
avec une maille carrée d’espacement d . Les schémas ne sont pas à l’échelle.

4.1 Interaction électrostatique entre émetteurs à proximité

4.1.1 Loi d’écrantage électrostatique avec la distance

Dans des configurations 3D, la proximité entre les émetteurs induit une dépolarisation mutuelle
[1] qui réduit l’amplitude du champ électrique en leur sommet. Ce phénomène d’écrantage élec-
trostatique, qui est théoriquement bien compris, a même pu être expérimentalement mesuré aux
échelles micrométriques [2]. On peut le voir de la manière suivante : chaque émetteur perturbe la
distribution des équipotentielles autour de ses proches voisins, ce qui résulte en un plus faible ren-
forcement de champ par rapport aux cas d’émetteurs isolés (cf. Fig. 4.2).

Nous quantifions ici cet effet par la comparaison de β(d) ± le renforcement de champ au sommet
réduit lorsque l’émetteur est en interaction ± avec le renforcement de champ au sommet de l’émet-
teur isolé β∞ = β(d →∞). Du fait de la décroissance exponentielle du courant émis avec les champs
électriques plus faibles, même un faible écrantage peut induire une perte de courant notable. La ges-
tion de la proximité représente ainsi une préoccupation centrale pour les sources d’électrons basées
sur une multitude d’émetteurs en réseau. C’est la raison pour laquelle de nombreux travaux ont cher-
ché à décrire la variation de l’écrantage en fonction de l’espacement des émetteurs dans différentes
configurations. Une première formule a été introduite par Bonard et al. [3] (in ref. §7) dans l’optique
de reproduire correctement un ensemble de résultats expérimentaux obtenus pour des nanotubes de
carbone :

β(d) =β∞

[

1−exp

(

−a
d

H

)]

(4.1)

où H est la hauteur de l’émetteur, et a un paramètre libre (égal à 1.16 pour les résultats de Bonard
et al.). En appliquant cette formule aux résultats d’une simulation électrostatique d’un réseau carré
infini d’émetteurs de type sphère sur cylindre, Jo et al. [4] (in ref. Eq. (2)) ont trouvé a = 2.3172. Cette
formule a ensuite été améliorée par Harris et al. [5] à l’aide d’un développement numérique basé sur
des distributions linéiques de charges :

β(d) =β∞

[

1−exp

(

−a

(
d

H

)c)]

(4.2)
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FIGURE 4.2 ± Phénoménologie de l’écrantage : distributions des lignes équipotentielles entre deux
électrodes planes en présence d’émetteurs pour différent cas. Les graphiques sont des plans de coupe
2D le long de l’axe x de simulations 3D. La compression des équipotentielles au sommet des émet-
teurs mène à un renforcement du champ électrique tandis que leur écartement aux alentours de
la base donne un champ réduit. (a) : Un émetteur isolé. (b) : Deux émetteurs identiques séparés
d’une distance d . Les équipotentielles sont légèrement moins compressées. (c) : Deux émetteurs de
taille différente séparés d’une distance d . Les équipotentielles restent très compressées au sommet
du grand émetteur, mais le sont beaucoup moins au sommet du petit émetteur.

L’introduction de l’exposant c a pour but de conserver un fit optimal dans d’autres arrangements
d’émetteurs, comme un réseau de maille triangulaire (c = 1.09). Pour un réseau carré, les deux for-
mules sont équivalentes, puisque le meilleur fit est obtenu pour c = 1.

En parallèle, en supposant que le champ au sommet d’un émetteur pouvait être correctement
reproduit en assimilant ce dernier à une sphère flottante à la même hauteur et au même potentiel
(potentiel de la cathode) Dall’Agnol et al. [1] ont obtenu la formule suivante :

β(d) =β∞




1−

A

B +
(

d
H

)3




 (4.3)

avec les paramètres de fit A et B . La figure 4.3 évalue la performance de ces formules face aux résul-
tats numériques obtenus via COMSOL dans le cas d’un réseau infini d’émetteurs hémiellipsoïdaux
identiques. Les courbes du graphique 4.3a se superposent bien pour f = 1, avec un écart inférieur
au pourcent. Dans le cas de f = 10 cependant (graphique 4.3b) on note une erreur plus grande, de
l’ordre de plusieurs %. L’erreur est encore plus marquée pour la formule de Dall’agnol et s’accentue
aux très faibles distances. Cela pourrait s’expliquer par le fait qu’un modèle de sphères flottantes ne
permet pas de bien modéliser le champ au sommet d’hémiellipses fortement profilées, l’évolution de
la courbure géométrique étant nettement différente entre les deux cas.

4.1.2 Recherche de l’espacement optimal dans les réseaux

Dans la continuité de ces travaux, un grand nombre d’études se sont penchés sur le problème de
l’espacement optimal dans les réseaux d’émetteur à effet de champ (FEA) pour optimiser le courant
émis par unité de surface de la cathode [6, 7, 8].

Basé sur la formule 4.2 de l’écrantage en réseau, Harris et al. ont développé un raisonnement ana-
lytique pour prédire l’évolution de l’espacement optimal avec le champ [5]. Ils utilisent la formulation
de Jensen (cf. Eq. E.10) de l’équation de Murphy et Good pour la densité de courant,

J (F ) =
C1F 2−ν

ϕt 2(y)

(

C3ϕ
2)ν exp

(

−C2
ϕ3/2

F

)

exp

(
C2

C3
p
ϕ

)

(4.4)

± où C2, C3 etν sont les constantes définies au chapitre 2 (cf. Eq. E.1) ± et les explorations théoriques de
Jensen et Forbes sur l’approximation analytique de la surface d’émission [9]. Pour un émetteur isolé,
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FIGURE 4.3 ± Variation de l’écrantage avec l’espacement d d’un réseau infini d’émetteurs. Les don-
nées de COMSOL sont comparées aux formules 4.2 (Harris) et 4.3 (Dall’Agnol). Le renforcement de
champ effectif d’un émetteur dans le réseau est noté β et est comparé au renforcement de champ
d’un émetteur isolé β∞. (a) Facteur d’aspect f = 1, paramètres de fit : a = 0.52, c = 1.1, A = 7.6 et
B = 15. (b) : Facteur d’aspect f = 10, paramètres de fit : a = 0.96, c = 1.1, A = 0.66 et B = 0.84. Les
graphiques inférieurs renseignent l’écart absolu en % entre les formules et le résultat numérique.
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FIGURE 4.4 ± Écart entre le calcul analytique de la surface d’émission équivalente A et son évaluation
numérique pour (a) : f = 1 et (b) : f = 10.

cette surface d’émission équivalente (notional emission surface en anglais, cf. [9] Eq. 42) est définie
par :

A(F ) ..=
1

J (Fa)

∫

S
J (F )dS =

2π

J (Fa)

∫

r · J (r )dr (4.5)

où Fa = βE est le champ au sommet de l’émetteur, et F = β(r )E la distribution de champ local à sa
surface. Dans le cas d’un émetteur isolé, on peut donner une approximation analytique de la variation
de F (r ) au voisinage du sommet par des arguments d’électrostatique [10] de sorte à exprimer à l’ordre
principal la surface d’émission d’une hémiellipse par [9] (in ref. Eq. 44) 1 :

A(F ) =
2πr 2

C

C2ϕ3/2

β(d)E
−ν+1

(4.6)

où rC vaut ici H/ f 2, le rayon de courbure au sommet d’une hémiellipse. La figure 4.4 montre l’écart
entre ce résultat analytique et l’évaluation numérique de la surface d’émission équivalente (Eq. 4.5).
On voit que l’ordre de grandeur est bon, mais l’écart se creuse nettement pour les champs forts. Cela
s’explique par le fait qu’à mesure que le champ augmente, les régions périphériques contribuent de
plus en plus au courant, ces régions mêmes où l’amplitude du champ diffère de plus en plus de l’ap-
proximation obtenue par des arguments simplificateurs d’électrostatique.

Avec ces deux formules, l’article de Harris aboutit à une densité de courant macroscopique J

selon l’expression suivante :

J (d ,E) ..=
courant émis

maille du réseau
=

I

d 2
=

1

d 2
×A(F )× J (F ) (4.7)

Précisons que J est à distinguer de la densité de courant localement émise J .
La distance optimale dopt qui maximise J est par définition la solution de l’équation dJ /dd = 0.

En utilisant la formule 4.2 pour β(d), on obtient une équation transcendante sur dopt, soluble numé-
riquement :

dJ

dd
= 0 ⇔

dβ

dd

∣
∣
∣
∣
dopt

=
2β(dopt)

dopt

[(

A(F )

2πr 2
T

+1

)

C2ϕ
3/2

β(dopt)E
−ν+2

]−1

(4.8)

Il est alors possible de déterminer la variation de dopt avec le champ appliqué E , et d’étudier
l’influence de la géométrie du réseau via les valeurs de β, de a et c (cf. Eq. 4.2) ou des paramètres
matériaux via celles de ϕ et ν.

La figure 4.5 montre justement l’évolution avec le champ de l’espacement optimal pour f = 1
(a = 0.55) et f = 10 (a = 0.96). Par ailleurs, les deux graphiques comparent les valeurs prédites par le

1. Pour une géométrie sphère sur cylindre, il faut changer le −ν+1 en −ν+4 dans le dénominateur.
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FIGURE 4.5 ± Variation de l’espacement optimal avec l’amplitude du champ appliqué. Comparaison
entre les résultats obtenus par le développement semi-analytique de Harris et al, et par la résolution
électrostatique de notre modèle sous comsol.(a) : f = 1. (b) : f = 10. Pour rappel, H = 10µm dans les
deux cas.

développement analytique de Harris et al. (ligne pleine) avec celles obtenues par résolution de notre
modèle sous Comsol de la manière suivante : pour chaque valeur de champ, on calcule la densité
de courant macroscopique sur toute une gamme de distance (une simulation électrostatique par va-
leur d’espacement). La valeur maximale de densité de courant nous permet alors de déterminer la
distance optimale. En revanche, l’échantillonnage sur d entre deux simulations donne lieu à une in-
certitude sur dopt. Pour ne pas sous-estimer cette incertitude, on la prend directement égale au pas
entre deux valeurs d’espacement, qui vaut dans ce cas précis 0.2H = 2 µm.

Avec cette incertitude en tête, on voit que les deux méthodes prédisent une tendance tout à fait
similaire : En accord avec les quelques autres études sur le sujet [11, 12, 13], la distance optimale
diminue à mesure que le champ appliqué augmente. En fait, ce résultat est assez intuitif puisque sans
limite sur le champ, il apparait rapidement évident qu’une surface plane (d → 0) directement soumise
à plusieurs gigavolts par mètre devrait présenter la meilleure densité de courant macroscopique.

Pour pouvoir imposer une limite sur le champ, certaines études électrostatiques se basent sur la
mesure expérimentale du courant maximal pouvant être émis par un émetteur avant sa destruction
thermique (voir par exemple [14], p.4). Cependant, cette valeur expérimentale n’est pas nécessaire-
ment cohérente avec la modélisation d’émetteurs idéaux. Par ailleurs, aucune étude à la connaissance
de l’auteur ne s’est servie d’une telle valeur limite pour remettre en perspective l’optimum prédit par
simple résolution électrostatique. Sur ce dernier point, la modélisation de l’échauffement des émet-
teurs apporte un nouvel éclairage.

4.1.3 Implications de l’auto échauffement dans la recherche d’un espacement optimal

Modéliser l’échauffement des émetteurs est un moyen raisonnable d’évaluer de manière auto

suffisante le champ de préclaquage d’une géométrie simplifiée. Les résultats de simulation en de-
viennent plus facilement généralisables et peuvent fournir une intuition pour mieux comprendre des
résultats expérimentaux mesurés par la suite.

Considérons le cas précédent d’un réseau carré infini d’émetteurs identiques avec f = 10 (cf. Fig.
4.6a). Pour un champ donné, on peut déterminer la densité de courant macroscopique J délivrée
pour toute une gamme d’espacement du réseau. En faisant ainsi au champ de préclaquage d’un
émetteur isolé, E = 0.16 GV /m, on voit clairement l’apparition d’un maximum de J (Fig. 4.6b). Il
est alors intéressant de noter que la distance optimale correspondante est légèrement changée selon
que l’on prend en compte ou non la contribution thermique au courant : dans le cadre de simulations
purement électrostatiques (courbe noire), on trouve dopt(300 K ) = 24 µm = 2.4H , tandis qu’avec l’au-
toéchauffement (courbe rouge) l’optimum se retrouve décalé à dopt(T ) = 26 µm = 2.6H avec une
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FIGURE 4.6 ± Graphiques supérieurs : variation du courant par émetteur rapportée à la surface d’une
maille du réseau (J = I /d 2) en fonction de l’espacement d . Graphiques inférieurs : variation du
champ Fa =βE au sommet d’un émetteur avec l’espacement du réseau d . L’axe x est identique pour
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FIGURE 4.7 ± Le premier graphique donne la variation de la distance optimale dopt et de la distance de
préclaquage en fonction du champ appliqué E . Le graphique met en évidence la transition de l’opti-
mum de dopt vers dpb (point vert) une fois le champ de préclaquage d’un émetteur isolé dépassé (ligne
en tirets rouge). Le second graphique montre la variation du champ local au sommet de l’émetteur
Fa = βE à chaque valeur de dopt et dpb. Le troisième graphique indique la densité de courant ma-
croscopique J = I /d 2 correspondante. Le schéma en insert rappelle que les résultats présentés sont
obtenus pour un réseau infini d’émetteur hemiellipsoïdaux de facteur d’aspect f = 10.

température maximale qui atteint 1259 K .

Si l’on réitère l’analyse à un champ supérieur au champ de préclaquage d’un émetteur isolé,
par exemple E = 0.40 GV /m, on se rend compte que les émetteurs atteignent leur point de fusion
dès que la distance dépasse 5.8 µm. Au-delà de cette distance de préclaquage, que l’on baptise dpb,
l’écrantage devient suffisamment faible pour que le champ local F au sommet des émetteurs dépasse
7.9 GV /m ± ce qui vaut 49.3×0.16 GV /m = β∞×Epb(isolé). La densité de courant maximale prédit
par la résolution électrostatique à dopt = 18 µm n’est alors plus physiquement atteignable et on a un
changement d’optimum de dopt vers dpb, qui devient par défaut la distance maximisant le courant.

En élargissant la recherche de dopt et dpb sur une gamme de champ plus large, on peut alors
clairement visualiser le passage du premier optimum à l’autre. Le premier graphique de la figure 4.7
montre qu’une fois le champ de préclaquage Epb d’un émetteur isolé dépassé (ligne en tirets rouge),
l’espacement doit être fortement diminué (courbe rouge) pour que l’accroissement de l’écrantage
maintienne le champ local à sa valeur de préclaquage : 7.9 GV /m ici, comme mis en évidence sur
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le second graphique. Le troisième graphique montre enfin comment la condition de préclaquage
tempère l’augmentation de la densité de courant avec le champ appliqué, jusqu’à atteindre J ∼ 2×
109 A/m2 au contact des émetteurs (dpb = 2.2 µm ∼ 2R) sous un champ de E ∼ 0.8 GV /m (la valeur
prédite par l’optimale électrostatique est quasiment deux ordres de grandeur supérieurs et mènerait
bien évidemment à la destruction thermique de tous les émetteurs de la source).

On voit ainsi comment la prise en compte de l’échauffement en 3D permet de trouver un nou-
veau type d’optimum physique ± la distance de préclaquage dpb ± pour les valeurs de champs au-delà
desquelles l’optimum électrostatique mènerait à une destruction thermique certaine des émetteurs.
On peut ainsi baliser toute la gamme de distance possible, de d → ∞ (aucun écrantage) à d → 2R

(contact).

Par ailleurs, les arrangements étant alors plus dense (espacement plus faible) la chaleur évacuée
par chaque émetteur peut contribuer à l’échauffement de ses voisins. Cet échauffement mutuel, que
l’on appellera par la suite couplage thermique pourrait être responsable d’une petite partie du cou-
rant émis. Ainsi, en plus d’être un très bon moyen pour fixer une limite théorique cohérente sur le
champ maximal applicable avant claquage, la modélisation de l’auto échauffement en 3D permet
d’affiner l’évaluation de l’émission en allant jusqu’à évaluer l’influence d’un éventuel couplage ther-
mique entre les émetteurs du réseau. Pour déterminer l’amplitude de cette contribution, nous étu-
dions plus en détail dans la section suivante ce phénomène de couplage thermique.

4.2 Autoéchauffement en 3D et couplage thermique

Cette section reprend les résultats de modélisation publiés en janvier 2021 dans la revue Journal

of Physics D : Applied Physics [15].

4.2.1 Phénoménologie du couplage thermique

Commençons par introduire la phénoménologie du couplage thermique et sa relation avec l’écran-
tage électrostatique. Dans le régime d’émission thermochamp, l’écrantage réduit le courant émis et
l’autoéchauffement par voie de conséquence. La figure 4.8 compare justement pour f = 1 la carte
en température en régime permanent d’un émetteur isolé (figure 4.8a) avec celle d’un arrangement à
deux émetteurs espacés d’une distance d = 3R (figure 4.8b). Notons qu’une pointe de facteur d’aspect
f = 1 correspond d’avantage à une rugosité de surface qu’à des émetteurs micro ou nanofabriqués.

Le champ appliqué dans les deux configurations vaut le champ de préclaquage d’un hémiellip-
soïde isolé de rapport d’aspect f = 1, c’est-à-dire E = 1.9 GV /m. Dans le cas à deux émetteurs, la perte
de seulement 2.5% de champ au sommet, β(d = 3R) = 0.975β, provoque une diminution de la tem-
pérature maximale de 24% : de 1941 K à 1471 K . À cause de l’écrantage électrostatique, les émetteurs
à proximité ont besoin d’un champ électrique plus fort que lorsqu’ils sont isolés pour atteindre une
situation thermique équivalente.

En poussant l’analyse un peu plus loin cependant, on peut remarquer que dans le deuxième cas,
l’évacuation thermique de chaque émetteur est perturbée par celle de son voisin. C’est ce dont té-
moigne le regroupement des courbes isothermes à partir de celle à 700 K , mise en évidence en blanc
sur la figure 4.8b. C’est justement cet effet, lui aussi relié à la proximité des émetteurs, que l’on désigne
sous le terme de couplage thermique. Du fait de la symétrie de la configuration par rapport au plan
(y, z) passant par x = 0, on peut comprendre que toute la chaleur évacuée par le premier émetteur à
travers ce plan est récupérée du fait de l’évacuation du second émetteur, i.e., φ⃗ · n⃗ = 0 en x = 0. Avec
un volume de dissipation disponible réduit, la diffusion thermique devient nécessairement moins
efficace, ce qui résulte en un équilibre thermique à plus haute température.

On peut quantifier l’influence de cet effet sur la température ± et donc sur le courant ± de ma-
nière indirecte, en comparant systématiquement les résultats de deux simulations indépendantes.
La première simulation correspond à la situation 3D normale comme représentée sur la figure 4.8b
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(a) (b)

(c) (d)

FIGURE 4.8 ± Lignes isothermes (courbes inférieures en noir) et lignes isopotentielles (courbes supé-
rieures en gris) sous un champ appliqué E = Epb( f = 1). (a) : Cas d’un émetteur unique, f = 1. (b) :
Cas de deux émetteurs identiques, f = 1 et d = 3R. (c) : Cas de deux émetteurs identiques avec le
couplage thermique artificiellement supprimé ("TC-off"), f = 1 et d = 3R. (d) : Cas de deux émetteurs
identiques avec l’écrantage électrostatique artificiellement supprimé ("Sc-off"), f = 1 et d = 3R. Les
graphiques sont des coupes 2D le long de l’axe x de simulations 3D.
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rendant bien compte de l’écrantage et du couplage thermique. Pour la deuxième simulation en re-
vanche, l’électrostatique est d’abord bien résolue en 3D pour prendre en compte l’écrantage, mais
l’autoéchauffement est traité de manière indépendante pour chaque émetteur 2. En procédant ainsi,
le couplage thermique est artificiellement supprimé. Les résultats correspondants sont estampillés
"TC-off" pour thermal coupling off en anglais tandis que ceux de la première simulation sont estam-
pillés "TC-on".

On peut ainsi évaluer l’influence du couplage thermique dans l’exemple présenté précédemment.
La figure 4.8c montre la distribution en température pour la simulation "TC-off" à deux émetteurs.
Elle met en lumière une diminution de la température maximale de 35 K et d’environ 100 K pour la
température à la base de l’émetteur (cf. le changement de position de l’isotherme à 700 K entre les
figures 4.8b et 4.8c). Bien que ces variations soient faibles, il reste que l’effet du couplage thermique
est clairement mis en évidence dans cet exemple.

En fait, l’amplitude relativement faible du couplage thermique est en partie dû à l’écrantage élec-
trostatique. Pour justifier cette assertion, une dernière simulation est faite. Dans cette simulation,
l’équation de Laplace est résolue de manière indépendante pour chaque émetteur et le champ qui en
résulte est utilisé pour résoudre l’autoéchauffement pour les deux émetteurs simultanément. Ainsi,
le couplage thermique est pris en compte, mais l’écrantage électrostatique est artificiellement sup-
primé. Le résultat est estampillé "Sc-off" pour Screening off. La figure 4.8d montre le résultat de cette
dernière simulation, qu’il faut alors comparer au premier cas avec un émetteur unique (4.8a). L’effet
du couplage thermique en l’absence d’écrantage est alors environ deux fois plus fort (en absolu) : la
température maximale augmente de 70 K et l’augmentation à la base est plutôt de l’ordre de 200 K .

4.2.2 Analyse paramétrique du couplage thermique

L’exemple précédent a mis en lumière la phénoménologie du couplage thermique, et sa relation
antagoniste à l’écrantage électrostatique. Nous allons maintenant explorer l’influence de la géométrie
des émetteurs et de la distance qui les sépare sur le couplage thermique, afin de trouver la gamme qui
maximise l’effet de ce phénomène sur le courant émis. A priori, cette configuration optimale devrait
être trouvée pour des émetteurs densément distribués de manière à limiter au maximum le volume de
dissipation thermique, mais toutefois suffisamment espacés pour éviter que l’écrantage ne supprime
leur émission. Avec en tête l’idée de trouver les paramètres qui maximisent le couplage thermique,
on commence notre étude avec des émetteurs de facteur d’aspect f = 1. En effet, on a vu dans le
chapitre 3 que ces émetteurs étaient ceux dont la distribution en température débordait le plus dans
la cathode (cf. Fig. 3.9), et ceux pour qui la contribution thermique au courant était la plus forte du
fait d’une émission à un champ localement plus faible. Cependant, les hémiellipses de facteurs d’as-
pect f = 1 ne renforcent le champ à leur sommet que d’un facteur trois (β = 3). Le champ appliqué
pour obtenir une émission thermochamp est donc particulièrement élevé, E > 1 GV /m. L’analyse qui
suit devrait donc plutôt être considérée comme une première exploration, purement théorique, du
couplage thermique. Une discussion du phénomène dans des configurations plus proches des condi-
tions expérimentales est donnée dans la sous-section suivante.

Pour quantifier l’influence du couplage thermique sur le courant émis, on compare systémati-
quement une paire de simulations "TC-on" et "TC-off" : la différence en courant par émetteur entre
les deux simulations, respectivement Ion et Ioff, est notée εI et s’exprime comme :

εI =
Ion − Ioff

Ion
(4.9)

2. Dans les cas spécifiques considérés ici, tous les émetteurs étant identiques, l’autoéchauffement n’est résolu que pour
un émetteur. Bien que l’émetteur soit alors seul, le système d’équations est toujours résolu en 3D puisqu’à cause de l’écran-
tage le champ à la surface de l’émetteur n’est plus axisymétrique.
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FIGURE 4.9 ± Comparaison de l’influence du couplage thermique sur le courant émis entre (a) : une
configuration de deux émetteurs identiques et (b) : une configuration en réseau carré infini d’émet-
teurs identiques pour f = 1. L’axe x correspond à l’espacement d allant de 2 à 16 fois le rayon des
émetteurs. Cet axe est identique pour tous les graphiques. Les graphiques supérieurs montrent la va-
riation de l’écrantage avec l’espacement, où β(d) est le renforcement de champ au sommet effectif
pour un espacement d du fait de l’écrantage, et β le renforcement de champ au sommet en l’absence
d’écrantage. Les graphiques du milieu comparent la densité de courant émise avec (courbe rouge)
et sans (courbe bleue) le couplage thermique. L’écart relatif entre les deux courbes est indiqué sur
les graphiques du bas. Cet écart en pourcentage peut être vu comme la proportion de courant émis
directement due au couplage thermique entre les émetteurs (εI ). L’écart maximal sur la distance est
hachuré en rouge et est noté εmax

I .
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Dans cette formule, Ion est pris comme référence, de sorte que εI est une mesure de la contribu-
tion au courant du couplage thermique. Par exemple, εI = 4% signifie que 4% du courant Ion est
dû au couplage thermique. Dans l’optique de trouver une limite haute de cette contribution, on
cherche la distance d qui maximise εI , à la fois pour la configuration à deux émetteurs et la confi-
guration en réseau. Les résultats obtenus sont comparés sur la figure 4.9 pour un champ appliqué
E = Epb( f = 1) = 1.9 GV /m qui donne lieu à un champ au sommet Fa =βE = 5.6 GV /m.

Premièrement, il faut noter la différence significative en termes d’écrantage entre les deux confi-
gurations, celui-ci étant bien supérieur dans la configuration en réseau. Cela s’explique par le fait
qu’un réseau infini se rapproche d’une surface plane à mesure que l’on amène les émetteurs au
contact. Dans ce cas limite (Fig. 4.9a, émetteurs au contact dans le réseau infini) le renforcement
de champ est diminué d’un tiers, β(d = 2R) = 0.67β. En conséquence, le courant émis s’effondre de
3.55 A à seulement 2 m A (une extinction à plus de 99.9%). Aucun autoéchauffement n’est donc ob-
servé et le couplage thermique est bien évidemment nul. Dans le cas limite opposé, pour les distances
au-delà d’une vingtaine de fois leur rayon, l’écrantage n’a plus de conséquence sur le courant émis.
C’est en revanche aussi le cas pour le couplage thermique et le système se comporte alors comme une
somme d’émetteurs uniques isolés. Ainsi, la distance d qui maximise le couplage thermique se trouve
entre ces deux cas limites, à d = 5R dans ce cas précis (mis en évidence par des hachures rouges sur
la figure 4.9). À cette valeur on extrait un courant de 1.3 A par émetteur, et la valeur de εI indique que
13% de ce courant est dû au couplage thermique.

Pour la configuration à deux émetteurs (Fig. 4.9b), la perte de champ ne dépasse pas 5% : on a
au contact β(d = 2R) = 0.95. Comme l’écrantage est faible, le couplage thermique est ici maximum
lorsque les deux émetteurs sont le plus proche possible, i.e. en contact. Le courant émis I = 1.2 A

est proche de celui émis à l’optimum dans le cas du réseau (valeur de champ quasi identique), mais
la contribution du couplage thermique ne s’élève ici qu’à 3.5%. Comme on pouvait s’y attendre, un
plus fort couplage thermique est trouvé dans le cas du réseau infini : plus la répartition d’émetteur
est dense, plus le volume disponible par émetteur pour évacuer la chaleur est petit.
Néanmoins, les valeurs observées de εmax

I sont dans l’ensemble plutôt faibles étant donné que, ayant
été obtenu à f = 1 elles sont censées être des limites supérieures. Cela confirme que dans l’émission
par effet de champ, le couplage thermique reste un effet du second ordre devant l’écrantage électro-
statique. Ce dernier ayant le premier rôle, il diminue d’ailleurs l’amplitude du couplage thermique.
En effet, en supprimant artificiellement l’écrantage dans les simulations, toutes choses égales par
ailleurs, la contribution du couplage thermique est quasiment doublée : εI à 2R = 7.9% pour la confi-
guration à deux émetteurs et εI à 5R = 25% pour la configuration en réseau infini (cette valeur n’étant
d’ailleurs plus la valeur maximale).

Pour aller plus loin, on peut effectuer la même analyse sur l’écart εI pour des facteurs d’aspect
plus grands et chercher la distance d qui maximise l’écart. Les résultats sont limités à la configu-
ration en réseau, étant donné que le couplage thermique serait plus faible pour des arrangements
d’émetteurs moins denses. Comme pour f = 1, on lance systématiquement une paire de simulations
avec ("TC-on") et sans ("TC-off") couplage thermique sur une large gamme de distance, avec un pas
égal au rayon R de l’émetteur. Le champ appliqué est pour chaque f le champ de préclaquage trouvé
au chapitre 3 (cf. figure 3.6). La valeur de εmax

I est obtenue à partir de la paire de simulations exhibant
le plus grand écart, et la distance correspondante est noté d∗. Les résultats sont présentés sur la figure
4.10 et dans le tableau 4.1, avec en plus les valeurs de champ E , l’espacement à la valeur maximale d∗,
et la température maximale atteinte. On voit que la contribution du couplage thermique au courant
devient rapidement négligeable pour les facteurs d’aspect supérieurs à un : partant d’une valeur de
13% à f = 1, εmax

I tombe à 2.2% pour f = 4. En fait, comme on a pu le voir au chapitre 3 sur la figure
3.9, les émetteurs plus profilés accumulent moins de chaleur et provoquent donc une augmentation
plus faible de la température à leur base. Le couplage thermique ne peut donc avoir lieu qu’à des
distances plus faibles, distances auxquelles l’écrantage électrostatique réduit très fortement l’autoé-
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FIGURE 4.10 ± Contribution maximale du couplage thermique au courant εmax
I pour différents fac-

teurs d’aspect f . Les espacements correspondants qui maximisent cette contribution sont donnés
dans le tableau 4.1, avec aussi les valeurs de champ et de température maximale.

chauffement. Cette affirmation est soutenue par la valeur de d∗ qui décroit de 50 µm pour f = 1 à
25 µm pour f = 4. Cela a pour conséquence de doubler la perte de champ local du fait d’un écrantage
qui passe alors de −5.23% à −10.6% (table 4.1).

Pour f > 4, le couplage thermique devient trop faible pour être observé aux larges distances
(> 30 µm), et est supprimé par l’écrantage électrostatique aux courtes distances (< 25 µm). Entre
les deux, plusieurs maxima locaux apparaissent, comme autant de compromis entre une plus grande
proximité ou un écrantage plus léger. Dans l’ensemble, ces maxima correspondent à des contribu-
tions négligeables au courant, ϵI < 2% qui se noie dans les erreurs liés au maillage.

Il est en effet important de noter que chaque simulation est entachée d’une erreur numérique.
Cette erreur provient typiquement du maillage qui, pour des raisons évidentes de temps de calcul, ne
peut pas être raffiné à l’infini (cf. annexe G).Comme le maillage est généré à nouveau pour chaque
simulation, deux simulations d’une même paire "TC-on" et "TC-off" peuvent avoir une erreur nu-
mérique différente sur le courant qui peut se compenser ou s’amplifier dans le calcul de εI , ce qui
rend difficile l’évaluation précise de d∗. Compte tenu du temps de calcul de l’ordre de l’heure pour
une simulation 3D complète, il n’a pas été envisagé de déterminer cette erreur via une analyse sta-
tistique systématique sur de nombreuses répétitions de chaque configuration. Toutefois, l’erreur sur
le courant avec le maillage choisi pour nos simulations 3D est typiquement de l’ordre du pourcent
(cf. annexe G). Par conséquent, les valeurs de ϵI en deça de quelques pourcents ne peuvent plus être
distingué du "bruit numérique".

Dans l’ensemble, les résultats de la figure 4.10 mettent en évidence la difficulté d’obtenir un cou-
plage thermique notable dans le cas d’émetteurs profilés. Cependant, le champ appliqué a jusqu’ici
été limité au champ de préclaquage pour un émetteur isolé. Avec d’autres émetteurs dans son voisi-
nage, l’émetteur requiert en fait un plus grand champ appliqué pour atteindre à nouveau son point
de fusion. La température maximale atteinte pour les données présentées sur la figure 4.10 est par
conséquent en deçà de la température de fusion. On a en effet T on

max = 1316 K pour f = 1 et seule-
ment T on

max = 962 K pour f = 4 (cf. tableau 4.1). En augmentant le champ appliqué jusqu’au champ de
préclaquage effectif, les valeurs de εI pourraient éventuellement devenir notables pour les facteurs
d’aspect plus grands. Dans ces conditions, il devient difficile de fixer une limite supérieure sur l’am-
plitude du couplage thermique sans mettre une limite sur le champ appliqué lui-même. Le problème
étant que notre ancienne limite, le champ de préclaquage pour un émetteur isolé, n’est plus vrai-
ment pertinente pour un arrangement de plusieurs émetteurs. Nous proposons quelques éléments
de réponse à ce problème dans la sous-section suivante.
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Quantité Unité f = 1 2 3 4

β − 3.0 5.8 9.2 13.3

E GV /m 1.9 1.1 0.72 0.52

d∗/R − 5 7 9 10

d∗ µm 50 35 30 25

β(d∗)/β % 94.8 92.3 92.1 89.4

β(d∗)E GV /m 5.32 5.73 6.08 6.13

T off
max K 1167 1100 1171 923

T on
max K 1316 1187 1229 962

εmax
I % 13.0 5.9 3.9 2.2

TABLE 4.1 ± Valeurs de champ, de température et d’espacement du réseau correspondant aux résul-
tats de la figure 4.10. Les différentes grandeurs sont définies dans le manuscrit. La hauteur H est de
10µm pour tous les émetteurs.

4.2.3 Amplitude du couplage thermique en conditions expérimentales

En modélisation, les processus physiques peuvent être isolés les uns des autres. En outre, il n’y a
pas de limite intrinsèque à l’amplitude de nos paramètres. Dans le cas de l’expérience en revanche, les
champs électriques appliqués en DC sont généralement inférieurs au gigavolt par mètre. D’une part
la tension maximale que peut délivrer un générateur est limitée. D’autre part, une grande diversité
de phénomènes physiques que nous ne prenons pas en compte dans nos modélisations peuvent sur-
venir dans la pratique, éventuellement se coupler, et causer un claquage électrique à des valeurs de
champs inférieures à celles prédites par la simple théorie de l’évaporation d’un émetteur micromé-
trique idéalisé. Dans les montages expérimentaux étudiant les performances de sources d’électrons
basées sur l’émission de champ, les champs appliqués s’étendent généralement de quelques volts
par micromètre dans le cas de nanostructures de carbone offrant un fort renforcement de champ
(E ≳ 106 V /m) jusqu’à quelques dixièmes de gigavolt par mètre pour les structures moins profilées
(E ≳ 108 V /m) [16]. Dans le cas des machines à très haute tension sous vide, les accélérateurs mo-
dernes comme CLIC ± le Compact Linear Collider au CERN ± opèrent à des champs RF atteignant
généralement plusieurs centaines de mégavolts par mètre [17]. Des études menées au CERN se sont
par exemple penchées sur la tenue aux hautes tensions en DC de systèmes accélérateurs et ont me-
suré des champs de claquage allant de 100 à 800 MV /m [18].

Avec ces ordres de grandeur en tête, nous achevons notre exploration du couplage thermique
par une dernière étude dont le but est de déterminer via εI l’amplitude maximale du couplage ther-
mique pour un réseau infini d’émetteurs sous un champ appliqué fixé à 0.4 GV /m. Si l’on se réfère
aux gammes d’émission présentées au chapitre 3 sur la figure 3.7, on voit que 0.4 GV /m est en des-
sous du champ Emin des émetteurs de facteur d’aspect f < 5. Emin avait été défini pour chaque facteur
d’aspect comme le champ auquel l’émetteur émet un millième de son courant de préclaquage. On ne
pourra donc pas observer d’autoéchauffement pour ces émetteurs (avec f < 5), dont le renforcement
de champ au sommet est inférieur à β= 17.9 (valeur qui correspond à un facteur d’aspect de f = 5).
Les émetteurs hémiellipsoïdaux dont le courant émis à E = 0.4 GV /m pourra mener à un autoéchauf-
fement notable ont un facteur d’aspect f ≥ 5. Par conséquent, une dernière série de simulation est
faite pour des facteurs d’aspect allant de f = 5 à f = 10 avec E fixé à 0.4 GV /m.

Notons que cette valeur est bien au-dessus du champ de préclaquage des émetteurs isolés pour
f > 5. Dans un réseau infini cependant, du fait de l’écrantage électrostatique, il doit exister pour
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chaque facteur d’aspect un espacement unique auquel les émetteurs du réseau atteignent tout juste
leur point de fusion. Cette distance correspond à la définition de distance de précalquage dpb intro-
duite dans la sous-section 4.1.3. Pour chaque facteur d’aspect, une recherche dichotomique permet
de trouver dpb avec une précision fixée au pourcent près sur la température de fusion. Les valeurs
trouvées sont consignés dans le tableau 4.2.

Pour chacun des espacements dpb( f ), on lance une paire de simulations "TC-on" et "TC-off"
comme décrit précédemment : la première simulation prend en compte le couplage thermique tan-
dis qu’il est artificiellement supprimé dans la deuxième simulation. Lesgrandeurs pertinentes pour
la comparaison entre les différents facteurs d’aspect sont regroupés dans le tableau 4.2.

Bien évidemment, comme les émetteurs plus profilés ont un meilleur renforcement de champ, ils
peuvent émettre en régime thermochamp tout en subissant un plus fort écrantage que ne le peuvent
les émetteurs à plus petit facteur d’aspect. C’est la raison pour laquelle dpb est plus petit pour les
f plus grands. Par exemple, pour f = 6 la condition de préclaquage est atteinte à dpb = 16.1 µm,
sous une perte de champ de 21.5%, tandis que dpb = 5.8 µm pour f = 10, ce qui induit une perte de
champ presque trois fois plus importante de 60.4%. Malgré une contribution thermique au courant
plus faible pour les émetteurs plus profilés mise en évidence dans le chapitre 3, le champ électrique
appliqué de 0.4 GV /m permet une plus grande proximité pour les facteurs d’aspect plus grand, ce
qui accroit l’influence du couplage thermique. On trouve ainsi une contribution au courant plus im-
portante pour f = 10 : εI = 14.5% que pour f = 6 : εI = 6.2%.

Ce résultat remarquable confirme que l’obstacle principal à une contribution notable du cou-
plage thermique à l’émission thermochamp est l’écrantage électrostatique. Quand ce dernier est
compensé par un champ appliqué plus fort, la contribution du couplage thermique peut devenir no-
table. Dans le cas présent, εI ≳ 10% avec d ≲ H pour des émetteurs profilés avec des renforcements
de champ typiques 20 <β< 50.

Des configurations proches de notre situation idéalisée s’observent dans les réseaux d’émetteurs
à effet de champ. Par exemple, dans la référence [19], les auteurs étudient deux différents réseaux
faits d’émetteurs en molybdène et dioxyde de silicium avec une hauteur de H ≳ 1 µm et H ≳ 10 µm,
respectivement séparés d’une distance d ∼ 2 µm et d ≳ 10 µm. À partir de leur caractéristique I-V, on
peut estimer grossièrement que leur renforcement de champ se situe dans la fourchette 101 <β< 102.
Par ailleurs l’ordre de grandeur donné sur le rayon de courbure des émetteurs permet d’évaluer la
gamme de densité de courant par émetteur : 108 < J < 1010 A/m2, ce qui recoupe bien la gamme
explorée dans notre étude. Nos résultats suggèrent ainsi qu’une petite partie du courant extrait en
régime de haute densité de courant dans les configurations similaires à celle de Spindt et al. [19]
pourrait être due au couplage thermique entre les émetteurs voisins. Dans les configurations idéali-
sées que nous avons modélisées, cette contribution s’élevait jusqu’à ∼ 15%.
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4.3. Conclusion

Quantité Unité f = 5 6 7 8 9 10

β − 17.9 23.1 28.9 35.2 42.0 49.3

E GV /m 0.4

dpb/R − 25.0 9.7 7.1 7.0 6.3 5.8

dpb µm 50.0 16.1 10.1 8.7 7.0 5.8

β(dpb)/β % 98.7 78.5 63.9 53.5 45.5 39.6

Fa GV /m 7.01 7.25 7.39 7.53 7.64 7.81

T off
max K 1907 1887 1840 1844 1789 1791

T on
max K TM : 1941 K ±1%

Ioff m A 103.3 63.3 38.9 27.5 18.6 14.3

Ion m A 106.0 67.5 42.6 30.2 20.9 16.7

εI % 2.5 6.2 9.0 8.9 11.0 14.5

TABLE 4.2 ± Comparaison à l’espacement de préclaquage dpb de la température maximale et du cou-
rant émis entre une simulation avec couplage thermique ("TC-on") et sans ("TC-off"). Est déduite de
cette comparaison la contribution au courant du couplage thermique εI . Le champ local au sommet
de l’émetteur et le renforcement de champ effectif β(dpb) sont aussi donnés pour plus de clarté. Le
champ appliqué vaut E = 0.4 GV /m. La comparaison est par conséquent limitée aux facteurs d’as-
pect f = 10 à f = 5 puisque les émetteurs de facteurs d’aspect en deçà de 5 n’émettent plus dans le
régime thermochamp à 0.4 GV /m. La hauteur des émetteurs est toujours de 10 µm.

4.3 Conclusion

Compte tenu de l’importante puissance de calcul requise par les résolutions temporelles en géo-
métrie 3D, les modélisations de l’émission électronique ont toujours réservé la physique de l’échauf-
fement des émetteurs à des cas 1D ou 2D. Pourtant, il est aujourd’hui possible de modéliser cet
échauffement dans des temps raisonnables sur une station de travail actuelle pour des configura-
tions idéalisées d’émetteurs identiques présentant des plans de symétrie simplificateurs (de l’ordre
de plusieurs dizaines de minutes à quelques heures par simulation, avec 32 Go de RAM et un proces-
seur Intel i3-4150 cadencé à 3.5 GHz).

Intégrer la modélisation de l’échauffement aux études d’optimisation de l’espacement dans les
réseaux d’émetteurs pour les sources types FEA a permis de remettre en perspective l’analyse ha-
bituelle basée sur une considération purement électrostatique du problème. En effet, à champ fort,
la distance optimale prédite implique une émission tellement intense qu’il est évident que la des-
truction thermique des émetteurs rend cet optimum inatteignable. À l’inverse, la prise en compte
de l’échauffement permet de déterminer la distance au-delà de laquelle une destruction thermique
risque d’avoir lieu. Il a été ainsi possible de mettre en évidence l’apparition d’un nouveau type d’op-
timum à champ fort qui consiste à maintenir tous les émetteurs juste en dessous de la densité de
courant critique au-delà de laquelle la destruction thermique interviendrait.

Ces optimums correspondant à des réseaux bien plus denses à mesure que le champ augmente
(pour que l’écrantage maintienne l’émission en deça du seuil critique), il est apparu possible qu’une
partie du courant émis soit due à un phénomène de couplage thermique (l’évacuation thermique de
chaque émetteur contribue à l’échauffement de ses voisins). L’étude approfondie de ce phénomène
dans un second temps a permis de confirmer et de quantifier cette possibilité. Les résultats de ce
chapitre ont toutefois montré que le couplage thermique avait une influence de second ordre sur
l’émission devant l’écrantage électrostatique. Son amplitude a été trouvée de l’ordre de la dizaine

122 Chapitre 4. Assemblées d’émetteurs proches



Références du chapitre 4

de pourcents dans les cas qui lui sont le plus favorable (haute densité d’émetteurs sous un champ
électrique compensant l’écrantage).

En fait, dans la plupart des autres configurations (réseau plus espacé et/ou échauffement moindre),
le couplage thermique est tout à fait négligeable. En dehors des cas types identifiés dans ce chapitre,
l’échauffement de chaque émetteur est donc totalement indépendant de celui des autres. La seule
interaction a prendre en compte est l’écrantage électrostatique. De ce fait, résoudre les équations
couplées de la chaleur et du courant en 3D apparait comme un coût quelque peu excessif pour un
gain limité. C’est d’ailleurs certainement l’argument intuitif utilisé qui explique que la modélisation
thermique a systématiquement été réservée à des géométries 1D et 2D. Pour pallier ce problème, le
chapitre suivant développe une solution permettant de transposer en 2D les effets de l’écrantage en
3D, afin de résoudre ensuite indépendamment l’échauffement de chaque émetteur en 2D.
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Chapitre 5

Simplification 3D vers N × 2D pour la
modélisation d’une assemblée d’émetteurs
proches

« Simplifier les causes, et généraliser les

effets, doit être le but du physicien. »

Georges Louis Leclerc, comte de Buffon
(Histoire naturelle des minéraux − 1778)
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Lorsque l’on veut modéliser une assemblée d’émetteurs proches les uns des autres, la prise en
compte de l’écrantage électrostatique et du couplage thermique entre les émetteurs nécessite l’uti-
lisation d’une géométrie 3D. Le maillage bien plus conséquent dans ce cas nécessite une puissance
de calcul nettement plus importante que dans le cas 2D d’un émetteur unique axisymétrique. Si la
forte sensibilité du courant avec le champ rend la modélisation de l’écrantage électrostatique abso-
lument nécessaire, le chapitre précédent a montré que le couplage thermique a une influence bien
plus légère sur l’émission. En délimitant sommairement la gamme de paramètres spécifiques don-
nant un couplage thermique notable, on a finalement montré que les émetteurs étaient thermique-
ment indépendants dans la majorité des configurations. Ainsi, modéliser l’autoéchauffement en 3D
n’a généralement pas d’autre intérêt que de permettre la prise en compte de la distribution 3D du
champ à la surface de l’émetteur, incluant l’écrantage. Compte tenu du temps de calcul particulière-
ment important pour résoudre temporellement l’autoéchauffement, on aimerait pouvoir se conten-
ter d’une simple résolution 2D axisymétrique pour chaque émetteur. Malheureusement, la distribu-
tion de champ à la surface d’émetteurs à proximité d’autres émetteurs de dimension quelconque
perd de fait sa symétrie axiale.

La question émerge alors de savoir s’il est possible de symétriser intelligemment cette distribution
asymétrique de champ 3D afin de pouvoir obtenir ensuite pour chaque émetteur une émission la plus
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5.1. Ecrantage et dissymétrie

proche possible de la solution 3D via une simple résolution 2D axisymétrique de l’autoéchauffement.
C’est à cette question que le présent chapitre se propose d’apporter une réponse.

Une première section pose les termes du problème à travers le cas type de deux émetteurs hé-
miellipsoïdes proches. La dissymétrie étant relativement faible dans ce cas, nous montrons dans un
premier temps que l’utilisation d’une simple moyenne orthoradiale du champ 3D suffit à retrouver
un courant équivalent en 2D. Cette méthode s’avère toutefois peu satisfaisante pour des configu-
rations nettement plus dissymétriques. C’est la raison pour laquelle la deuxième section développe
une méthode plus robuste, qui consiste à trouver la distribution radiale de champ (2D) qui minimise
l’erreur sur le courant. Cette méthode est alors intégrée dans notre algorithme de simulation et ses
performances sont éprouvées en troisième section en configuration de fort échauffement pour mon-
trer la robustesse de la prédiction en température, jusqu’au cas limite de l’apparition d’un couplage
thermique.

5.1 Ecrantage et dissymétrie

5.1.1 Faible dissymétrie et moyenne orthoradiale de la distribution en champ

Commençons par le cas 3D le plus simple étudié jusqu’ici dans cette thèse : deux émetteurs hé-
miellipsoïdes identiques en titane (ϕ= 4.3 eV ), de hauteur H = 10 µm et de rayon R = 1 µm (facteur
d’aspect f = 10), séparés d’une distance d = 3R = 0.3H (cf. Fig. 5.1a). L’équation de Laplace étant
toutefois invariante d’échelle, la situation ne dépend que de f et de d . La valeur du champ E , elle, a
essentiellement un impact sur la valeur du courant émis. En fixant un champ global E = 0.16 GV /m

on obtient un courant de 3.295 m A par émetteur et une température maximale de 876 K , là où un
émetteur unique émettait 17 m A et atteignait 1941 K (cf. Chapitre 3 : 0.16 GV /m correspondait au
champ de préclaquage de cet émetteur). Cette différence est bien entendu causée par l’écrantage
entre les deux émetteurs.

Mais au-delà de la diminution de l’émission électronique (et donc de l’échauffement) induite par
l’écrantage, ce qui nous intéresse dans ce chapitre c’est la perte de symétrie axiale du champ F à la
surface des émetteurs du fait de leur proximité. La figure 5.1b montre la distribution de champ au
sommet de l’émetteur de gauche sur la figure 5.1a. Si la situation semble assez peu dissymétrique, on
voit tout de même que les équipotentielles ne sont plus des cercles concentriques, mais des ellipses
dont le centre s’éloigne dans la direction opposée au second émetteur.

Pour quantifier plus précisément cette dissymétrie, les figures 5.1c et 5.1d montrent respective-
ment la variation radiale (r ) et orthoradiale (θ) du champ pour l’émetteur de gauche. On voit alors
que le champ est bien maximal le long de l’arête tournant le dos au second émetteur (Fig. 5.1c, courbe
rouge à θ =π) et minimal le long de l’arête qui lui fait face (Fig. 5.1c, courbe bleue à θ = 0). L’étendue 1

∆F (r ) entre ces deux extrêmes (normalisée par la moyenne orthoradiale) est renseignée sur la figure
5.1d pour trois valeurs de r . Elle vaut −1.7% à r = 0.04R et s’amplifie à mesure que l’on s’éloigne du
sommet (dissymétrie accrue à la base).

En dehors de la zone d’émission, les valeurs du champ n’ont toutefois plus d’impact sur le cou-
rant. Dans le cas présent à E = 0.16 GV /m, l’étude du courant émis permet de déterminer le rayon
à 90% d’émission (c’est-à-dire le rayon jusqu’auquel il faut intégrer à partir du sommet pour obtenir
90% du courant de l’émetteur) :

2π∫

0

〈R90%〉θ∫

0

J (r,θ)dr dθ = 0.9I ⇒ 〈R90%〉θ = 0.08R

À r = 0.08R, ∆F vaut −2.9%. Si la dissymétrie dans la zone d’émission peut alors paraitre assez faible,
rappelons tout de même que la densité de courant est très sensible aux variations de champ.

1. L’étendue normalisée donne une bonne estimation de la dissymétrie dans ce cas précis, bien qu’on puisse lui préférer
l’écart-type de la distribution orthoradiale en d’autres circonstances.
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FIGURE 5.1 ± Dissymétrie au niveau de la zone d’émission. (a) : Schéma à l’échelle des deux émet-
teurs identiques (H = 10 µm, f = 10, R = 1 µm) séparés d’une distance d = 3R. (b) : Échelle de cou-
leur montrant la distribution de champ électrique au sommet de l’émetteur de gauche dans le plan
(x, y) (vue du dessus). Quelques équipotentielles sont montrées en blanc pour mettre en évidence la
perte de symétrie axiale. La ligne noire discontinue indique la surface autour du maximum de champ
concentrant 90% de l’émission S90%. (c) : Variation du champ F selon r . L’angle θ = 0 correspond à
l’axe en face du second émetteur, tandis que l’axe opposé correspond à θ =π. La ligne noire disconti-
nue indique la valeur du rayon moyen concentrant 90% de l’émission depuis le sommet de l’émetteur
〈R90%〉θ. (d) : Variation du champ F avec l’angle θ à trois valeurs de rayon r proche du sommet. La
perte de champ ∆F entre la valeur à θ =π et celle à θ = 0 est indiquée en %.
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Cathode :

Equation de la chaleur
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Interface : Emission de champ
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FIGURE 5.2 ± Conditions aux limites des simulations 2D axisymétrique évaluant l’impact de la dissy-
métrie en 3D sur l’autoéchauffement : au lieu de résoudre l’équation de Laplace, la simulation prend
en entrée une distribution radiale de champ F2D obtenue à partir de la distribution du champ en 3D
F (r,θ). En conséquence, il n’est plus nécessaire de modéliser l’enceinte.

Pour encadrer l’impact sur le courant de ces variations, on met au point un nouveau type de si-
mulation 2D axisymétrique qui résout l’autoéchauffement en prenant directement en entrée une dis-
tribution radiale de champ F2D(r ) le long de l’émetteur au lieu de résoudre l’équation de Laplace. Les
conditions aux limites correspondantes sont données sur la figure 5.2. L’idée est alors de construire
F2D(r ) à partir de F (r,θ) et de comparer en sortie de simulation les valeurs I2D et T2D du courant et de
la température maximale aux valeurs I3D et T3D obtenues en 3D. Pour systématiser la comparaison,
on définit l’erreur 3D/2D comme suit :

ηI =
I2D − I3D

I3D
, ηT =

T2D −T3D

T3D
(5.1)

En prenant F2D(r ) = F (r,π) i.e. la distribution radiale de champ maximal à θ = π (cf. Fig. 5.1c,
courbe rouge) on obtient une borne supérieure de l’erreur : l’émission est surestimée avec une erreur
ηI =+12% et ηT =+5%. En prenant à l’inverse F2D(r ) = F (r,0) (cf. Fig. 5.1c, courbe bleue) on obtient
la borne inférieure avec une erreur ηI = −13% et ηT = −6%. On peut résumer la situation comme
suit : en modélisant l’échauffement d’un des deux émetteurs en 2D en prenant la distribution radiale
F2D(r ) = F (r,θ∗) le long d’un angle aléatoire θ∗, on trouvera la bonne valeur de courant et de tempé-
rature à plus ou moins une dizaine de pourcents.

Une meilleure stratégie consiste alors à donner en entrée de simulation 2D la moyenne orthora-
diale du champ 3D :

F̄ (r ) =
1

2π

2π∫

0

F (r,θ)dθ (5.2)

En prenant F2D = F̄ (r ), on obtient en effet un courant et une température identique au pourcent près
à celui calculé en 3D : ηI = +0.12% et ηT = −0.34% (le tableau 5.1 récapitule les valeurs de courant
et de température obtenues pour les différents cas étudiés dans cette section). Cette erreur résiduelle
est totalement négligeable puisqu’elle est inférieure à l’écart artificiel que l’on aurait entre deux simu-
lations identiques où l’on aurait simplement généré à nouveau le maillage (cf. annexe G). Bien que la
dissymétrie soit supprimée en 2D, le champ moyen donne un courant initial très proche et l’émetteur
subit ensuite un échauffement similaire.

Émerge alors la possibilité de résoudre uniquement l’électrostatique en 3D, pour simuler ensuite
l’autoéchauffement de chaque émetteur de manière indépendante en 2D, à partir de la moyenne
orthoradiale du champ. Par souci de concision, nous appellerons désormais ce processus la simplifi-
cation 3D/2D de nos simulations. Il faut toutefois se garder de généraliser trop vite les performances
de cette simplification qui n’a été pour l’instant testée que sur un cas finalement assez peu dissy-
métrique : les variations orthoradiales du champ dans la zone d’émission n’étaient que de l’ordre
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I2D (m A) I3D (m A) ηI (%) T2D (K ) T2D (K ) ηT (%)

F2D = F (r,π) 3.70
3.295

+12% 919
876

+5%
F2D = F (r,0) 2.88 −13% 820 −6%
F2D = F̄ (r ) 3.299 +0.12% 873 −0.34%

TABLE 5.1 ± Récapitulatif de l’erreur 3D/2D en fonction de la distribution radial F2D(r ) donnée en
entrée de la simulation 2D axisymétrique (cf. Fig 5.2).
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FIGURE 5.3 ± Réseau 3×3 d’émetteurs sphère-sur-cylindre. (a) : Schéma en 3D. (b) : Schéma vu du
dessus. Les couleurs jaune, orange et rouge sont respectivement associés aux émetteurs du centre,
des bords et des coins du réseau, comme précisé sur le schéma de droite. Les schémas ne sont pas
à l’échelle et l’espace entre les bords du réseau et les faces latérales du domaine de simulation vaut
10×H (configuration non périodique).

de quelques pourcents. La dépendance du courant avec le champ n’étant pas linéaire, on peut s’at-
tendre à ce qu’une simple moyenne arithmétique induise une erreur notable pour des dissymétries
plus fortes. C’est ce que nous allons montrer dans la section suivante.

5.1.2 Erreur en cas de forte dissymétrie

Pour étudier les performances de la simplification 3D/2D dans des cas de forte dissymétrie, il est
plus éloquent de se tourner vers une forme d’émetteur sphère-sur-cylindre qui présente de manière
générale une zone d’émission plus importante, à l’image des émetteurs hémiellipsoïdaux dont le fac-
teur d’aspect s’approche de 1. Les géométries sphère-sur-cylindre présentent toutefois l’intérêt de
conserver des renforcements de champ plus proche des valeurs typiques mesurées dans les sources
d’électrons type FEA. Par ailleurs, ces formes sont généralement utilisées par la communauté pour
représenter des émetteurs type nanotubes de carbone, comme en témoigne les nombreuses études
électrostatiques menées sur ce genre de géométrie [1, 2, 3].

Considérons alors un réseau 3× 3 d’émetteurs sphère-sur-cylindre de hauteur H = 1 µm et de
rayon Rs = 100 nm, de sorte que f = 10 (le renforcement de champ au sommet d’un tel émetteur
isolé vaut β = 11.8). L’intérêt de cet arrangement est double. Premièrement, l’amplitude de la dissy-
métrie peut être contrôlée via l’espacement d du réseau : dissymétrie nulle pour d →∞ et maximale
pour d = 2Rs (contact). Deuxièmement, les neuf émetteurs se rangent en trois catégories de dissymé-
trie distincte (cf. figure 5.3) : émetteur du centre (en jaune doré), émetteurs des bords (en orange) et
émetteurs des coins (en rouge).

Par des arguments de plans de symétrie, on peut avancer que la distribution de champ à la surface
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FIGURE 5.4 ± Distribution en champ électrique à la surface des émetteurs sphère-sur-cylindre (H =
1 µm et Rs = 100 nm) en configuration réseau 3×3, à d = 3Rs = 0.3H (cf. Fig. 5.3). (a) : émetteur du
centre à (0,0). (b) : émetteur du bord à (−d ,0). (c) : émetteur du coin à (−d ,−d).

des émetteurs des coins sera la plus dissymétrique, tandis que l’émetteur central devrait peu dévier
d’une symétrie axiale. La résolution de l’électrostatique en 3D sous un champ électrique global E =
0.8 GV /m permet de confirmer cette intuition géométrique. La figure 5.4 montre les cartes de champ
obtenues pour un espacement d = 3Rs = 0.3H . Par soucis de concision, on choisit de ne présenter les
résultats que d’un émetteur de bord et d’un émetteur de coin, choisi arbitrairement.

En comparaison avec le cas à deux émetteurs hémiéllipsoides de la sous-section précédente, on
voit que la dissymétrie pour les pointes de bord et de coin est bien plus marquée ici, avec une posi-
tion du champ maximal qui s’écarte très distinctement du sommet de l’émetteur. On peut noter par
ailleurs que les émetteurs en coin présentent la plus grande valeur de champ local, ce qui rappelle
que l’amplitude de l’écrantage et celle de la dissymétrie ne sont pas corrélées.

Évaluons alors les performances de la simplification 3D/2D en fonction de l’espacement du ré-
seau. Pour ne pas avoir à résoudre l’autoéchauffement en 3D pour chaque valeur d’espacement testé,
on se contente ici de comparer le courant par émetteur I3D à 300 K avec le courant I2D obtenu à
partir de la moyenne orthoradiale F̄ (r ). La seule propriété matériaux dont on a besoin est donc le
travail de sortie. Pour être en accord avec les valeurs typiques mesurées pour les nanotube de car-
bone multifeuillets [4], on fixe ϕ= 4.9 eV . L’erreur que l’on obtient sur le courant à forte dissymétrie
est suffisante pour montrer les limites d’une simple moyenne arithmétique. En effet, la figure 5.5
montre qu’à mesure que l’espacement diminue, l’erreur ηI sur le courant augmente, jusqu’à −80%
pour les coins lorsque les émetteurs sont en contact. Pour l’émetteur central bien plus symétrique en
revanche, on voit que cette augmentation est négligeable, de ηI = −0.2% pour d = 2H à ηI = −0.7%
pour d = 0.2H . Ce constat vient confirmer que l’erreur provient bien de la dissymétrie, et non pas de
la simple diminution du champ en soi.

Enfin, remarquons que l’erreur est systématiquement négative. Ce résultat est directement relié à
la relation convexe de la densité de courant J (F ) avec le champ F (voir par exemple la figure 2.11a). De
ce fait, la moyenne orthoradiale J̄ (r ) de la densité de courant à un rayon r donné sera toujours plus
grande que la densité de courant appliqué à la moyenne orthoradiale du champ J (F̄ (r )) à ce même
rayon 2 :

J (F̄ ) < J̄ (5.3)

Or, en notant ℓ l’abscisse curviligne le long de l’émetteur, on peut expliciter le courant I3D et I2D

comme suit :

I3D =
L∫

0

2π∫

0

J (r,θ)r dθdℓ=
L∫

0

2πr · J̄ (r )dℓ (5.4)

2. Cette affirmation découle de l’inégalité de Jensen (wikipédia)
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FIGURE 5.5 ± Erreur grandissante ηI entre les courants I2D et I3D (cf. Eq. 5.1) à mesure que la distance
entre les émetteurs diminue, pour la configuration de la figure 5.3. Le courant I2D est ici calculé à
partir de F̄ (r ), une simple moyenne orthoradiale du champ F (r,θ).

I2D =
L∫

0

2πr · J (F̄ (r ))dℓ (5.5)

En combinant les trois dernières équations, il ressort que I2D < I3D et par conséquent ηI < 0.

C’est en fait la relation fortement non linéaire de la densité de courant émise avec le champ qui
limite les performances d’une simple moyenne arithmétique du champ en cas de forte dissymétrie.
Pour améliorer la simplification 3D/2D, il faudrait en fait pouvoir trouver la distribution radiale de
champ qui donne un courant I2D identique à I3D. Nous développons dans la section suivante une
méthode qui permet de simplement de s’en approcher.

5.2 Méthode de réduction 3D vers N×2D

L’intérêt d’une simplifcation 3D/2D est immédiat : la possibilité de prédire sans erreur l’auto-
échauffement de N émetteurs à situés à proximité les uns des autres par N résolutions 2D axisymé-
triques plutot qu’un seul calcul 3D difficilement parallélisable et bien plus gourmand en temps et
puissance de calcul. Rappelons par ailleurs que la modélisation de l’auto-échauffement d’un émet-
teur à effet de champ permet à la fois de déterminer la contribution thermique au courant et son
champ de préclaquage. Il faut toutefois noter que cette simplification, si elle est démontrée, s’ap-
plique uniquement aux émetteurs axisymétriques qui peuvent être décrits par une modélisation 2D.

Comme déjà précisé, les deux limites de la simplification 3D/2D sont le couplage thermique entre
émetteurs et l’erreur induite par le choix d’une distribution radiale de champ (perte de l’information
orthoradiale). On a montré au chapitre précédent que négliger le couplage thermique pourrait au pire
induire une erreur d’une dizaine de pourcents (dans des configurations bien spécifiques) ce qui reste
raisonnable. On vient en revanche de voir dans la section précédente que l’intuition initiale d’utiliser
la moyenne orthoradiale pour définir le champ 2D pouvait induire des erreurs de plusieurs dizaines
de pourcents.

Pour améliorer la fiabilité de la simplification 3D/2D et prédire de la manière la plus précise pos-
sible l’auto-échauffement via une simulation 2D, le plus important est en fait de trouver le champ F2D

donnant un courant I2D le plus proche possible du courant 3D (I3D). Nous développons dans cette
section une méthode analytique pour déterminer ce champ, évaluons ensuite ses performances sur
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le cas précédent, et présentons enfin l’intégration de la simplification 3D/2D dans notre algorithme
de simulation.

5.2.1 Détail mathématique

Pour prendre en compte l’influence de la dissymétrie du champ F (r,θ) sur le courant, il suffit
d’effectuer directement la moyenne orthoradiale sur la densité de courant émise J (r,θ). On ne peut
en revanche pas donner cette densité de courant moyennée J̄ (r ) en entrée de simulation 2D puisque
l’on aurait alors aucun moyen de mettre à jour l’émission avec la montée en température. La difficulté
est donc de trouver ensuite un moyen efficace pour remonter au champ F2D(r ) qui serait à l’origine
de cette densité de courant moyennée.

Dans les simulations 3D, le courant s’écrit sous la forme :

I3D =
Ï

S
J (F3D,T ) dS =

2π∫

0

L∫

0

J (r,θ)dℓr dθ =
2π∫

0

R∫

0

rC(r ) · J (r,θ)dr dθ (5.6)

où F3D est la solution de l’équation de Laplace à la surface d’un émetteur donné. Ce champ prend en
compte toutes les interactions électrostatiques liées aux autres émetteurs à proximité et dépend donc
de r (z) et de θ (système de coordonnées cylindriques attaché à chaque pointe). C(r ) = dℓ/dr est le
jacobien de l’abscisse curviligne ℓ(r ) pour la forme d’émetteur considérée (cf. Eq. 2.40 et 2.48).

En simulation 2D, en revanche, la dépendance en θ disparait et on a donc :

I2D =
L∫

0

J (F2D ,T )dℓ=
R∫

0

2πrC(r ) · J (r )dr (5.7)

Avec F2D le champ local à la surface d’une pointe en 2D, dépendant uniquement de r .
L’erreur sur le courant avec I2D par rapport à I3D (liée à la perte de la dépendance en θ du champ)

peut donc s’évaluer analytiquement comme :

ηI ∝ I3D − I2D =
R∫

0

rC(r )





2π∫

0

J (F3D,T )dθ−2πJ (F2D,T )



 dr (5.8)

Pour minimiser l’erreur sur le courant entre le 2D et le 3D (ηI = 0), il faut donc avoir :

J (F2D ,T ) =
1

2π

2π∫

0

J (F3D ,T )dθ = J̄ (F3D,T ) (5.9)

où J̄ dénote la moyenne orthoradiale de la densité de courant. Ainsi, il faut trouver F2D tel que J (F2D) =
J̄ (F3D).

Au temps initial t = 0, les émetteurs sont supposés être à température ambiante (T ∼ 300 K ). En
utilisant la formule analytique de Murphy et Good J = AF 2 exp(−C2ϕ

3/2v0/F ) avec l’approximation
de Spindt des fonctions elliptiques (cf. Eq. E.7 et E.8), on peut traduire l’équation 5.9 en une équation
sur le champ F2D :

F 2
2D exp(−C2

ϕ3/2

F2D
v0) =

J̄ (F3D)

A
(5.10)

En calculant numériquement J̄ (F3D) à partir de la connaissance de F3D on peut poser :

C ..=
J̄ (F3D)

A
=

1

2π

2π∫

0

F 2
3D exp(−C2

ϕ3/2

F3D
v0)dθ (5.11)
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Et enfin résoudre analytiquement l’équation 5.10 en utilisant la fonction W de Lambert (le détail du
calcul est relégué à l’annexe I) :

F2D =
B

2W
(

B

2
p

C

) (5.12)

où

B =C2ϕ
3/2v0 =

4
√

2mφ3

3ℏe
×0.95 = 10.3 GV /m (5.13)

Rappelons que la fonction de Lambert W(z) est définie comme la solution à l’équation xex = z (wiki-
pédia).

5.2.2 Application en forte dissymétrie

Ainsi, à partir de n’importe quelle distribution de champ 3D F (r,θ) à la surface d’un émetteur
nous avons une méthode qui permet de trouver la distribution radiale de champ F2D(r ) qui minimise
au mieux l’erreur sur le courant ηI .

Appliquons cette méthode au cas précédent du réseau 3×3 d’émetteurs sphère-sur-cylindre (Fig.
5.3). La figure 5.6 montre la variation de l’erreur ηI avec la diminution de l’espacement d . Les per-
formances sont alors bien meilleurs dans toutes les configurations. Dans le pire des cas, lorsque
les émetteurs sont en contact, on atteint seulement ηI = +2.5% pour les pointes des coins, là où la
moyenne sur le champ donnait une erreur de −80%. Par ailleurs, on voit à nouveau que cette erreur
provient de la dissymétrie : l’erreur sur les émetteurs des coins est systématiquement supérieure à
celle sur les bords et l’erreur sur l’émetteur centrale reste négligeable quelque soit l’espacement.

L’erreur résiduelle dans les cas de forte dissymétrie est certainement due au léger écart de la dé-
pendance J (F ) entre l’équation de Fowler Nordheim choisie et notre calcul numérique plus précis (cf.

Fig. E.1). Une imprécision dans le calcul numérique de la moyenne orthoradiale peut aussi participer
pour une partie de l’erreur, en particulier lorsque le maillage 3D est peu précis. Dans l’ensemble, une
erreur de quelques pourcents dans les pires cas est tout à fait acceptable puisqu’on ne cherche pas à
quantifier précisément des grandeurs absolues, mais plutôt à déterminer les tendances relatives des
phénomènes physiques.

Ainsi, en prenant en compte la dépendance non linéaire de J avec le champ F , la moyenne or-
thoradiale sur la densité de courant permet de traduire l’émission de chaque émetteur d’une lourde
simulation 3D vers une simulation 2D sans perte notable sur l’amplitude du courant émis. Bien que
la distribution locale de densité de courant sera différente entre le 3D et le 2D, il est physiquement
raisonnable d’espérer qu’un courant initial identique mène à un échauffement très similaire. C’est ce
que nous évaluerons dans la dernière section de ce chapitre, après avoir préciser l’intégration de la
simplification 3D/2D dans notre algorithme de simulation.

5.2.3 Intégration de la simplification 3D vers N×2D dans notre algorithme de simulation

Pour des arrangements d’émetteurs identiques particulièrement réguliers, comme deux émet-
teurs se faisant face ou un réseau d’émetteurs infini, on peut mettre à profit les plans de symétrie
pour réduire le domaine de simulation. En limitant ainsi le nombre de mailles, la puissance de cal-
cul requise pour résoudre l’auto-échauffement en 3D reste raisonnable, et le temps de calcul est de
l’ordre de l’heure pour une station de travail actuelle (32 Go de RAM).

Pour modéliser un grand nombre d’émetteurs différents (simulant par exemple la statistique de
croissance de nanostructures ou une distribution irrégulière d’aspérité de surface), le nombre d’élé-
ments du maillage croit très fortement et avec, la taille des matrices sur lesquelles opèrent les solveurs
numériques. Si une résolution stationnaire reste possible en 3D pour un nombre raisonnable d’émet-
teurs, une résolution temporelle requiert en plus le stockage en mémoire vive de la solution au temps
précédent, ce qui accroit d’autant la puissance de calcul requise (sans parler du temps de calcul bien
plus élevé si l’on veut conserver un pas de temps suffisamment raffiné). Ce temps de calcul apparait
d’autant plus onéreux que l’intérêt principal de la modélisation thermique réside plus dans le calcul
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5.2. Méthode de réduction 3D vers N×2D
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FIGURE 5.6 ± Erreur ηI entre les courants I2D et I3D (cf. Eq. 5.1) à mesure que la distance entre les
émetteurs diminue, pour la configuration de la figure 5.3. Le courant I2D est ici calculé à partir d’un
champ F2D déterminé par l’équation 5.12 après avoir calculé la moyenne orthoradiale J̄ (r ) de la den-
sité de courant J (r,θ).

de grandeurs globales ± comme la température maximale et la contribution thermique au courant ±
que dans la connaissance précise des distributions locales. C’est d’ailleurs très certainement la raison
pour laquelle la majorité des travaux sur la modélisation de l’auto-échauffement d’émetteur à effet
de champ a été jusqu’ici limitée à des études 2D axisymétrique.

Pour pallier cette difficulté et pouvoir traiter des arrangements d’un grand nombre d’émetteurs
différents, l’intégration de la simplification 3D/2D à notre algorithme de simulation apparait comme
une solution viable. Ainsi, on remplace l’algorithme de simulation présenté en fin de chapitre 2 (cf.

Fig. 2.21) par la procédure 3D/2D qui suit :

Ð On commence par résoudre l’équation de Laplace dans l’enceinte en 3D pour une distribution
donnée de N émetteurs à la surface de la cathode.

Ð On échantillonne ensuite la densité de courant J (r,θ) à la surface de l’émetteur pour déterminer
sa moyenne orthoradiale à chaque valeur de rayon r . À partir de la valeur de J̄ (r ), on déduit la
distribution radiale de champ F2D(r ) en utilisant l’équation 5.12.

Ð On résout enfin pour chacun des N émetteurs les équations couplées de la chaleur et du cou-
rant en géométrie 2D axisymétrique, à partir de la distribution radiale de champ F2D(r ).

La figure 5.7 récapitule ces différentes étapes. On passe ainsi d’une simulation temporelle 3D très
lourde en temps et puissance de calcul, à un enchainement d’une simulation 3D stationnaire suivi de
N simulations temporelles 2D axisymétriques bien moins exigeantes. En procédant ainsi, on gagne
un facteur 10 à 100 dans le temps de calcul, qui pourrait éventuellement être accentué davantage en
parallélisant la résolution des N simulations 2D.
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FIGURE 5.7 ± Diagramme récapitulatif de l’algorithme de modélisation intégrant la simplification
3D/2D (à comparer au diagramme de la figure 2.21). On passe ainsi d’une simulation 3D temporelle à
un enchainement d’une simulation 3D stationnaire suivi de N simulations temporelles 2D axisymé-
triques. Les acronymes ee., th. et ec. désigne respectivement la résolution de l’émission électronique,
de la thermique, et de l’électrocinétique.
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5.3 Performance pour la prédiction de l’auto-échauffement d’un réseau
d’émetteurs sphère-sur-cône

Un champ d’application tout désigné pour notre algorithme 3D/2D est la modélisation de l’émis-
sion de sources d’électrons type FEA, basée sur des réseaux d’émetteurs micro/nanométrique. Les
conditions de croissance de ces émetteurs au cours de la fabrication de la source donne lieu à des
fluctuations dans la géométrie des émetteurs. Diverses techniques de croissance de nanostructures
sur une surface existe, mais aucune ne permet une reproductibilité parfaite. L’enjeux ici est donc de
pouvoir prendre en compte l’écrantage dans les performances d’émission tout en étant capable de
déterminer le champ de claquage individuel des émetteurs, tous légèrement différents. Pour repro-
duire la statistique de croissance, il faut modéliser un grand nombre d’émetteurs ce qui rend très
lourd une modélisation thermique en 3D. Pour ce type de modélisation, notre algorithme 3D/2D ap-
parait bien plus adapté. Le dernier chapitre de cette thèse est justement consacré à l’application de
cet algorithme à une source type FEA en développement, basé sur des nanostructures de carbone de
géométrie sphère-sur-cône. Avant d’entrer dans le vif du sujet, nous achevons le chapitre actuel sur
une vérification des performances de notre algorithme 3D/2D en présence d’un fort échauffement.

Considérons alors un dernier modèle-jouet qui se rapproche de notre prochain sujet d’étude : un
réseau 3×3 d’émetteurs sphère-sur-cône identiques avec une hauteur H = 5 µm, un rayon de sphère
Rs = 50 nm et un angle de cône α= 1◦ (cf. Fig. 5.8). La résolution de l’auto-échauffement en 3D sur ce
modèle est toujours possible avec une puissance de calcul raisonnable, mais prend plusieurs heures
par simulation. On limite donc l’évaluation des performances à un cas limite : l’émission dans les
conditions de préclaquage.

Toutefois, pour un travail de sortie ϕ = 4.9 eV [4] et des propriétés matériaux type graphite (se
rapprochant de celles des nanostructures de carbone, cf. annexe H), le champ de préclaquage est
conditionné par l’emballement de l’effet Joule, comme on le verra dans le prochain chapitre. La tem-
pérature maximale atteignable en régime permanent ne dépasse pas 2000 K . Par conséquent, et pour
pouvoir évaluer l’erreur 3D/2D à plus haute température, nous utilisons les propriétés matériaux du
tantale, qui avaient été trouvés au chapitre 3 moins propice à l’emballement résistif (le travail de sor-
tie est toutefois conservé à 4.9 eV ).

On parvient alors, par le biais d’une dichotomie, à déterminer le champ de préclaquage d’un
émetteur isolé : un champ global Epb = 0.9 GV /m menant à la température de fusion du tantale,
TF = 3300 K . Le renforcement de champ de l’émetteur isolé étant β = 75, le champ local menant au
préclaquage vaut Fpb = 7 GV /m au sommet.

Dans le cas du réseau 3×3 en revanche, à cause de l’écrantage, le champ appliqué doit être adapté
pour chaque valeur d’espacement afin de retrouver un champ local similaire. Autre effet de l’écran-

Tantale

H = 5 µm

Rs = 50 nm

f = 100

ϕ= 4.9 eV

5 µm

d
CATH

O
D

E

FIGURE 5.8 ± Schéma du modèle-jouet choisi pour éprouver les performances de l’algorithme 3D/2D
en présence d’un échauffement.
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tage, la température de fusion sera atteinte en premier par les émetteurs les moins écrantés, ceux des
coins. Ainsi, pour traduire la valeur de Epb = 0.9GV /m au cas du réseau, on doit dans un premier
temps déterminer le renforcement de champ β(d) au sommet des émetteurs des coins pour chaque
valeur d’espacement considéré. On peut ensuite pour chaque distance d modéliser l’échauffement
en 3D en adaptant le champ appliqué de sorte que le champ local F soit constant au sommet des
émetteurs des coins : Fpb = βEpb = β(d)E(d). Les valeurs trouvées sont données dans le tableau 5.3.
Les émetteurs des coins atteignent ainsi une température maximale T3D de l’ordre de 3300 K , tandis
que celle des émetteurs des bords et du centre diminuent à mesure que l’espacement se réduit.

Une fois cette première série de simulations terminée, on détermine pour chaque espacement et
chaque émetteur le champ F2D via l’équation 5.12. À partir de ces distributions radiales de champ,
on résout indépendamment pour chaque émetteur ± seulement un émetteur de bord et un émetteur
de coin ± l’échauffement en 2D (algorithme 3D/2D). Les erreurs sur le courant et la température pour
chaque catégorie d’émetteur (centre, bord, coin) sont présentées sur la figure 5.9. On y différencie
l’erreur sur le courant à 300 K :

ηI (300 K ) =
I2D(300 K )− I3D(300 K )

I3D(300 K )
(5.14)

de l’erreur sur le courant avec prise en compte de la contribution thermique :

ηI (T ) =
I2D(T )− I3D(T )

I3D(T )
(5.15)

Concentrons dans un premier temps notre analyse sur le comportement de l’erreur 3D/2D. L’er-
reur sur le courant I (300 K ) présente une variation très similaire à celle observée dans le modèle-jouet
de la section précédente : l’erreur est positive et s’accroit avec la dissymétrie (Fig. 5.9a). Plus étonnant
en revanche, l’erreur sur le courant I (T ) est, elle, négative dans la plus part des cas (Fig. 5.9b).

Pour comprendre pourquoi, il faut d’abord analyser le graphique 5.9c de l’erreur sur la tempéra-
ture maximale :

ηT =
T2D −T3D

T3D
(5.16)

On y voit une erreur systématiquement négative et, plus remarquable encore, maximale pour l’émet-
teur centrale (le moins dissymétrique). En fait, ce résultat est la signature d’un couplage thermique.
La chaleur dissipée par les émetteurs des coins cause une montée en température de la cathode à la
base des émetteurs, ce qui réduit l’efficacité de l’évacuation thermique des autres émetteurs. À cou-
rant initial I (300 K ) identique, la température de l’émetteur central va ainsi monter plus haut en 3D
qu’en 2D, puisque la résolution indépendante de l’échauffement en 2D supprime le couplage ther-
mique. De ce fait, la température prédite en 2D est plus faible, et l’erreur ηT est négative. Par ailleurs,
avec une température plus faible le courant I2D(T ) est lui aussi prédit plus faible ce qui explique
pourquoi ηI (T ) tend globalement vers des valeurs négatives comparé à l’erreur ηI (300 K ) : sans cou-
plage thermique, on perd une petite contribution thermique au courant, et ce pour les trois catégories
d’émetteurs.

Si l’on s’intéresse maintenant plus directement à l’amplitude des erreurs, les graphiques de la fi-
gure 5.9 livrent deux conclusions. Premièrement, le couplage thermique est bien la principale limita-
tion aux performances de la simplification 3D/2D puisque, comme espéré, l’utilisation de l’équation
5.12 pour déterminer le champ F2D est très efficace pour minimiser l’erreur sur le courant. Deuxiè-
mement, cette limitation apparait très acceptable. Les résultats obtenus ici sur ηT viennent conforter
pour une nouvelle géométrie d’émetteur la conclusion du chapitre précédent : La contribution du
couplage thermique à l’émission est négligeable dans la plupart des cas et ne semble pas pouvoir
excéder la dizaine de pourcents dans les configurations qui lui sont le plus favorables.
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FIGURE 5.9 ± Variation de l’erreur 3D/2D avec la réduction de l’espacement du réseau (cf. schéma Fig.
5.8). (a) : Erreur sur le courant initial I (300 K ) (Eq. 5.14). (b) : Erreur sur le courant avec contribution
thermique I (T ) (Eq. 5.15). (c) : Erreur sur la température maximale atteinte (Eq. 5.16).
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d 5H H 0.5H 0.3H 0.2H

β (coin) 75 70 61 55 51
E (global) 93 MV /m 100 MV /m 115 MV /m 127 MV /m 137 MV /m

Fpb (coin) ∼ 7GV /m

Courant initial I (300 K ), en m A

I3D (coin) 1.93 1.83 1.81 1.83 1.74
I3D (bord) 1.90 1.30 0.83 0.62 0.46
I3D (centre) 1.88 0.82 0.29 0.13 0.07

Courant avec contribution thermique I (T ), en m A

I3D (coin) 5.50 5.05 4.95 5.19 4.86
I3D (bord) 5.34 1.88 1.00 0.71 0.51
I3D (centre) 5.24 0.98 0.30 0.14 0.07

Température maximale atteinte, en K

T3D (coin) 3380 3288 3306 3440 3406
T3D (bord) 3346 1442 1038 863 730
T3D (centre) 3323 1022 556 423 369

TABLE 5.3 ± Tableau des données complémentaires de la figure 5.9. Les grandeurs des simulations 2D
peuvent être déduites des grandeurs 3D en combinaison avec les valeurs de l’erreur 3D/2D.

5.4 Conclusion

À travers plusieurs études de cas, ce chapitre a abordé la possibilité pour une multitude d’émet-
teurs à proximité les uns des autres, de résoudre uniquement l’électrostatique en 3D, tout en se
contentant ensuite d’une résolution indépendante de l’autoéchauffement en 2D axisymétrique pour
chaque émetteur. La résolution temporelle des équations couplées de la chaleur et de la conserva-
tion de la charge étant beaucoup plus exigeante en puissance de calcul que la résolution stationnaire
de l’équation de Laplace, l’intérêt de ce processus réside dans une évaluation de l’autoéchauffement
bien plus aisée, tout en conservant la prise en compte absolument nécessaire de l’écrantage.

L’obstacle principal à cette simplification 3D vers N×2D pour la résolution de l’autoéchauffement
est la dissymétrie induite par l’écrantage entre les émetteurs, que l’on observe à partir de la résolution
3D de l’électrostatique. Nous avons montré que la méthode la plus efficace était alors de déterminer
pour chaque émetteur la distribution radiale de champ F2D(r ) donnant exactement le même courant
à 300 K que la distribution de champ 3D F3D(r,θ). En utilisant la formule analytique de Murphy et
Good pour la densité de courant, cette distribution radiale de champ F2D(r ) peut directement être
calculée à partir de la moyenne orthoradiale de la densité de courant à 300 K . On obtient ainsi une
méthode efficace pour réduire la distribution de champ 3D à la surface d’un émetteur en une distri-
bution radiale à donner en entrée d’une résolution 2D axisymétrique de l’autoéchauffement. L’erreur
induite par la dissymétrie avec cette réduction optimisée 3D vers 2D a été montrée inférieure à un
pour cent pour des configurations maximisant la dissymétrie.

La seule limitation est alors le couplage thermique, qui peut provoquer une erreur de plusieurs
pourcents lorsque des émetteurs quasiment au contact atteignent des températures de plusieurs mil-
liers de Kelvin. En restant consciemment en dehors des cas spécifiques où le couplage thermique est
responsable d’une légère contribution au courant, nous pouvons donc efficacement utiliser la mé-
thode de simplification 3D vers N×2D pour simuler l’autoéchauffement d’un grand nombre d’émet-
teurs, tous différents. Cette méthode est mise à profit dans le chapitre suivant pour étudier les carac-
téristiques de l’émission par effet de champ d’une source d’électrons type FEA basée sur un réseau
de nanostructures de carbone.
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Chapitre 6

Application aux sources d’électrons :
émission de champ depuis un réseau de
nanostructures de carbone

« Je crois que les théories ont la priorité sur

les observations aussi bien que sur les

expérimentations, en ce sens que ces

dernières n’ont de signification qu’en

relation à des problèmes théoriques. »

Karl Popper
(Misère de l’historicisme − 1956)
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Les sources d’électrons basées sur des réseaux d’émetteurs font généralement face à deux défis
majeurs : la question de l’espacement du réseau pour optimiser l’émission et la difficulté de produire
des émetteurs aux propriétés identiques (cf. [1], table 1).

Dans le cadre d’une collaboration avec Thales [2] initiée au cours de cette thèse, nous avons pro-
posé d’appliquer notre modèle d’émission électronique à un projet de source en développement,
que nous appellerons par souci de concision source Thales. Au début des années 2000 [3], le groupe
recherche et technologie de Thales en partenariat avec le département ingénierie de l’université de
Cambridge s’est en effet intéressé à l’émission par effet de champ d’une assemblée de nanostructures
de carbone élaborées par dépôt chimique en phase vapeur assistée par plasma ± PECVD en anglais
pour Plasma Enhanced Chemical Vapor Deposition ± dans l’optique de développer une source d’élec-
trons performante pour diverses applications [4, 5, 6]. Le dispositif a depuis été l’objet de nombreuses
études expérimentales, offrant une solide base de données pour sa modélisation [7, 8, 9].

L’idée de la collaboration est de mettre à profit le processus de simplification 3D/2D présenté au
chapitre 5 pour apporter un éclairage théorique aux deux défis mentionnés ± l’optimisation de l’es-
pacement du réseau et l’impact de la statistique de croissance des émetteurs ± avec pour la première
fois la considération simultanée de l’écrantage et de l’autoéchauffement. En effet, bien que de nom-
breuses études se soient penchées sur le problème de l’écrantage électrostatique dans des réseaux de
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sphère sur cylindre en 3D [10, 11, 12, 13, 14, 15], la modélisation thermique des nanostructures de car-
bone a toujours été restreinte à des émetteurs isolés en géométrie 1D ou 2D axisymétrique [16, 17, 18].

L’étude est structurée en trois parties. Nous présentons dans une première section les caractéris-
tiques de la source Thales et de ses nanostructures de carbone. Les résultats expérimentaux perti-
nents pour la modélisation y sont aussi présentés. La deuxième section se concentre sur la résolution
de l’autoéchauffement d’une nanostructure isolée. Pour saisir les spécificités de cet autoéchauffe-
ment, toute la gamme d’émission de champ thermoassisté est explorée, jusqu’au champ de précla-
quage. Fort de ces enseignements, la troisième section s’attaque enfin à l’influence combinée de la
statistique de croissance et de l’espacement du réseau sur les performances d’émission d’un échan-
tillon de 25 émetteurs, évaluées par notre algorithme 3D/2D.

6.1 Source Thales, statistique de croissance et modèle

Les travaux menés par Thales en partenariat avec l’université de Cambridge sur le développe-
ment d’une source d’électron à effet de champ basée sur l’émission depuis des nanostructures de
carbone s’étalent sur près de 20 ans. Leurs efforts se sont particulièrement concentrés sur la capacité
à produire des nanostructures de carbone les plus uniformes et verticales possibles, possédant un
fort facteur d’aspect et selon une distribution contrôlée (réseaux réguliers).

Pour y parvenir, la technologie développée se base sur la réaction décrite par Ren et al. dans leur
article de 1998 [19] d’un plasma d’acétylène et d’ammoniac avec un dépôt précurseur de nickel (Ni).
Pour contrôler la position des émetteurs, un film fin de nickel (quelques nanomètres) est d’abord dé-
posé sur le substrat de silicium puis structuré en réseau régulier de plots par gravure, typiquement
par faisceau d’électrons. Ces plots de nickel sont ensuite chauffés à 700◦C pour former des nanoparti-
cules de forme quasi-sphérique, du fait de la mouillabilité du nickel et de sa forte tension de surface.
Ces nanosphères sont ensuite utilisées comme précurseurs à la croissance des nanostructures par
PECVD (cf. Fig. 6.1). La réaction s’effectue sous un plasma soigneusement proportionné d’acétylène
(C2H2) et d’ammoniac (NH3) : l’acétylène sert de source de carbone et catalyse la formation des pa-
rois graphitiques tandis que l’ammoniac réduit l’apparition d’autres phases du carbone (amorphe ou
sp3), afin de produire une croissance sélective de nanostructures de graphite. De plus, la proportion
d’acétylène influence la forme des nanostructures obtenues. Une plus grande proportion d’acétylène
mène à des formes plus coniques (affinement du rayon au sommet).

Un autre paramètre entrant en jeu est l’amplitude du champ de gaine entre le plasma et le substrat
[20]. Ce champ de gaine est contrôlé par une tension de polarisation (bias en anglais) appliquée au
substrat. Plus le champ est important, plus la forme aura tendance à être conique. Cependant, c’est
aussi le champ de gaine qui assure la verticalité des émetteurs [7] (cf. Fig. 6.2). Sachant que la conicité
réduit le renforcement de champ, un compromis doit être trouvé pour assurer une bonne vertica-
lité tout en conservant une forme bien profilée. Concernant le renforcement de champ, la hauteur
des nanostructures est tout aussi critique. Elle peut heureusement être relativement contrôlée par le
temps de réaction du dépôt PECVD (généralement de l’ordre de la dizaine de minutes pour obtenir
des hauteurs de plusieurs micromètres).

Le dernier paramètre d’importance sur la croissance est la taille du plot précurseur de nickel,
qui détermine dans une certaine limite le rayon des nanostructures. Lorsque ces dépôts sont trop

FIGURE 6.1 ± Étapes de croissance d’un réseau de nanostructures de carbone.
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FIGURE 6.2 ± Influence de la tension de polarisation sur la verticalité et la conicité des émetteurs. (a) :
Croissance non verticale sur un substrat sans tension de polarisation. (b) : croissance verticale sur un
substrat polarisé à −V1. (c) : Croissance verticale avec un élargissement à la base dû à une tension de
polarisation −V2 plus importante. Schéma reproduit à partir de la référence [20], Fig. 5.

FIGURE 6.3 ± Influence du rayon du plot précurseur de nickel. (a) : rayon de 100 nm. (b) : rayon de
800 nm. Dans les deux cas, l’épaisseur du plot est de 7 nm (schéma du milieu). Les micrographies ont
été obtenues au microscope électronique à balayage et proviennent de la référence [5].

larges, on observe en moyenne la formation de plusieurs nanostructures à partir du même plot. Ce
paramètre peut ainsi mener à la croissance d’un réseau de fagot de nanostructures, comme l’illustre
la figure 6.3. Dans des conditions idéales, ces fagots pourraient présenter un intérêt pour la durabilité
et l’intensité de la source. En pratique toutefois, ce design n’est généralement pas recherché :

« [...]the nucleation of multiple CNs from a large catalyst is a process with a significant degree

of statistical spread in terms of number, height and diameter. [...]Thus, in order to achieve

good structural uniformity, single isolated CNs must be grown. » [7] (sous-section 2.3)

La croissance plus aléatoire dans le cas d’une nucléation multiple nuit aux performances de l’émis-
sion, comme nous le verrons par la suite.

Enfin, mentionnons aussi les travaux plus récents menés par Thales concernant diverses pistes
d’améliorations de la source par l’intégration d’électrodes supplémentaires pour le contrôle et la mo-
dulation du courant émis [21, 22].

Dans le cadre de notre étude toutefois, nous nous concentrons essentiellement sur le design origi-
nel, présenté en détail dans l’article de 2014 de Cole et al. [8] (Fig. 6.4). Ce design consiste en un réseau
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FIGURE 6.4 ± Micrographies au microscope électronique de différents arrangements. (a) : Prototype
de cathode correspondant à une puce de 1cm ×1cm gravée sur une surface centrale de 1 mm2. (b) :
visualisation du réseau d’émetteurs à la surface de la puce avec un espacement de 10 µm. (c) : réseau
avec un espacement de 5 µm. (d) : réseau avec un espacement de 2 µm. Les images proviennent de
la référence [8].

carré régulier avec un seul émetteur à chaque nœud (rayon du précurseur de nickel de 100 nm), cru
à la surface d’une cathode faisant face à une anode plane. La densité d’émetteurs (l’espacement d

du réseau) est contrôlée par la gravure initiale des plots précurseurs de nickel. L’article explore des
espacements allant de 2 à 10 µm. La bonne uniformité des émetteurs qui ressort des micrographies
de la figure 6.4 a été plus précisément quantifiée. Pour un rayon du précurseur de nickel de 100 nm,
l’article rapporte une distribution gaussienne de la hauteur et du rayon au sommet. Les émetteurs
ont une hauteur moyenne (±1σ) de 5.8 µm (±6.3%) et un rayon moyen de 24.5 nm (±4.1%), où σ est
l’écart type de la mesure statistique. Ces résultats proviennent d’une mesure au microscope électro-
nique à balayage de la géométrie de 60 émetteurs ([7], sous section 2.4, Fig. 7 et 8).

Concernant la structure même des émetteurs obtenus, des images plus précises au microscope
électronique à transmission ont été réalisées (la figure 6.5 en donne un exemple). Ces images révèlent
une structure proche des nanotubes de carbone multiparois ± MWCNTs en anglais pour MultiWal-

led Carbon NanoTubes, qui consiste en de multiples parois graphitiques orientées le long de l’axe
de l’émetteur ± et encapsule au sommet le dépôt initial de nickel (le catalyseur). Les mesures ré-
vèlent une épaisseur typiquement entre 20 et 40 feuillets de graphène. Toutefois, contrairement au
MWCNTs, les parois sont ici légèrement inclinées par rapport à l’axe de croissance (forme conique)
et exhibent des liaisons graphitiques centrales qui leur confèrent un aspect de bambou (empilement
de cônes). Ces liaisons centrales sont caractéristiques de la croissance par PECVD [23, 24]. Une étude
de dynamique moléculaire menée en 2006 par Ding et al. [25] avance que la formation de ces liai-
sons pourrait être causée par la diffusion du carbone depuis les points de contact de la particule
précurseur avec la paroi extérieure. La structure en bambou suggère alors une croissance saccadée
des émetteurs, entrecoupée de période de diffusion [26].

Par manque de temps, nous n’avons pas pu dans le cadre de cette thèse étendre notre modèle à
cette géométrie plus complexe. Nous nous limiterons dans la suite à une géométrie sphère sur cône
remplie. Ce choix a un impact considérable sur le volume des émetteurs et donc sur leur autoéchauf-
fement, ce qui limite la comparaison de nos résultats avec les mesures expérimentales. Toutefois, une
fois encore, l’intérêt de ces travaux préliminaires consiste plutôt à dégager des tendances générales.
Dans cette optique, l’utilisation d’une géométrie simplifiée permet de généraliser plus facilement nos
résultats pour la communauté des modélisateurs.

Par ailleurs, la conductivité électrique à température ambiante des nanostructures a été mesurée
entre 105 et 106 S/m [7], des valeurs comparables à celle du graphite massif. Nous avons par consé-
quent choisi de définir les propriétés matériaux des émetteurs en accord avec celle du graphite, en
reprenant les mesures expérimentales agrégées par Burchel et Pavlov dans leur chapitre d’encyclopé-
die dédié au graphite [27] (cf. annexe H).
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FIGURE 6.5 ± Structure des émetteurs de type Thales. (a) : Micrographie au microscope électronique
à transmission d’une nanostructure type Thales. Les inserts correspondent à un zoom ×2.5. (b) et (c) :
image au MEB d’éclats de nanostructures brisées, révélant leur nature creuse. Les images proviennent
de la référence [7] (in ref. Fig. 2a).

Une prise en compte plus fine des propriétés matériaux sourcées par des mesures expérimentales
exhaustives consistera en une très bonne perspective d’amélioration au même titre qu’une modéli-
sation plus réaliste de la géométrie de ces structures.

6.2 Autoéchauffement d’un émetteur typique

Les émetteurs Thales ayant été présentés, concentrons-nous maintenant sur la transcription de
leurs caractéristiques dans le cadre de notre modèle. Nous considérons dans cette section un émet-
teur isolé en graphite de géométrie axisymétrique sphère-sur-cône, schématisé sur la figure 6.6c. L’in-
fluence de la statistique de croissance étant présentée dans la prochaine section, nous fixons ici les
paramètres de l’émetteur aux valeurs expérimentales moyennes : une hauteur H = 5.8 µm et un rayon
au sommet Rs = 24.5 nm. Le facteur d’aspect vaut donc f = H/Rs = 237.

Pour ce qui est de la conicité des émetteurs, il n’y a pas eu de mesure systématique du rayon à la
base. Cependant, une évaluation sur un émetteur typique permet de déterminer un angle de l’ordre
du degré (cf. 6.6a et b), confirmant l’ordre de grandeur communiqué par Thales. On fixe ce paramètre
à α = 1◦ = 0.0175 r ad pour le reste du chapitre. Le rayon à la base de notre émetteur idéalisé vaut
alors Rb = 125 nm. Une résolution électrostatique permet de déterminer le renforcement au sommet
d’un tel émetteur : β= 158.

Précisons enfin que le graphite ne présente pas de point de fusion, mais une température de su-
blimation de l’ordre de 4000 K sous 1 atm à 20◦C qui diminue avec une pression plus faible [28] (de
l’ordre de 2000 K sous 10−5 mbar et 1600 K sous 10−9 mbar ). Cette spécificité du graphite rend déli-
cate la définition du champ de préclaquage. Cependant, comme nous allons le détailler dans la suite
de cette section, l’étude de l’autoéchauffement révèle qu’un emballement du chauffage résistif (cf.

section 3.2) rend impossible l’établissement d’un régime permanent à des températures supérieures
à 1500 K . Nous définissons en conséquence le champ de préclaquage Epb comme égal au champ seuil
Eth du déclenchement de cet emballement.

Détaillons alors l’autoéchauffement de cet émetteur suivant un protocole similaire à celui dé-
veloppé au chapitre 3, en commençant par une analyse de l’émission en régime permanent. À partir
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FIGURE 6.6 ± (a) : Zoom sur le sommet d’une nanostructure type Thales. Image au microscope élec-
tronique à balayage avec un angle de 40◦, provenant de la référence [8] (in ref. insert de la figure 3a).
(b) : Déduction approximative de l’angle α à partir de l’échelle de l’image de gauche (zoom) et de
l’angle de vue du microscope. (c) : Géométrie idéale fixée pour l’étude d’une nanostructure isolée.
Notre modèle suppose une géométrie remplie de type sphère sur cône.
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d’une recherche dichotomique du champ de seuil Eth à 0.01% près, on détermine la gamme de champ
∆E = [Emin,Eth] qui correspond à une gamme de courant ∆I = [Ith/103, Ith], où Ith est le courant émis
à Eth. On trouve Eth = 47.218 MV /m et Ith = 0.21m A. On étudie ensuite l’émission en régime per-
manent au travers des mêmes variables globales ρJ, ρN, Tmax, I et g I définies au chapitre 3 par les
équations 3.4 à 3.7. La variation de ces grandeurs sur toute la gamme ∆E est présentée sur la figure
6.8. Chaque point de donnée est le résultat en régime permanent d’une résolution 2D axisymétrique
suivant les conditions aux limites rappelées sur la figure 6.7.

Le graphique (a) montre une fois de plus que l’effet Nottingham (ρN proportionnel à I ) domine
l’échauffement à faible champ tandis qu’il s’efface devant l’effet Joule (ρJ proportionnel à I 2) en ré-
gime d’émission intense. À l’approche du champ de seuil Eth, on voit que l’effet Joule devient très
sensible à l’augmentation du champ. Cette sensibilité s’observe aussi très bien sur le graphique (b)
qui révèle une montée très abrupte de la température maximale avec le champ : la pente de la courbe
Tmax(E) au niveau de la valeur seuil de 1480 K est quasiment verticale. Au-delà de Eth, aucun nouvel
équilibre en régime permanent n’a pu être trouvé en deçà de 6000 K , ce qui peut être physiquement
interprété par la destruction thermique inévitable de l’émetteur.

Les deux derniers graphiques (c) et (d) donnent la variation du courant et de la contribution ther-
mique au courant ± l’écart g I entre I (300 K ) et I (T ). Ils offrent un constat similaire aux deux premiers
graphiques : une montée très abrupte de I (T ) et g I à l’approche du champ seuil.

En comparaison avec les émetteurs hemiellipsoïdaux en titane (chapitre 3, figure 3.7), ce compor-
tement traduit une bien plus grande sensibilité des émetteurs Thales à l’échauffement. Cette sensi-
bilité peut s’expliquer par une conductivité électrique plus faible et la combinaison d’une géométrie
plus étriquée (section transverse quasi constante) et d’une conductivité thermique moindre, favori-
sant l’emballement de l’effet Joule devant l’évacuation thermique (cf. annexe H). En conséquence, les
émetteurs Thales présentent un régime d’émission thermochamp [E1%, Eth] plus resserré qui mène
plus rapidement à une destruction thermique de l’émetteur à mesure que le champ augmente.

Pour bien comprendre l’instabilité qui apparait au-delà de Eth, détaillons l’évolution temporelle
de l’autoéchauffement. La figure 6.9 montre l’évolution à Eth = 47.218 MV /m et à Eth+δ= 47.223 MV /m,
avec δ= 5 kV /m de sorte que δ/Eth ∼ 0.01%. Après une montée en tension sur les premières nanose-
condes rappelé par le graphique (a), on observe sur les graphiques (b), (c) et (d) une évolution indis-
cernable de chaque grandeur jusqu’à t ∼ 4 µs. Au-delà de 4 µs, on voit que la température à Eth tend
vers un équilibre à 1480 K , tandis qu’elle diverge avec une pente quasiment verticale à Eth +δ. On
observe le même comportement sur le graphique (c) pour les grandeurs de chauffage PJ, PN, Pϑ. Si
l’on regarde plus attentivement le graphique (c) autour de 4−5 microsecondes, on voit que c’est pour
le chauffage Joule (courbes rouges) que la courbe à Eth+δ (marqueurs +) se distingue en premier de la
courbe à Eth (marqueurs carrés). Ce détail témoigne de l’enclenchement d’un emballement de l’effet
Joule. La montée en température qui en résulte cause par la suite un accroissement de l’évacuation
thermique (Pϑ) et de l’évacuation par effet Nottingham (PN devenu négatif) mais qui restent insuffi-
sants pour stabiliser l’emballement résistif. Ce constat est confirmé par le graphique (d) qui montre
un chauffage net Q̇ =PJ +PN +Pϑ positif, qui diverge au-delà de 7 µs. Cet emballement est similaire
à celui détaillé au chapitre 3 (sec. 3.2) pour un émetteur hemiellipsoïde de tungstène (cf. figure 3.13).

Deux différences sont en revanche à noter. Premièrement, les lignes en tiret vertes du graphique
(b) indiquent que lorsque l’emballement a lieu, la température d’inversion a été dépassée pour une
partie de la surface d’émission, mais pas encore au sommet (la température d’inversion diminue avec
le champ local F ). Deuxièmement, on ne trouve pas ici de nouvel équilibre pour des températures
raisonnables au-delà du champ seuil (i.e., ∆Tmax →∞). Il n’y a donc pas ici de bistabilité d’inversion
Nottingham.

Nous avions déjà observé ce type d’emballement au cours de travaux exploratoires sur des géo-
métries d’émetteurs Thales, mais avec les conductivités et le travail de sortie du titane et du tungs-
tène. Ainsi, au-delà de l’influence certaine de la plus faible conductivité électrique du graphite sur
l’emballement (cf. figure H.1), l’explication principale de ces différences (en particulier l’absence de
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3.4 à 3.7 sur la gamme ∆E = [Emin, Eth]. (a) : Variation des chauffages Joule et Nottingham moyen-
nés sur le volume. Le schéma en insert rappelle la géométrie de l’émetteur. (b) : Augmentation de la
température maximale Tmax à l’intérieur de l’émetteur. (c) : Variation du courant émis sans et avec la
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FIGURE 6.10 ± Distribution de la densité de flux de chaleur Nottingham ΦN , de la densité volumique
de chauffage Joule j 2/σ et de la température au voisinage du sommet de l’émetteur. Les flèches et
lignes de courant illustrent la direction du flux de chaleur, mais ne sont pas proportionnelles à son
amplitude et sont données à titre indicatif. La croix blanche indique la position de la température
maximale. (a) : Carte en régime permanent à Eth. (b) : Cartes en régime transitoire à Eth +δ au temps
(b1) : t = 7.5 µs, (b2) : t = 8.0 µs, (b3) : t = 8.2 µs et (b4) : t = 8.4 µs. (c) : Échelles communes de
couleur pour chaque grandeur. L’écart en température entre deux isothermes successives est de 10 K .
L’écart en densité de puissance entre deux isolignes successives et de 0.01W /µm3.



6.2. Autoéchauffement d’un émetteur typique

bistabilité) est à aller chercher dans la géométrie : la combinaison d’une géométrie sphère sur cône et
d’un très fort facteur d’aspect donne une variation très faible de la section transverse le long de l’axe
de l’émetteur. En conséquence, la proportion du volume de l’émetteur qui contribue au chauffage
résistif est beaucoup plus importante que dans le cas des émetteurs hémiellipsoïdaux.

Pour appuyer ce propos, la figure 6.10 montre les distributions en température T , chauffage résis-
tif volumique j 2/σ, et densité surfacique de flux de chaleur Nottingham ΦN pour Eth et Eth +δ à dif-
férents instants. Là où le chauffage résistif diminuait de plus de deux ordres de grandeur sur 200 nm

pour les émetteurs hemiellipsoïdaux (cf. figure 3.4), il est beaucoup plus homogène sur les graphiques
de la figure 6.10. À partir de la valeur au sommet et sachant que l’écart entre deux isolignes succes-
sives vaut 0.01 W /µm2, on peut par exemple évaluer une diminution de 0.18 à 0.06 W /µm3 sur la
graphique (a) et de 0.42 à 0.19 W /µm3 sur le graphique (b4) entre la valeur à 5.8 µm et celle à 5.6 µm :
une diminution d’un facteur 2 à 3 sur 200 nm. Ce constat est bien lié à la très faible variation de la
section transverse le long de l’axe de l’émetteur. Dans le cas extrême d’une géométrie sphère sur cy-
lindre (α = 0), le chauffage Joule ne varierait que dans le chapeau sphérique de l’émetteur et serait
constant dans toute la tige.

Ainsi, l’effet Joule est dominant à l’approche du champ seuil et l’autoéchauffement n’est pas ra-
lenti par un effet Nottingham refroidissant. On peut vérifier ce propos sur le graphique (a) de la figure
6.8 qui indique que l’effet Nottingham est encore globalement chauffant (ρN ∼ 1mW /µm3), et envi-
ron 10 fois plus faible que l’effet Joule (ρJ ∼ 10mW /µm3). Lorsque l’emballement s’enclenche, ni la
rétroaction négative de l’effet Nottingham avec la température ni celle de la dissipation thermique ne
parviennent à freiner l’emballement de l’effet Joule (boucle de rétroaction positive de la température
sur le chauffage résistif). Pour reprendre le formalisme développé à la sous-section 3.2.4, les para-
mètres de l’émetteur Thales semblent ici fortement favoriser

∣
∣∂TPJ

∣
∣ aux dépens de |∂TPN| et |∂TPϑ|.

Pour étayer ce constat, on peut suivre le passage à un effet Nottingham refroidissant sur les gra-
phiques (b1), (b2), (b3) et (b4) de la figure 6.10. Au temps t = 7.5 µs (graphique b1), la température
maximale a atteint 1586 K et on voit apparaitre le refroidissement Nottingham sur notre échelle de
couleur (les lignes de courant blanches mettent en évidence l’évacuation d’une partie de la chaleur à
la surface émissive). Cette tendance s’intensifie à t = 8 µs (graphique b2) et à t = 8.2 µs (graphique b3)
la température maximale Tmax = 1780 K a finalement dépassé la température d’inversion au sommet,
TN = 1770 K . En conséquence, la température maximale se retrouve 24 nm en dessous du sommet
(croix blanche). L’enfoncement du maximum s’accélère à mesure que l’augmentation de la tempéra-
ture et du courant renforce le refroidissement Nottingham. À t = 8.4 µs (graphique b4) la température
maximale est située à 5.65 µm. En revanche, elle ne s’écarte de la température au sommet Ta que
d’environ 70 K . Ce faible gradient de température (à comparer à celui de la figure 3.11b) témoigne
d’un refroidissement Nottingham trop faible pour ralentir l’emballement de l’effet Joule.

Les courbes de la figure 6.11 permettent de suivre de manière plus quantitative la suite de l’em-
ballement au delà de 8.4 µs. Ces courbes montrent l’évolution du profil de température au centre
de l’émetteur le long de l’axe z. En moins d’un dixième de microseconde, on voit que l’enfoncement
du maximum de température se poursuit mais s’accompagne d’une accélération de l’échauffement,
et non d’un ralentissement : la rétroaction positif de l’effet Joule l’emporte et l’instabilité n’est pas
amortie.

À t = 8.49 µs, la température maximale dépasse 4000 K et se retrouve environ 400 nm en des-
sous du sommet. On peut interpréter se résultat par la dislocation de l’émetteur à la position zbr ±
indexé « br » pour breaking en anglais. Ce type de dislocation a d’ailleurs déjà été observé expérimen-
talement [29] et des travaux de modélisation ont montré comment l’enfoncement du maximum de
température dans la tige du fait du refroidissement Nottingham en surface pouvait expliquer cette
observation [30, 18]. En revanche, ces travaux se sont limités à des recherches autocohérentes de so-
lutions stationnaires de l’autoéchauffement. Notre étude temporelle permet de suivre l’évolution de
l’autoéchauffement et ainsi de mettre en évidence un comportement instable du chauffage résistif
au-delà d’une valeur seuil.

Toutefois, l’intérêt de cette section était essentiellement de comprendre le comportement ther-
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FIGURE 6.11 ± Evolution au cours de l’emballement résistif du profil axial de température T (z) à Eth+
δ. La comparaison avec le profil en régime permanent à Eth (courbe dorée en tiret) montre comment
le dépassement du champ seuil mène à un emballement thermique qui provoque la destruction de
l’émetteur.

mique des émetteurs à l’approche de leur champ de préclaquage pour mieux pouvoir étudier ensuite
les performances d’un réseau d’émetteurs. Nous ne nous étendons donc pas plus sur l’analyse fine
de l’instabilité et tournons maintenant notre attention sur l’influence de la statistique de croissance.

6.3 Effet de la statistique de croissance sur la performance de l’émission

6.3.1 Statistique de croissance et échantillonnage

Maintenant que nous avons compris le mécanisme de destruction prématurée des émetteurs
Thales, nous allons pouvoir nous intéresser aux performances d’émission d’un réseau entier. La com-
préhension de la destruction thermique d’un émetteur va nous permettre d’étudier les performances
limites du réseau, et de les comparer en fonction de l’espacement et de la statistique du réseau.

Considérons pour commencer la statistique de croissance indiquée par les mesures expérimen-
tales de Teo et al. [7, 8] : H = 5.8 µm ±6.3% et Rs = 24.5 nm ±4.1%. Hauteur et rayon étant supposés
être distribués normalement et de manière non corrélée, on peut déterminer la propagation au pre-
mier ordre de cette fluctuation sur le facteur d’aspect :

f =
H

Rs
d’où 〈 f 〉 =

〈H〉
〈Rs〉

et
σ f

f
=

√
(
σH

〈H〉

)2

+
(
σRs

〈Rs〉

)2

(6.1)

Le facteur d’aspect devrait donc être lui aussi distribué selon une gaussienne centré sur f = 237
(±7.5%).

Pour des raisons de temps de calcul et pour pouvoir explorer aisément une large gamme de pa-
ramètres avec la puissance de calcul d’un ordinateur personnel, nous avons choisi de limiter notre
étude à un réseau de 25 émetteurs présenté sur le schéma de la figure 6.12. Des conditions aux li-
mites de symétrie miroir sur les faces latérales du domaine de simulation situées à une distance d/2
des bords du réseau permettent de simuler un réseau infini. Ce type de conditions aux limites main-
tient toutefois un autre biais pour les émetteurs des bords qui font alors face à des émetteurs qui leur
sont identiques. Il faut admettre ici que l’habitude d’avoir travaillé jusqu’ici avec des émetteurs iden-
tiques a occulté l’idée plus pertinente d’utiliser de véritables conditions aux limites périodiques, ce
qui devra être corrigées pour les études futures. Par ailleurs, ces 25 émetteurs représentent un petit
échantillon, nécessairement biaisé par rapport à la distribution exacte.

Les histogrammes de la figure 6.13 indiquent les distributions effectives en hauteur, rayon et fac-
teur d’aspect par rapport aux distributions exactes (courbes rouges). On voit que si la distribution en
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FIGURE 6.12 ± Schéma du réseau 5×5 avec statistique de croissance. Les traits discontinus rappellent
que les conditions aux limites simulent un réseau infini (symétrie miroir sur les faces latérales du
domaine de simulation à une distance d/2 du bord du réseau). Les émetteurs sont ici à l’échelle. Le
schéma de numérotation est donné par l’indication d’une partie des numéros.
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FIGURE 6.13 ± Histogrammes de la répartition en hauteur (a) et en rayon (b) des 25 émetteurs tirés
au hasard à partir des distributions en rouges. (c) : histogramme pour la distribution du facteur d’as-
pect. La distribution en rouge est déduite en combinant celles sur la hauteur et le rayon (Eq. 6.1). Les
densités de probabilités continues (courbes rouges et grises) sont mises à l’échelle par égalité de leur
intégrale avec celle de l’histogramme.
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FIGURE 6.14 ± Distribution du renforcement de champ des 25 émetteurs pris chacun de manière
isolée (absence d’écrantage).

rayon est plutôt bien représentative, la distribution en hauteur est légèrement biaisée vers des hau-
teurs plus élevées (avec une moyenne de 6.0 µm au lieu de 5.8 µm). Ce léger biais se répercute sur le
facteur d’aspect qui est alors en moyenne légèrement augmenté : 247 au lieu de 237. Bien que ces dé-
tails ne modifient pas les tendances globales que nous allons analyser dans la suite, il est intéressant
de les avoir à l’esprit, notamment dans une optique de comparaison à un réseau d’émetteurs tous
identiques qui suivraient la géométrie moyenne.

Une première série de simulations électrostatique des 25 émetteurs pris individuellement révèle
sur la figure 6.14 une distribution en renforcement de champ au sommet qui suit celle du facteur d’as-
pect, avec une valeur moyenne de 164, légèrement au-dessus du renforcement de l’émetteur moyen
(H = 5.8 µm et Rs = 24.5 nm) qui valait 158.

Un renforcement de champ différent pour chaque émetteur signifie une gamme d’émission dif-
férente. Les émetteurs avec le plus fort renforcement de champ émettront les premiers, mais seront
aussi les premiers sujets à l’autoéchauffement. Si l’on veut éviter toute destruction thermique (qui
pourrait éventuellement compromettre le vide d’une source scellé, ou endommager les émetteurs
voisins), la tension d’opération de la source doit être limitée à la plus faible des tensions de claquage
de chaque émetteur. À cette tension cependant, tout les émetteurs ne seront pas en mesure d’émettre
un courant significatif. Par ailleurs, dans les réseaux denses d’émetteurs, ce phénomène est amplifié
par l’écrantage, qui sera plus ou moins fort pour chaque émetteur en fonction des paramètres des
émetteurs voisins. Une source supplémentaire d’aléas dans la distribution effective du renforcement
de champ.

6.3.2 Accroissement de la dispersion avec la densification du réseau

Dans l’article de Cole et al. de 2014 [8], l’émission de différents réseaux est mesurée expérimen-
talement, avec des espacements allant de 1 à 10 µm. En particulier, l’article compare ensuite la dis-
tribution de renforcement de champ entre deux réseaux d’espacement 2µm et 10 µm. Dans le cas
de notre réseau infini avec une statistique échantillonnée sur 25 émetteurs, on obtient un résultat
similaire, présenté sur la figure 6.15 : la valeur moyenne du renforcement de champ est environ trois
fois plus petite avec un espacement de d = 2 µm. Pour ce qui est de l’étalement statistique, la largeur
à mi-hauteur est légèrement plus petite à d = 2 µm : 29.4 contre 32.9 à d = 10 µm. La distribution à
d = 2 µm peut alors paraitre plus resserrée, mais il faut faire attention : c’est l’écart relatif du renforce-
ment de champ et non l’écart absolu qui va jouer un rôle déterminant dans la répartition du courant
entre émetteurs.

La figure 6.16 montre que si l’on centre et réduit la distribution en renforcement de champ, on
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concorde avec l’axe des ordonnées du premier graphique.



6.3. Effet de la statistique de croissance sur la performance de l’émission

enceinte

Vvac =Vapp

~F ·~n =

Vapp

Dgap
= E

~F ·~n = 0~F ·~n = 0

d

Lz

z = 0

−Lx Lx

FIGURE 6.17 ± Conditions aux limites pour la résolution 3D électrostatique visualisée le long d’une
coupe 2D selon l’axe x. Le schéma n’est pas à l’échelle.

Cathode :

Equation de la chaleur

Conservation de la charge

− temporel −

Interface : Emission de champ

F2D

~φ ·~n =ΦN (F2D,T,ϕ)
~j ·~n =J (F2D,T,ϕ)

~φ ·~n = 0
~j ·~n = 0

T = 300K , Vcat =Vapp

H

0

Lcat

0 Lr

r

axe de symétriez

FIGURE 6.18 ± Conditions aux limites de la résolution 2D axisymétrique de l’autoéchauffement de
chaque émetteur.

obtient une largeur à mi-hauteur pour d = 2 µm beaucoup plus grande (σ = 25%) qu’à d = 10 µm

(σ = 9.32%). L’explication de ce résultat est le suivant : la densification du réseau accroit l’écran-
tage et favorise donc cette source supplémentaire d’aléatoire. Le renforcement de champ effectif de
chaque émetteur devient de plus en plus dépendant de ses voisins et il a une probabilité aléatoire de
se retrouver à côté de voisins plus grands ou plus petits que lui, ce qui accroit in fine la dispersion
statistique.

Pour évaluer les conséquences sur l’émission d’une dispersion plus grande du renforcement de
champ, il faut calculer l’émission du réseau. Pour réaliser cela, on utilise notre algorithme de simula-
tion 3D/2D (cf. figure 5.7). L’électrostatique est d’abord résolue pour les 25 émetteurs en 3D avec l’es-
pacement d choisi et les conditions aux limites rappelées sur la figure 6.17. Dans un second temps,
on détermine le champ F 2D

i
équivalent à la surface de l’émetteur n°i et on le donne en entrée d’une

simulation 2D axisymétrique avec les conditions aux limites rappelées sur la figure 6.18, et ce pour
chacun des 25 émetteurs. On parvient ainsi à résoudre en moins d’une demi-heure 1 l’émission et
l’autoéchauffement de tout le réseau, là où la puissance de calcul d’une station de travail actuelle est
insuffisante pour un calcul 3D complet.

Les graphiques supérieurs de la figure 6.19 montre l’évolution de la température des 25 émetteurs

1. En imposant 3000 élements à la surface des hémisphères de chaque émetteur pour le maillage, on obtient un com-
promis entre précision et puissance de calcul requise et on parvient à résoudre l’électrostatique en une dizaine de minute
environ. La résolution 2D étant bien moins exigeante, on peut facilement limiter le temps de calcul à une trentaine de
secondes par émetteur tout en conservant une très bonne précision.
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FIGURE 6.19 ± Graphiques supérieurs : Augmentation avec le champ appliqué de la température
maximale des 25 émetteurs jusqu’au champ limite, le champ d’occurrence de la première destruction
thermique. Graphiques inférieurs : Répartition du courant total entre les émetteurs au champ limite.
Les couleurs attribuées à chaque émetteur sont cohérentes entre les graphiques. (a) : Espacement du
réseau d = 10 µm. (b) : Espacement du réseau d = 2 µm.



6.3. Effet de la statistique de croissance sur la performance de l’émission

jusqu’au champ limite Elim (première destruction thermique), tandis que les graphiques inférieurs
donnent la contribution relative au courant des 25 émetteurs à Elim. À d = 10µm, l’écrantage est faible
et n’a aucun effet visible sur la dispersion du renforcement de champ (cf. Fig. 6.16). Les graphiques
6.19a nous renseignent donc sur l’effet isolé de la statistique de croissance. Les graphiques 6.19b
en revanche correspondent à un espacement du réseau de d = 2 µm pour lequel on a montré que
l’écrantage accroit nettement la dispersion du renforcement de champ. Rappelons que pour les deux
valeurs d’espacement, les 25 émetteurs sont inchangés (l’aléatoire est fixé après le tirage initial).

Dans les deux cas, on voit que l’émission est dominée par trois émetteurs, les numéros 9, 10 et 12
qui présentent globalement les facteurs d’aspect les plus grands. Deux différences valent toutefois la
peine d’être notées.

Ð Premièrement, ce n’est pas le même émetteur qui contribue le plus au courant total dans les
deux configurations. À d = 10 µm, l’ordre de contribution des émetteurs respecte le classement
de leur facteur d’aspect : f10 = 316, f9 = 300, et f12 = 278. À d = 2 µm, cet ordre se retrouve bou-
leversé, témoignant de l’aléatoire supplémentaire induit par l’écrantage. En particulier, l’émet-
teur n°10 se retrouve dernier des trois à cause d’un écrantage plus important. Si cela pouvait
être parfaitement lié au hasard, ce cas particulier est en fait biaisé ici puisque l’émetteur n°10
est un émetteur de bord. À cause de notre choix peu avisé de conditions aux limites miroir
au lieu de véritables conditions périodiques, l’émetteur 10 se retrouve donc face à lui-même
alors qu’il aurait pu avoir une chance de se retrouver devant un émetteur plus petit, et subir en
conséquence un écrantage moindre.

Ð Deuxièmement, les trois émetteurs contribuent pour 58% du courant à d = 10 µm, indiquant
une contribution non négligeable des autres émetteurs. On voit d’ailleurs sur le graphique de
la température que plusieurs autres émetteurs ont déjà commencé à chauffer à Elim et sur le
graphique du courant que plus d’une dizaine d’émetteurs ne sont pas trop loin d’une contri-
bution de 4%, attendue pour un réseau d’émetteurs identiques. Avec l’espacement de 2 µm en
revanche, l’accroissement de la dispersion du renforcement de champ se fait clairement sentir
puisque les 22 émetteurs restants se partagent précisément la contribution que l’on attendrait
d’un seul émetteur dans le cas d’un réseau identique (4%).

L’avantage d’une contribution mieux répartie à d = 10 µm est un courant total plus important
(Itot = 0.46 m A contre 0.29 m A à d = 2 µm) pour un champ appliqué plus simple à atteindre (Elim =
40.4 MV /m contre 96.8 MV /m à d = 2 µm). En revanche, si la tension d’allumage plus élevée n’est
pas un souci, mais que l’on veut maximiser la densité de courant macroscopique

J =
Itot

25d 2
, (6.2)

alors la configuration à d = 2 µm est plus intéressante.

En fait, une étude plus détaillée de la densité de courant macroscopique en fonction du champ
et de la distance (figure 6.20) montre que l’on gagne toujours à densifier le réseau si on n’a aucune
contrainte sur le champ que l’on peut appliquer 2. La figure ne montre pas comment évolue l’émis-
sion juste après Elim puisqu’il faudrait pour cela préciser les conséquence de la destruction thermique
d’un émetteur. En particulier, savoir quelle est la forme résiduelle de l’émetteur après destruction, et
si cette destruction impacte les émetteurs voisins. Ces deux questions nécessiteraient une réponse
expérimentale, qui risquerait par ailleurs de dépendre de l’espacement du réseau. Il faudrait ensuite
que notre modèle recalcule l’électrostatique post-destruction pour pouvoir poursuivre le calcul de
l’autoéchauffement, et ce à chaque destruction. Une telle étude contribuerait à mieux prévoir la du-
rabilité de la source d’électrons et représente de ce fait une piste intéressante pour des travaux futurs.

Enfin, le graphique (b) de la figure 6.20 souligne l’évaluation assez peu précise de Elim en montrant
que la température maximale atteinte au champ limite fluctue d’une centaine de degrés en fonction

2. Dans les faits cependant, plus le champ global est élevé dans les situations expérimentales, plus il est probable qu’un
détail expérimental non pris en compte par le modèle enclenche un claquage selon un des multiples scénarios décrit au
chapitre 1, sous section 1.3
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FIGURE 6.20 ± Influence de l’espacement du réseau sur la caractéristique courant-tension jusqu’au
champ limite Elim, indiqué par les lignes grises en tiret. Les deux axes sont en échelles log. (a) : Varia-
tion de la densité de courant macroscopique J avec le champ appliqué E (cf. Eq. 6.2). (b) : augmen-
tation avec le champ de la température la plus élevée parmi les 25 émetteurs.
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FIGURE 6.21 ± Influence de l’amplitude de la statistique de croissance sur la caractéristique courant-
tension à d = 2 µm et d = 10 µm. Plus précisément, J est la densité de courant macroscopique
(Eq. 6.2) et l’écart type de référence pour la hauteur et le rayon valent respectivement σH = 6.3% et
σRs

= 4.1%.

de la distance. Ce détail induit une certaine incertitude qui n’a pas pu être proprement quantifiée ici,
mais qu’il faut garder à l’esprit pour la comparaison des valeurs de J au champ limite. Ce point pour-
rait être amélioré en employant une recherche dichotomique du champ limite plutôt qu’un simple
échantillonnage fixe du champ E .

6.3.3 Intérêt de la reproductibilité des émetteurs

Finissons ce chapitre en nous penchant sur l’influence directe de la dispersion de la statistique de
croissance. Nous considérons pour ce faire deux nouveaux tirages de 25 émetteurs, respectivement
avec une dispersion accrue et réduite :

Ð Pour le premier tirage, l’écart type sur la hauteur et le rayon sont augmentés d’un facteur 2,
σH = 12.6% et σRs

= 8.2%.

Ð Pour le second tirage, l’écart type sur la hauteur et le rayon sont réduits d’un facteur 2, σH =
3.15% et σRs

= 2.05%.

La figure 6.21 montre la conséquence de ces changements sur la densité de courant macrosco-
pique pour les cas d’un réseau d’espacement d = 10 µm et d = 2 µm. Dans les deux cas, réduire
la dispersion géométrique des émetteurs permet d’obtenir un meilleur courant limite, au prix d’un
champ d’allumage plus important. Le premier point s’explique par la contribution d’un plus grand
nombre d’émetteurs à l’émission au champ limite. Le deuxième point traduit un facteur d’aspect
maximal plus petit : maxN ( f ) = 273 pour σ/2 contre maxN ( f ) = 421 pour σ×2.

Par ailleurs, si l’on compare cette tendance entre les deux espacements, on remarque que la ré-
duction de la dispersion à d = 2 µm donne un gain en courant moindre et une augmentation du
champ d’allumage plus importante qu’à d = 10 µm. Cela suggèrerait que réduire l’amplitude de la
statistique de croissance est moins bénéfique pour les réseaux denses qu’elle ne l’est pour les ré-
seaux espacés. Vues sous un autre angle, les tendances de la figure 6.21 (flèches en pointillé de faible
opacité) semblent indiquer l’existence d’un compromis entre densité de courant macroscopique et
tension d’allumage qui correspondrait soit à un réseau très dense d’émetteurs très variables, soit à un
réseau bien espacé d’émetteurs très reproductibles.

Pour confirmer cette suggestion, considérons la variation de la densité de courant Jlim au champ
limite avec l’espacement du réseau montré sur la figure 6.22. En comparant les courbes à σ× 2, σ
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FIGURE 6.22 ± Variation de la densité de courant macroscopiqueJ avec l’espacement du réseau pour
différentes amplitudes de statistique de croissance. Le graphique inférieur renseigne l’écart relatif de
la courbe à σ/2 (en rouge) et de la courbe à σ×2 (en bleu) avec la courbe de référence à σ (en violet).

et σ/2 avec la courbe obtenue pour un réseau idéal d’émetteurs parfaitement identiques (σ= 0), on
voit qu’améliorer la reproductibilité des émetteurs est en effet plus avantageux pour les réseaux es-
pacés que pour les réseaux denses. Pour quantifier cette assertion, le graphique inférieur indique que
réduire d’un facteur 2 la dispersion géométrique offre un gain d’un facteur 3 sur Jlim à d = 10 µm

tandis que ce gain tombe à un facteur 1.5 à d = 0.5 µm. Ces résultats viennent appuyer les efforts
faits par Thales pour contrôler autant que possible la statistique de croissance de ses émetteurs dans
une optique de produire une source d’électron basée sur des réseaux réguliers peu denses de nano-
structures, là où d’autres ont pris la direction des réseaux très denses et désordonnés de nanofils de
carbone [31, 32] ou d’autres matériaux [33, 34, 35].

Cependant, s’il est facile d’ajouter la division d’une variable par deux dans un code de modélisa-
tion, améliorer la reproductibilité des émetteurs au cours du processus de croissance n’est pas une
chose aisée. Malgré les bonnes performances obtenues à cet égard par les émetteurs Thales, la crois-
sance par PECVD reste un processus hautement variable et il est certainement utopique d’espérer
atteindre la reproductibilité parfaite. En ce sens, une solution alternative pourrait être l’intégration
d’un contrôle individuel, actif ou passif, de la tension de chaque émetteur. Une possibilité serait par
exemple de faire croitre les nanostructures de carbone directement sur des plots de raccordements,
disposés à la surface d’une couche de résistance de ballast pour homogénéiser l’émission [36, 37].
Une autre possibilité envisagée par Thales dès le début des années 2000 consiste à faire croitre les
émetteurs directement sur un saturateur de courant : une diode NIN qui consiste en une couche
semi-isolante prise en sandwich entre deux couches négativement doppées de GaAs, le tout se com-
portant comme une faible résistance à faible champ et limitant drastiquement le nombre de porteur
de charge au delà d’un champ seuil (saturation du courant) [38].

Dans cette direction, il serait tout à fait envisageable d’adapter notre modélisation pour intégrer
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ces spécificités et ainsi continuer à dégager les grandes tendances qui pourraient préparer le terrain
à de futures améliorations concrètes.

6.4 Conclusion

En se basant sur les mesures expérimentales de la géométrie des nanostructures développées
par Thales, nous avons montré l’intérêt de notre algorithme de simulation 3D/2D pour mener des
études poussées, combinant prise en compte des interactions électrostatiques en 3D et suivi de l’au-
toéchauffement des émetteurs.

La possibilité de suivre l’échauffement en 2D permet une analyse fine de son évolution tempo-
relle. Nous avons ainsi pu proprement caractériser la transition des nanostructures vers un régime
d’émission thermochamp s’achevant par une destruction thermique prématurée causée par l’em-
ballement de l’effet Joule.

En fixant ensuite le champ limite de nos analyses juste avant destruction, nous avons pu com-
parer l’influence de la statistique de croissance sur les performances de l’émission. Une étude atten-
tive de la montée en tension a montré que la dispersion des paramètres géométriques des émetteurs
réduisait les performances de la source en concentrant l’émission sur quelques nanostructures ca-
pables d’émettre à un champ plus faible, car mieux profilées.

Grâce à la simplicité de notre algorithme 3D/2D, nous avons pu poursuivre l’analyse de la statis-
tique de croissance pour différents espacements de réseau. Nos résultats ont montré que le bénéfice
d’une bonne reproductibilité des émetteurs sur le courant était bien moindre pour les réseaux très
denses que dans le cas des réseaux espacés limitant l’écrantage. Ce constat est venu confirmer l’in-
térêt d’opposer généralement deux types de FEA bien distincts : d’un côté les réseaux très denses
d’émetteurs à géométrie très variable et de l’autre les réseaux bien espacés limitant l’écrantage entre
des émetteurs très similaires.

De manière intéressante, nos résultats suggèrent que le stéréotype de ces deux types de réseau
(très dense avec une forte dispersion géométrique versus bien espacé avec une bonne reproductibi-
lité) pourrait in fine converger vers une caractéristique courant-tension assez similaire.

Perspectives

Comme mentionné à quelques reprises au cours de ce chapitre, les résultats présentés ont été
obtenus en fin de thèse, dans un temps assez limité. De nombreuses pistes d’améliorations peuvent
donc être envisagées pour consolider les conclusions obtenues :

Ð Concernant la modélisation thermique des émetteurs, plusieurs études théoriques se sont in-
téressées aux propriétés plus spécifiques des semi-conducteurs et en particulier des nanotubes
de carbone [16, 17, 18]. Intégrer ces spécificités tout en conservant l’avantage d’une résolu-
tion temporelle fine permettrait de se rapprocher des mesures expérimentales. Dans la même
direction, prendre le temps de mieux simuler la géométrie creuse des nanostructures Thales
pour bien rendre leur volume aurait certainement un impact non négligeable sur les prédic-
tions thermiques, de même qu’une étude dédiée à l’influence de la conicité des émetteurs sur
l’échauffement.

Ð Concernant l’étude de la statistique de croissance, il faudrait consolider les résultats soit en les
répétant sur plusieurs tirages aléatoires de 25 émetteurs, soit en modélisant directement un
plus grand échantillon (ce qui requerrait alors une gestion plus performante de la résolution
3D électrostatique, relativement gourmande en puissance de calcul pour un très grand nombre
d’émetteurs). Dans les deux cas, il faudra alors veiller à intégrer de véritables conditions aux
limites périodiques pour s’affranchir du biais d’écrantage des émetteurs de bord. Enfin, une
mesure statistique du rayon à la base des nanostructures permettrait d’intégrer cette varia-
tion supplémentaire (dont l’impact sur l’échauffement plus que sur le renforcement de champ
pourrait avoir un effet non négligeable).
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« Une seule partie de la physique occupe la

vie de plusieurs hommes, et les laisse

souvent mourir dans l’incertitude. »

Voltaire
(Éléments de la philosophie de Newton −

1738)

Ce travail de thèse s’est concentré sur l’autoéchauffement de micro/nanostructures idéalisées in-
duit par l’émission d’électrons par effet de champ.

Une large partie de sa contribution consiste en une analyse de résultats de modélisation visant à
améliorer la compréhension des mécanismes à l’œuvre au cours de l’autoéchauffement. L’autre par-
tie restante réside dans la mise en application de cette compréhension pour obtenir des prédictions
plus concrètes.

Pour bien cadrer la portée des résultats présentés, il a été jugé nécessaire de rappeler en détail
au chapitre 2 la physique et les hypothèses sous-jacentes du modèle et d’exposer ses avantages par
rapport à d’autres travaux théoriques tout en précisant ses limites.

Si la pure émission de champ ne nécessite que la résolution de l’électrostatique pour déterminer
l’amplitude de l’effet de pointe à la surface des émetteurs, l’autoéchauffement constitue un problème
multiphysique plus complexe. Une première étude temporelle au chapitre 3 pour le cas particulier
de deux émetteurs de taille différente différente a ainsi été l’occasion d’insister sur l’importance des
rapports de surface sur volume dans la contribution relative des effets Joule et Nottingham et leur
compétition dans le temps avec l’évacuation thermique. Nous avons montré que plus l’échelle des
émetteurs est petite, plus l’évacuation thermique stabilise rapidement l’échauffement résistif, confir-
mant l’intérêt de réduire au maximum la taille des rugosités de surface pour améliorer la tenue haute
tension des électrodes.

Fixant ensuite la hauteur des émetteurs, nous avons quantifié la contribution thermique au cou-
rant sur une large gamme de champ. Cette étude a permis de mettre en perspective l’influence de
la température sur le courant à travers le cas particulier d’émetteurs hemiellipsoïdaux de différents
facteurs d’aspect : sur toute la gamme de paramètres explorée, la température est clairement apparue
comme un paramètre de second ordre devant le champ électrique. Toutefois l’intérêt de la modélisa-
tion thermique réside bien plus dans la capacité à prévoir le champ limite au-delà duquel l’intégrité
de l’émetteur n’est plus assurée. En accord avec l’état de l’art sur le sujet, cette limite a été assimilée
au champ au-delà duquel la température dépasse le point de fusion de l’émetteur. La définition de
ce champ de préclaquage offre un critère efficace et autocohérent pour étudier l’influence limite des
effets thermiques sur l’émission.

En explorant ainsi systématiquement l’intégralité du régime d’émission thermochamp jusqu’au
point de préclaquage, on a pu mettre à jour pour les métaux réfractaires une transition discontinue
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entre deux types d’équilibre au passage d’une valeur de champ seuil. Cette discontinuité est liée à la
rétroaction positive de la température sur l’effet Joule qui, dès lors qu’elle l’emporte sur la rétroac-
tion négative de la température sur l’effet Nottingham et la dissipation thermique, permet l’enclen-
chement d’une instabilité thermique : c’est l’emballement du chauffage résistif. L’observation d’une
bistabilité nécessite cependant que la rétroaction négative mentionnée plus haut finisse par l’empor-
ter à nouveau et permette l’amortissement dans le temps de cet emballement. C’est ce que permet
l’enfoncement du maximum de température par le passage à un effet Nottingham suffisamment re-
froidissant, raison pour laquelle nous proposons d’appeler ce mécanisme la bistabilité d’inversion
Nottingham. Par ailleurs, une étude paramétrique a montré qu’une augmentation de la conductivité
thermique accroit la discontinuité (favorise l’enclenchement de l’instabilité et/ou réduit son amortis-
sement). Réduire l’autoéchauffement de l’émetteur à un problème 1D (voire 0D) pourrait permettre
d’expliciter analytiquement ce comportement, contre-intuitif au premier abord. L’étude d’une confi-
guration simplifiée constitue par ailleurs une perspective pertinente pour approfondir les modalités
de cette bistabilité qui n’avait jusqu’ici jamais été mise en évidence.

En parallèle, l’étude de l’autoéchauffement à des températures particulièrement élevées a ré-
vélé dans certains cas une élévation notable de la température de la cathode autour de la base des
émetteurs. Dans le cadre de l’émission depuis une assemblée d’émetteurs proches les uns des autres
(comme c’est le cas pour les réseaux d’émetteurs à effet de champ ou pour une surface rugueuse
présentant plusieurs sites émissifs proches), cette élévation de température à la base pourrait per-
mettre un couplage thermique participant à accroitre l’échauffement des émetteurs. Cette hypothèse
a été explorée et quantifiée au chapitre 4 par le biais de simulations 3D. Les résultats ont montré
la possibilité d’un couplage thermique contribuant pour une dizaine de pourcents au courant dans
des configurations particulièrement favorables, impliquant une très grande proximité des émetteurs
et un champ électrique suffisamment important pour compenser l’écrantage électrostatique et at-
teindre l’échauffement limite (juste avant de dépasser le point de fusion).

Par ailleurs, nous avons aussi mis à profit ces simulations 3D pour montrer comment ces configu-
rations peuvent typiquement constituer un optimum d’émission pour les réseaux d’émetteurs sou-
mis à des champs intenses. En fait, plusieurs études électrostatiques ont montré que les bénéfices
antagonistes d’une forte densité d’émetteur qui maximise le nombre de sites émissifs par unité de
surface versus une faible densité d’émetteurs qui minimise l’écrantage mènent à l’existence d’un es-
pacement optimal intermédiaire qui maximise la densité de courant macroscopique. Cet espacement
optimal est trouvé d’autant plus petit que le champ que l’on applique est fort. Cependant, en prenant
en compte l’autoéchauffement en géométrie 3D, nous avons montré que pour des champs intenses
légèrement au-delà de la valeur de préclaquage pour un émetteur isolé, les optimums prédits mènent
systématiquement à la destruction thermique des émetteurs. Émerge alors un nouveau type d’opti-
mum qui consiste à trouver pour chaque valeur de champ appliqué au-delà du seuil l’espacement
parfait qui maintient constant le champ local au sommet de chaque émetteur. Ce nouvel espace-
ment, qui correspond finalement à la distance de préclaquage pour un champ appliqué donné, donne
moins un optimum que la valeur maximale de densité de courant macroscopique que l’on peut ex-
traire d’un réseau sans causer son autodestruction. Cet espacement de préclaquage diminuant bien
plus rapidement pour des valeurs de champ plus fortes, il devient possible de déterminer la valeur
de champ limite au-delà de laquelle même le réseau le plus dense possible (émetteurs au contact)
émettrait jusqu’à sa destruction. Une fois de plus, la prise en compte de l’autoéchauffement permet
de fixer de manière autocohérente une limite sur les gammes de champ à explorer.

C’est justement dans ces configurations limites que le couplage thermique peut contribuer de
manière notable à l’émission. Dans toutes les autres configurations en revanche ± et donc pour des
valeurs de champ appliqué plus raisonnable ± la contribution du couplage thermique a été trouvé
négligeable. Par conséquent, dans la majeure partie des cas, la seule influence des émetteurs sur
l’échauffement de leur voisin passe par l’écrantage électrostatique. Cette interaction ne concernant
que la résolution stationnaire de l’équation de Laplace, nous avons alors mis au point au chapitre
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5 une méthode de réduction de dimension permettant de simuler en 2D seulement l’échauffement
de chaque émetteur de manière indépendante. Le passage d’une distribution de champ 3D à la sur-
face de chaque émetteur à une distribution radiale que l’on peut donner en entrée de simulation
2D axisymétrique peut cependant être la source d’une erreur importante sur le courant (et donc sur
l’échauffement). En utilisant la fonction de Lambert et l’équation de Fowler Nordheim, nous avons
déterminé le champ électrique 2D qui minimise cette erreur à partir du calcul de la moyenne or-
thoradiale de la densité de courant en 3D. L’algorithme final de simplification permet de réduire la
résolution 3D complète très lourde à une résolution 3D stationnaire suivi de N simulations tempo-
relles en 2D ± N étant le nombre d’émetteurs ± avec un gain d’au moins un ordre de grandeur sur le
temps de calcul sans perte de précision au-delà du pourcent sur le courant et la température.

Cet algorithme a ensuite été appliqué au chapitre 6 pour modéliser l’émission simultanée d’un
grand nombre de nanostructures de carbone, reprenant les caractéristiques des émetteurs à effet
de champ utilisé dans la source d’électron développée par Thales. L’intérêt majeur de la simplifi-
cation 3D vers N×2D était alors de pouvoir intégrer dans la simulation une variation aléatoire des
paramètres géométriques des émetteurs, tout en conservant un temps de résolution raisonnable per-
mettant l’étude d’un grand nombre de configurations. En reprenant les résultats de mesures publiés
par Thales, nous avons ainsi pu simuler la statistique de croissance des émetteurs, et en étudier l’in-
fluence sur la performance de la source. La modélisation de l’échauffement est centrale dans cette
étude puisqu’elle permet de définir un champ limite d’opération auquel il devient possible de com-
parer les différentes configurations (ce champ limite est fixé à l’occurence de la première destruc-
tion thermique). Comme attendu, les modélisations ont montré que plus la géométrie des émetteurs
était statistiquement dispersée, moins la contribution au courant est homogène, ce qui résulte en
une performance d’émission moindre. Ce constat est d’autant plus marqué dans les réseaux denses,
pour lesquelles la statistique de croissance se combine avec celle d’un écrantage variable, dépendant
de la géométrie des émetteurs voisins. Par manque de temps cependant, nous avons restreint notre
étude à un échantillon unique de 25 émetteurs. L’analyse d’un échantillon plus grand ou de plusieurs
échantillons différents de même taille aurait permis de pousser l’analyse plus loin, en explorant par
exemple la possibilité de trouver un espacement optimal en fonction de la dispersion sur les para-
mètres géométriques des émetteurs.

En ce sens, la poursuite des applications offertes par la simplification 3D vers N×2D constituent
une voie prometteuse pour la poursuite de travaux de modélisation futur concernant les réseaux
d’émetteurs à effet de champ.
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Annexe A

Détails sur la théorie de Sommerfeld

Cette annexe détaille la théorie de Sommerfeld sous-jacente aux équations 2.5 et 2.6 introduite

sans justification au chapitre 2.

Densité d’états accessibles

La théorie de Sommerfeld consiste à considérer les électrons de conduction comme un simple gaz
parfait de fermions neutres piégés dans un puits de potentiel plat (d’énergie ϵC ) dont on peut étudier
le comportement à l’aide des théories de la physique statistique à l’équilibre et de la physique quan-
tique. Sous ces hypothèses, l’état des N électrons de conduction dans un volume V = L3 peut être
approximé par un unique déterminant de Slater décrivant un électron unique dans un potentiel bien
choisi, selon la méthode de Hartree-Fock. La fonction d’onde de cet électron vérifie alors l’équation
aux valeurs propres suivante :

−ℏ2

2m
∆ψ(⃗r )+ϵCψ(⃗r ) = ϵψ(⃗r ) (A.1)

dont les solutions sont de la forme :

ψk (⃗r ) = A exp
(

i k⃗ · r⃗
)

avec k2 = k2
x +k2

y +k2
z = 2m/ℏ(ϵ−ϵC ) (A.2)

En imposant des conditions aux limites périodiques sur un cube de volume V = L3 pour représenter
les symétries du cristal (volume du métal), on obtient

ψk (⃗r +Le⃗x ) =ψk (⃗r +Le⃗y ) =ψk (⃗r +Le⃗z ) =ψk (⃗r ) (A.3)

ce qui nous donne la quantification des composantes du vecteur impulsion k⃗ dans l’espace réci-
proque

kx =
2π

L
nx , ky =

2π

L
ny , kz =

2π

L
nz , nx ,ny ,nz ∈Z

∗ (A.4)

et donc la quantification de l’énergie cinétique, qui se retrouve ainsi déterminée par trois entiers re-
latifs nx , ny et nz dont la donnée définit un état d’impulsion ou d’énergie.

Dans l’espace des impulsions (espace réciproque), chacun de ces états occupe un volume (2π/L)3,
comme représenté sur la figure A.1. Notons que l’on parle ici d’un volume dans l’espace des impul-
sions k⃗, c’est donc un "volume" en

[

impulsion3]. On peut se servir de cette représentation pour cal-
culer le nombre d’états accessibles ayant une impulsion de norme donnée k à dk près. Une impulsion
k fixée dans l’espace réciproque correspond à une sphère de rayon k. On a donc :

ν(k)dk =
volume de la coquille

volume d’un état
× (2s +1) =

4πk2dk

8π3/V
×2 =

V k2dk

π2
(A.5)

où s est le spin des particules considérées et vaut donc 1/2 pour les électrons. Pris seul, ν(k) est la
densité d’états "radiale" dans l’espace des impulsions, homogène à une

[

impulsion−1]. Pour obtenir
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kx

ky

kz

2π
L

2π
L

2π
L

k

dk

Coquille

d’impulsion

k à dk près

=

Coquille

d’énergie totale

ǫ à dǫ près

Volume de la coquille : 4πk2dk

Volume d’un état : 8π3

V

FIGURE A.1 ± Représentation des états accessibles dans l’espace des impulsions. La coquille sphé-
rique en rouge correspond aux états avec une impulsion de norme k à dk près. Les "volumes" sont ici
en

[

impulsion3]

la densité d’états en énergie totale ϵ, il suffit de rappeler que l’énergie cinétique ϵ−ϵC est en bijection
avec l’impulsion : ℏk =

p
2m(ϵ−ϵC ). On a par conséquent ν(ϵ)dϵ= ν(k)dk, d’où il apparait :

ν(ϵ) =
V k2

π2

dk

dϵ

=
V

π2
×

2m(ϵ−ϵC )

ℏ2
×

√

2m

ℏ2

1

2
p
ϵ−ϵC

=
V

2π2

(
2m

ℏ2

) 3
2 p

ϵ−ϵC

(A.6)

où m est la masse des électrons et V le volume du cube périodique. ν(ϵ) est donc la densité d’états
accessibles à une énergie ϵ donnée, homogène à une

[

énergie−1
]

. Pour obtenir la densité volumique
d’états en énergie, c’est-à-dire le nombre d’états accessibles par unité de volume et unité d’énergie
donnée en

[

longeur−3 énergie−1
]

, il suffit de diviser ν(ϵ) par V .

Précisions sur la probabilité d’occupation de Fermi-Dirac

Les électrons étant des fermions, ils obéissent au principe d’exclusion de Pauli. Le nombre d’élec-
trons occupant un niveau d’énergie ϵ ne peut alors qu’être 1 ou 0 ce qui mène, sous l’hypothèse d’un
gaz parfait, à la statistique de Fermi Dirac :

N̄ (ϵ,T ) =
1

1+exp
(
ϵ−µ(T )

kB T

) (A.7)

où N̄ est le nombre moyen d’électron occupant le niveau d’énergie ϵ (nécessairement inférieur ou
égal à 1), kB est la constante de Boltzmann, et µ(T ) est le potentiel chimique du gaz parfait qui modé-
lise les électrons de conduction. Lorsque la température est nulle (T = 0), le nombre moyen d’occu-
pations N̄ vaut alors exactement 1 pour tous les niveaux d’énergie inférieurs à µ(T = 0) et 0 pour ceux
d’énergie supérieure. Le niveau pour lequel le nombre d’occupations passe de 1 à 0 est appelé niveau

de Fermi ϵF , et correspond donc à la valeur du potentiel chimique à température nulle ϵF = µ(T = 0).
Dans les faits cependant, la dépendance de µ avec T est très faible et sa valeur ne s’écarte que très
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FIGURE A.2 ± Différence entre le potentiel chimique µ(T ) et le niveau de Fermi ϵF en fonction de la
température. (a) : écart absolu (en meV ) et (b) : écart relatif (en %)

peu de ϵF pour les températures usuelles. Par développement limité, on peut montrer [1] (in ref. Eq.
7.27) :

µ(T ) = ϵF

[

1−
π2

12

(
kB T

ϵF

)2

+ . . .

]

(A.8)

La figure A.2 montre que pour des températures extrêmes de plusieurs milliers de Kelvin, l’écart
entre µ(T ) et ϵF atteint seulement quelques dizaines de milli-électrons-volts, inférieur au % pour les
valeurs usuelles entre 4 et 5 eV . En se contentant d’une précision au dixième d’électron-volt sur le
niveau de Fermi, on peut raisonnablement prendre µ(T ) égal à ϵF dans les calculs.

On définit alors la différence d’énergie entre le niveau du vide et le niveau de Fermi comme le
travail de sortie du métal (aussi appelé potentiel d’extraction) et noté usuellement ϕ. C’est en fait
l’énergie minimale requise à température nulle pour pouvoir extraire un électron du métal. Sous notre
hypothèse d’un potentiel chimique constant, le travail de sortie ne varie pas avec la température.

En fait, pour l’émission d’une pointe en tungstène de travail de sortie ϕ = 4.5 eV à une tempé-
rature proche de 3500 K ± le pire des cas explorés au cours de cette thèse ± la formule A.8 donne un
potentiel chimique 0.4% plus faible que ϵF . La réduction de la densité de courant correspondante est
de l’ordre de 3%. Cette erreur limite reste bien faible devant les autres sources d’incertitudes (lié aux
hypothèses physiques) intervenant dans le calcul du courant et justifie que l’on prenne ϕ constant.

Lorsque le référentiel d’énergie est fixé de sorte que le niveau du vide soit d’énergie nulle, le travail
de sortie ϕ n’est autre que −ϵF et on ré-écrit la statistique de Fermi-Dirac dans la forme habituelle :

N̄ (ϵ,T,ϕ) =
1

1+exp
(
ϵ+ϕ
kB T

) (A.9)

Références

[1] Jean-Marcel RAX. Physique de la conversion d’énergie. fr. EDP Sciences, mars 2015. ISBN : 978-
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Annexe B

Expression de la densité de courant émis et
calcul de la fonction d’apport

Cette annexe définit le concept de fonction d’apport et établit la densité de courant sous la forme

de l’équation 2.15 donnée au chapitre 2.

La contribution au courant dans la direction z d’un gaz d’électron par gamme d’impulsion com-
prise entre kz et kz +dkz s’exprime

dJ

dkz
=−e f (kz )

ℏkz

m
×D(kz ,F ) (B.1)

où f (kz ) est une distribution volumique d’impulsion en
[

volume−1 · impulsion−1], de sorte que f (kz )dkz

est la densité volumique en
[

volume−1] des électrons ayant une impulsion comprise entre kz et
kz +dkz .

La densité volumique d’électrons ayant une impulsion kz = k∗
z à dkz près correspond au produit :

f (k∗
z )dkz = N̄ (ϵ,T )

ν(k∗
z )

V
dkz (B.2)

où ν(k∗
z ) est la densité d’états accessibles à k∗

z en
[

impulsion−1], et N̄ (ϵ,T ) la probabilité de Fermi-
Dirac d’occupation de ces états (cf. Eq. 2.6). À noter que cette dernière dépend toujours de l’énergie
totale des électrons ϵ.

Dans l’espace des impulsions {kx , ky , kz }, le nombre d’états accessibles d’impulsion normale com-
prise entre k∗

z et k∗
z +dkz correspond à l’ensemble des états appartenant au plan {kx , ky } d’épaisseur

dkz et coupant l’axe kz en k∗
z (cf. Fig. B.1). Cela se traduit par la relation suivante :

ν(k∗
z )

V
dkz = 2×

nombre d’états à k∗
z

volume total
=

volume du plan

volume d’un état
×

2

volume total
(B.3)

Le facteur deux correspond à la prise en compte du spin 1/2 des électrons. Le volume d’un état dans
l’espace des impulsions est (2π/L)3 (cf. annexe A).

Le plan {kx , ky } étant infini, le nombre d’états accessibles l’est aussi. En revanche, la probabilité
d’occupation de chacun de ces états suivant une distribution de Fermi-Dirac, elle, est non nulle uni-
quement pour une partie d’entre eux. On a alors :

f (kz )dkz = N̄ (ϵ,T,ϕ)
ν(kz )

V
dkz =

Î

N̄ (ϵ,T,ϕ)dkx dky
(2π

L

)3 dkz ×
2

V
(B.4)

En décrivant maintenant le plan {kx , ky } en coordonnées polaires {kp , γ} dans le plan parallèle à
l’interface,

kp =
√

k2
x +k2

y , kx = kp cos(γ)

γ= arctan(
ky

kx
), ky = kp sin(γ)

(B.5)
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kx

ky

2π
L

2π
L

2π
L

Volume d’un état : 8π3

V

dkz

Volume du plan : dkz ×

+∞Î

−∞

dkx dky

Probabilité d’occupation

d’un état : N̄ (ǫ,T,ϕ)

kz

k∗

z

FIGURE B.1 ± Représentation des états accessibles dans l’espace des impulsions. Le plan en rouge
d’épaisseur dkz englobe les états avec une impulsion selon z égale à k∗

z à dkz près. Les "volumes"
sont ici en

[

impulsion3].

et compte tenu de l’invariance en γ, on obtient (rappelons que V = L3) :

f (kz ) =
1

4π3
×2π

+∞∫

0

N̄ (ϵ,T,ϕ)kp dkp (B.6)

Définissons ensuite l’énergie cinétique parallèle,

ϵp = ℏ
2k2

p /2m = ℏ
2(k2

x +k2
y )/2m (B.7)

pour finalement obtenir :

f (kz ) =
4m

h2

+∞∫

0

N̄ (ϵ,T,ϕ)dϵp (B.8)

On peut alors réécrire B.1 comme :

dJ =−e
ℏ

m
D(kz ,F )kz




4m

h2

+∞∫

0

N̄ (ϵ,T,ϕ)dϵp



dkz (B.9)

Pour homogénéiser le formalisme, introduisons l’énergie normale

ϵn = ϵC +
ℏ

2k2
z

2m
(B.10)

L’énergie totale (cf. Eq. 2.9) peut alors s’écrire :

ϵ= ϵn +ϵp (B.11)

et on obtient la forme finale du courant en intégrant sur l’ensemble des énergies normales acces-
sibles :

J (F,T ) =−e

+∞∫

ϵC

D(ϵn ,F )




4πm

h3

+∞∫

ϵn

N̄ (ϵ,T,ϕ)dϵ



dϵn (B.12)
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On définit alors la fonction d’apport comme étant :

SF (ϵn ,T,ϕ) ..=
4πm

h3

+∞∫

ϵn

N̄ (ϵ,T,ϕ)dϵ (B.13)

où la notation SF fait référence à Supply Function (fonction d’apport en anglais). Cette fonction d’ap-
port est homogène à

[

surface−1 · temps−1 ·energie−1
]

. C’est bien une densité de flux d’électron à l’in-
terface par unité d’énergie normale. La quantité SF (ϵn ,T,ϕ)dϵn correspond donc au nombre d’élec-
trons qui arrive sur l’interface par unité de temps et de surface avec une énergie ϵn à dϵn près.

En explicitant la probabilité de Fermi-Dirac, on a :

SF (ϵn ,T,ϕ) =
4πm

h3

+∞∫

ϵn

1

1+exp
(
ϵ+ϕ
kB T

) dϵ (B.14)

En posant le changement de variable u = (ϵ−ϵF )/kB T et en utilisant le fait que :

∫
du

1+eu
= u − ln

(

1+eu
)

= ln

(
1

1+e−u

)

=− ln
(

1+e−u
)

(B.15)

on obtient :
+∞∫

ϵn

1

1+exp
(
ϵ+ϕ
kB T

) dϵ= kB T

+∞∫

ϵn−ϵF
kB T

du

1+eu

=−kB T
[

ln
(

1+e−u
)]+∞

ϵn+ϕ
kB T

= kB T · ln

(

1+exp(−
ϵn +ϕ

kB T
)

)

(B.16)

D’où :

SF (ϵn ,T,ϕ) =
4πmkB T

h3
· ln

(

1+exp(−
ϵn +ϕ

kB T
)

)

(B.17)
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Annexe C

Méthode des charges images

Cette annexe décrit le raisonnement par la méthode des charges images qui permet d’établir le

potentiel perçu par un électron aux abords d’une surface conductrice du fait de la réflexion de

son propre potentiel l’équation 2.17 introduite au chapitre 2.

La méthode des charges images repose sur le théorème d’unicité de l’équation de Poisson : Pour
une large classe de conditions aux bords 1 et une distribution de charge donnée dans la région d’in-
térêt, l’équation de Poisson peut avoir de nombreuses solutions, mais le gradient de chacune de ces
solutions est le même. Autrement dit, le champ électrique effectif d’un électron aux abords d’un mé-
tal n’est déterminé que par la position exacte de cet électron par rapport à la surface et la condition
aux bords correspondant aux propriétés du métal conducteur stipulant que le potentiel électrique à
la surface du métal est uniforme. Le problème que nous cherchons à résoudre peut alors se résumer
à la résolution de l’équation de Poisson dans la configuration illustrée par la figure C.1.

En se plaçant en coordonnées cylindriques (ρ,φ,ζ) (l’axe ζ perpendiculaire à la surface passe par
le centre des deux charges) le potentiel est alors la superposition du champ des deux charges d’am-
plitude q et -q :

Vim(ρ,φ,ζ) =
1

4πε0






q
√

ρ2 + (ζ− z)2
+

−q
√

ρ2 + (ζ+ z)2




 (C.1)

où z est la distance entre la charge et la surface métallique. En réutilisant cette forme de V dans
la configuration réelle (un électron face à la surface d’un conducteur métallique), on peut alors en
déduire la densité surfacique de charge σ correspondante :

σ(ρ) =−ε0
∂Vim

∂ζ

∣
∣
∣
∣
ζ=0

=
−qz

2π
(

ρ2 + z2
)3/2

(C.2)

D’où on peut enfin déterminer la contribution de la surface métallique au potentiel électrique res-
senti par un électron de charge −e à une distance z :

Vsurf(z) =
σ(ρ = 0)

4ε0
z =

e

16πε0z
(C.3)

En ajoutant à ce potentiel image celui lié à la valeur locale du champ F , on obtient alors la formule
suivante pour la barrière de potentiel vu par un électron unique à une distance z de la cathode :

E(z > 0) =−eF z −
e2

16πε0z
(C.4)

1. En particulier celle qui nous intéresse : condition de Dirichlet qui impose le potentiel électrique à être uniforme à la
surface d’un métal.
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Annexe C. Méthode des charges images

FIGURE C.1 ± Champ électrique d’une charge positive à la surface d’un conducteur déterminé selon
la méthode des charges images. Remarquons que l’intégrale de la distribution surfacique de charge à
la surface vaut la valeur de la charge miroir. Crédit : wikipédia.

où l’on distingue la barrière triangulaire Etri = −eF z de la modification due à la charge image Eim =
−e2/16πε0z.

Le sommet de cette barrière de potentiel est alors atteint en

z∗ =
√

e

16πε0F
(C.5)

et vaut

E(z∗) = Emax =−

√

e3F

4πε0
(C.6)

Remarquons par ailleurs qu’aucun effet de la courbure de l’interface métal-vide n’est ici pris en compte
alors même que la surface d’émission qui nous intéresse sera justement le sommet courbé d’une as-
périté. En fait, il a été montré que les effets de courbures influencent nettement la forme de la barrière
de potentiel pour des rayons de courbure inférieurs à deux dizaines de nanomètres [1] (in ref. Fig. 2),
tout juste à la limite du plus petit rayon de courbure exploré dans cette thèse.

Références de l’annexe C

[1] A. KYRITSAKIS et J. P. XANTHAKIS. « Extension of the General Thermal Field Equation for Nano-
sized Emitters ». In : Journal of Applied Physics 119.4 (jan. 2016), p. 045303. ISSN : 0021-8979,
1089-7550. DOI : 10.1063/1.4940721 (cf. p. 180).
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Annexe D

Détail du calcul du coefficient de
transmission

Cette annexe détaille le calcul du coefficient de transmission introduit par l’équation 2.15 au

chapitre 2.

L’équation de Schrodinger indépendante du temps s’écrit :

Ĥ |ψ〉 = E |ψ〉 (D.1)

Pour un électron d’énergie normal ϵn , cette équation se traduit dans l’espace des positions à une
dimension (z > 0) par :

d2ψ(z)

dz2
−

2m

ℏ2
(ϵn −E(z))ψ(z) = 0 (D.2)

où l’on a utilisé l’expression du Hamiltonien dans l’espace des positions

Ĥ =
−ℏ2

2m
∆+E(z) (D.3)

avec E le paysage d’énergie potentiel le long de z. En réécrivant l’équation à partir de l’impulsion
normale

ℏkz (z) =
√

2m(ϵn −E(z))

=

√

2m

(

ϵn +
e2

16πε0z
+eF z

)

=

√

2m

z

(

eF z2 +ϵn z +
e2

16πε0

)

(D.4)

on obtient :
d2ψ(z)

dz2
−kz (z)2ψ(z) = 0 (D.5)

Le coefficient de transmission D d’un électron est alors défini à partir du courant de probabilité
Y associé à sa fonction d’onde ψ :

Y (z) =
−iℏ

2m

[

ψ∗(z)
∂ψ(z)

∂z
−ψ(z)

∂ψ∗(z)

∂z

]

(D.6)

Plus précisément, le coefficient de transmission s’exprime comme le rapport du courant de probabi-
lité transmis dans le vide Ytrans défini au-delà de la barrière de potentiel (z >∆z(ϵC )) sur le courant de
probabilité incident Yinc défini dans le métal en amont de la barrière (z < 0) :

D(ϵn ,F ) ..=
Ytrans

Yinc
(D.7)
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pour un électron d’énergie normale ϵn arrivant sur une barrière de Schottky-Nordheim associé à une
amplitude de champ F .

On utilise alors l’approximation de Kemble (suivant le formalisme détaillé dans l’article [1] et re-
pris plus tard par Miller et Good [2] sous le nom d’approximation BKW 1D parabolique) pour obtenir
le coefficient de transmission :

D(ϵn ,F ) =
1

1+exp

(

−2i
z2∫

z1

kz (z)dz

) (D.8)

où les bornes de l’intégrale z1 et z2 sont deux zéros de l’impulsion normale :

kz (z1) = kz (z2) = 0 (D.9)

Elles correspondent donc aux solutions de l’équation kz (z) = 0, équivalente à (cf. Eq. D.4) :

eF z2 +ϵn z +
e2

16πε0
= 0 (D.10)

Le discriminant de cette équation du second degré vaut

∆= ϵ2
n −

e3F

4πϵ0
= ϵ2

n(1− y2) (D.11)

où l’on a introduit

y =
1

|ϵn |

√

e3F

4πε0
=

∣
∣
∣
∣

Emax

ϵn

∣
∣
∣
∣ (D.12)

Le rapport y correspond au ratio entre le sommet de la barrière et l’énergie normale d’un électron
incident. On peut alors distinguer trois cas, illustrés sur la figure D.1.

Premier cas : Pour les électrons arrivant avec une énergie normale en deçà du sommet de la bar-
rière, on a |ϵn | ≥ |Emax| donc y ≤ 1. Les racines z1 et z2 sont donc réelles :

z1,2 =
−ϵn

2eF

(

1±
√

1− y2

)

(D.13)

En écrivant l’équation D.4 sous la forme factorisée

ℏ
2k2

z =
2m

z
eF (z − z1)(z − z2) (D.14)

on voit que k2
z apparait négatif lorsque z est pris entre les bornes z1 et z2, ce qui implique que kz est

imaginaire pur :

ℏkz (z) = i

∣
∣
∣
∣

2m

z
eF (z − z1)(z − z2)

∣
∣
∣
∣

1
2

, z1 < z < z2

= i

∣
∣
∣
∣2m

(

ϵn +
e2

16πε0z
+eF z

)∣
∣
∣
∣

1
2

(D.15)

L’exposant de l’exponentielle de l’équation D.8 est par conséquent réel :

−2i

z2∫

z1

kz (z)dz =−2i ×
i

ℏ

z2∫

z1

∣
∣
∣
∣2m

(

ϵn +
e2

16πε0z
+eF z

)∣
∣
∣
∣

1
2

dz (D.16)

Deuxième cas : Pour les énergies normales supérieures au-delà du sommet de la barrière, on a
|ϵn | < |Emax| donc y > 1. Les racines z1 et z2 sont dans ce cas complexes conjugués :

z1,2 = a ± i b

=
−ϵn

2eF

(

1± i

√

y2 −1

)
(D.17)
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z = 0

z

ǫn

0

Emax

ǫF

ǫC

E(z) =−
e

2

16πǫ0z
−eFz

ǫn ≤ Emax

z1 z2

ǫn > Emax

ǫn > 0

Métal Vide

abaissement

Schottky

Cas n°1 :

• y ≤ 1 ⇒ z1,2 réels

Cas n°2 :

• y > 1 ⇒ z1,2 imaginaires

Cas n°3 :

• D(ǫn ,F) = 1

FIGURE D.1 ± Schéma des trois cas considérés dans le calcul du coefficient de transmission, selon que
les électrons arrivent à l’interface avec une énergie en deçà du maximum de la barrière (cas n°1) ou
au-dessus (cas n°2). Le cas n°3 correspond à un électron arrivant qui arriverait avec une énergie déjà
supérieur au niveau du vide. z1 et z2 sont les deux zéros de l’impulsion normale (cf. Eq. D.4).

L’équation D.14 peut alors s’écrire

ℏkz (z) =
√

2m

z
eF (z −a − i b)(z −a + i b)

=
√

2m

z
eF

[

(z −a)2 +b2
]

(D.18)

ce qui donne une impulsion réelle. En revanche, ses deux bornes étant désormais complexes, l’inté-
gral de l’équation D.8 se calcule le long d’un chemin dans le plan complexe. Comme ces bornes sont
complexes conjuguées, le résultat de l’intégration donne un imaginaire pur. L’exposant de l’exponen-
tielle est par conséquent réel dans ce cas aussi :

−2i

z2∫

z1

kz (z)dz =−2i × i Im





a+i b∫

a−i b

1

ℏ

√

2m

(

ϵn +
e2

16πε0z
+eF z

)

dz



 (D.19)

Faisons alors le changement de variable

ρ =
2eF

−ϵn
z, dρ =

2eF

−ϵn
dz (D.20)

Les racines deviennent :

ρ1,2 =
2eF

−ϵn
z1,2 =

{

1±
√

1− y2, si y ≤ 1

1± i
√

y2 −1, si y > 1
(D.21)

Et on peut réécrire l’intégrande des équations D.16 et D.19 de sorte que l’exposant de l’exponen-
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tielle devient :

−2i

z2∫

z1

kz (z)dz =







m
1
2 |ϵn |

3
2

eF

1+
p

1−y2
∫

1−
p

1−y2

∣
∣ρ−2+ y2ρ−1

∣
∣

1
2 dρ si y ≤ 1

m
1
2 |ϵn |

3
2

eF
Im







1+i
p

y2−1
∫

1−i
p

y2−1

∣
∣ρ−2+ y2ρ−1

∣
∣

1
2 dρ







si y > 1

(D.22)

En réinsérant ces formules dans l’équation D.8, on obtient la forme finale du coefficient de trans-
mission tel qu’utilisé dans notre modèle :

D(ϵn ,F ) =
[

1+exp

(

4
p

2m|ϵn |
3
2

3ℏeF
v(y)

)]−1

(D.23)

souvent écrite sous la forme :

D(ϵn ,F ) =
1

1+exp

[

4
p

2
3 (4πε0)−

3
4

(
m2e5

ℏ4F

) 1
4

y− 3
2 v(y)

] (D.24)

où la principale difficulté a été insérée dans la fonction v(y) :

v(y) =
3

4
p

2

ρ2∫

ρ1

∣
∣ρ−2+ y2ρ−1

∣
∣

1
2 dρ (D.25)

Cette fonction peut être calculée à l’aide des intégrales elliptiques complètes de première et se-
conde espèce [3] :

K1(k) =
π/2∫

0

1
√

1−k2 sin2θ
dθ (D.26)

K2(k) =
π/2∫

0

√

1−k2 sin2θdθ (D.27)

et on obtient alors

v(y) =







√

1+ y

[

K2

(√

1− y

1+ y

)

− yK1

(√

1− y

1+ y

)]

si y ≤ 1

−
√

y

2

[

(1+ y)K1

(√

y −1

2y

)

−2K2

(√

y −1

2y

)]

si y > 1

(D.28)

que l’on peut aujourd’hui aisément calculer compte tenu de la littérature mathématique concernant
K1 et K2 (voir par exemple [4]). En ce qui nous concerne, notre code d’émission est écrit en Fortran et
nous avons utilisé les algorithmes proposés dans [5], section 6.11.

Notons que lorsque ϵn tend vers 0, y lui tend vers l’infini et le coefficient de transmission évolue
vers 1. Ainsi, l’équation D.23 n’est plus utilisable pour ϵn > 0. Il faut donc isoler un troisième cas (cf.

Fig. D.1).

Troisième cas : la barrière d’énergie potentielle est totalement transparente pour les électrons
incidents qui ont une énergie normale au-dessus du niveau du vide.

D(ϵn ,F ) = 1 si ϵn > 0 (D.29)
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FIGURE D.2 ± Position dans le plan complexe des racines ρ1 et ρ2 dans le deuxième cas (énergie
normale au-dessus du sommet de la barrière : y > 1). d1,2 est la distance entre les deux racines, et d0,1

(respectivement d0,2) est la distance entre l’origine et la racine ρ1 (respecitvement ρ2). Les racines
sont envoyées vers l’infini lorsque l’énergie normale ϵn tend vers 0 (y tend vers l’infini).

Finissons par une précision conceptuelle importante bien qu’ayant un impact négligeable sur la
valeur finale de la densité de courant. L’équation D.8 étant basée sur une approximation BKW 1D pa-
rabolique [1], Murphy et Good précisent dans leur article de 1956 [6] que sa validité s’efface à mesure
que la distance entre les bornes d’intégrations (les zéros de l’impulsion normale) devient de l’ordre
de la distance entre l’origine et les racines :

« This formula [Eq . D.8] was first proposed by Kemble [1] and also can be understood in terms

of a parabolic WKB-type approximation. It applies to the case of a simple potential barrier for

which k(z) [Eq. D.4] has two zeros, possibly complex, and is not expected to be valid if k(z)
has any other zeros or singularities in their vicinity. [...] Since, as far as the actual potential

E(z) is concerned, the singularity at the origin does not apply, [Eq. D.8] should no longer

be used when the origin is close to the other singularities relative to the distance between

them. » [6] (in ref. section II)

Les auteurs préconisaient alors de s’imposer une limite ϵℓn sur l’énergie normale au-delà de la-
quelle on se contente de supposer le coefficient de transmission égal à 1. Cette énergie limite est fixée
à partir de la condition

√

y2 −1 = 1 ⇒ ϵℓn =
Emaxp

2
=−

√

e3F
p

8πε0
(D.30)

condition à laquelle la distance d1,2 entre les deux racines ρ1 et ρ2 dans le plan complexe illustré
sur la figure D.2 devient du même ordre de grandeur que leur distance d0,1 et d0,2 avec l’origine, ce
dernier présentant une singularité pour E(z). Bien que raisonnable, cette recommandation introduit
une discontinuité peu physique, alors même qu’on trouve numériquement que l’expression D.23 est
une fonction continue qui tend naturellement vers 1 lorsque ϵn tend vers 0 (cf. Fig. 2.9). Cette expres-
sion n’est plus "valide" au-delà ϵℓn mais d’un point de vue pragmatique, elle ne l’est pas moins que le
passage abrupt à une transparence totale (D = 1 pour ϵn > ϵℓn).

En fait, en utilisant une méthode numérique plus lourde suivant un schéma de résolution type
Numerov (wikipedia), Teste et Charbrerie [7] ont montré que le coefficient de transmission au-delà du
sommet de la barrière évolue vers 1 en adoptant un comportement oscillatoire qui n’est de fait pas dé-
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FIGURE D.3 ± Comparaison du coefficient de transmission à F = 5 GV /m entre le calcul numérique
avec approximation BKW et la résolution numérique par une méthode de type Numerov. La figure
illustre surtout la différence entre l’utilisation de la formule BKW jusqu’aux énergies normales nulles
(cette thèse) versus la discontinuité à ϵℓn = Emax/

p
2 préconisée par Murphy et Good. La zone d’intérêt

mis en évidence par les pointillés rouges est davantage visible sur la figure 2.10. Figure reproduite à
partir de [7] (in ref. Fig. 4a).

crit par l’approximation de Kemble (BKW 1D parabolique). Toutefois, la comparaison des courbes sur
la figure D.3 montre que conserver l’équation D.23 jusqu’à ϵn = 0 n’induit pas une erreur plus grande
que d’imposer une discontinuité en ϵℓn . Par ailleurs, on voit que la différence entre notre choix et la
recommandation de Murphy et Good se joue à des énergies normales qui concernent peu l’émission
électronique par effet de champ, et sur des différences d’amplitudes faibles (une dizaine de pour-
cents tout au plus) en comparaison aux sources d’incertitudes reliées aux autres simplifications de
notre modèle.
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Annexe E

Comparaison de la densité de courant avec
les formules analytiques usuelles et
représentation de Fowler-Nordheim

Cette annexe fait suite à l’établissement de la densité de courant selon l’équation 2.30 au cha-

pitre 2. Elle propose une comparaison du calcul numérique de l’équation 2.30 utilisé dans

notre modèle avec les résultats des formules analytiques généralement utilisées dans la litté-

rature. Une seconde partie teste les performances de ces différentes formules pour déterminer

le renforcement de champ au sommet d’un émetteur à partir de la représentation de Fowler-

Nordheim de sa caractéristique courant-tension. Enfin, nous montrons comment l’autoéchauf-

fement biaise cette opération et comparons les prédictions de notre modèle avec la seule exten-

sion analytique de la densité de courant prenant en compte la température.

Comparaison aux équations analytiques de la pure émission de champ

Maintenant que nous avons donné le développement analytique sous-jacent au calcul numé-
rique de la densité de courant dans notre modèle, comparons son résultat aux différentes équations
analytiques de Fowler-Nordheim. Un certain nombre de variantes de cette équation sont en effet uti-
lisées aujourd’hui (avec différents niveaux de précision) et il convient dans un premier temps de les
détailler.

Pour simplifier, commençons par poser les constantes suivantes :

P
(

eF

)
..= 4

p
eFϕ

eF +ϕ
∼ 1

C1
..=

e3

16π2ℏ
= 2.46×10−25 [SI]

C2
..=

4
p

2m

3ℏe
= 1.07×1038 [SI]

C3
..=

4πϵ0

e3
= 2.71×1046 [SI]

ν ..=
C2

6C3
p
ϕ

=

√

2m

ϕ

e2

18πℏϵ0
=

6.54×10−10

p
ϕ

[SI]

(E.1)

Avec ce formalisme, l’équation originale de Fowler-Nordheim sur la densité de courant j émise
s’écrit [1] :

j
(

F
)

= P
(

eF

)C1F 2

ϕ
exp

(

−C2
ϕ3/2

F

)

(E.2)
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Le premier terme de cette équation, P (eF ), fait intervenir l’énergie de Fermi eF en plus du travail
de sortie (ou de manière équivalente, l’énergie du bas de bande de conduction ϵC ). Le calcul de la
densité de courant requiert alors la connaissance d’un paramètre matériau supplémentaire, rarement
mesuré expérimentalement. Pour les métaux, les valeurs typiques de eF et ϕ donnent P (eF ) de l’ordre
de l’unité. Par exemple, pour eF = 7 eV , et ϕ= 4.5 eV on a P (eF ) = 1.95.

Pour s’affranchir de cette contrainte, P (eF ) est généralement pris égal à 1 dans les formules ana-
lytiques, au prix d’une perte de précision négligeable devant l’incertitude imposée par les autres hy-
pothèses. On obtient alors la forme de la densité de courant suivante :

JF N

(

F
)

=
C1F 2

ϕ
exp

(

−C2
ϕ3/2

F

)

(E.3)

Bien que cette équation suppose une température nulle, elle reste valable à température ambiante
(l’effet sur l’émission de l’agitation thermique à 300 K est négligeable).

Rappelons par ailleurs que cette équation suppose aussi une barrière triangulaire à l’interface
métal vide. La prise en compte de la charge image implique l’utilisation des intégrales elliptiques (Eq.
D.26 et D.27) et correspond à l’équation de Murphy et Good [2] (initialement développé par Nordheim
[3]) :

JMG

(

F
)

=
C1F 2

ϕt 2(y⋆)
exp

(

−C2
ϕ3/2

F
v(y⋆)

)

(E.4)

Avec v la fonction de l’équation D.25 et t définie à partir de sa dérivée :

t (y) = v(y)−
2

3
y

dv

dy
(E.5)

Ces deux fonctions t et v sont parfois appelées fonctions elliptiques, car pouvant s’exprimer en fonc-
tion des intégrales elliptiques (Eq. D.28). Par ailleurs, la variable y⋆ est définie en prenant |ϵn | =ϕdans
l’expression de y à l’équation D.12. Elle correspond ainsi au rapport entre l’abaissement Schottky ∆ϕ

et le travail de sortie ϕ :

y⋆ =
∆ϕ

ϕ
=

|Emax|
ϕ

=
1

ϕ

√

e3F

4πε0
=

1

ϕ

√

F

C3
(E.6)

Pour aller plus loin dans le développement de la densité de courant à partir de la formule de
Murphy et Good, il est nécessaire d’approximer les fonctions elliptiques, ces dernières n’ayant pas
d’expression analytique.

A partir d’une comparaison avec les valeurs exactes tabulées par Burgess et al. [4], Spindt et al.

ont établi une paire d’approximations particulièrement simple [5] (in ref. Sec. III-A, Eq. 3) :
{

v(y) ≃ v0 − y2

t (y) ≃ t0
(E.7)

avec v0 = 0.95 et t 2
0 = 1.1. Ces approximations sont souvent utilisées pour leur précision raisonnable

au vu de leur grande simplicité. Elles permettent d’obtenir l’expression analytique suivante :

JS

(

F
)

=
C1F 2

ϕt 2
0

exp

(

−C2
ϕ3/2

F
v0 +

C2

C3
p
ϕ

)

(E.8)

Plus récemment cependant, Forbes et Deane [6] ont trouvé une approximation bien plus précise,
provenant d’un développement en série de la fonction v :







v(y) ≃ 1−
y2

3
(3− ln(y))

t (y) ≃ 1−
y2

9
(1− ln(y))

(E.9)
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FIGURE E.1 ± Comparaison des densités de courant obtenu avec le modèle numérique utilisé dans
cette thèse et les formules analytiques rappelées dans le texte pour un travail de sortie ϕ= 4.5 eV .

On utilise ici la forme du livre de Jensen [7] (in ref. Eq. 13.23 et 13.24), mais le lecteur pourra creuser
l’établissement de ces approximations dans le papier de Forbes et Deane [6]. Ces approximations
mènent à la forme suivante de la densité de courant :

JF D

(

F
)

=
C1F 2−ν

ϕt 2(y⋆)

(

C3ϕ
2)ν exp

(

−C2
ϕ3/2

F

)

exp

(
C2

C3
p
ϕ

)

(E.10)

où il faut noter que ν dépend de ϕ (cf. Eq. E.1).

La figure E.1 compare la densité de courant des trois formules précédentes (équations enca-
drées) avec celle de notre modèle, le calcul numérique de l’expression 2.30, pour un travail de sortie
ϕ = 4.5 eV . Le zoom entre 8 est 12 GV /m sur le panneau supérieur révèle comme attendu que l’ap-
proximation de Forbes et Deane (courbe bleue) se rapproche le plus de la solution numérique. De
plus, on peut voir sur le panneau inférieur que l’écart avec notre modèle est globalement moindre
pour JF D sur toute la gamme d’intérêt, de 2 à 12 GV /m, compris entre ±50%. À l’inverse, en compa-
rant JF N (courbe verte) avec les autres formules, on voit que l’hypothèse d’une barrière triangulaire
est responsable d’un écart d’environ 2 ordres de grandeur sur toute la gamme d’émission par rapport
aux expressions prenant en compte la charge image.

Cette première comparaison pourrait justifier à elle seule l’avantage d’un calcul numérique par
rapport à l’utilisation d’une équation analytique. Mais c’est en réalité la prise en compte de la tempé-
rature qui est déterminante dans notre cas.

Résolution électrostatique et dépouillement de Fowler-Nordheim

Ceci étant dit, du fait de sa plus grande simplicité, la formule de JF N reste très utilisée par les ex-
périmentateurs 1 pour vérifier l’adéquation de leurs caractéristiques courant-tension (courbes I-V)

1. voir par exemple l’article de Groning et al.[8] (Eq. 1)
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avec l’émission de champ. En particulier, en parallèle d’une mesure du travail de sortie, il est pos-
sible d’extraire des courbes I-V le facteur de renforcement de champ des sites émissifs. Ici, ce n’est
pas la valeur absolue du courant qui est important mais son comportement avec le champ. Le prin-
cipe consiste à expliciter le renforcement de champ local via F = βE et à réécrire l’équation dans les
coordonnées ln

(

J/E 2
)

vs 1/E . On a alors :

ln

(
JF N

E 2

)

=−C2
ϕ3/2

β
·

1

E
+ ln

(
e3β2

16π2ℏϕ

)

= AF N ·
1

E
+BF N

⇒βF N =−
C2

AF N
ϕ3/2

(E.11)

On obtient une équation très similaire avec l’approximation de Spindt, à un facteur v0 près dans
la détermination finale de β :

ln

(
JS

E 2

)

=−C2
ϕ3/2

β
v0 ·

1

E
+ ln

(

C1β
2

ϕt 2
0

)

+
C2

C3
p
ϕ

= AS ·
1

E
+BS

⇒βS =−
C2

AS
ϕ3/2v0

(E.12)

Avec l’approximation de Forbes et Deane, l’expression de t (y) rend la dépendance de la densité
de courant avec le champ bien plus compliqué. Pour conserver la simplicité du processus, mais bé-
néficier de la précision accrue de cette approximation, Jensen recommande d’utiliser uniquement la
forme de v(y), et de se contenter de t (y) = t0. On obtient ainsi :

ln

(
JFD

E 2−ν

)

=−C2
ϕ3/2

β
·

1

E
+ ln

(

C1β
2−ν

ϕt 2
0

)

+ν ln
(

C3ϕ
2)+

C2

C3
p
ϕ

= AJ ×
1

E
+BJ

⇒βJ =−
C2

AJ
ϕ3/2

(E.13)

avec l’indice J pour Jensen.
On peut alors utiliser ces trois formules pour estimer le renforcement de champ d’un émetteur à

partir des données J vs E calculées par notre modèle numérique. En prenant par exemple la densité
de courant émise au sommet d’une pointe hémi ellipsoïdale de facteur d’aspect f = 5, on obtient les
régressions linéaires présentées sur la figure E.2.

Alors que le renforcement de champ exact au sommet de la pointe vaut 17.9 (voir Eq. 2.53), la
régression linéaire des données J vs E donne respectivement un renforcement de champ de 19.6 avec
JF N (Eq. E.11), 18.7 avec JS (Eq. E.12) et 18.2 avec JF D (Eq. E.13). Il apparait une nouvelle fois que
l’expression de Forbes et Deane est la plus proche de notre modèle numérique.

Le tableau E.1 récapitule les résultats pour d’autres valeurs de facteur d’aspect. On voit que l’es-
timation du renforcement de champ avec l’expression de Jensen se rapproche d’une précision au
pourcent près tandis que l’expression de Fowler-Nordheim s’écarte de presque une dizaine de pour-
cents.

Remarquons enfin que lorsqu’on augmente le champ appliqué jusqu’à entrer en régime d’émis-
sion de champ thermoassisté, l’autoéchauffement de l’émetteur biaise la régression linéaire. Cela se
traduit par un fléchissement vers le haut de la caractéristique I-V, comme le mettent en évidence
les marqueurs rouges sur la figure E.2). Ce fléchissement traduit le changement de régime (depuis
un régime d’émission de champ pur à un régime d’émission de champ thermoassisté). Il est alors
important de ne pas prendre en compte les données correspondantes dans la détermination du ren-
forcement de champ.
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FIGURE E.2 ± Représentation graphique dite de Fowler-Nordheim de la densité de courant à 300 K

(marqueurs noirs) d’un émetteur hemi-ellipsoidal avec H = 10 µm et f = 5. Le renforcement de
champ β au sommet de l’émetteur est évalué à partir d’une régression linéaire (a) : suivant les équa-
tions E.11 et E.12. (b) : suivant l’équation E.13. (c) : Schéma de l’émetteur considéré. Les marqueurs
en rouge montrent comment la température fait dévier la densité de courant de la relation linéaire.

f β analytique β (FN) β (Spindt) β (Jensen)

1 3.00 3.22 (+7.19%) 3.07 (+2.47Ë%) 3.04 (+1.30%)
2 5.76 6.18 (+7.31%) 5.91 (+2.59%) 5.84 (+1.37%)
5 17.9 19.6 (+9.30%) 18.7 (+4.49%) 18.2 (+1.78%)
10 49.3 53.4 (+8.30%) 51.0 (+3.53%) 50.1 (+1.58%)

TABLE E.1 ± Valeurs de renforcement de champ trouvées par dépouillement de Fowler-Nordheim sur
la densité de courant émise, pour les différentes approximations analytiques utilisées.
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Extension analytique avec la température

À mesure que la température monte avec l’autoéchauffement, le nombre d’électrons incidents
avec une forte énergie normale augmente. La transmission par effet tunnel étant plus grande à ces
niveaux plus énergétiques, la densité de courant augmente en conséquence, et ce sans modification
du champ électrique.

Dans leur papier de 1956, Murphy et Good [2] ont cherché à étendre les formules analytiques
de Fowler et Nordheim (pure émission de champ) et de Richardson (pure émission thermoionique)
pour capter la transition entre les deux régimes d’émission. Ils ont alors défini trois régions dans
l’espace champ-température au sein desquelles l’utilisation de développements limités permet de
calculer l’intégral du produit SF (ϵn ,T )×D(ϵn ,F ). Une expression analytique de la densité de courant
est ainsi obtenue dans chacune des régions. La figure E.3 présente ces régions pour un travail de sortie
ϕ= 4.5 eV . Il est important de noter qu’il subsiste une grande surface de l’espace champ-température
non couverte par ces expressions analytiques.

L’expression qui nous intéresse ici est celle de l’émission de champ assisté par la température. Elle
consiste essentiellement en l’introduction d’un facteur correctif en sinus cardinal de la température
par rapport à l’équation E.4 :

JMG

(

T
)

=
πkB T /d

sin(πkB T /d)
×

C1F 2

ϕt 2(y∗)
exp

(

−C2
ϕ3/2

F
v(y∗)

)

(E.14)

où l’on a introduit
1

d
=

3

2
C2

t (y)
p
ϕ

F
(E.15)

Cette expression couvre une bonne partie de notre zone d’intérêt, jusqu’à ≳ 10 GV /m et 2500 K mais
perd sa validité en s’approchant à la fois des forts champs électriques et des hautes températures qui
s’avèreront nécessaires pour étudier l’autoéchauffement d’émetteurs en métaux réfractaires comme
le tungstène, le tantale ou le molybdène.

On peut quantifier plus précisément les limites de l’approximation de Murphy et Good en s’inté-
ressant à l’écart en densité de courant entre notre calcul numérique de J (F,T ) et la valeur analytique
de JMG (F,T ). La figure E.4 montre alors bien que plus la température augmente, moins la formule
est précise (plus l’écart se creuse avec le calcul numérique). Comme le laissait entendre la forme en
cloche de la région d’émission de champ sur la figure E.3, l’écart est d’autant plus marqué à faible et
fort champ. Si l’erreur à faible champ pourrait être compensée par l’utilisation des formules analy-
tiques des deux autres régions, l’erreur à fort champ est davantage problématique pour étudier l’au-
toéchauffement.

En effet, tout l’intérêt de modéliser l’autoéchauffement des émetteurs est de pouvoir estimer
le champ (ou la densité de courant) critique au-delà duquel l’émetteur dépasse sa température de
fusion (cf. flèches rouges sur la figure E.3). Ce phénomène requérant de forts champs électriques
(> 6 GV /m) et menant à de hautes températures (2000 ↔ 4000 K ), il ne sera pas correctement dé-
crit par l’équation E.14, en particulier pour les métaux réfractaires pour qui la température de fusion
dépasse largement les 2000 K .

En s’affranchissant des solutions analytiques et de leurs contraintes, notre calcul numérique peut
déterminer la densité de courant à n’importe quelle valeur de champ et de température. On pourra
ainsi capter le phénomène d’autoéchauffement dans son intégralité et étudier la transition de l’émis-
sion depuis un régime de pure émission de champ vers un régime d’émission de champ thermoas-
sisté, jusqu’à la destruction thermique de l’émetteur.
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FIGURE E.3 ± Les trois régions d’émission définies par Murphy et Good pour un travail de sortie
ϕ = 4.5 eV . Reproduit à partir de [2] (Fig 6.). Les flèches rouges ont été ajoutées. Elles délimitent
grossièrement ± pour des émetteurs hémiellipsoïdaux avec H = 10 µm et f de 1 à 10 ± les gammes de
champ atteint au sommet des émetteurs menant à la température de fusion (spécifiée entre paren-
thèses) pour le titane (Ti), le molybdène (Mo) et le tantale (Ta).
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FIGURE E.4 ± Écart en densité de courant entre notre calcul numérique et la formule analytique de
Murphy et Good corrigée en température (Eq. E.14) et utilisant l’approximation de Forbes et Deane
pour les fonctions elliptiques (Eq. E.9). Le travail de sortie vaut 4.5 eV .
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Annexe F

Détail du calcul établissant la forme de
distribution en énergie totale des électrons
émis

Cette annexe détaille le calcul de la distribution en énergie totale des électrons émis, introduite

par l’équation 2.32 au chapitre 2.

Pour le calcul de la distribution en énergie totale des électrons émis, il faut prendre en compte la
répartition de l’énergie cinétique entre la composante normale kz et les composantes parallèles kx

et ky . À une impulsion normale kz donnée (à dkz près), les états contribuant au courant avec une
énergie totale ϵ= ϵC + (ℏk)2/2m sont ceux tels que k2

x +k2
y = k2 −k2

z = k2
p . Ainsi, dans l’espace des im-

pulsions
{

kx ,ky ,kz

}

, ils correspondent aux états situés sur la couronne de rayon kp perpendiculaire
à l’axe z mis en évidence sur la figure F.1. On peut déterminer le nombre de ces états de la manière
suivante :

ν(kp )dkp =
volume de la couronne

volume d’un état
×2 =

2πkp dkp dkz

8π3/V
×2 (F.1)

où le facteur 2 correspond à la prise en compte du spin 1/2 des électrons. La densité volumique d’élec-
trons occupant ces états est donc :

f (kp )dkp = N̄ (ϵ,T,ϕ)
ν(kp )

V
dkp =

4πkp dkp dkz

8π3
× N̄ (ϵ,T,ϕ) (F.2)

Ces électrons arrivent sur l’interface métal-vide avec une vitesse normale vz = ℏkz /m et la traversent
avec une probabilité égale au coefficient de transmission. Ainsi, pour obtenir la contribution à la
densité de courant dJ (ϵ) de tous les électrons ayant une énergie totale ϵ à dϵ près, il faut intégrer sur
toutes les vitesses normales accessibles orientées vers l’interface :

dJ (ϵ) =−e

k∫

kz=0

ℏkz

m
×D(kz ,F )× f (kp )dkp

=−e

k∫

0

(
ℏ

m
×D(kz ,F )×

4πkp dkp

8π3
× N̄ (ϵ,T,ϕ)

)

kz dkz

(F.3)

or kp dkp = kdk = mdϵ/ℏ2 et kz dkz = mdϵn/ℏ2 d’où :

dJ (ϵ) =−e

ϵ∫

ϵC

(
4πmdϵ

8π3ℏ3
× N̄ (ϵ,T,ϕ)×D(ϵn ,F )

)

dϵn (F.4)

et finalement

dJ (ϵ)

dϵ
=−

4πme

h3
N̄ (ϵ,T,ϕ)

ϵ∫

ϵC

D(ϵn ,F )dϵn (F.5)
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kx

ky

kz

kp

2π
L

2π
L

2π
L

dkz

dkx

dky

dk

Coquille

d’impulsion

k à dk près

=

Coquille

d’énergie totale

ǫ à dǫ près

Plan d’impulsion nor-

male nulle à dkz près

Plan d’impulsion nor-

male kz à dkz près
Couronne d’énergie totale

ǫ à dǫ près avec une impul-

sion normale kz à dkz près

FIGURE F.1 ± Représentation dans l’espace des impulsions des états ayant une énergie totale ϵ quel-
conque et une énergie normale ϵn donnée. Ces états sont situés à l’intersection (en rouge) entre la
coquille de rayon k (où ϵ= ℏ

2k2/2m) et le plan {kx ,ky } passant par kz où ϵn = ϵc + (ℏkz )2.

où dJ (ϵ)/dϵ est la densité de courant émise par unité d’énergie totale, en
[

courant · surface−1 ·énergie−1
]

.
La distribution en énergie totale des électrons émis (TED pour Total Energy Distribution) est alors :

T ED(ϵ) =
1

J

dJ (ϵ)

dϵ

⇒ T ED(ϵ,F,T,ϕ) =
∣
∣
∣
∣

e

J (F,T,ϕ)

∣
∣
∣
∣

4πm

h3
N̄ (ϵ,T,ϕ)

ϵ∫

ϵC

D(ϵn ,F )dϵn (F.6)

de sorte que T ED(ϵ)dϵ = dJ (ϵ)/J donne bien la proportion de densité de courant émise entre ϵ et
ϵ+dϵ.

Remarque sur la normalisation

Montrons que la distribution en énergie totale est bien normalisée à 1. On veut pour cela calculer :

+∞∫

ϵ=ϵC

T ED(ϵ,F,T )dϵ=
∣
∣
∣
∣

e

J (F,T,ϕ)

∣
∣
∣
∣

+∞∫

ϵ=ϵC

ϵ∫

ϵn=ϵC

4πm

h3
N̄ (ϵ,T ) ·D(ϵn ,F )dϵndϵ (F.7)
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En décomposant habilement les intégrales, on remarque que :

+∞∫

ϵ=ϵC

ϵ∫

ϵn=ϵC

(

N̄ ·D
)

dϵndϵ=

nul car ϵ≥ϵn
︷︸︸︷
ϵn∫

ϵ=ϵC

ϵ∫

ϵn=ϵC

(

N̄ ·D
)

dϵndϵ+
+∞∫

ϵ=ϵn

ϵ∫

ϵn=ϵC

(

N̄ ·D
)

dϵndϵ

=
+∞∫

ϵ=ϵn

+∞∫

ϵn=ϵC

(

N̄ ·D
)

dϵndϵ−
+∞∫

ϵ=ϵn

+∞∫

ϵn=ϵ
︸︷︷︸

nul car ϵn≤ϵ

(

N̄ ·D
)

dϵndϵ

=
+∞∫

ϵn=ϵC

+∞∫

ϵ=ϵn

(

N̄ ·D
)

dϵdϵn

(F.8)

Ainsi, on peut réécrire l’équation F.7 en faisant apparaitre la forme du courant de l’équation 2.15 :

+∞∫

ϵ=ϵC

T ED(ϵ,F,T )dϵ=
−e

J (F,T )

+∞∫

ϵn=ϵC





+∞∫

ϵ=ϵn

4πm

h3
N̄ (ϵ,T )dϵ



D(ϵn ,F )dϵn

=
[

Eq. 2.15
]

J (F,T )

= 1

(F.9)
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Annexe G

Influence du maillage en 3D sur la
précision des simulations

Cette annexe décrit la méthode utilisée pour évaluer l’imprécision sur le champ électrique lié

au maillage en géométrie 3D, dont le raffinement est limité pour conserver un temps de calcul

raisonnable (cf. chapitre 2, section 2.3.3). L’erreur sur le courant qui en découle est aussi esti-

mée. Il ne s’agit en revanche pas d’une étude exhaustive, mais simplement d’une évaluation

grossière qui offre une idée de l’ordre de grandeur associé à cette source d’incertitude.

La seule solution analytique exacte dont nous disposons concernant le champ électrique local
F = βE est le renforcement de champ au sommet d’une pointe hémiellipsoïde de facteur d’aspect f

[1] :

β( f ) =
(

f 2 −1
)3/2

f ln
[

f +
(

f 2 −1
)1/2

]

−
(

f 2 −1
)1/2

(G.1)

On peut utiliser cette expression comme référence pour la valeur du champ en un point unique, mais
cela n’est pas suffisant pour déterminer le courant émis par toute la pointe. L’idée est donc de se servir
de cette expression exacte pour déterminer d’abord un maillage 2D axisymétrique de référence qui
servira ensuite à évaluer l’imprécision en 3D.

Définition du maillage 2D axisymétrique de référence

Pour définir le maillage de référence en géométrie 2D axisymétrique, nous avons testé trois maillages
successifs de plus en plus raffinés. Leurs paramètres sont donnés dans le tableau G.2. Nous avons en-

2D axi hmax hmin hgrad hcurve Nelem 〈|Erreur|〉 (%)

maillage 1
H 10−4H

1.3 0.3 2×103 1.409
maillage 2 1.1 0.1 6×103 0.256
maillage 3 1.03 0.01 75×103 0.002

TABLE G.2 ± Paramètres relatifs au maillage sous COMSOL pour les trois configurations 2D axisy-
métrique testées. hmax et hmin sont respectivement les tailles maximales et minimales des éléments.
hgrad est le rapport maximal pouvant exister entre la taille de deux éléments voisins. hcurve impose en
chaque point d’une frontière courbe le rapport entre la taille de l’élément et le rayon de courbure en
ce point. Nelem renseigne le nombre d’éléments total dans le domaine de simulation. 〈|Erreur|〉 est la
moyenne sur les dix facteurs d’aspect testés de l’erreur définie par l’équation G.2.
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suite évalué la précision avec laquelle ils s’approchent du résultat analytique de l’expression G.1 via :

|Erreur| =
β2D( f )−β( f )

β( f )
(G.2)

La figure G.1 montre les performances des trois maillages pour dix facteurs d’aspect allant de 1 à 10
(la gamme la plus explorée dans cette thèse). La valeur moyenne de l’erreur sur ces dix facteurs d’as-
pect est consignée dans le tableau G.2. Le maillage 3 (surligné en gris) offre une erreur moyenne de
0.002% ce qui est amplement suffisant pour ne pas avoir de répercussion sur le courant au dixième
de pourcent près. Nous choisissons donc ce maillage comme référence. La figure G.2 montre la ré-
partition des éléments pour ce maillage autour du sommet de la pointe.
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FIGURE G.1 ± Adéquation avec la formule analytique G.1 du coefficient de renforcement de champ au
sommet β calculé par COMSOL via la résolution de l’équation de Laplace pour trois maillages diffé-
rents. Les paramètres associés à ces maillages sont donnés dans le tableau G.2. Le graphique inférieur
donne l’écart relatif en valeur absolu entre la solution numérique (courbe rouge sur graphique supé-
rieur) et le calcul analytique (marqueurs en nuance de gris sur le graphique supérieur).

Évaluation de l’incertitude liée au maillage en 3D

Nous testons ensuite les performances de trois maillages 3D présentés sur la figure G.3 pour une
pointe hémiellipsoide de facteur d’aspect f = 10. Leurs paramètres sont donnés dans le tableau G.4.
En résolvant successivement l’équation de Laplace pour ces trois maillages, on obtient trois distribu-
tions radiales de champ F3D(r ) (le long d’une valeur orthoradiale θ constante, choisie arbitrairement).
On évalue alors l’incertitude sur ces distributions par le biais de la quantité suivante :

σF (3D) =






∫R
0

[
F3D(r )−F2D(r )

F2D(r )

]2
dℓ

∫R
0 dℓ






1/2

(G.3)
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FIGURE G.2 ± Répartition des éléments pour le maillage 3 sélectionné comme référence pour évaluer
ensuite l’erreur liée au maillage en 3D.

3D hmax hmin hgrad hcurve Nelem σF (%) εmesh
I (%)

maillage 1
H 10−4H

1.3 0.3 3.5×105 2.443 -16.3
maillage 2 1.3 0.15 4.5×105 0.641 -2.7
maillage 3 1.2 0.07 1.1×106 0.167 -1.6

TABLE G.4 ± Paramètres relatifs au maillage sous COMSOL pour les trois configurations 3D testées.
hmax et hmin sont respectivement les tailles maximales et minimales des éléments. hgrad est le rap-
port maximal pouvant exister entre la taille de deux éléments voisins. hcurve impose en chaque point
d’une frontière courbe le rapport entre la taille de l’élément et le rayon de courbure en ce point. Nelem

renseigne le nombre d’éléments total dans le domaine de simulation. σF indique l’incertitude sur le
champ local F (Eq. G.3). εmesh

I donne l’erreur sur le courant lié au maillage en 3D par rapport à la
référence 2D axisymétrique (Eq. G.4).

où F2D(r ) est la distribution radiale de champ en géométrie 2D axisymétrique obtenu avec le maillage
de référence, et ℓ(r ) est l’abscisse curviligne. Cette erreur relative sur le champ est indépendante de
la valeur du champ global E , mais ce n’est pas le cas du courant.

Pour un champ E = 0.16 GV /m tel que le courant émis en 2D vaut I ref
2D = 10 m A, l’erreur sur le

courant lié au maillage en 3D est déterminée par :

εmesh
I =

I3D − I ref
2D

I ref
2D

(G.4)

Les valeurs de σF et εmesh
I sont récapitulées dans le tableau G.4.

Ce sont les paramètres du maillage 3 (surligné en gris dans le tableau G.4) que nous avons décidé
de conserver pour nos simulations 3D avec des hémiellipsoïdes. Avec ce maillage, l’incertitude sur le
courant est de l’ordre du pourcent, ce qui reste tout à fait raisonnable au vu des autres hypothèses du
modèle, mais qu’il faut tout de même garder à l’esprit. Raffiner davantage le maillage a été envisagé,
mais le million d’éléments est déjà atteint avec ce maillage pour une seule pointe. Au-delà, le calcul
devient rapidement trop lourd pour les cas à plusieurs pointes.
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(a) (b) (c)

FIGURE G.3 ± Raffinement du maillage au sommet de l’émetteur ( f = 10). (a) : Maillage 1. (b) :
Maillage 2. (c) : Maillage 3. Seules sont visibles les mailles 2D (triangles) à la surface des frontières,
définies par les points d’accroche des mailles 3D (tétraèdres).
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Annexe H

Propriétés matériaux

Dans le cadre de notre modèle, la résolution de l’électrostatique nécessite essentiellement l’hypo-
thèse de la nature conducteur du matériaux de la cathode. Pour la résolution de l’auto-échauffement
en revanche, une difficulté supplémentaire réside dans le choix des propriétés matériaux. L’équation
de la chaleur requiert la connaissance des trois propriétés suivantes : la masse volumiqueµ, la chaleur
spécifique c, la conductivité thermique κ, auxquelles il faut ajouter la conductivité électrique σ, aussi
bien pour calculer l’effet joule que résoudre la conservation de la charge. Reprenant les références
de la bibliothèque de matériaux intégrée de Comsol 5.4, nos simulations utilisent des valeurs dépen-
dantes de la température, sur une gamme allant généralement de 300 K à la température de fusion
(extrapolation constante en dehors de cette gamme). Pour simplifier la reproduction de nos résultats
la table H.2 donne les références correspondantes. Par ailleurs, la figure H.1 montre la dépendance
en température des conductivités thermique et électrique.

Titane Tungstène Tantale Molybdène Graphite

Nom Comsol Titanium Tungsten Tantalum Molybdenum Graph. TRA-11

Phase solid solid solid solid −
Orientation alpha polycrystaline − polycrystaline −

µ(T ) [1] [2] [3] [1] [4]
c(T ) [5] [6] [5] [7] [4]
κ(T ) [8] [9, 8] 2 [8] [8] [10]
σ(T ) [11] [12] [12] [12] [10]

ϕ 4.3 eV [13] 4.5 eV [13, 14] 4.5 eV 3 4.5 eV 3 4.9 eV [15]

TABLE H.2 ± Tableau des différentes références matériaux provenant de la bibliothèque Comsol 5.4

1Dans la version 5.4 de Comsol, seuls la masse volumique et la chaleur spécifique du graphite TRA-1 sont renseignés. Nous
utilisons donc la référence [10] pour les conductivités électrique et thermique.
2La conductivité thermique du tungstène suit les valeurs plus récentes de Binkele [9] jusqu’à 1266 K . Au delà de 1266 K en
revanche, les valeurs proviennent des résultats de Ho et al. [8] et ont été multiplié par 0.84 pour rétablir la continuité avec
les données de Binkele.
3Le travail de sortie du tantale et du molybdène sont dans les fait différent de celui du tungstène. Cependant, ils ont été pris
égaux dans le cadre de cette thèse afin de mieux pouvoir comparer leur résultat et d’isoler l’influence de leurs conductivités.

Le dernier paramètre matériaux d’importance est le travail de sortie ϕ, directement utilisé dans le
code d’émission électronique dont dépend la densité de courant émise J (F,T,ϕ) et la densité de flux
de chaleur Nottingham ΦN (F,T,ϕ). Bien qu’en situation réelle le travail de sortie risque fort de varier
en fonction de l’orientation cristalline le long de la surface de l’émetteur, notre modèle suppose une
valeur constante. Pour le titane et le tungstène, nous l’avons donc pris égal à la valeur polycristalline,
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respectivement 4.3 eV et 4.5 eV . Pour le tantale et le molybdène, un travail de sortie identique à celui
du tungstène a été choisi afin d’isoler l’influence de leur conductivité dans le chapitre 3. Enfin, le
travail de sortie des nanostructures de carbone a été fixé à 4.9 eV , valeur moyenne entre la mesure
pour différentes configurations de graphite. Les références sont à nouveau renseignées dans la table
H.2.
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FIGURE H.1 ± Tracés des fits polynomiaux utilisés dans notre modèle pour (a) : les conductivités ther-
miques et (b) : les conductivités électriques. Les références sont données dans le texte.
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Annexe I

Calcul de F2D par la fonction W de
Lambert

Cette annexe détaille le développement analytique qui permet de remonter à la distribution

radiale de champ F (r ) à l’origine d’une densité de courant quelconque J (r ), en utilisant la for-

mule de Murphy et Good pour la densité de courant. C’est ce raisonnement qui est utilisé au

chapitre 5 pour établir l’équation 5.12.

La formule de Murphy et Good pour la densité de courant avec l’approximation de Spindt pour
les fonctions elliptiques s’écrit (cf. Eq. E.7 et E.8) :

J
(

F
)

=
C1F 2

ϕt 2
0

exp

(

−C2
ϕ3/2

F
v0 +

C2

C3
p
ϕ

)

(I.1)

En posant

A ..=
C1

ϕt 2
0

exp

(
C2

C3
p
ϕ

)

(I.2)

on peut réecrire l’équation I.1 sous la forme :

F 2(r )exp(−C2
ϕ3/2

F (r )
v0) =

J (r )

A
(I.3)

Pour simplifier le développement mathématique, posons encore

B ..=C2ϕ
3/2v0

C ..= J (r )/A
(I.4)

et remplaçons notre inconnu F (r ) par x. À r fixé, nous obtenons ainsi l’équation :

x2 exp(−
B

x
) =C (I.5)

Résolvons maintenant cette équation dans R∗
+ :

x2 exp(−
B

x
) =C ⇔ ln(x2)−

B

x
= ln(C )

⇔ ln(x)−
B

2x
= ln

(p
C

)

⇔ ln

(
x

p
C

)

=
B

2x
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Posons dans un premier temps X = x/
p

C pour obtenir :

X ln(X ) =
B

2
p

C
(I.6)

puis Y = ln(X ) dans un second temps :

Y exp(Y ) =
B

2
p

C
(I.7)

La branche principale de la fonction W de Lambert (wikipédia) est justement définie comme la solu-
tion pour tout nombre complexe z ∉]−∞,−1

e
] de l’équation :

W(z)eW(z) = z (I.8)

Ainsi, Y =W
(

B

2
p

C

)

est solution de l’équation I.7, ce que l’on peut écrire :

ln

(
x

p
C

)

=W

(
B

2
p

C

)

⇔ x =
p

C e
W

(
B

2
p

C

)

Or, il sort de l’équation I.8 que

eW(z) =
z

W(z)

d’où :

x =
p

C
B/(2

p
C )

W
(

B

2
p

C

)

ce que l’on peut enfin écrire :

x =
B

2W
(

B

2
p

C

) (I.9)

En reprenant les notations physiques de cette thèse, on a donc comme solution à l’équation I.3 une
amplitude de champ qui s’écrit :

F (r ) =
C2ϕ

3/2v0

2W
(

C2ϕ3/2v0

2

√
A

J (r )

) (I.10)
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Symboles et abréviation

Liste des symboles

Symbole Correspondance Dimension Valeur / Unité

Constantes fondamentales

ε0 permittivité du vide M−1 ·L−3 ·T 4 · I 2 8.85×10−12 F /m

h constante de Planck (ℏ= h/2π) M ·L2 ·T −1 6.63×1034 J s

kB constante de Boltzmann M ·L2 ·T −2 ·Θ−1 1.38×10−23 J/K

e charge élémentaire I ·T 1.60×10−19 C

m masse de l’électron M 9.11×10−31 kg

c célérité de la lumière dans le vide L ·T −1 3.00×108 m/s

Constantes de l’émission électronique

σ⋆ 2π5k4
B /15h3c2 (const. de Stefan-

Boltzmann)
M ·T −3 ·Θ−4 5.67×10−8 W m−2 K −4

C1 e3/16π2
ℏ M ·L−2 ·T 4 · I 3 2.46×10−25 [SI]

C2 4
p

2m/3ℏe M− 1
2 ·L−2I 1.07×1038 [SI]

C3 4πε0/e3 M−1 ·L−3 ·T · I−1 2.71×1046 [SI]
ν

p
2me2/18πℏ

p
ϕε0 sans dim. 6.54×10−10/

p
ϕ [SI]

Propriétés matériaux

TF température de fusion Θ K

σ conductivité électrique M−1 ·L−3 ·T 3 · I 2 S/m

λ conductivité thermique M ·L ·T −3 ·Θ−1 W m−1 K −1

κ diffusivité thermique L2 ·T −1 m2 s−1

c chaleur spécifique ou capacité ther-
mique massique

L2 ·T −2 ·Θ−1 J kg−1 K −1

CX capacité thermique à X constant M ·L2 ·T −2 ·Θ−1 J K −1

ϱ masse volumique M ·L−3 kg m−3

n densité volumique classique L−3 m−3

µ potentiel chimique M ·L2 ·T −2 eV ou J

ϕ travail de sortie M ·L2 ·T −2 eV ou J

eF énergie de Fermi M ·L2 ·T −2 eV ou J

ϵF niveau de Fermi M ·L2 ·T −2 eV ou J

ϵC niveau du bas de bande de conduction M ·L2 ·T −2 eV ou J

rS rayon de Wigner-Seitz L Å ou m

Grandeurs physiques générales

T température Θ K

φ densité de flux de chaleur M ·T −3 W m−2

Q̇ chauffage M ·L2 ·T −3 W

Q chaleur accumulée M ·L2 ·T −2 eV ou J
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τ diverses constantes de temps T s

E champ électrique global/appliqué M ·L ·T −3 · I−1 V /m

F champ électrique local M ·L ·T −3 · I−1 V /m

j densité de courant I ·L−2 A/m2

ψ fonction d’onde sans dim. −
k⃗ vecteur d’onde (assimilé au vecteur im-

pulsion ℏk⃗ par abus de langage)
L−1 m−1

v⃗ vecteur vitesse L−1 m−1

n⃗ vecteur normal à une surface (à ne pas
confondre avec les nombres quantiques
nx , ny et nz )

sans dim. −

Grandeurs de l’émission électronique

J densité de courant émise I ·L−2 A/m2

J densité de courant émise macroscopique
(courant émis rapporté à la surface de la
source)

I ·L−2 A/m2

PN puissance Nottingham totale M ·L2 ·T −3 µW ou mW

PJ puissance Joule totale M ·L2 ·T −3 µW ou mW

Pϑ evacuation totale vers le thermostat M ·L2 ·T −3 µW ou mW

ΦN densité de flux de chaleur Nottingham M ·T −3 W /m2

EN énergie Nottingham M ·L2 ·T −2 eV ou J

〈ϵ〉e énergie moyenne des électrons émis M ·L2 ·T −2 eV ou J

〈ϵ〉r énergie moyenne des électrons de rem-
placement

M ·L2 ·T −2 eV ou J

Vapp différence de potentiel appliqué entre la
cathode et l’anode

M ·L2 ·T −3 · I−1 V

Vapp différence de potentiel appliqué entre la
cathode et l’anode

M ·L2 ·T −3 · I−1 V

Dgap distance inter-électrode (entre l’anode et
la cathode)

L m

β renforcement de champ au sommet sans dim −
Fa champ local au sommet M ·L ·T −3 · I−1 V /m

I courant émis I A

Ipb courant émis au champ de préclaquage I A

Epb champ global de préclaquage M ·L ·T −3 · I−1 V /m

Emin champ global auquel l’émetteur émet un
millième du courant de préclaquage

M ·L ·T −3 · I−1 V /m

Σ Interface entre la cathode (avec les émet-
teurs) et l’enceinte

L2 m2

SF fonction d’apport ou supply function en
anglais

M−1 ·L−2 ·T eV −1 nm−2 f s−1

D coefficient de transmission par effet tun-
nel

sans dim. −

ϵV niveau du vide M ·L2 ·T −2 eV ou J

ϵ énergie totale M ·L2 ·T −2 eV ou J

ϵn énergie normale M ·L2 ·T −2 eV ou J

ϵp énergie cinétique parallèle à l’interface M ·L2 ·T −2 eV ou J

ν(ϵ)/V distribution énergétique par unité de vo-
lume des états accessibles

M−1 ·L−5 ·T 2 Å−1 eV −1

N̄ (ϵ) probabilité d’occupation de Fermi-Dirac sans dim. −
f (ϵ) fonction de distribution énergétique des

électrons
M−1 ·L−5 ·T 2 Å−1 eV −1



∆ϕ abaissement Schottky du travail de sortie M ·L2 ·T −2 eV ou J

E(z) barrière de potentiel (z évalue la distance
à l’interface)

M ·L2 ·T −2 eV ou J

Emax maximum de la barrière de potentiel M ·L2 ·T −2 eV ou J

y ratio entre le sommet de la barrière et
l’énergie normale d’un électron incident

sans dim −

y⋆ ratio entre l’abaissement Schottky et le
travail de sortie

sans dim −

v(y) fonction intervenant dans le calcul du co-
efficient de transmission

sans dim −

t (y) fonction définie à partir de la dérivée de
v(y)

sans dim −

N ED(ϵn) fonction de distribution en énergie nor-
male des électrons émis

normalisée eV −1

T ED(ϵ) fonction de distribution en énergie totale
des électrons émis

normalisée eV −1

g I gain relatif en courant dû à l’augmenta-
tion de température

sans dim. −

εI écart relatif sur le courant avec et sans
couplage thermique (i.e. contribution re-
lative au courant du couplage thermique)

sans dim. −

εT écart relatif sur la température avec et
sans couplage thermique

sans dim. −

R90% rayon correspondant à 90% de l’émission
(émetteur axisymétrique)

L m

Géométrie

H hauteur de la base au sommet L µm

R rayon à la base d’une hémiellipse L µm

Rs rayon de sphère L µm ou nm

Rb rayon à la base du cône L µm ou nm

f facteur d’aspect H/R ou H/Rs sans dim. −
α angle de cône sans dim. ° ou r ad

e excentricité des hémiellipses (à ne pas
confondre avec e la charge élementaire)

sans dim. −

ℓ abscisse curviligne L m

C(r ) jacobien dℓ/dr entre l’abscisse curvi-
ligne et la coordonnée radiale

sans dim. −

K courbure de Gauss L−2 m−2

rC rayon de courbure défini à partir de la
courbure de Gauss

L m

Paramètres de maillage

hmax taille maximale d’un élément de maille L m

hmin taille minimale d’un élément de maille L m

hgrad rapport maximal entre la taille de deux
éléments voisins

sans dim. −

hcurve rapport entre la taille des éléments à la
frontière et le rayon de courbure à cette
frontière.

sans dim. −

Nelem nombre total d’éléments dans le do-
maine de simulation.

sans dim. −



Liste des abréviations

Abréviation Correspondance Information supplémentaire

FEF Field Enhancement Factor Facteur de renforcement de champ
électrique par effet de pointe

FE Field Emission Émission électronique par effet de
champ

TFE Thermal Field Emission Émission de champ thermoassisté ou
émission thermochamp

BKW Brillouin, Kramers, Wentzel Noms des physiciens à l’origine de l’ap-
proximation dite BKW

FEA Field Emitter Array Réseau d’émetteur à effet de champ

PECVD Plasma Enhanced Chemical Vapour De-
position

Déposition en phase vapeur assisté par
plasma

Laboratoires

GeePs Laboratoire de Génie Électrique et Élec-
tronique de Paris site internet

LPGP Laboratoire de Physique des Gaz et des
Plasmas site internet

GPM Groupe de Physique des Matériaux site internet
iLM institut Lumière Matière site internet

LCAR Laboratoire Collisions Agrégats Réacti-
vité site internet

G2ELab Grenoble Génie Electrique site internet

http://lgep.geeps.centralesupelec.fr/
http://www.lpgp.u-psud.fr/modeles/ind.php?p=http://www.lpgp.u-psud.fr/lpgplone/externe/www/general/presentation_fr
https://gpm.univ-rouen.fr/fr
https://ilm.univ-lyon1.fr/index.php
https://www.lcar.ups-tlse.fr/
https://g2elab.grenoble-inp.fr/
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Clôturons cet ultime chapitre par un petit jeu. Lorsque j’ai commencé cette thèse en novembre
2018, mes deux ainé·e·s Malo et Eeva étaient encore eux mêmes doctorant·e·s. Pour marquer cette
amusante coïncidence, nous avons décidé de concocter une énigme qui formerait un lien entre nos
trois thèses. Pour la résoudre, il vous faudra d’abord trouver l’accès au chemin qui y mène. Les clés de
chaque manuscrit vous aideront à prendre la bonne direction sur la fin. Voici la mienne :

« On ne comprend que dans un cadre. »

Une fois arrivé·e, tous les titres seront remis en jeu. Déjouez les statistiques pour percer le mystère
de la Trinithèse et votre nom entrera dans la toile.
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Étoiles des années passées et de celles qui viennent.

Depuis Bourg-la-Reine vers Buthiers et back again,
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Titre : Modélisation multiphysique de l’émission électronique par effet de champ d’une cathode micro/nano-
structurée en 3D
Mots clés : modélisation numérique, émission électronique, matière condensée, claquage électrique, décharge
plasma

Résumé : Cette thèse développe un modèle d’émission
électronique par effet de champ pour simuler l’émis-
sion d’électrons par effet tunnel rendue possible par
le renforcement de champ électrique au sommet de
structures micro/nanométriques distribuées à la sur-
face d’une cathode.

Plus spécifiquement, l’étude porte sur l’autoéchauf-
fement des structures émettrices par l’action combi-
née des effets Joule et Nottingham qui accompagnent
l’émission. Lorsque le champ local atteint plusieurs
gigavolts par mètre, la boucle de rétroaction positive
entre courant et température peut causer la destruc-
tion thermique des émetteurs. Ce phénomène réduit la
durée de vie des sources d’électrons basées sur des ré-
seaux d’émetteurs et peut être à l’origine d’un claquage
électrique dommageable pour les machines opérant
sous vide à très haute tension. En résolvant temporel-
lement par la méthode des éléments finis les équations
couplées de la chaleur et du courant, les simulations
offrent un éclairage nouveau sur l’évolution de l’émis-
sion électronique.

En particulier, une analyse paramétrique approfon-
die a permis de mettre en évidence un phénomène de
bistabilité thermique, non documenté jusqu’ici. Cette
bistabilité est reliée à un emballement de l’effet Joule
ensuite amorti par l’effet Nottingham devenu refroi-
dissant. Lorsque l’amortissement est insuffisant, l’in-
stabilité résistive cause la destruction prématurée des
émetteurs, comme observé pour le cas d’émetteurs
nanométriques en carbone dont les propriétés s’ap-
prochent de la situation expérimentale d’une source
d’électron actuellement en développement.

En parallèle, une étude des interactions électriques et
thermiques entre émetteurs proches a abouti sur une
méthode efficace de réduction de dimension 3D vers
N×2D pour simplifier la simulation de l’autoéchauf-
fement d’un grand nombre N d’émetteurs axisymé-
triques. Cette méthode pourrait permettre de généra-
liser la prise en compte de l’autoéchauffement dans ce
type de configuration.

Title : Multiphysics 3D modelling of the field electron emission from a micro/nano-structured cathode
Keywords : numerical modelling, electron emission, condensed matter physics, electrical breakdown, plasma
discharge

Abstract : This thesis develops a field electron emission
model to simulate the emission of electrons by quan-
tum tunneling enabled by the local field enhancement
around the apex of micro/nanostructures located at a
cathode surface.

The study focuses more specifically on the self-heating
of the emitting structures caused by the combined ac-
tion of the Joule and Nottingham effects that come
along with the electric current. When the local field
reaches several gigavolts per meter, the positive feed-
back loop between current and temperature can cause
the thermal destruction of the emitters. This pheno-
menon reduces the lifetime of electron sources that
are based on field emitter arrays and can also be the
cause of an electrical breakdown damaging ultra-high-
voltage vacuum devices. By solving in time the coupled
heat and current equations using a finite element me-
thod, the simulations offer new insights into the evolu-
tion of the electron emission.

In particular, a thorough parametric analysis has un-
veiled for some specific cases the occurrence of a pre-
viously undocumented thermal bistability. This bista-
bility is related to the runaway of the Joule effect and
its subsequent damping by a cooling Nottingham ef-
fect. When the latter is not cooling enough, the resis-
tive instability becomes the root of the emitter thermal
destruction, as observed for carbon nanometric emit-
ters whose properties approximate the experimental
situation of an electron source currently under deve-
lopment.

In parallel, a study of the electrical and thermal inter-
actions between nearby emitters enabled us to deve-
lop an efficient method of dimension reduction from
3D to N×2D to ease the simulation of the self-heating
of a large number N of axisymmetric emitters. This me-
thod could help to systematically take into account the
emitter self-heating in such configurations.
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