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Introduction

Les systemes d’informations sont maintenant accessibles a la plupart des
individus et organismes (économiques, sociaux, gouvernementaux, etc.) de notre
société. Ceux-ci utilisent largement les possibilités offertes par les systemes de
traitement de l'information et par l'interconnexion de ces systémes au travers
de réseaux informatiques permettant ’échange instantané de données a travers
le monde. L’importance prise par les différents outils permettant I’échange et
le traitement de l'information engendre une relative dépendance des individus
et des organisations a ’égard de ces technologies. Aussi, la défaillance de ces
systemes peut avoir des conséquences graves au niveau économique, sanitaire,
social, militaire, etc.

Ces défaillances peuvent étre accidentelles ou provoquées par les actions
d’individus malveillants. La sécurité informatique s’intéresse a ce second type
de défaillances en définissant les méthodes et les outils permettant d’assurer la
protection des systemes et des réseaux d’informations contre les actions de tels
individus.

La premiere étape de sécurisation des systémes consiste a définir une poli-
tique de sécurité. Celle-ci est constituée de regles permettant de s’assurer que des
propriétés de sécurité s’appliquent sur les données du systeme étudié. D’apres
la définition des criteres ITSEC [ITS91] reprise par Yves Deswarte [DMO02], ces
propriétés sont :

— la confidentialité : les informations ne peuvent étre révélées a des utilisa-

teurs non autorisés a les connaitre ;

— D'intégrité : les informations ne peuvent étre modifiées par des utilisateurs
non autorisés;

— la disponibilité : les informations doivent étre accessibles a tout utilisateur
autorisé. Cette propriété s’applique également aux éléments du systeme
et du a ceux du réseau qui offrent un service aux utilisateurs du systéme.

La seconde étape consiste a mettre en ceuvre cette politique de sécurité
au sein des systemes. Deux types d’approches, non exclusives, peuvent étre
envisagées :

— les approches préventives mettent en ceuvre des mesures organisationnelles
et techniques permettant de s’assurer que les propriétés de la politique se-
ront effectivement vérifiées. Il s’agit par exemple de restreindre I'acces des
utilisateurs préalablement authentifiés, de chiffrer les données confiden-
tielles, de vérifier I'absence d’erreur dans les logiciels, etc.
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— les approches d’audit et de détection cherchent a déterminer les occurences
des intrusions, c’est-a-dire les violations des propriétés de confidentialité,
d’intégrité ou de disponibilité définies par la politique de sécurité. Il s’agit
donc d’approches a posteriori.

Diverses approches préventives sont généralement employées pour la pro-
tection des données d’un systéme, permettant de s’assurer a priori du respect
de la politique de sécurité. Cependant, ’expérience montre que ces approches
sont souvent insuffisantes. Il est donc nécessaire de recourir également a des
approches d’audit et de détection.

L’action des utilisateurs malveillants dont le but est de provoquer la dé-
faillance d’un systeme est définie par le terme d’attaque. Une attaque réussie
se traduit par une intrusion qui constitue une violation de la politique de sécu-
rité. Ces intrusions sont possibles en raison de défauts présents sur les systeémes
et appelés vulnérabilités. Celles-ci peuvent apparaitre a différents moments du
cycle de vie d’un systeme : lors de la conception, lors de 'implémentation, lors
du déploiement et de la configuration ou lors de I’exploitation du systeme.

Nous nous intéressons dans ce travail uniquement aux aspects de confiden-
tialité et d’intégrité des politiques de sécurité, la disponibilité étant considéré
en dehors du périmetre de cette étude. La vérification de ces propriétés peut
s’avérer relativement complexe. En effet, il n’est pas suffisant de garantir que
seuls les utilisateurs légitimes aient acces (en lecture ou en écriture) aux diffé-
rentes informations. Il faut également s’assurer que les utilisateurs légitimes (ou
plus exactement les programmes informatiques s’exécutant pour le compte de
ces utilisateurs légitimes) ne transmettent pas d’informations protégées & des
utilisateurs non-légitimes. Cela nécessite de suivre les flux d’informations au
sein des systemes.

Les approches et les mécanismes utilisés pour la protection des systeémes
d’informations dépendent essentiellement du type de systeme étudié et de la
nature des données exploitées. Nous nous intéressons dans cette these aux sys-
temes d’informations utilisant des applications web. Ce type d’application est
aujourd’hui tres populaire et tend a remplacer, ou du moins a compléter, les
applications traditionnelles du poste client. Une des raisons de ce succes réside
dans I'interface unifiée utilisée par ces solutions. En effet, de nombreux services
peuvent étre accédés a ’aide d’un client web. Ce dernier constitue un type d’ap-
plication légere et répandue. En raison de cette popularité, le nombre d’attaques
ciblant ce type de systéme est en constante augmentation. La mise en ceuvre de
politiques de confidentialité et d’intégrité au sein de ces systemes est une tache
complexe, pour les raisons suivantes :

— ces systémes comprennent plusieurs composants logiciels qui collaborent

a différents niveaux. Il est difficile d’assurer la sécurité «de bout-en-bout»
car cela suppose de suivre tous les flux d’informations du systeme.

— la plupart des composants logiciels, en particulier les serveurs et le sys-
teme d’exploitation, sont des composants utilisés par plusieurs systeémes
et «disponibles sur I'étagere» (Commercial Off-The-Shelf). La sécurité in-
formatique n’a pas toujours été prise en compte des la conception de ces
composants qui sont donc affectés par des vulnérabilités. Les organisations
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qui déploient ce type de systéme sont souvent impliquées de fagon limitée
dans le développement de ces COTS. Afin de résoudre les problemes de
sécurité, ces organisations se contentent généralement de mettre en place
une gestion des correctifs de sécurité pour ces composants. La réécriture
complete ou le développement d’une nouvelle solution ad-hoc n’est souvent
pas envisageable pour des raisons économiques.

— quelques composants logiciels peuvent étre développés spécialement en in-
terne pour des besoins propres, notamment au niveau des applications
métiers. Bien que les organisations aient un controle total sur le dévelop-
pement de ces composants, ceux-ci, en pratique, se révelent bien souvent
plus vulnérables que les COTS.

— ces systémes correspondent en général a des applications commerciales.
Dans ce contexte, refuser 'acces a un utilisateur légitime peut induire
une perte financiere plus importante que celle résultant d’attaques des
systemes. Cette exigence limite 1'utilisation de systemes de prévention ap-
portant un haut niveau de sécurité mais qui sont considérés comme trop
restrictifs.

De notre point de vue, les attaques contre ce type de systéme sont facilitées par
la complexité du systéme et par la complexité des flux d’informations engendrés
par la collaboration de plusieurs applications. En outre, des attaques ciblent
aujourd’hui la logique applicative. Ces attaques se traduisent par des intrusions
qui sont caractérisées par des flux d’informations illégaux internes aux applica-
tions. Il est donc parfois nécessaire de suivre les flux d’informations de faible
granularité, entre les conteneurs d’informations internes des applications (vue
locale). De plus, certains scénarios d’attaques font appel & plusieurs applica-
tions et génerent des flux d’informations entre ces applications du systeme, via
des conteneurs d’informations du systeme d’exploitation. Il est donc également
nécessaire de suivre les flux d’informations entre les différentes applications du
systéme (vue globale). Certaines attaques complexes générent ces deux types de
flux d’informations. Il est donc nécessaire de combiner les deux niveaux de suivi
des flux d’informations.

Afin d’assurer la confidentialité et l'intégrité des données sur ce type de
systeme tout en prenant en compte les différentes contraintes évoquées, nous
défendons dans cette these la position suivante :

— le controle de la politique de sécurité doit s’appuyer sur une approche
de suivi des flux d’informations. Cette approche doit prendre en compte
les différents niveaux de granularité des flux d’informations. Elle doit en
particulier traiter & la fois les flux internes aux applications et les flux
entre applications.

— le suivi des flux d’informations doit étre réalisé dynamiquement a ’aide
d’un mécanisme de détection d’intrusions paramétrée par la politique de
flux.

— limplémentation de la solution retenue sur des systemes réalistes doit étre
la moins intrusive possible. Elle doit nécessiter un minimum de modifica-
tions permettant d’assurer la compatibilité avec les applications COTS
existantes. Elle doit également minimiser le surcolit engendré par le suivi
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des flux d’informations.

Pour atteindre ces objectifs, nous proposons la démarche suivante :

— nous définissons un modele formel de détection d’intrusions paramétrée
par la politique de sécurité qui repose sur le suivi des flux d’informations.
Ce modele s’inspire des travaux de Jacob Zimmermann [Zim03], présenté
au chapitre 1. Par rapport aux travaux de l'auteur, nous proposons un
modele amélioré et nous déclinons I'approche suivant différents niveaux
de suivi des flux d’informations qui collaborent. Ce modele distingue pour
cela les conteneurs d’informations de leur contenu. I1 modélise I’évolution
de V’état du systeme lors de la réalisation des flux d’informations ainsi
que la politique de flux d’informations. Il valide ’algorithme de détection
d’intrusions proposé.

— nous définissons une architecture générique permettant d’implémenter le
modele proposé. Afin de prendre en compte les différents niveaux de granu-
larité, cette architecture définit différents niveaux de suivi et de détection
correspondant a différentes implémentations qui collaborent entre elles.

— nous proposons une implémentation de cette architecture générique a par-
tir d’un IDS existant, Blare, qui effectue le suivi des flux d’informations
entre les applications et d’un nouveau prototype, JBlare, qui assure le
suivi des flux d’informations au sein des applications Java.

— nous validons notre approche en réalisant des expérimentations permet-
tant d’évaluer les capacités de détection de nos prototypes ainsi que le
surcoiit engendré.

Ce mémoire est organisé de la fagon suivante : le chapitre 1 présente les
travaux existant dans le domaine de la détection d’intrusions et du controle des
flux d’informations. Nous proposons dans le chapitre 2 notre modele de détection
d’intrusions paramétrée par la politique de sécurité. Nous présentons ensuite au
chapitre 3 I’architecture générique retenue ainsi que les implémentations de deux
prototypes. Avant de conclure, nous donnons au chapitre 4 une présentation et
une analyse des résultats obtenus lors de nos expérimentations.



Chapitre 1

Etat de ’art

Nous présentons ici les travaux antérieurs relatifs a notre approche. Cette
these propose un modele et une implémentation d’'un mécanisme de sécurité
conjuguant deux domaines orthogonaux de la sécurité informatique :

— la détection des intrusions, c’est-a-dire des violations de la politique de

sécurité. Ce domaine, présenté en section 1.1, s’intéresse a la mise en ceuvre
a posteriori des différents types de politique de sécurité, en comparant le
comportement observé du systeme avec un modele spécifié au préalable.

— le controle des flux d’informations. Ce domaine, présenté en section 1.2,

s’intéresse aux différentes techniques de mise en ceuvre d’un type de poli-
tique de sécurité : les politiques de flux d’informations.

1.1 Détection d’intrusions

La détection d’intrusions est née, au début des années 80, de la nécessité d’au-
tomatiser les tdches d’audit des systémes informatiques [And80, Den87, Lun8s].
En effet, il est parfois possible, pour un utilisateur malveillant, de contourner les
mécanismes de prévention et donc de violer la politique de sécurité que mettent
en ceuvre ces mécanismes. Une telle violation de politique engendre générale-
ment des effets de bord sur le systeme. Il est donc du ressort de ’administrateur
du systeme d’analyser régulierement 1’état du systeme et de vérifier qu’il n’a
pas été compromis. Cette tache d’audit suppose un mécanisme d’enregistre-
ment des événements du systeme au sein de «journaux» et une phase d’analyse
des journaux afin d’identifier une éventuelle violation de la politique.

L’objectif de la détection d’intrusions est d’automatiser la tache d’audit. 11
s’agit bien, théoriquement, de détecter de maniere automatique les violations
de politique de sécurité, qu’on appelle intrusions. Dans la pratique, les outils
actuels ne sont cependant pas configurés directement par la politique. Aussi,
s’ils détectent certaines intrusions, détectent-ils aussi les tentatives d’intrusions
infructueuses, ce qui n’est pas toujours souhaité. En outre, la relative naiveté
des algorithmes de détection conduit a un nombre élevé d’alertes, dont une part
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F1c. 1.1 — Erreurs de détection d’un IDS

significative est en fait constituée de fausses alertes ou faux positifs. Enfin, cer-
taines intrusions peuvent ne pas étre détectées. On parle alors de faux négatifs.
La figure 1.1 illustre la notion de faux positifs et négatifs pour les deux approches
de détection d’intrusions qui seront présentées par la suite en section 1.1.1.2.

Afin de qualifier un détecteur d’intrusion, ou IDS pour Intrusion Detection
System, on s’intéresse a sa fiabilité, qui est sa capacité a émettre une alerte pour
toute violation de la politique de sécurité, et a sa pertinence, qui est sa capacité
a n’émettre une alerte qu’en cas de violation de la politique de sécurité. Un
IDS fiable présente un faible taux de faux négatif (il devrait idéalement étre
caractérisé par I’absence de faux négatif) ; un IDS pertinent présente un faible
taux de faux positif (il devrait idéalement étre caractérisé par 'absence de faux
positif).

Les IDS actuels ne sont ni fiables ni pertinents. Notre conviction est qu'une
des causes essentielles de cet état de fait est 'empirisme qui préside a la concep-
tion de ces outils. Notre objectif est donc de proposer une approche formelle,
dans laquelle le modele de détection implanté dans I'IDS présente des capacités
que 'on peut prouver.

1.1.1 Architecture classique d’'IDS

Nous décrivons dans cette sous-section les trois composants qui constituent
classiquement un systéme de détection d’intrusions [DDWO0O0]. La figure 1.2
illustre les interactions entre ces trois composants. Un capteur est chargé de
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F1G. 1.2 — Architecture classique d’un IDS

collecter des informations sur I’évolution de I’état du systéme et de fournir une
séquence d’événements qui traduit I’évolution de I'état du systeme. Un ana-
lyseur détermine si un sous-ensemble des événements produits par le capteur
est caractéristique d’une activité malveillante. Un manager collecte les alertes
produites par le capteur, les met en forme et les présente & opérateur. Even-
tuellement, le manager est chargé de la réaction a adopter. Nous détaillons par
la suite chacun de ces trois composants.

1.1.1.1 Le capteur

Le capteur observe 'activité du systeme par le biais d’une source de données
et fournit a I'analyseur une séquence d’événements qui informe de 1’évolution
de I’état du systeme. Le capteur peut se contenter de transmettre directement
ces données brutes, mais en général un prétraitement est effectué. Ce traite-
ment permet, par exemple, de filtrer un certain nombre de données considérées
comme non pertinentes afin de limiter la quantité d’information a analyser par
la suite. De plus, le capteur réalise généralement une mise en forme des données
brutes acquises afin de présenter a I’analyseur des données utilisant un certain
format d’événements. Ces fonctions sont, par exemple, réalisées par les modules
Preprocessors et Decoder de I'IDS open-source SNORT!. On distingue classi-
quement trois types de capteurs en fonction des sources de données utilisées
pour observer 'activité du systeme :

— Les capteurs systeme qui collectent des données produites par les systémes

d’exploitation des machines, notamment par le biais des journaux d’audit
systeme ou par celui des appels systéme invoqués par les applications.

Thttp://www.snort.org/
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On désigne les IDS utilisant des capteurs systéeme par I'acronyme HIDS
(Host-based IDS).

— Les capteurs réseau qui collectent les données en écoutant le trafic réseau
entre les machines par le biais d’une interface spécifique. On parle alors
de NIDS (Network-based IDS).

— Les capteurs applicatifs qui collectent les données produites par une ap-
plication particuliere, avec laquelle des utilisateurs sont susceptibles d’in-
teragir, comme un serveur web ou un serveur de base de données. L’ap-
plication doit alors étre instrumentée a cet effet.

L’avantage principal des capteurs réseau réside dans leur capacité a surveiller
un grand ensemble de machines. Cette caractéristique simplifie le déploiement
et la maintenance d’une solution de détection visant a garantir une couverture
optimale du réseau surveillé. L’approche systéeme est plus complexe a déployer
car elle nécessite une multiplication du nombre de capteurs dans le réseau. De
plus, le cotit engendré par la collecte des données par ces capteurs peut dégrader
sensiblement les performances des systemes sur lesquels ils sont installés.

Cependant, on peut s’interroger sur la pérennité des capteurs réseaux pour
trois raisons principales. Premiérement, la montée en débit des réseaux contraint
fortement les capacités de collecte de l'intégralité du trafic. Les constructeurs
de NIDS ont recours a des capteurs matériels spécifiques pour accélérer la col-
lecte, mais la détection d’intrusions dans le coceur de réseau peut poser probleme
car seules certaines données peuvent étre prises en compte. L’inspection de la
totalité des paquets n’étant pas envisageable, les IDS pour les réseaux a haut
débit doivent échantillonner les données et I’analyse ne porte souvent que sur
Pentéte et la détection reste imprécise [GSB06]. Deuxiemement, les capteurs ré-
seau ne peuvent analyser le trafic chiffré. Or, la prise en compte progressive des
problémes de sécurité tend a généraliser I'utilisation du chiffrement dans les pro-
tocoles réseau, rendant a terme les capteurs réseau inopérants [ACFT00,LaP99).
Enfin, l'analyse seule du trafic réseau s’avere souvent insuffisante pour assurer
une détection fiable et pertinente des violations de politique de sécurité, I'IDS
ne disposant que de trop peu d’information sur les systémes attaqués [ACFT00].

1.1.1.2 L’analyseur

L’objectif de analyseur est de déterminer si le flux d’événements fourni par
le capteur contient des éléments caractéristiques d’une activité malveillante.
Deux grandes approches ont été proposées, ’approche comportementale (ano-
maly detection) et approche par scénarios (misuse detection) :

— Dans 'approche comportementale, une attaque est qualifiée par la mesure
d’une déviation sensible du systeme surveillé par rapport a un comporte-
ment de référence, réputé sain et défini auparavant.

— Dans 'approche par signatures, le systeme de détection possede une base
de signatures qui modélisent les différentes attaques connues. L’analyse
consiste a rechercher I'occurrence d’un motif caractéristique d’une attaque
dans le flux d’événements.
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L’approche par signature est actuellement la plus commune. Elle s’appuie
sur une base de signatures d’attaques. Le systéme de détection consiste alors a
reconnaitre la présence de signatures parmi les traces d’audit fournies par les
observateurs. Plusieurs techniques ont été proposées qui reposent en général sur
des mécanismes de reconnaissance de motif ou pattern matching.

Le pattern matching est une méthode simple a mettre en ceuvre. Cepen-
dant, la difficulté vient de la définition des motifs. En effet, ceux-ci doivent étre
suffisamment précis pour pouvoir discriminer les différents types d’attaques,
mais également suffisamment génériques pour pouvoir détecter les différentes
variantes d’'un méme type d’attaque. Une signature trop générique conduira a
I’augmentation du nombre de faux positifs, diminuant ainsi la fiabilité. La tech-
nique de détection par scénarios nécessite en outre une maintenance active du
systeme pour mettre a jour régulierement la base de signatures. En effet, le sys-
teme ne peut détecter que des attaques connues a priori : il faut donc pouvoir
réactualiser cette connaissance. Ceci implique notamment un cotiit de mainte-
nance important. De plus, se pose le probleme du choix du langage de signature
pour lequel il n’existe pas, pour l'instant, de réel standard, méme si 'on peut
considérer, dans la pratique, que les signatures « a la SNORT » constituent
un standard de facto. En théorie, cette approche devrait produire peu de faux
positifs car le systeme possede des connaissances a priori sur les attaques.

Nous pensons que les limites inhérentes a I’approche par signature justifient
le recours aux approches comportementales présentées plus en détail en sec-
tion 1.1.2. Notre modele de détection, présenté en chapitre 2 correspond en fait
a une sous-classe des modeles comportementaux. On peut toutefois noter que
les deux approches de détection ne sont pas exclusives, car un méme manager
peut étre alimenté par des analyseurs implantant les deux approches, puis com-
biner les résultats a 'aide d’un mécanisme de corrélation d’alertes [MMM™01].
Cependant, cette possibilité n’est guere utilisée dans la pratique.

1.1.1.3 Le manager

Le manager est responsable de la présentation des alertes a I'opérateur (fonc-
tion de console de management). Il peut également réaliser les fonctions de cor-
rélation d’alertes, dans la mesure de leur disponibilité. Enfin, il peut assurer le
traitement de 'incident, par exemple au travers des fonctions suivantes :

— confinement de I'attaque, qui a pour but de limiter les effets de ’attaque;

— éradication de l'attaque, qui tente d’arréter 'attaque ;

— recouvrement, qui est ’étape de restauration du systeme dans un état
sain ;

— diagnostic, qui est la phase d’identification du probléme, de ses causes et
qui peut éventuellement étre suivi d’actions contre 'attaquant (fonction
de réaction).

Du fait du manque de fiabilité des systémes de détection d’intrusions actuels,
les réactions sont rarement automatisées, car elles peuvent se traduire par un
déni de service en cas de réaction a des faux positifs.
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1.1.2 Approche comportementale

Cette approche repose sur la modélisation d’un «comportement normaly» du
systeme ou de l'entité surveillée, appelé profil, et la détection des écarts par
rapport a ce profil. Il en découle deux problémes majeurs :

— la définition du «comportement normal» et la construction du profil de

référence ;

— la définition des criteres de déviation et la fixation des seuils associés.

Plusieurs méthodes ont été proposées pour construire le profil de référence :
on distinguera ici les méthodes utilisant des mécanismes d’apprentissage (pré-
sentées en sous-section 1.1.2.1) de celles qui n’en utilisent pas (approche par
spécification, présentée dans la sous-section 1.1.2.2, et approche paramétrée par
la politique, présentée dans la sous-section 1.1.2.3).

1.1.2.1 Profil généré par apprentissage

Classiquement, la détection d’une anomalie repose sur un modele statistique
du comportement des utilisateurs. Denning a ainsi identifié trois familles de
modeles statistiques [Den87] :

— les modeles simples utilisant des seuils sur des variables. Ces variables
peuvent correspondre a la fréquence d’apparition d’un événement. Ce mo-
dele simple est parfois utilisé par d’autres composants logiciels comme les
mécanismes d’authentification. Ceux-ci considerent en effet comme «anor-
mal» un nombre d’échecs successifs donné, lors de la phase d’authentifi-
cation par identifiant et mot de passe;

— les modeles utilisant les moments statistiques (moyenne, écart-type, etc.).
Ces modeles offrent plus de souplesse et permettent de mieux discriminer
les comportements anormaux. Cependant, ils reposent sur I’hypothese que
le comportement «normal» d’un utilisateur peut étre modélisé par une loi
statistique, ce qui n’est pas toujours le cas;

— les modeles dérivés du modele de Markov. Les événements ne sont alors
plus considérés indépendamment les uns des autres mais en séquence. Le
modele considére en effet les différents états successifs du systeme. Lorsque
le systéme change d’état, I'IDS vérifie la probabilité d’occurrence de cette
transition. Si cette derniere est suffisamment faible, le comportement ob-
servé est considéré comme anormal.

Les deux premieéres catégories permettent d’établir facilement un modele
comportemental. Néanmoins, leur pouvoir de discrimination est relativement
limité et les nouveaux modeles comportementaux d’IDS appartiennent généra-
lement a la derniére catégorie. Forrest propose par exemple de s’intéresser aux
séquences d’appels systeme [FHS97]. L’auteur utilise 'exemple du systéme im-
munitaire qui est capable chez les étres vivants de distinguer les corps étrangers
des cellules appartenant a I'individu. Bien que les différentes cellules possedent
des caractéristiques variables du fait de la diversité des fonctions assurées, le sys-
téme immunitaire dispose d’une définition assez précise du «soi», c’est-a-dire de
I’ensemble des caractéristiques définissant les cellules appartenant a un méme in-
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dividu. Un tel systeme peut efficacement détecter des corps étrangers, méme s’il
ne les a jamais vus auparavant. L’auteur a établi expérimentalement que des sé-
quences courtes d’appels systéme (typiquement 6 appels successifs) constituent
de bonnes signatures comportementales d’un processus donné. Cette signature
varie d'un processus a un autre, mais reste spécifique a chaque type d’applica-
tion. Une intrusion se traduit par un comportement anormal d’un programme
donné qui voit sa signature évoluer sensiblement.

L’auteur a expérimenté cette approche en développant un prototype d’HIDS.
La source d’information est constituée des traces d’appels systeme qui sont
systématiquement analysées. L'IDS implémentant cette technique fonctionne
alors en deux temps :

— dans un premier temps, I'IDS constitue une base de données d’apprentis-
sage. Les signatures sont obtenues par une technique de fenétres glissantes ;

— dans un deuxieme temps, 'IDS compare les séquences d’appels systemes
observées avec les signatures de la base et comptabilise le nombre de dis-
parités. En dessous d’un certain seuil de concordance, 'IDS considere le
comportement du systéme comme anormal et leve une alerte.

Cette approche constitue un moyen simple pour établir un profil de référence
et mettre en ceuvre un mécanisme de détection comportemental. Toutefois, les
performances de cette technique restent difficiles & prévoir car beaucoup de
parametres sont fixés de maniere empirique. Ce probleme est d’ailleurs caracté-
ristique des modeles comportementaux qui établissent le profil de référence par
apprentissage. En outre, ces modeles considerent qu'un comportement anormal
au sens statistique du terme caractérise une intrusion. Or ce n’est pas toujours
le cas et cela conduit & un nombre important de faux positifs [LJ99, ACFT00].

La phase d’apprentissage s’effectue sur des données enregistrées avant la
mise en place de I'IDS : se pose alors le probleme de l'apprentissage d’éven-
tuelles intrusions. En effet, cette phase requiert une base de données a la fois
saine et exhaustive par rapport au comportement attendu des utilisateurs dans
Ienvironnement réel. Pour éviter la mise en place d’un profil trop rigide et
pour pouvoir s’adapter aux changements de comportement des utilisateurs, cer-
tains IDS proposent des phases de réapprentissage au cours de I'utilisation de
I'IDS [LS98]. Il reste tout de méme le risque qu’un attaquant arrive & modifier le
profil de référence & son avantage par déviation progressive [LB97, WPS06]. De
maniere générale, fixer des seuils peut s’avérer délicat et les résultats peuvent
étre pénalisés par un sur-apprentissage.

L’approche comportementale est cependant intéressante car, ne faisant au-
cune hypothese sur les comportements illégaux, elle permet en théorie de détec-
ter de nouvelles formes d’intrusions (attaques dites zero-day). La définition du
profil de référence par apprentissage restant délicate, il a alors été proposé de
définir ce profil en excluant toute forme d’apprentissage : le profil de référence
est défini au travers d’une spécification des comportements des applications ou
au travers de la définition d’une politique de sécurité.
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1.1.2.2 Modele par spécification du comportement des programmes

La spécification de comportement est une perspective qui nous parait pro-
metteuse. Cette approche, proposée par Ko [KRL97| initialement, s’appuie sur
une spécification du comportement attendu du systéme (en fait de chaque appli-
catif) et sur analyse de traces d’audit au niveau des appels systéme. Un travail
amont d’analyse et de formalisation de la spécification du comportement des
applications est donc nécessaire. L’auteur insiste cependant sur le fait que seuls
certains programmes dits «sensiblesy, c’est-a-dire susceptibles de modifier I’état
de stireté du systeme, doivent étre surveillés. Pour I’environnement UNIX, cela
se traduit souvent par des programmes exécutés en mode privilégié (SUID).

La spécification du comportement des programmes correspond a ’expres-
sion, pour ces programmes, des contraintes imposées par la politique de sécu-
rité. C’est la politique qui permet de déterminer les traces légales de I'appli-
cation. La mise au point des spécifications se traduit alors par la définition
d’un langage formel, plusieurs modeles ayant été proposés. Ko propose ainsi
l'utilisation d’une grammaire adaptée aux environnements distribués (Parallel
Environement Grammars) [KRL97]. Sekar définit un langage de spécifications
a base d’expressions rationnelles (regular expression) constitué de reégles de la
forme : (pattern — action) [SCS98]. Chaque action est ainsi réalisée lorsque le
motif pattern est vérifié. L’ensemble de ces regles permet alors de spécifier le
comportement attendu des programmes mais permet également d’exprimer des
signatures d’attaques connues en termes de comportement. L’auteur propose en
effet de compléter I’approche par spécification avec des méthodes par scénarios
d’attaques.

La spécification de comportement constitue une approche relativement ré-
cente qui s’appuie explicitement sur la politique de sécurité. Elle permet la
détection d’attaques inconnues et propose une bonne couverture tout en géné-
rant peu de faux positifs [US01]. Cette approche, encore jeune, n’a donné lieu
qu’a peu d’implémentations dans des outils de détection. Deux implémentations
ont été proposées par Ko et Sekar pour valider leurs modeles. Plus récemment,
la société NOVELL a proposé Apparmor?, un systéme de détection/prévention
utilisant un modele comportemental & base de spécifications du comportement
des applications.

Le principal inconvénient de cette approche est qu’elle nécessite un effort
lors de la mise en place des spécifications, et ceci pour chaque application a
surveiller. Une autre approche a été proposée par Ko [KR02], dans laquelle la
politique n’est plus exprimée en termes de spécification explicite pour chaque
application : on parle alors d’approche paramétrée par la politique de sécurité
(policy-based IDS). Nous la présentons dans la section suivante.

1.1.2.3 Approche paramétrée par la politique de sécurité

Un modele d’IDS paramétré par la politique de sécurité repose sur :
— un modele du systeme surveillé ;

2http://www.novell.com/linux/security/apparmor/
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— un modele de la politique de sécurité en vigueur sur ce systeme;

— un modele de détection, c’est-a-dire de ’algorithme de détection.

Les travaux du domaine cherche & prouver, via l'utilisation de méthodes
formelles, que le comportement de 'IDS est cohérent vis-a-vis de la modélisa-
tion du systeme et de la politique. Le premier modele d’IDS paramétré par la
politique de sécurité a été proposé par Ko [KR02, KR03]. Celui-ci s’est inté-
ressé aux problemes de violations d’une politique d’intégrité par les attaques
de type race-condition, littéralement «situation de compétition». Cette forme
d’attaques correspond en fait a un probleme particulier de synchronisation :
l’attaquant profite de I'exécution concurrente et non synchronisée d’opérations
dont l'une au moins est «sensible» (typiquement une vérification de controle
d’acces sur une ressource «sensible» suivi d’un acces a cette méme ressource)
pour lire ou modifier des données auxquelles il n’a pas acces. Ko et al. modélisent
le systeme par une machine a état et la politique de sécurité par une propriété
de «non-interférence». Ils montrent ensuite que la détection en temps réel des
violations de cette politique peut étre réalisée par un algorithme prouvé par un
théoreme de déroulement. Cet algorithme a été implémenté au sein d’'un HIDS
sous Linux. Les expérimentations réalisées ont montré que 'IDS est alors ca-
pable de détecter les violations de politique d’intégrité résultant d’une attaque
de type race-condition.

Ces travaux sont intéressants et sont parmi les premiers a proposer un mo-
dele théorique prouvé de détection. L’avantage par rapport a la spécification
de comportement réside dans le fait qu’il n’est pas nécessaire de spécifier un
profil par application, la politique étant spécifiée globalement pour le systeme.
Le principal inconvénient est que les hypotheses de ce modele sont assez res-
trictives. Le spectre des attaques prises en compte par le modele est donc assez
restreint : seules les attaques violant les politiques d’intégrité par race-condition
sont détectées.

Zimmermann a proposé un modele plus générique de détection paramétrée
par la politique : le modele & flux de références [ZMB02,ZMB03,Zim03]. Ce mo-
dele permet de couvrir un spectre d’attaques plus large que le modele proposé
par Ko et Redmond. L’approche de Zimmermann permet en effet de traiter les
violations de l'intégrité et de la confidentialité, et ce quel que soit le scénario
d’attaque utilisé. L’auteur désigne par «attaques par délégation» les attaques
générant un flux d’informations observable et qui violent une politique de sé-
curité préalablement spécifiée. La notion de «délégation» renvoie au fait que
Pattaquant ne peut réaliser directement l'intrusion (le controle d’acces I'en em-
péchant) et qu’il doit par conséquent «déléguer» une partie des opérations pour
générer le flux d’informations interdit. Cette délégation peut s’effectuer de plu-
sieurs manieres : exploitation de failles de sécurité dans un programme privilégié,
de race-condition, etc.

L’auteur propose un modele théorique du processus de détection ainsi qu’une
implémentation au niveau du systeme d’exploitation. La solution proposée consti-
tue un HIDS pour le noyau Linux appelé Blare. Le modele, et en particulier la
preuve de ’algorithme de détection, reste toutefois incomplet. Nous proposons
dans cette thése un nouveau modele qui reprend et étend celui proposé par
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Zimmermann. Nous établissons la preuve de la cohérence de 1’algorithme de
détection au regard de la politique de flux spécifiée a ’aide d’un théoreme de
détection. Une nouvelle implémentation de Blare, présentée dans le chapitre 3, a
été réalisée en collaboration avec Zimmermann. Cette nouvelle implémentation
respecte le nouveau modele proposé, minimise la consommation de ressources et
permet une collaboration avec une sonde applicative nouvellement développée,
également présentée dans le chapitre 3.

L’implémentation initiale réalisée par Zimmermann a été validée par des
expérimentations sur un environnement Linux significatif d’une utilisation «ser-
veur» [ZMBO03]. Plusieurs vulnérabilités ont été exploitées sur différents services
Linux :

— des dépassements de tampons (buffer-overflow) et des attaques par traver-
sée illégale de répertoires (directory traversal attack) dans un serveur web
spécifiquement développé pour des évaluations de sécurité et comportant
volontairement de multiples failles ;

— des erreurs de formatage de chaines de caracteres (format string attack)
dans le serveur de mail Exim et le serveur de fichier NFS;

— une race-condition dans le noyau Linux;

— etc.

Les résultats de ces expérimentations sont intéressants et démontrent la ca-
pacité réelle de Blare a détecter des intrusions résultant de scénarios d’attaques
connus ou inconnus lors de la conception et le développement de I'IDS. En ef-
fet, ’approche ne s’appuie sur aucune connaissance a priori des attaques et ne
s’'intéresse qu’aux effets de ces attaques en termes de flux d’informations. Cette
approche permet donc de détecter un large spectre d’intrusions, a condition que
ces dernieres vérifient les hypotheses suivantes :

— ces intrusions sont caractérisées par des flux d’informations qui sont ob-
servables au niveau du systeéme d’exploitation (plus précisément au niveau
de l'interface de médiation que sont les appels systéme) ;

— le modele de politique de flux permet de discerner effectivement ces flux;

— la politique de flux, définie au préalable, considere ces flux comme illégaux.

Comme indiqué précédemment, I’approche ne prend en compte que les effets
des attaques en termes d’éventuelles violations d’une politique de flux. Les at-
taques infructueuses, par exemple les attaques qui sont menées sur un systeme
non vulnérable, ainsi que les attaques qui engendrent des flux par ailleurs autori-
sés par la politique ne génerent pas d’alertes. Seules les intrusions, au sens «vio-
lations de la politique de flux», sont détectées. Il s’agit donc bien d’une approche
de détection d’intrusions et non d’une approche de détection d’attaques. Par
conséquent, le nombre d’alertes émises par Blare reste faible comparé au nombre
d’alertes émises par un détecteur de scénarios d’attaques tel que Snort. En pra-
tique, beaucoup d’alertes émises par un détecteur par signatures se révelent étre
des faux positifs en termes de détection d’intrusions [Jul0l, Axe99, Mor04]. De
plus, le modele ne repose sur aucune donnée empirique ou mécanisme d’appren-
tissage qui sont inhérents aux approches classiques de détection d’anomalies.
Les difficultés rencontrées lors du paramétrage, lors de la fixation des seuils
ou lors du processus d’apprentissage, sont ici considérablement amoindries. Le



1.1. Détection d’intrusions 15

paramétrage repose en effet uniquement sur la spécification de la politique de
flux. Cette politique peut elle-méme étre spécifiée explicitement et «manuelle-
ment» par un administrateur. Elle peut également s’appuyer sur une politique
par défaut proposée par une distribution ou utiliser le paramétrage d’un autre
dispositif de sécurité tel que le controle d’acces. Le modele de comportement
de référence étant directement issu de la spécification de la politique de flux,
I’approche offre un taux de faux positifs bien inférieur a celui des approches
comportementales «classiques» [ZMBO03].

Toutefois, la principale limitation de Blare réside dans la granularité de 1'im-
plémentation & la fois en termes de flux observables (et surtout discernables) et
en termes de spécification de la politique de flux. En pratique, le comportement
interne des applications n’est pas pris en compte. Cela revient a considérer
chaque processus comme une «boite noire» d’un point de vue du systeme de
suivi des flux et donc du mécanisme de détection. Afin de privilégier la fia-
bilité du systeme de suivi de flux, les auteurs font I’hypothese restrictive que
toutes les opérations d’acces en écriture d’un processus sont causalement dé-
pendantes des opérations de lecture effectuées auparavant. Autrement dit, les
auteurs considerent un flux élémentaire de tous les conteneurs d’informations
lus vers chaque conteneur accédé en écriture. Or il peut s’avérer que, du fait
du comportement interne du processus, certaines opérations d’écriture soient
décorrélées d’une partie des opérations de lecture. Selon la politique de flux
adoptée, cette approximation peut conduire & des faux positifs ou négatifs.

De plus, la notion de flux d’informations est parfois ambigué. La plupart
des travaux portant sur le controle de flux, présentés en section 1.2, s’appuient
sur la propriété de non-interférence [GM82, GM84] qui garantit qu’un utilisa-
teur non privilégié ne peut inférer aucune information sur les données privées,
auxquelles il n’a pas acces, a partir de ’observation des données publiques,
auxquelles il a acces. Cette notion permet de garantir ’absence totale de flux
d’informations mais se révele en pratique souvent trop restrictive. Il est parfois
nécessaire d’autoriser une certaine forme de «fuite d’information», comme c’est
le cas typiquement lors de la vérification d’un mot de passe ou du calcul d’un ré-
sumé cryptographique. D’un point de vue pratique, cela revient a considérer des
exceptions & la politique de flux. Autoriser de telles exceptions est une décision
délicate, le risque étant de ne pas détecter certaines intrusions. En particulier,
autoriser une exception pour un processus entier est une décision qui peut étre
dangereuse. Les exceptions devraient étre limitées a des composants logiciels de
taille raisonnable, par exemple, une fonction. Cela permet notamment d’envisa-
ger un audit du code source afin de garantir que le composant est «str». Blare
ne gere pas de mécanisme d’exception et, la aussi, le niveau d’implémentation
considéré se révele inapproprié.

Enfin, le niveau de granularité de Blare ne permet pas de prendre en compte
un certain nombre d’attaques qui restreignent leur impact au comportement de
I’application. Le but de ces attaques n’est pas la prise de controle du systeme.
Elles se contentent de modifier la logique applicative afin d’accéder illégalement
a de l'information en utilisant des flux d’informations internes a l’application
attaquée. Par exemple, les attaque de type SQL injection permettent d’accéder
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illégalement a de I'information contenue dans un Systeme de Gestion de Base de
Données. Du point de vue de Blare, qui suit les flux d’informations au niveau du
systeme d’exploitation, il est impossible de discerner les flux légaux, résultant
d’un acces légitime au SGBD, des flux illégaux résultant d’une attaque de type
SQL injection.

Cette approche nous parait tres prometteuse malgré ces limitations. Le choix
d’une approche comportementale permet de prendre en compte les attaques in-
connues lors du déploiement ou du paramétrage de I'IDS (on parle alors d’at-
taques zero-day) ou les attaques polymorphes qu’il est difficile de caractériser a
I’aide de signatures. En outre, le paramétrage par la politique permet de limiter
le nombre de faux positifs en établissant un profil de référence le plus complet
possible. Nous reprenons donc dans cette these les travaux de Zimmermann en
nous focalisant sur les problémes suivants :

— la formalisation d’un modele cohérent de politique de flux et de processus

de détection;

— les problemes de granularité et de prise en compte des flux internes a

I’application.

Nous nous limitons dans notre approche aux politiques de flux d’informa-
tions. Nous présentons donc dans la section suivante les travaux antérieurs re-
latifs au controle des flux d’informations.

1.2 Controle de flux d’informations

Les politiques de flux d’informations sont des politiques de sécurité qui dé-
finissent les propriétés de sécurité en termes de flux d’informations autorisés ou
interdits. Une intrusion, c’est-a-dire une violation de la politique de flux, est
caractérisée par un ou plusieurs flux d’informations illégaux :

— une violation de la confidentialité est caractérisée par une fuite d’infor-
mation secrete vers un utilisateur ou une entité publique, qui n’est pas
autorisé a accéder a cette information ;

— une violation de l'intégrité est caractérisée par un flux d’informations,
généré par un utilisateur ou une entité non privilégié, qui modifie une
donnée réputée integre.

Les différentes méthodes proposées pour controler les flux d’informations au

sein des programmes informatiques peuvent étre séparées en deux catégories :

— les approches statiques qui reposent sur 'analyse des propriétés de 'al-
gorithme du programme informatique, sans exécuter le programme ;

— les méthodes dynamiques qui reposent sur ’observation, par un moniteur
externe ou par une instrumentation du programme, des exécutions du
programme surveillé.

1.2.1 Approches statiques

Les méthodes statiques, présentées dans cette sous-section, procedent a une
vérification a priori d’une politique de flux, par exemple lors de la compila-
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tion. Elle permettent donc de mettre au point et de distribuer des applications
réputées «stres». Nous verrons dans la sous-section suivante qu’il est parfois
impossible d’appliquer de telles méthodes a tous les programmes d’un systeme
informatique. Il est alors nécessaire d’utiliser des méthodes dynamiques pour
vérifier 'exécution de programmes «non-surs».

1.2.1.1 Certification de programme et politique en treillis

Les travaux de Denning [Den76,DD77] sont parmi les premiers & s’intéres-
ser aux flux d’informations dans les programmes informatiques dans le but de
garantir des propriétés de sécurité. L’auteur est un des premiers a mentionner
le terme de information flow control, qui signifie littéralement contrdle de flux
d’informations, et qu’il définit comme la technique permettant de réguler la
dissémination de l'information.

L’auteur établit tout d’abord la notion de flux d’informations entre conte-
neurs d’informations. Il considere qu’il existe un flux d’informations d’un conte-
neur z (par exemple, une variable d’un programme) vers un conteneur y, noté
r = y, des lors que l'information initialement présente dans x est transférée
vers y ou que les données de y ont été générées a partir de celles de x. La no-
tion de flux d’informations exprime une relation transitive de dépendance entre
données. De plus, 'auteur considére deux types de flux : les flux explicites et
les flux implicites. Un flux = = y est explicite si 'opération générant ce flux ne
dépend pas de la valeur de x. Ce flux permet par exemple de modéliser I'affec-
tation y := 2 ou y := x2. Un flux = = y est implicite si I'opération générant
ce flux est conditionnée par la valeur de x. Typiquement, suivant la valeur de
x, Popération génere un flux explicite z = y, z pouvant étre une constante. A
Iissu de I’exécution de l'opération, la valeur de y dépend donc de la valeur de x
et potentiellement de celle de z. Ce type de flux permet de modéliser les struc-
tures conditionnelles d’un langage comme dans ’exemple donné dans [DD77] :

y := 1; if x = 0 then y:=0. La valeur finale de y permet en effet dans ce
cas de déterminer si la valeur de x est nulle ou non, d’ou un flux d’informations
r=y.

L’auteur définit ensuite une politique de flux qui spécifie quels sont les flux
autorisés. Plutot que de spécifier tous les flux autorisés entre chaque conteneur
d’informations du systeme, I’auteur propose d’associer une classe de sécurité a
chaque conteneur. La classe de sécurité du conteneur x est alors notée x. Les
flux autorisés sont spécifiés a I'aide d’une relation entre classes notée —. Cette
relation définit en fait un ordre partiel entre les différentes classes de sécurité.
Le flux d’informations entre les conteneurs x et y, * = y est alors autorisé si
et seulement si la relation z — y est vérifiée. L’auteur définit également un
opérateur binaire associatif et commutatif de combinaison de classe, noté @.
Cet opérateur permet de déterminer la classe de sécurité associée aux résultats
des fonctions binaires. Par exemple, la classe associée au résultat de 'opération
r+y est x ®y. L'affectation z := x + y est alors autorisée si et seulement si
@y — z. Cet opérateur peut étre étendu aux opérations d’arité quelconque. La
classe de sécurité associée au résultat d’une fonction de n variables z1, ...,z
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est alors notée @(x1,...,2n) =21 D22 B ... B Xy,

Une politique de flux est donc modélisée par un ensemble de classes de
sécurité S, une relation entre ces classes définissant les flux autorisés — et un
opérateur de combinaison de classes ®. L’auteur considere les cas ou (S, ®, —)
forme un treillis ce qui suppose, entre autre, que la relation — soit transitive.
L’opérateur de combinaison de classe @ correspond alors a la borne supérieure
des classes combinées. Cette hypothese de structure en treillis est en général
vérifiée et plusieurs travaux la reprennent [San93].

L’auteur propose enfin d’appliquer ce modele a des systemes réels afin de
garantir la sécurité des flux d’informations au sein de ces systemes. La principale
difficulté réside dans l'identification et le suivi des flux d’informations. Plusieurs
solutions sont envisagées par 'auteur :

— des solutions statiques ou chaque conteneur d’informations est associé a

une classe de sécurité qui ne varie pas;

— des solutions dynamiques ou les classes de sécurité associées aux conte-
neurs peuvent varier au cours du temps.

Bien qu’il évoque ces deux types de solutions, ’auteur ne propose qu'un méca-
nisme de vérification statique permettant de certifier les programmes [DD77].
L’idée est de s’assurer des la conception du programme, ou du moins avant le dé-
ploiement de ’application, que tous les flux générés par ce programme vérifient
une politique de flux donnée. Cette approche présente plusieurs avantages :

— la vérification étant faite a priori, il s’agit d’une méthode préventive qui
garantit que toutes les exécutions du programme vérifieront la politique
spécifiée ;

— la vérification ne pénalise pas les performances du logiciel puisqu’elle est
effectuée au préalable, «hors-ligney ;

— le suivi des flux d’informations est facilité par I’analyse du code source du
programme (il est en particulier possible de suivre les flux d’informations
indirects).

Plus précisément, 'auteur s’intéresse a un langage impératif générique, for-
tement inspiré de Pascal, qui supporte ’assignation de variables, des opéra-
tions d’entrée/sortie sur des fichiers, des appels de procédures, des structures
conditionnelles (if...then...else) et itératives (while...), etc. Chaque dé-
claration de variables ou de constantes est suivie d’'une déclaration statique de la
classe de sécurité associée a la variable, du type : 1 integer security class L.

Soit une politique de flux spécifiée sous la forme d’un treillis (S, ®, —), avec
S l'ensemble des classes de sécurité associées a chaque variable ou expression,
— la relation définissant les flux autorisés entre classes et & 'opérateur de com-
binaison de classes. L’auteur considére que chaque instruction spécifie un flux
d’informations. Typiquement, I'instruction d’affectation spécifie un flux d’infor-
mations du terme de droite vers le terme de gauche. Dans le cas ou le terme de
droite est une expression impliquant plusieurs conteneurs d’informations, 1’opé-
rateur de combinaison de classe est utilisé pour déterminer la classe du terme de
droite, ce qui revient a considérer les différents flux d’informations des variables
du terme de droite vers le terme de gauche. Lors des branchements incondition-
nels, les flux implicites sont pris en compte a ’aide d’'un mécanisme de garde, ce
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qui revient & considérer les flux d’informations des conteneurs impliqués dans le
test vers chacun des conteneurs modifiés dans la structure conditionnelle.

L’étape de certification consiste a vérifier, par exemple lors de la compilation
du programme, que toutes les instructions du programme spécifient des flux
qui ne violent pas la politique. Concretement, du fait de la transitivité de la
relation —, il suffit de vérifier la légalité de chaque flux élémentaire associé
a une instruction. La légalité des flux composés, résultant de ’exécution de
plusieurs instructions, est alors assurée par transitivité. Si une ou plusieurs
instructions spécifient des flux illégaux, c’est-a-dire des flux ne vérifiant pas la
relation d’ordre entre les classes associées aux conteneurs source et destination
du flux, le programme n’est pas certifié. Les auteurs démontrent par un théoreme
que, pour tout programme certifié, chaque exécution du programme est telle que
pour tout flux d’informations = = y, x — y est vérifiée.

Ces travaux précurseurs définissent les principes du controle de flux d’infor-
mations, principes repris par la plupart des travaux existants dans le domaine.
Plusieurs limitations apparaissent cependant :

— l'auteur énonce un principe mais aucune implémentation réelle n’est pro-
posée. En particulier, 'auteur ne présente pas d’expérimentations menées
sur le développement d’une application sensible d’un point de vue de la
sécurité ;

— la spécification manuelle et statique de classe de sécurité pour toutes les
variables d’un programme nous parait étre une hypothése peu réaliste ;

— T'association statique de classes de sécurité sur les fichiers ne permet pas
de prendre en compte les aspects contextuels de la politique de sécurité :
une application peut en effet, suivant le contexte d’exécution, manipuler
des fichiers de sensibilités différentes ;

— la certification permet de garantir la sécurité de toutes les exécutions d’un
programme mais elle peut en revanche rejeter certains programmes dont
les exécutions effectives respectent, de par le contexte d’exécution, la po-
litique de flux.

Certaines de ces limitations sont caractéristiques de l'approche statique du
controle des flux d’informations. D’autres, comme les deux premiéres, feront
I'objet d’amélioration dans les travaux suivants. Ceux-ci peuvent étre classés
selon deux catégories :

— la premiere catégorie regroupe des travaux qui se sont attachés a formaliser
la notion de flux d’informations ou plutét la notion d’absence de flux
d’informations. Nous présentons ici notamment les travaux de Goguen et
Meseguer qui ont défini la notion de non-interférence;

— la deuxieme catégorie regroupe des travaux qui se sont principalement
attachés a développer les aspect pratiques d’une telle approche et notam-
ment 'implémentation sur des dérivés de langages utilisés couramment,
comme Java.
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1.2.1.2 Non-interférence

Les travaux de Denning ne donnent qu’une notion générique des «flux d’in-
formations» : Denning considere qu’il existe un flux d’informations d’un conte-
neur ¢; vers un conteneur co des lors que le contenu de ¢y a été généré a partir
de celui de ¢;. Cette définition «intuitive» des flux d’informations présente un
certain nombre de limitations :

— la notion de «dépendance entre contenus» n’est pas précisée explicitement,

bien que différents cas soient présentés;

— la définition ne s’appuie pas sur la notion d’information telle qu’elle est
définie dans le domaine de la «théorie de I'information» ou du «traitement
du signal» ;

En effet, caractériser I'information produite suppose plusieurs observations
du systeme. Pour un programme informatique traitant des données en entrée et
produisant des résultats observables, il convient alors de considérer toutes les
traces d’exécutions possibles de ce programme afin de quantifier I'information
produite par les observations. Deux approches peuvent étre envisagées :

— effectuer plusieurs observations de différentes exécutions du programme;

— raisonner sur les différentes exécutions possibles & partir du code source
du programme.

Les travaux présentés dans cette section reposent sur la deuxieme approche.

La notion d’information est étroitement liée a la notion d’observation et
donc d’observateur. Plus précisément, c’est I'information que peut inférer un
observateur, a partir des observations du systéme qu’il peut réaliser et de ses
connaissances a priori sur le systéme, qui caractérise un flux d’informations. Les
travaux de Goguen et Meseguer [GM82, GM84], inspirés de ceux de Feiertag, Le-
vitt et Robinson [FLRT77], sont parmi les premiers a s’intéresser aux problémes
d’inférences en sécurité informatique. Les auteurs proposent de définir des po-
litiques de sécurité a partir d’une propriété appelée «non-interférence». Cette
propriété définit I’absence de flux d’informations du fait de I'impossibilité pour
un observateur d’inférer une information donnée. Plus précisément, les auteurs
considerent que les sources d’informations du systéme correspondent & des ac-
tions d’utilisateurs sur les interfaces d’entrée du systéme et que les observations
correspondent a des actions sur les interfaces de sortie. Des lors, un groupe
d’utilisateurs U; est considéré comme «non-interférant» avec un second groupe
d’utilisateurs Up si les actions du premier groupe U (via linterface d’entrée
du systéme) n’ont pas d’effet sur les observations du second groupe Up (réali-
sées via U'interface de sortie). Par exemple, une politique multi-niveau réduite
a deux niveaux, I'un dit public et 'autre dit privé, spécifie que les actions des
utilisateurs privilégiés agissant sur des données privées ne doivent par interfé-
rer avec les utilisateurs non-privilégiés qui ne sont autorisés qu’a accéder aux
données publiques. Dés lors, un utilisateur non privilégié ne peut inférer aucune
information sur les données privées auxquelles il n’a pas acces.

Goguen et Meseguer s’appuient sur un modele formel du systéme étudié et
de la politique de sécurité. Le systeme est modélisé par une machine a état

M = (S,U, C, Out, sg, do, out)
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avec :

S lensemble des états du systeme;

— U l'ensemble des utilisateurs, ou sujets, du systéme ;

— C l’ensemble des commandes accessibles aux utilisateurs (via U'interface

d’entrée du systeme) ;

— Out 'ensemble des observations possibles pour les utilisateurs (via l'inter-

face de sortie du systéme) ;

— s ’état initial du systeme;

— do: S xU x C'— S une fonction de transition ou de changement d’état ;

— out : S X U — Out une fonction d’observation.

Les systemes modélisés sont donc supposés déterministes : la succession des
états ne dépend que des commandes passées par les utilisateurs et de la fonc-
tion do. Le systéme passe d’un état s, € S a un état s,41 suite a I'exécution
d’une commande ¢, € C par un utilisateur u, € U : $p41 = do(Sp,Un, Cpn).
Par extension, les auteurs définissent la fonction sdo : S x (U x C)* qui per-
met d’exprimer I'état atteint apres exécution d’une trace de commandes w =
((ug,co), (1, ¢1)y -y (Uny€n)) t Spp1 = sdo(sg, w), noté également s, = [[w]],
Pétat initial so étant fixé. Les paires (u,c),u € U, ¢ € C forment ’ensemble des
entrées du systeéme ou des «sources» des flux d’informations.

La fonction out permet d’exprimer le sous-ensemble de 1’état du systeme
observable par chaque utilisateur. L’observation par un utilisateur v de ’état
sn, est donc notée out(s,,u) = out([[w]],u) ou [[w]],. L'ensemble des observa-
tions Out constitue donc les sorties du systeme ou les «destinations» des flux
d’informations.

Les auteurs définissent alors la propriété de non-interférence a 1’aide d’une
fonction de purge. Pour un groupe d’utilisateurs G C U et un ensemble d’actions
A C C, la fonction de purge pg 4 : (U x C)* — (U x C)* renvoie, pour chaque
séquence w € (U x C)* une séquence purgée w’ = pg, 4(w). La trace purgée w’
est constituée de toutes les paires ordonnées (u, ¢) € (U xC) de w sauf celles dont
l'utilisateur fait partie du groupe G (u € G) et dont la commande fait partie de
A (c € A). La trace purgée contient donc l’ensemble des entrées de w sauf celles
réalisées par un utilisateur de G a I’aide d’une commande de A. Soit par exemple
w = ((u1,¢1), (uz,c1), (ug, c2), (u1,c2)). Soit G = {uz} et A = {c2}, la trace
purgée correspondante est alors w’ = pg a(w) = ((u1,¢1), (u2,c1), (u1, c2)).

Un ensemble d’utilisateurs G utilisant des commandes parmi un ensemble A
n’interfere pas avec un groupe d’utilisateurs Go, noté par les auteurs Gy, A :| Go,
si et seulement si :

Yw € (U x C)*,Yuo € Go : [[w]luy = [Pay,a(W)]]uo

La propriété de non-interférence exprime donc I'impossibilité pour tous les
utilisateurs de G d’inférer, a partir de leurs observations du systéme, une
quelconque information sur les actions des utilisateurs de Gj. Autrement dit,
les effets des actions réalisées par les utilisateurs de G sont indiscernables par
les utilisateurs de G. La non-interférence est donc par nature une propriété de
«bout-en-bout» [SRC84] qui assure 'absence de flux d’informations de certaines
entrées du systéeme vers certaines sorties.
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Les auteurs utilisent les propriétés de non-interférence pour spécifier des
politiques de sécurité. Les politiques modélisables de la sorte sont en fait des
politiques de flux qui spécifient quels sont les flux d’informations interdits. Les
propriétés de non-interférence entre un groupe d’utilisateurs Gy et un groupe
d’utilisateurs G garantissent en effet que les actions de G seront indiscernables
par Go et garantissent donc I’absence de flux d’informations des entrées de Gy
vers l'interface de sortie observable par Gp. Une politique de flux est donc
un ensemble de propriétés de non-interférence définissant des flux interdits. La
plupart des politiques de flux spécifient cependant les flux autorisés, les flux
qui ne sont pas déclarés autorisés étant considérés comme interdits. Ce type
de politique peut étre modélisé par des exceptions a une propriété générale de
non-interférence. Soit u, A = v avec u,v € U et A € C une relation définissant
les flux autorisés entre utilisateurs ou sujets du systeme, la politique de flux
peut alors s’exprimer de la sorte : Yu,v € U,VA € C u, A : | vsaufsiu, A= v.

Soit par exemple une politique multi-niveau simplifiée comportant trois ni-
veaux : public (P), secret (S) et trés secret (TS). Soit L = {P, S,T'S} 'ensemble
des niveaux et level : U — L une fonction renvoyant le niveau d’un utilisateur.
Soit Up, Ug et Urg les ensembles modélisant respectivement les utilisateurs de
niveau public, secret et tres secret :

- Up = {u e U/level(u) = P}

— Ug = {u € Ullevel(u) = S}

- Urg = {u € U/level(u) = TS}

La politique de flux peut s’exprimer a ’aide de deux propriétés de non-interférence :

1. Urg,C 2| UpUUg
2. US,C I| Up

L’approche permet donc de modéliser des politiques de sécurité reposant
sur des propriétés de «bout-en-bout» et de haut-niveau. Les propriétés de non-
interférence garantissent en effet 1'absence de tout flux d’informations entre
certaines entrées et sorties du systeme, et ce quel que soit le chemin effectif
«emprunté» par I'information. Aucune restriction n’est imposée sur la capacité
d’observation des utilisateurs, aucune hypothése n’étant faite sur la fonction
out. La non-interférence permet donc en théorie de prendre en compte tous les
canaux d’information, y compris les canaux cachés. Ces derniers désignent des
moyens détournés utilisés par un attaquant pour faire transiter de 'information.
On distingue généralement deux types de canaux cachés :

— les canaux de stockage (storage channel) qui détournent 'utilisation d’un

conteneur d’informations du systéme accessible a un utilisateur externe;

— les canaux temporels (time channel) qui s’appuient sur la modulation dans

le temps de 'utilisation d’une ressource du systeme.
L’utilisation de canaux cachés dans le but de dérober de I'information suppose
la collaboration entre un sujet malveillant et un observateur externe. Dans la
pratique, il s’agit d’un programme informatique malveillant installé par 1'at-
taquant par un moyen détourné (porte dérobée installée dans la chaine de
distribution de I’application, exploitation d’une vulnérabilité, d’'une mauvaise
configuration, etc.). Le sujet malveillant et Pattaquant conviennent d’un codage
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de l'information et utilisent un moyen accessible publiquement & ’observateur.
Dans le cadre des canaux de stockage, il s’agit généralement d’un conteneur
d’informations de faible capacité dont la spécification du systéme n’envisage
pas l'utilisation comme moyen de communication. Les drapeaux (flag) dans les
protocoles réseaux, la valeur de retour d’une fonction (en particulier les codes
d’erreurs), etc. peuvent étre utilisés. Dans le cadre des canaux temporels, le
sujet malveillant module ses acces a une ressource & des intervalles prédéfinis,
ces intervalles formant un alphabet de message. L’observateur peut donc, en
mesurant les intervalles, retrouver le message. Par exemple, le sujet malveillant
peut envoyer des paquets (de connexion, de synchronisation, d’acquittement,
etc.) suivant un alphabet & deux intervalles (un intervalle court et un intervalle
long) et faire parvenir ainsi & un observateur connecté au réseau un message
codé dans 'alphabet binaire.

Si la non-interférence permet d’exprimer facilement des contraintes de sécu-
rité de haut niveau, il est en revanche plus difficile d’établir qu’un systeme vérifie
une propriété de non-interférence. En effet, cette propriété suppose de considé-
rer toutes les traces du systéme. En pratique, la vérification d’une propriété de
non-interférence ne peut étre réalisée de maniere exhaustive qu’a partir d’une
analyse statique. Goguen et Meseguer proposent, afin de vérifier les propriétés
de non-interférence sur un systéme multi-niveaux, une technique de vérification
appelée unwinding, que 'on peut traduire par «déroulement». Cette technique
repose sur un raisonnement par récurrence permettant d’établir, pour chaque
action susceptible de faire évoluer le systeme, un ensemble de conditions néces-
saires et suffisantes pour satisfaire la propriété de non-interférence. Il est alors
possible de vérifier a priori, a partir de la spécification du systéme, que toutes
les actions du systeéme vérifient cet ensemble de conditions et ainsi garantir les
propriétés de non-interférence.

Plusieurs travaux [Rus92, HY86] se sont inspirés de ceux de Goguen et Me-
seguer. Ces travaux se sont notamment attachés a préciser les relations d’équi-
valence sur les comportements des systéemes et ce afin de rendre les condi-
tions de déroulement les plus explicites possible. Les auteurs établissent notam-
ment des relations d’équivalence entre observations : deux états ou deux traces
sont équivalentes pour un observateur si cet observateur ne peut les distinguer
(les mémes entrées observables produisent les mémes sorties observables). Plu-
sieurs définitions de la relation d’équivalence peuvent étre considérées condui-
sant & différentes formes de propriété de non-interférence. Ainsi, les travaux
de Rusby [Rus92] ou de Roscoe [RG99] s’intéressent & la non-interference in-
transitive. Il s’agit plutot de politique de flux intransitive donc d’interférences
intransitives. Dans une telle politique, la relation d’autorisation des flux n’est
pas transitive : il peut exister des cas ou les flux directs sont interdits bien que
certains flux indirects soient autorisés. Si — dénote la relation des flux autorisés
et —» la relation des flux interdits, le cas suivant peut se produire : a — b, b — ¢
et a - c. Ce type de relations intransitives permet notamment de modéliser
les politiques faisant appel a la déclassification (downgrading) ou les politiques
de controle de canal (Channel-Control security policies). Dans les deux cas, il
s’agit d’interdire les flux d’informations entres deux entités sauf si ces flux em-
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pruntent un canal de communication sécurisé (par exemple un médium chiffré
ou une application dont le code a été audité).

D’autres travaux [McC88, McL94, WJ90] se sont intéressés a généraliser la
notion de non-interférence aux modeles de systemes non-déterministes et a étu-
dier le probleme de composition pour différentes propriétés de sécurité inspirées
de la non-interférence. Le probléeme de composition peut étre formulé de la fa-
con suivante : soit un systeme composé de plusieurs modules, la composition
pouvant étre effectuée suivant différents schémas, si chacun des modules vérifie
une propriété de sécurité (par exemple, la non-intérférence), est-ce que le sys-
teme composé des différents modules vérifie cette propriété ? Certains travaux
proposent d’utiliser les algebres de processus [Ros95, FG95,RS99] ou la théorie
des traces [McL92] plut6t que le modele initial des machines & états.

La non-interférence est a priori une propriété intéressante car elle exprime,
de maniere simple et compréhensible, une exigence de haut niveau essentielle en
sécurité informatique et ce sans faire d’hypothese sur les mécanismes de sécurité
utilisés. Cependant, cette formulation élégante de 1'absence de flux d’informa-
tions présente un certain nombre de limites :

— la premiere formulation de Goguen et Messeguer a été suivie par de nom-
breuses autres formulations qui proposent de généraliser le concept aux cas
non traités par le modele initial (non-interférence intransitive, indétermi-
nisme, etc.). Il existe aujourd’hui une grande diversité de définitions de la
non-interférence, chaque modele clamant sa supériorité en termes de géné-
ricité ou de précision. Il est difficile de comparer ces différents modeles car
ils varient sensiblement [Rya96]. Il n’existe pas aujourd’hui de définition
générique et communément adoptée qui reprenne les différents aspects pris
en compte par les différents modeles proposés bien que certains travaux
se soient attachés & classifier et expliciter ces différents modeles [McL94].

— la non-interférence permet d’exprimer simplement des exigences de haut
niveau mais il est en revanche difficile et cotteux de vérifier qu'un sys-
teme vérifie cette propriété. L’utilisation de théorémes de déroulement
permet de déterminer des conditions ou un ensemble d’équations sur les
fonctions de transition du systeme. Cette formulation moins «intuitive»
de la non-interférence facilite la vérification automatisée des propriétés de
non-interférence [GM84] mais il reste difficile de vérifier ces conditions sur
des systemes réels, en particulier au niveau de I'implémentation.

— les exigences imposées par la non-interférence, du moins dans sa version
«strictey, sont souvent trop fortes. En effet la non-interférence impose 1’ab-
sence totale de flux d’informations ou plus exactement ’absence totale de
variation sur les observations. Dans les systeémes réels, il est impératif d’in-
terdire les flux d’informations permettant de révéler des données secretes
mais il est en revanche souvent nécessaire d’autoriser une certaine forme
de fuite d’informations [Zda04]. Plus exactement, il est difficile de ga-
rantir 'absence totale de variation sur les données publiques observables.
L’utilisation de fonctions de vérification de mot de passe ou de fonctions
cryptographiques constituent des exemples classiques de ce cas de figure.
Ainsi, lorsqu’un attaquant propose un mot de passe a un systeme d’au-
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thentification, ce dernier, en acceptant ou refusant le mot de passe proposé,
renseigne 'attaquant sur le mot de passe réel. Le mot de passe réel, qui
constitue la donnée privée a protéger, interfere donc avec I'attaquant car
I'observation de l'attaquant dépend du mot de passe stocké. Toutefois,
si le mot de passe est judicieusement choisi ou, dans le cas de 1'utilisa-
tion d’une fonction cryptographique, si la taille de la clef est adaptée, la
quantité d’information révélée a chaque essai reste suffisamment faible et
empéche 'attaquant de retrouver la donnée secrete, a 1’échelle humaine.
Les travaux présentés dans la section suivante se sont intéressés a ces limi-
tations (notamment la seconde). Ils proposent de mettre en oeuvre le contrdle
des flux d’informations en vérifiant statiquement des politiques & base de non-
interférence sur des programmes informatiques (et non plus sur un systéme
complet), a 'aide d’un mécanisme de typage de sécurité. Ces travaux reposent
en effet sur une définition de la non-interférence adaptée aux programmes in-
formatiques : la non-interférence entre variables (et non plus entre utilisateurs).
Ils proposent également un mécanisme permettant la vérification automatique
du respect d’une politique de sécurité exprimée en termes de propriétés de non-
interférence.

1.2.1.3 Controéle de flux d’informations par systéme de types

L’utilisation de mécanismes de controle de types pour le contréle statique
de flux d’informations est une technique relativement récente qui nous semble
particulierement prometteuse [SM03a, Smi07]. En informatique, la notion de
type désigne une catégorie de données vérifiant un ensemble de propriétés. Par
extension, le type d’un conteneur d’informations, par exemple, d’une variable,
désigne la ou les catégories de données que le conteneur peut recevoir ainsi que
les opérations applicables & ce conteneur. Les langages informatiques proposent
généralement des types de base (entier, réels, booléens, etc.). A partir de ces
types de base, d’autre types peuvent étre proposés :

— des types paramétrés (tableaux, pointeurs, etc.);

— des types énumérés modélisant les ensembles finis ;

— des types composés (structures, classes, objets, etc.);

— etc.

Le controle de types consiste alors a vérifier que les valeurs stockées dans les
variables ou que les valeurs passées en parametre aux fonctions respectent les
regles de typage. Deux approches peuvent étre adoptées :

— le controle statique de types associe un type aux conteneurs d’information.

Le type doit étre spécifié dans le code source mais les mécanismes d’infé-
rence de type permettent de s’affranchir de la spécification explicite par
le programmeur. Les vérifications sont effectuées lors de la compilation
assurant ainsi une exécution sire d’un point de vue typage. Le langage
objet produit par le compilateur est optimisé et n’a pas besoin de conte-
nir d’informations sur le type des variables, d’ou un gain d’occupation
mémoire.

— le contrdle dynamique de types associe un type aux contenus (données).
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Le type d’une variable est déterminé lors de I'exécution en fonction des
données stockées dans cette variable. Le langage objet ou intermédiaire
doit contenir, en plus de la valeur, le type de chaque variable ce qui génere
un surcout d’occupation mémoire. De plus, la vérification ayant lieu a
I’exécution, elle entraine une dégradation des performances et peut rendre
le débogage des applications plus difficile. Cette approche, plus souple, est
souvent adoptée par les langages de script (Python, Php, Ruby, etc.)

Un systeme de types est constitué de deux parties :

— un environnement de typage, généralement noté I', qui associe un type a

chaque variable ;

— un ensemble de regles appelées jugements de la forme I' - p : 7, qui permet

de déterminer le type d’une assertion du langage.

Certains jugements découlent directement de ’environnement de typage et
forment un ensemble d’axiomes. Par exemple, soit un environnement de typage
I' qui associe le type entier, int, au conteneur z. Le jugement suivant découle
directement de I’environnement de typage :

I'Fax:int

Ce jugement définit que de I', on peut inférer que = est de type int. D’autres
jugements peuvent étre déduits par des regles d’inférence, a partir de jugements
préalablement établis. Par exemple, soit un environnement de typage I' qui
associe le type entier, int, aux conteneurs x et y. La regle d’inférence suivante
permet de déduire le type correspondant a l’addition de = et y :

'Fa:int I'Fy:int
F'cz+y:int

Ces regles se lisent de haut en bas. Les termes situés au dessus de la ligne
horizontale constituent les prémisses ou hypothéses que I'on considere comme
valides. Les termes situés en dessous de la ligne constituent les conclusions qui
sont vérifiées des lors que les prémisses le sont. Les jugements sont utilisés en
série pour constituer un arbre de preuve permettant de vérifier que chacune des
assertions d’un programme est correctement typée et donc que le programme
vérifie les regles de typage. Par exemple, soit le systeme de types suivant, X étant
un ensemble de variables entiéres et Y un ensemble de variables booléennes :

Ve, € X,I'Fx; :int
vy, € Y,T' F y; : bool
I'bkx;:int 'y :int
I'kay+2;int
' y; : bool I' =y, : bool
I'=y; Ay; : bool

Les expressions x1 + T2, 1,22 € X et y1 A yo, y1,y2 € Y vérifient les regles de
typage. En revanche les expressions x1 + y2 ou y; A x2 sont mal typées.
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L’utilisation des systemes de types pour controler les flux d’informations re-
pose généralement sur un typage statique. Volpano et Smith [VIS96,VD97] sont
les premiers a utiliser les systemes de types pour vérifier les flux d’informations
au sein d’un programme informatique. Ils s’inspirent des travaux de Denning
présentés précédemment. Le principe consiste & définir, pour chaque variable ou
expression, un type de sécurité, en plus du type «ordinaire» tel que entier ou
réel. Ce type de sécurité spécifie en fait les politiques de flux qui s’appliquent
sur les données manipulées et correspond aux «labels de sécurité» proposés par
Denning. La nouveauté réside dans l'utilisation d’un systeme de vérification
des types afin de mettre en ceuvre la politique de flux et rejeter, a la compila-
tion, les programmes mal typés, c’est-a-dire les programmes spécifiant des flux
d’informations interdits par la politique de flux d’informations. L’utilisation de
systemes de types permet également la composition : un systéme composé de
sous-systemes réputés «surs» d’un point de vue typage de sécurité sera lui méme
réputé «sur» des lors que les signatures externes des différents sous-sytemes vé-
rifient les regles de typage [SM03a]. C’est 1a un des principaux avantages des
systemes de type de sécurité qui permet de décomposer ’étape de vérification
d’un systeme.

Le principe du controéle statique de flux d’informations par controle de types
est de proposer un mécanisme de vérification automatique de propriétés de
non-interférence, présentées dans la sous-section précédente. La définition de la
non-interférence retenue est adaptée & ’échelle étudiée : intuitivement, la non-
interférence est respectée si le contenu des variables de niveau de sécurité haut
(ou privé) n’influence pas les sorties observables de niveau de sécurité bas (ou
public) du systéme. Supposons que la politique de flux d’informations définisse
deux niveaux de sécurité (la définition pouvant étre généralisée & N niveaux de
sécurité hiérarchisés par une relation d’ordre partielle définissant une structure
de treillis). Nous notons par la suite ces deux niveaux bas (B) et haut (H). Soit
s = (sp,smg) un état du systéme, sp correspondant & I’état des variables de
niveau de sécurité bas et sy correspondant a ’état des variables de niveau de
sécurité haut. L’état initial est appelé état d’entrée du systeme et, suite a 'exé-
cution du programme, le systéme peut atteindre un état ' = (s'g, s%), appelé
état de sortie, ou diverger. La sémantique d’un programme ou d’une commande
C' est alors une fonction [[C]] : S — S, avec S; = SU{L} et L ¢ S. Cette
fonction associe & tout état d’entrée s € S un état de sortie [[C]](s) ou L si
le programme ne termine pas. Afin de ne prendre en compte que les variations
sur les variables de niveau haut de I’état d’entrée du systeme, les auteurs défi-
nissent une relation d’équivalence sur les niveaux bas des états d’entrée. Deux
états d’entrée du systeme s; = (S1,,81,) et s2 = (Sa2j, S2;,) sont équivalents
sur les niveaux bas, noté sy =p so, si et seulement si s1, = s2,. Le pouvoir
d’observation et de distinction des états de sortie d’un attaquant est modélisé
par une relation symétrique et réflexive entre les états de sortie notée ~p. Cette
relation détermine la « vue de niveau bas» du systéme. Deux états de sortie s}
et sh, vérifiant s| ~p s, sont indiscernables par un attaquant qui est réputé ne
pouvoir observer que les variables de niveau bas. Dés lors, un programme C' vé-
rifie la non-interférence entre les niveaux de sécurité haut et bas si et seulement
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| Ws1,80 € 8,51 =p 52 = [[C))(s1) = [[C]](s2)

Cette propriété traduit le fait que le contenu en sortie des variables de niveau
bas ne dépend pas des variables en entrée de niveau haut. Il n’y a donc pas de
flux d’informations des variables de niveau haut vers les variables de niveau bas,
observables par un attaquant.

Volpano et Smith définissent un systéme de types de sécurité pour un lan-
gage structuré simple manipulant des entiers et supportant les structures de test
et de bouclage [VIS96]. Les auteurs montrent que le systéeme de types proposé
permet de contréler les flux d’informations directs et indirects au sein du pro-
gramme. Leur contribution principale réside dans 1’établissement de la preuve
de correction du systéme de types. Celle-ci repose sur deux lemmes de sécurité :

— un lemme démontrant la propriété de sécurité simple : si, d’apres le
systeme de types, il est possible de donner le type 7 & une expression e,
alors seuls les contenus des variables de type, donc de niveau de sécurité,
7 (ou de niveau de sécurité inférieur) seront lus lors de I'exécution de e;

— un lemme démontrant la propriété de confinement : si, d’apres le systeme
de types, il est possible de donner le type 7 a une expression e, alors
aucune variable de niveau de sécurité inférieur & 7 ne sera modifiée lors
de 'exécution de e;

Les auteurs completent leur approche en considérant un langage impératif pro-
cédural [VD97] et la gestion des exceptions [Smi07]. Ils démontrent également
que tout programme respectant le systeme de types de sécurité vérifie une pro-
priété de non-interférence entre variables telle que définie précédemment [VD97,
Smi07]. Plusieurs travaux se sont également intéressés aux systéme de types de
sécurité et en ont étendu le domaine d’application. Les travaux de Banerjee
et Naumann [BNO3] et Myers [Mye99] portent notamment sur les langages a
objets. Pottier et Simonet [PS03] se sont intéressés aux langages fonctionnels.
D’autres travaux ont porté sur les aspects liés a I'indéterminisme. Les causes
mémes de 'indéterminisme sont multiples et nécessitent parfois des approches
différentes :

— le programme peut contenir des instructions dont ’exécution est intrin-
séquement aléatoire ou pseudo-aléatoire (par exemple I'utilisation d’une
fonction de tirage aléatoire) ;

— le programme peut contenir plusieurs files d’exécution s’exécutant paral-
lelement sur un ou plusieurs processeurs;

— le programme peut étre distribué sur plusieurs machines communiquant a
travers un réseau;

La non-interférence reposant, dans sa version originale, sur un modele détermi-
niste du systeme, n’est pas adaptée d’ou le recours a des modeles raisonnant sur
I’ensemble des valeurs possibles (modéles possibilistes) [Man00]. Banatre, Bryce
et Le Métayer [BBM94| sont parmi les premiers & s’intéresser au controle de
flux statique dans un langage ou les choix peuvent étre aléatoires. Smith et Vol-
pano [SV98, VS99, Smi01], tout comme Boudol et Castellani [BCO01] définissent
des systemes de types de sécurité adaptés a ’exécution concurrente de plusieurs
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files d’exécution. Sabelfeld et Mantel [SM02] s’intéressent aux programmes dis-
tribués et proposent un systeme de types compatible avec ’exécution concur-
rente et distribuée via I’échange de messages.

1.2.1.4 Mise en pratique

Le contréle de flux par analyse statique, et en particulier par controle de
types de sécurité, est aujourd’hui un domaine de recherche prolifique. Les tra-
vaux publiés couvrent différents aspects, présentés succinctement dans le para-
graphe précédent. Les articles de Myers [SM03a] et Smith [Smi07] constituent
par ailleurs une référence bibliographique intéressante couvrant la plupart des
travaux du domaine. Pourtant, malgré plus de trente années de recherche, force
est de constater que ces recherches ont eu peu d’impacts en pratique [Smi07] et
que les techniques de controle statique de flux d’informations sont peu ou pas
utilisées dans les systémes opérationnels [Zda04]. Plusieurs arguments peuvent
expliquer la faible adoption de ces techniques :

— le manque de prise en compte des architectures et des probléemes de sécurité
«réels» rencontrés dans les systemes opérationnels. En effet, beaucoup de
travaux se sont attachés a définir des propriétés complexes afin d’effectuer
une analyse statique précise des fuites d’information possibles. Peu de
travaux en revanche se sont intéressés a définir un langage adapté au
développement des systemes opérationnels. En outre, peu de travaux se
sont attachés & démontrer les bénéfices réels de ces techniques dans la
prévention des attaques courantes, sur des architectures opérationnelles.

— les restrictions trop importantes imposées par la non-interférence. Cette
propriété requiert en effet, pour toute modification des variables privées,
I’absence totale d’observation donc ’absence de variation sur les variables
publiques. A l'extréme, une modification d’un seul bit d’information sur
une variable publique, suite a la modification d’une variable privée, suf-
fit & contredire cette propriété. Or dans bien des cas, I’observation d’une
variation sur les observations ne permet pas d’inférer une quantité d’infor-
mation suffisante pour un attaquant. Comme indiqué en section 1.2.1.2,
I'utilisation de primitives cryptographiques ou la vérification d’un mot de
passe illustre ce probléme. De maniere générale, la non-interférence est
souvent violée dans les systemes opérationnels et ce méme en 1’absence
d’attaque [RMMGO1].

— le manque d’intégration avec les mécanismes de sécurité existants et de
prise en compte des politiques complexes de haut niveau. Les politiques
de flux d’informations reposant sur des propriétés de «bout-en-bouty, elles
doivent étre appliquées a I’ensemble du systeme. Les techniques de controle
statique des flux d’informations reposant sur une réécriture, fut-elle par-
tielle, du code des différents composants logiciels, I’application de ces tech-
niques a ’ensemble des composants du systéme n’est souvent pas envisa-
geable. Seuls certains composants peuvent étre réécrits et analysés. Des
lors, ces techniques doivent coopérer avec des mécanismes s’appliquant
a ’ensemble du systeme. De plus, les techniques de controle statique de
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flux d’informations reposent sur la spécification de politiques de flux d’in-
formations entre des conteneurs de faible granularité, par exemple des
variables d’un programme. Il s’agit donc de politiques de bas-niveau, spé-
cifiées sur chaque conteneur & 'aide de labels ou de types de sécurité. A
contrario, les politiques de sécurité qui s’appliquent sur les systemes re-
posent sur des exigences de haut-niveau, définies entre des conteneurs de
granularité plus importante (des fichiers, des interfaces réseau, etc.) ou
des entités actives (des utilisateurs, des applications, etc.). Il est donc né-
cessaire d’établir un lien entre les exigences de haut niveau et la politique
de flux de bas niveau, et ce de facon dynamique. En effet, de nombreuses
applications pouvant manipuler des données de sensibilités différentes, les
labels ou types de sécurité doivent étre en partie associés dynamiquement
aux conteneurs d’informations de I'application, suivant le contexte d’exé-
cution. Par exemple, un méme éditeur de texte peut étre utilisé pour lire
et modifier des données publiques ou confidentielles, suivant le contexte
d’exécution.

Certains travaux récents se sont attachés a résoudre les problemes évoqués
précédemment. Les travaux de Myers [Mye99] sur JIF?, un langage dérivé de
Java proposant un systeme de types de sécurité, et ceux de Simonet et Pot-
tier [Sim03] sur Flow Caml*, un systéme de types de sécurité pour Caml, dé-
montrent que des implémentations «réalistes» de la technique de typage de sé-
curité sont possibles. Les récents travaux de Li et Zdancewic [LZ05b] ainsi que
de Chong et al. [CLM*07, CVMO07] étendent le domaine d’application de ces
approches au contrdle de flux dans les applications web. Zheng et Myers [ZM04]
ainsi que Tse et Zdancewic [TZ04] se sont également intéressés aux aspects dy-
namiques et contextuels des politiques de sécurité. En effet, certaines politiques
de flux dépendent du contexte d’exécution et ne peuvent étre définies lors de
la compilation. Ces cas ne peuvent donc étre traités par 'utilisation des labels
statiques et justifient le recours a des labels de sécurité dynamiques. Sous JIF,
ces labels sont des variables liées & des variables de type classique (booléen,
entier, etc.) et qui représentent en fait le label de sécurité de la variable liée.
JIF propose par ailleurs des instructions qui permettent de manipuler ces va-
riables de label et notamment de tester leur valeur. Les instructions de test sur
les variables de label permettent au systeme de vérification de type de sécurité
de prendre en compte certaines variables dont le type de sécurité ne peut étre
déterminé de facon statique, lors de la vérification. L’exemple suivant, tiré du
manuel de JIF® illustre ce principe :

void m(int{+1bl} i, label{} 1bl) {
int{Alice:} x;

X = 1;

Shttp://www.cs.cornell.edu/jif/
4http://cristal.inria.fr/ simonet/soft/flowcaml/
Shttp://www.cs.cornell.edu/jif/doc/jif-3.2.0/manual.html
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Les types de sécurité sont accolés aux types usuels de Java (int, bool, etc.)
et notés entre accolades. Ainsi, a la ligne 2, la variable locale = est déclarée de
type entier et de type de sécurité {Alice :}, ce qui signifie qu’elle correspond a la
classe de sécurité de l'utilisateur Alice. L’argument de la fonction m, Uentier ¢,
possede quant a lui un type de sécurité dynamique, inconnu lors de la vérification
statique, c’est-a-dire lors de la compilation. Le label de sécurité de ce parametre
est spécifié par la variable Ibl (de type «label de sécurité», label{}). La variable
Ibl est liée & la variable 4 par la notation {x[bl} qui rappelle la notation utilisée
en C pour les pointeurs : le type de sécurité de i est la valeur de [bl. Le type de
sécurité de ¢ ne pouvant étre déterminé par 'analyse statique, ce programme sera
rejeté lors de la compilation du fait de I'incompatibilité des types des variables
x et i. Afin de prendre en compte le type dynamique de i, le développeur doit
«décorer» I'opération d’affectation par une structure conditionnelle portant sur
Ibl, comme dans I’exemple suivant :

void m(int{x1bl} i, label{} 1bl) {
int{Alice:} x;
if (1bl <= new label {Alice:}) {

X = i;
}
else {

}

Dans cet exemple, la structure conditionnelle de la ligne 3 permet de prendre
en compte le type de sécurité de i. Le test permet en effet de s’assurer que I’af-
fectation de la ligne 4 ne sera effectuée que si le label dynamique de sécurité
associé a ¢ est dominé par {Alice :}. Le systéme de vérification des types inter-
prete U'information apportée par ce test en faisant évoluer le contexte de typage.
Ainsi, suite a la structure conditionnelle de la ligne 3, le contexte de typage
assume que le type de i est dominé par {Alice :}. Des lors, l'affectation de la
ligne 4 respecte le systeme de types. Cette approche permet donc de traiter les
labels dynamiques, inconnus lors de la phase de vérification. Néanmoins, la vé-
rification étant statique, elle ne peut tenir compte du contexte d’exécution que
si le développeur spécifie explicitement les vérifications sur les variables de la-
bels dynamiques. Des lors que ’ensemble des labels de sécurité forme un treillis
complexe et de taille importante, ces vérifications peuvent devenir complexes et
fastidieuses.

Enfin, certains travaux ont porté sur un élément indispensable & I’application
des techniques de controle de flux aux systémes opérationnels : la déclassifica-
tion. Ce principe consiste a abaisser le label de sécurité attaché a une donnée, ou
a un conteneur, et ce afin d’autoriser certains flux d’informations qui auraient
été interdits par ailleurs : il s’agit donc de traiter des exceptions a la politique de
flux. Les raisons qui justifient 1'utilisation de la déclassification sont notamment
d’ordre pratique. Les politiques de flux basées sur la non-interférence reposent
sur une définition stricte de I’absence de flux d’informations. En pratique, il est
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souvent nécessaire non pas d’interdire totalement un flux d’informations mais
de limiter la quantité d’information échangée. Par exemple, lors de la vérifi-
cation d’un mot de passe, la politique de flux doit interdire les flux révélant
totalement le mot de passe & un attaquant mais doit autoriser la vérification du
mot de passe par un test de comparaison. De méme, les flux mettant en ceuvre
des données chiffrées peuvent étre autorisés la ou les flux de données en clair
sont interdits. Dans chacun des cas, ’hypothese est faite que la quantité d’in-
formation transmise est insuffisante pour qu'un attaquant infere (ou modifie)
sensiblement les données protégées. Afin de traiter ces différents cas, il serait
en théorie nécessaire d’utiliser un modele probabiliste permettant d’évaluer la
quantité d’information transmise lors d’un flux d’informations. Les travaux de
McCamant et Ernst [MEO8] ainsi que ceux de Lowe [Low02] s’intéressent entre
autres a définir un modele quantitatif des flux d’informations. Cependant, cette
approche, orthogonale a la déclassification, est difficile a mettre en ceuvre en
pratique :

— il est difficile en pratique de définir une politique de flux en fixant des
seuils de quantité d’information acceptables;

— la mesure quantitative des flux d’informations est elle méme plus délicate
que 'appréciation qualitative de la présence de flux d’informations.

Si la déclassification permet de traiter en pratique un certain nombre de cas,
la souplesse qu’elle apporte contredit la propriété de non-interférence. L utili-
sation de ce mécanisme entraine une violation de la politique de flux car la
non-interférence ne permet pas de distinguer une fuite d’information volontaire
d’un flux résultant d’une intrusion. Les approches qui proposent un mécanisme
de déclassification reposent donc sur I’hypotheése que ce mécanisme est utilisé
correctement, c’est-a-dire qu’il ne permet pas a un attaquant de découvrir ou
de modifier une donnée a laquelle il n’a pas acceés. Dans le cadre des techniques
d’analyse statique, c’est le développeur (ou la personne responsable de la certi-
fication du programme) qui définit les labels de sécurité et peut avoir recours a
la déclassification. L’hypothese est donc faite que cette personne utilise le mé-
canisme a bon escient. Le langage JIF propose par exemple un mécanisme de
déclassification au travers de la primitive declassify(expression, label).
Cette primitive permet de définir explicitement le type de sécurité associé a une
expression et ce quelles que soient les régles de typage associées a ’expression.
Ce mécanisme est donc semblable au mécanisme de conversion de type (ou coer-
cition) utilisé habituellement dans les langages comme C ou Java permettant
notamment de transformer un entier en réel. Considérons par exemple un mé-
canisme trivial de vérification de mot de passe. Le mot de passe est un entier et
le systéme de types de sécurité comportent deux labels, secret (S) et public (P).
Seuls les flux de public vers secret sont autorisés : le niveau de sécurité public
domine donc le niveau secret dans le treillis a deux éléments de cette politique
de flux d’informations. Les données manipulées par 'utilisateur désirant s’au-
thentifier sont de niveau de sécurité public. En revanche le mot de passe stocké
est de niveau privé car il ne doit pas étre révélé a un attaquant. Le pseudo-code
correspondant au systeme est le suivant :
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int {S} pwd = 17;
int {P} guess = getUserlnput ();
boolean {S} test = (guess = pwd);
if (declassify (test, P))
print (‘ ‘Mot de passe OK’’);
else
print (‘‘Mauvais mot de passe’’);

Le mot de passe proposé par l'utilisateur est récupéré grace a la fonction
getUserInput (). Cette donnée, de niveau public, est comparée au mot de passe
stocké et le résultat est une donnée de niveau secret. Cette opération néces-
site une conversion de type de la variable guess de public vers secret. Cette
conversion de type peut toutefois étre réalisée automatiquement sans violer la
politique de flux car public domine secret. En revanche, il n’est pas possible d’in-
former I'utilisateur du résultat du test sans violer la politique de flux. En effet,
le résultat du test dépend du mot de passe stocké qui est lui-méme de niveau
secret. Le développeur considérant ici que la quantité d’information révélée par
le test est raisonnable (il devrait en toute rigueur limiter le nombre d’essais),
le type de sécurité de test a été modifié explicitement a ’aide de I'instruction
declassify(test, P) afin de pouvoir informer I'utilisateur du résultat du test
et donc du processus d’authentification. Le programme ainsi spécifié est vérifié
par le systéeme de types bien que la politique de flux ne soit pas respectée.

Plusieurs travaux se sont intéressés a définir une propriété de sécurité per-
mettant de prendre en compte la déclassification. Il s’agit généralement d’une
forme relaxée de la non-interférence. Ainsi Matos et Boudol [MBO05] définissent
I’absence de divulgation ou non-disclosure, comme une forme généralisée de
non-interférence. Plus précisément, les auteurs proposent un mécanisme de dé-
classification reposant sur des politiques locales de flux d’informations. Ainsi,
dans chaque état du systeme, la politique de flux d’informations qui s’applique
est constituée par 'union de la politique globale, qui définit les flux autorisés
pour tous les états du systeme, et d’une politique locale qui définit les flux d’in-
formations autorisés seulement dans ’état courant et qui permet par exemple
d’autoriser des flux par ailleurs interdits par la politique globale. L’absence de
divulgation peut alors étre vue comme une forme de non-interférence locale, qui
est vérifiée pour chaque état du systeme a partir de I'union de la politique glo-
bale et de la politique locale. Mantel et Sands [MS04] proposent une approche
similaire. Dans les deux cas, la propriété généralisant la non-interférence permet
de garantir I’absence de flux d’informations en dehors de I'utilisation du méca-
nisme de déclassification, ce que ne permet pas la non-interférence, mais aucune
garantie n’est apportée sur les flux résultant de 1'utilisation de la déclassifica-
tion. D’autres travaux se sont en revanche intéressés aux conditions d’utilisation
des mécanismes de déclassification en imposant des restrictions. Ainsi Myers et
al. définissent la notion de déclassification robuste. Les auteurs proposent de
définir qui peut effectuer la déclassification. Ils s’appuient en effet sur le mo-
dele de labels décentralisés proposé par Myers et Liskov [ML97] et qui introduit
la notion de propriétaire de 'information. Cette notion étend aux contenus un
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principe utilisé couramment pour la gestion des conteneurs par les mécanismes
de controéle d’acces discrétionnaire. Dans ce modele, utilisé notamment dans JIF,
seul le propriétaire peut déclassifier I'information qu’il possede. La déclassifica-
tion robuste impose en outre qu'un attaquant actif, qui possede de I'information
et peut donc la déclassifier, ne peut inférer plus d’information qu'un attaquant
passif. Li et Zdancewic proposent également une propriété de sécurité adaptée a
la déclassification [LZ05a]. Les auteurs définissent une politique de déclassifica-
tion a l'aide de labels spécifiant comment l'information peut étre déclassifiée
(suite a l'utilisation d’une fonction de hachage ou de cryptographie, suite & une
comparaison & une valeur, etc.). Sabelfeld et Myers introduisent la notion de
fuite d’information limitée ou delimited information release [SMO03b]. Les au-
teurs considérent que les flux d’informations doivent respecter une politique
globale de flux d’informations sauf en certains endroits du programme, les «sas
de secours» ou escape-hatch. De plus, les «sas de secours» ne doivent pas per-
mettre de faire fuir plus d’information, au sein de I’ensemble du programme,
que la quantité d’information transitant uniquement par les «sas de secoursy.
Concretement cette restriction impose que le programme ne peut modifier les
données susceptibles d’influencer la valeur des données déclassifiées. Les auteurs
définissent donc quelle information peut violer la politique de flux et ol (dans
le programme) peut s’effectuer la déclassification.

Ainsi, plusieurs propriétés de sécurité généralisant la notion de non-interfé-
rence ont été proposées afin de prendre en compte la déclassification. Cependant,
il n’existe pas aujourd’hui de consensus sur la propriété adéquate. De plus, il
convient de s’interroger sur la confiance qu’apportent de telles propriétés dans
la sécurité des programmes certifiés. En effet, ces propriétés n’offrent des ga-
ranties que sur les flux d’informations non déclassifiés. L’hypothese est donc
faite que les opérations de déclassification ne peuvent étre détournées par un
attaquant. Dans tous les cas, la confiance dans la sécurité du systeme dépend
de la confiance que 'on place dans ’entité, personne physique ou composant lo-
giciel, responsable de 'opération de déclassification. Dans le cadre de I’analyse
statique, il s’agit généralement du développeur ou du certifieur du programme
informatique, qui spécifie explicitement les flux déclassifiés. La déclassification
automatique peut également étre envisagée, notamment dans le cadre des ap-
proches dynamiques présentées dans la section suivante, pour des composants
logiciels réputés «strs». Il s’agit typiquement de briques logicielles élémentaires,
de petite taille, dont la spécification et I'implémentation ont fait 'objet d’une
étude approfondie garantissant que ces composants ne peuvent étre détournés
par un attaquant pour révéler ou modifier des données privées, par exemple des
fonctions cryptographiques, des primitives d’authentification, etc. Certains tra-
vaux se sont intéressés a limiter 'usage de la déclassification suivant plusieurs
axes orthogonaux et complémentaires résumés par Sabelfeld et Sands [SS07] :

— Quelle information peut étre déclassifiée ?

— Qui peut déclassifier 7

— Ou peut-on déclassifier ?

— Comment les flux peuvent-ils étre déclassifiés ?

— etc.
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Restreindre 1'utilisation de la déclassification permet en théorie de limiter la
confiance dans l'entité réalisant la déclassification et de renforcer la confiance
dans le controéle des flux d’informations. Cependant, aucun des travaux cités pré-
cédemment n’évalue en pratique efficacité des restrictions proposées, celles-ci
pouvant méme dans certains cas interdire 'utilisation légitime de la déclassifi-
cation. Ce mécanisme, nécessaire dans certains cas, doit donc étre utilisé avec
parcimonie et a bon escient et impose de déléguer une partie de la confiance sur
I’entité responsable de la déclassification.

1.2.1.5 Bilan sur le controle statique de flux d’informations

L’approche statique du contrdle des flux d’informations a fait ’objet de nom-
breux travaux, depuis ceux précurseurs de Denning jusqu’aux travaux récents
sur la déclassification et I'implémentation pour des langages modernes comme
Java. Cette approche a longtemps été préférée a 'approche dynamique, décrite
dans la section 1.2.2, car elle présente un certain nombre d’avantages :

— le controle des flux est réalisé a priori, avant toute exécution. Il s’agit donc

d’une méthode préventive qui permet de garantir la sécurité des logiciels ;

— le controle est réalisé « hors-ligne », par exemple lors de la compilation
ou lors de la certification du programme. Le systeme n’est donc pas pé-
nalisé a I'exécution, en termes de charge et d’occupation mémoire, par la
vérification des flux;

— l'analyse porte sur le code source des programmes et permet de raisonner
sur les différentes exécutions du programme. Il est alors possible de vérifier
des propriétés de sécurité fortes telle que la non-interférence.

L’analyse précise du code source est toutefois délicate. Les solutions proposées
reposent généralement sur un sous-ensemble des flux autorisés : les programmes
validés par la méthode respectent la politique de flux mais il existe des pro-
grammes, rejetés par la méthode, qui respectent également cette politique. Le
programme suivant illustre I'incomplétude, en termes de programmes acceptés,
des méthodes statiques :

2;
=b — (a + ¢);

o0 T W
|
ot

Il est évident que la valeur prise par d a l'issue de la derniere affectation
sera toujours nulle. Deés lors, I’observation de la valeur de d ne révele aucune
information sur la valeur initiale de a, b et c. Il n’existe donc pas de flux d’infor-
mations de a, b ou ¢ vers d. Seule une spécification manuelle ou la détermination
a partir du code source des propriétés d’invariants [ECGN01, NE02] permet de
prendre en compte efficacement ce type de cas lors d’une analyse statique des
flux d’informations. La plupart des approches se contentent de raisonner sur
les flux d’informations «probablesy» et considerent dans I’exemple précédent que
Paffectation d := b - (a + c); génere un flux d’informations de a, b et ¢ vers

d.
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En outre, les techniques de contréle statique restent peu ou pas utilisées en
pratique. Certains travaux se sont attachés a développer les aspects pratiques
afin de favoriser 'adoption des techniques de contréle de flux par analyse sta-
tique. Le controle de types de sécurité, bien que reposant sur une approximation
de la sémantique du programme, permet de controler les flux d’informations a la
compilation du programme. Ce mécanisme, implémenté par exemple dans JIF,
permet au développeur de s’assurer que le programme qu’il développe respecte
une politique de flux préalablement définie et qui constitue donc une spécifi-
cation des exigences de sécurité associées au programme. Toutefois, plusieurs
limites subsistent :

— le contréle étant effectué lors de la compilation, il ne peut prendre en
compte le contexte de déploiement et d’exécution. Or, pour beaucoup de
logiciels, une part importante de la politique de sécurité est définie lors
du déploiement, par I’administrateur ou le responsable de la sécurité. De
plus, la politique de sécurité dépend en partie du contexte d’exécution. Par
exemple, la politique peut dépendre du sujet qui exécute le programme,
des conteneurs d’informations accédés, des entités avec lesquelles le pro-
gramme dialogue via les ports d’entrée/sortie, etc. Certaines approches,
comme JIF, permettent en partie de prendre en compte ces aspects dyna-
miques de la politique de sécurité mais elles nécessitent que le développeur
spécifie explicitement les controles (par exemple sur I'identité des sujets).
Cette solution nécessite donc que le développeur envisage des la concep-
tion du logiciel les différents contextes d’exécution possibles ce qui n’est
pas envisageable pour beaucoup de programmes.

— les méthodes statiques permettent de s’assurer que le logiciel est «stry
et donc que toutes les exécutions possibles respectent la politique de
flux. Cette propriété a priori intéressante peut s’avérer contraignante. La
non-interférence étant par nature une propriété tres restrictive et les sys-
témes de contréle raisonnant sur une sur-approximation des flux d’infor-
mations, les méthodes statiques rejettent donc un nombre important de
programmes dont certaines exécutions sont susceptibles de violer la poli-
tique de sécurité. Le développement de programmes «surs», dont toutes
les exécutions respectent la politique, est en effet cotteux et parfois diffi-
cile. Il est souvent nécessaire d’utiliser des programmes «non strs» mais
dont les exécutions effectives respectent, de par le contexte d’exécution, la
politique de sécurité.

— dans les systemes complexes, constitués de plusieurs composants logiciels
provenant de plusieurs fournisseurs et interagissant entre eux, la détection
des intrusions nécessite de controler tous les flux d’informations au sein de
chacun des logiciels déployés, ainsi qu’entre les différents programmes in-
teragissants. Certains de ces logiciels sont des Commercial Of-The-Shelves,
qui signifie littéralement «disponible dans le commerce sur ’étagerex.
L’utilisateur de ces logiciels n’est donc pas ou peu impliqué dans leur
développement. Dans certains cas il n’a méme pas acces au code source.
Il n’est dans ce cas pas envisageable d’appliquer les méthodes statiques a
I’ensemble du systeme et de ce fait certains flux d’informations ne peuvent
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FiG. 1.3 — Différentes classes de solutions pour le controle dynamique des flux
d’informations

étre controlés.
Ces limites justifient le recours aux méthodes dynamiques, présentées dans
la section suivante, qui effectuent un controle lors de I’exécution.

1.2.2 Approches dynamiques

Le controle des flux d’informations peut également étre réalisé dynamique-
ment, lors de 'exécution. Afin de suivre les flux d’informations et d’en vérifier
la 1égalité, le systeme doit comporter une entité supplémentaire, logicielle ou
matérielle, afin de suivre et analyser les flux d’informations. Plusieurs solutions
ont été proposées pour implémenter un analyseur qui peuvent étre regroupées
suivant trois grandes classes, illustrées par la figure 1.3° :

— dans la premiere classe, ’analyseur est implémenté sous la forme d’un mo-
niteur externe, situé au niveau de l'environnement d’exécution (systéme
d’exploitation, machine virtuelle, etc.) sur lequel les programmes s’exé-
cutent. L’environnement d’exécution constituant 'interface de médiation
entre les applications et le matériel (processeur, mémoire vive, mémoire de
masse, etc.), 'implémentation d’un moniteur au sein de cet environnement
permet donc d’observer les différents acces aux conteneurs d’informations.
Cette approche nécessite de modifier en partie I’environnement d’exécu-

6Cette figure est inspirée de celle proposée par Raphaél Khoury dans son mémoire de
master [KhoO5]
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tion, ce qui n’est pas toujours aisé. En revanche, elle ne nécessite aucune
modification des différentes applications.

— la deuxieme classe est constituée par les approches d’encapsulation ou
wrapping. L’analyseur est implémenté sous la forme d’un ensemble de
fonctions de suivi des flux d’informations. Les appels aux fonctions des
bibliotheques du systéme sont interceptés et des appels aux fonctions de
suivi des flux d’informations sont intercalés. L’approche est similaire &
celle de la premiere classe tout en permettant de s’affranchir de modifier
le systeme d’exécution. Toutefois, il est parfois nécessaire de vérifier que
I’attaquant ne tente pas d’échapper au controle de flux, les fonctions des
bibliotheques systeme ne constituant pas nécessairement une interface de
médiation.

— la troisieme classe est constituée par les approches d’instrumentation des
programmes. Dans cette classe, 'analyseur est implémenté au sein méme
des applications par I'ajout d’instructions permettant le suivi et le controle
des flux d’informations. L’instrumentation peut étre réalisée a 1’échelle du
code source, lors de la compilation. Elle peut également étre réalisée a
partir du code binaire ou du bytecode des applications. Cette approche
permet de suivre au plus pres les flux d’informations internes des applica-
tions en controlant l'acces aux différentes variables du programme. Afin
de suivre les flux entre les différentes applications, cette approche doit
étre combinée avec une des deux précédentes ou s’appuyer sur un support
matériel. Il est également parfois nécessaire de s’assurer qu'un attaquant
ne puisse échapper au controle [GESQQ], notamment grace a 'injection de
code, par exemple en exploitant un débordement de tampon.

Dans les différents cas de figure, les solutions sont généralement de type logi-
ciel mais peuvent s’appuyer en partie sur des mécanismes matériels. Le support
matériel permet de faciliter le suivi des flux d’informations, notamment pour
les conteneurs d’informations de faible granularité (par exemple des registres
de processeurs). Il permet également d’améliorer les performances et de limiter
le risque d’attaques contre le mécanisme de suivi des flux (les solutions maté-
rielles étant généralement réputées plus résistantes que les solutions logicielles).
Cependant il nécessite de modifier les architectures matérielles existantes (au
niveau des processeurs, de la mémoire, des bus, etc.), ce qui limite considérable-
ment les chances d’adoption de ce type de solution. Des modifications partielles
des architectures matérielles & des fins de sécurité peuvent certes étre envisa-
geables ('ajout du bit de non-exécution ou NX bit par exemple). Cependant,
I’adoption de ces modifications par les fondeurs, pour les architectures classiques
(X86, AMD64, ARM, etc.) impose un certain nombre de contraintes :

— la solution proposée doit apporter un gain substantiel en termes de sécurité
pour une partie importante des utilisateurs;

— les modifications doivent étre mineures afin de minimiser le surcott et
assurer une compatibilité avec les architectures existantes.

L’architecture que nous proposons, présentée au chapitre 3, combine des solu-
tions appartenant a différentes classes. Elle s’appuie a la fois sur un moniteur
externe implémenté au sein du systeme d’exploitation et sur I'instrumentation
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de certaines applications, au niveau du bytecode Java.

Un certain nombre de travaux se sont intéressés a définir un cadre théo-
rique pour le contréle dynamique des politiques de sécurité [Sch00a, BLW02].
Le but est notamment de définir I’ensemble des politiques de sécurité qu’il est
possible de controler dynamiquement a partir de ’observation d’une exécution
d’un programme. Schneider définit ainsi la classe EM (Ezecution monitoring)
des mécanismes de controle dynamique qui surveillent les différentes étapes de
I’évolution d’un systeme «cible». Plusieurs hypotheses caractérisent cette classe
de mécanisme :

— le mécanisme de sécurité fonde uniquement son jugement sur la trace cou-
rante du systeme surveillé et la spécification de la politique. Cette trace est
elle-méme constituée de ’ensemble des opérations observées (acces a des
conteneurs d’informations, opérations d’entrée/sortie, etc.) depuis I'état
initial. L’observation d’une seule exécution permet donc de déterminer si
la politique est violée : la politique de sécurité doit étre une propriété de
trace.

— toute exécution rejetée par le mécanisme doit 1’étre apres 1’observation
d’une trace finie;

— si une trace finie viole la politique, alors toute trace préfixée par cette
trace finie doit étre rejetée par le mécanisme.

Ces hypotheses caractérisent en fait les propriétés de streté. L’auteur montre
que les politiques de sécurité qui peuvent étre mises en application a I’aide d’'un
mécanisme de classe EM sont des politiques de streté. Les hypotheéses évoquées
précédemment forment donc des conditions nécessaires mais non suffisantes,
toutes les propriétés de stureté ne pouvant pas nécessairement étre mise en ap-
plication a ’aide d’un mécanisme de classe EM. En corollaire, il n’est donc pas
possible, d’'un point de vue strict, de mettre en pratique a 'aide d’un méca-
nisme de classe EM une politique de sécurité qui ne serait pas une propriété
de sureté. En particulier, ’auteur mentionne, en s’appuyant sur les travaux de
MacLean [McL94], le fait que les politiques de flux reposant sur des propriétés
dérivées de la non-interférence, évoquée en section 1.2.1.2, ne sont pas des pro-
priétés de trace. En effet, la non-interférence est une propriété d’ensemble de
traces. L’observation d’une seule exécution ne permet pas dans le cas général de
déterminer précisément a elle seule I’absence de flux d’informations, telle que
la définit la non-interférence. Il est nécessaire, dans le cas général, d’observer
plusieurs exécutions du systéme afin de détecter de manieére précise et complete
la présence (ou l’absence) de flux d’informations. En particulier, ’absence de
modification d’un conteneur d’informations lors d’une exécution ne permet pas
d’affirmer ’absence de flux d’informations. Considérons par exemple la fonction
suivante :

void test (bool a) {
print (‘ ‘Bonjour’’);
if (a)

print (‘‘a est vraie’’);
print (‘‘Au revoir ’7);
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Supposons que le parametre a de cette fonction soit une donnée de type
Secret et que la console de sortie ou s’affichent les messages soit visible par un
observateur non privilégié, de type Public. Si la politique interdit les flux du
domaine Public au domaine Secret, cette fonction viole clairement la politique
de flux, et ce quelles que soient les exécutions. En effet deux exécutions sont
possibles :

— si la fonction est appelée avec le parametre a valant true, l'utilisateur

observe l'affichage de la séquence :

Bonjour
a est vraie
Au revoir

Il existe donc un flux d’informations de a vers la console d’affichage et ce
flux est détectable par un mécanisme dynamique car il est matérialisé par
une lecture de la variable a, lors du test de la ligne 3, suivi d’une écriture
sur I'interface de sortie via la fonction d’affichage.

— si la fonction est appelée avec le parametre a valant false, l'utilisateur
observe D'affichage de la séquence :

Bonjour
Au revoir

Il existe en fait 1a aussi un flux d’informations de a vers la console d’affi-
chage car un attaquant peut inférer la valeur de a en observant ’absence
du message «a est vraie». En revanche la lecture de la valeur de a n’étant
pas suivie d’une écriture, dans le contexte du branchement conditionnel,
un analyseur de la classe EM ne peut détecter ce flux d’informations.
Les moniteurs de la classe EM, utilisés pour suivre les flux d’informations au
sein d’un systeme, peuvent donc présenter un certain nombre de faux négatifs.
De plus, ils peuvent présenter en pratique, tout comme les approches statiques,
un certain nombre de faux positifs. En effet, 'observation de la succession des
acces en lecture puis en écriture ne permet pas de décrire précisément les flux
d’informations. Ainsi, 'instruction b=a-a sera considérée a tort par un méca-
nisme de classe EM comme un flux d’informations de b vers a.
Deux approches complémentaires peuvent étre adoptées pour faire face a ce
probleme :

1. des hypotheses peuvent étre faites sur la nature des flux d’informations uti-
lisés par les attaquants (absence de flux indécelable) et par le programme
(faible probabilité des cas «pathologiques»). En pratique, des faux positifs
ou négatifs peuvent apparaitre lorsque ces hypotheses ne sont pas vérifiées.

2. l'analyse de la trace courante peut étre augmentée par des connaissances
supplémentaires sur le programme, notamment sur les branches non exé-
cutées, les invariants, etc. L’analyse dynamique peut ainsi étre couplée
a une analyse statique réalisée auparavant. Les analyseurs s’appuyant sur
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ces techniques ne font pas partie des analyseurs de la classe EM et peuvent
donc en partie s’affranchir de leurs limites.

1.2.2.1 Contréle par moniteur externe

La plupart des travaux proposant de suivre les flux d’informations a 'aide
d’un moniteur externe s’appuient sur un mécanisme implémenté au sein du sys-
teme d’exploitation [MR92,FGQ96,Fra00,BD03,EKV 05, ZBWKM06, KYBT07,
Zim03]. Un systeme d’exploitation ou Operating System (OS) est aujourd’hui
présent sur la majorité des systémes informatiques, parfois sous une forme mi-
nimale. Il assure une interface de médiation entre les applications et le matériel,
cette interface étant généralement protégée par un dispositif matériel présent
sur la majorité des processeurs. L’utilisation d’un moniteur externe au sein du
systeme d’exploitation permet donc de suivre les flux d’informations générés par
I’ensemble des applications du systeme. La capacité d’'un attaquant a contour-
ner le systeme de suivi des flux d’informations est limitée grace a l'interface
de médiation que forment les appels systeme. L’ensemble des composants de
confiance, souvent appelé Trusted Computing Base [LABWO92], auxquels il est
nécessaire de se fier est réduit au matériel et au noyau du systeme d’exploitation
qui comprend alors également le moniteur de suivi des flux d’informations.

Certains de ces systémes peuvent étre assimilés a des systemes de controle
d’acces mandataire (MAC) évoqués en introduction. La principale différence
avec les systeme classiques de controle mandataire, implémentés par exemple
dans SELinux “, TrustedBSD ® ou TrustedSolaris ® réside dans I’approche adop-
tée pour le suivi dynamique des flux d’informations. Les mécanismes classiques
de controle d’acces mandataire ont en effet pour but la prévention des flux d’in-
formations illégaux en assignant des labels de sécurité statiques aux conteneurs
et aux processus du systeme. Cette approche permet de mettre en ceuvre des
politiques tres restrictives et offre au systéme un haut niveau de protection
nécessaire, entre autres, pour les applications militaires. Cependant, ces sys-
temes sont souvent critiqués pour leur manque de souplesse et leur difficulté de
mise en ceuvre. L’utilisation de labels statiques explique en partie le manque
de souplesse de ces systemes : 'administrateur doit prévoir a priori ’ensemble
des flux d’informations utilisés légalement par les applications afin de spécifier
explicitement 1’ensemble des labels de sécurité.

Les travaux de Weissman sur ADEPT-50 [Wei69] sont parmi les premiers a
proposer de suivre les flux d’informations a l’aide de labels dynamiques. Cette
approche est reprise dans les travaux de Mcllroy et Reeds [MR92] ainsi que
ceux de Foley, Gong et Qian [FGQ96]. Les auteurs précisent que les labels
dynamiques, dont la valeur varie lors de I’exécution, peuvent potentiellement
constituer un canal caché entrainant une fuite d’information. Toutefois, ces pro-
blemes peuvent étre limités en imposant des restrictions sur I’évolution des la-
bels [FGQ96]. En outre, Mcllroy et Reeds affirment que 'utilisation de labels

"http://www.nsa.gov/selinux/
8http://www.trustedbsd.org/
9Mmttp://www.sun.com/software/solaris/trustedsolaris/index.xml
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dynamiques constitue un canal caché tolérable pour une utilisation non-militaire
et qu’en revanche cette approche permet une souplesse indispensable pour ce
type d’utilisation [MR92]. Plus récemment, Fraser [Fra00] ainsi que Beres et
Dalton [BD03] ont implémenté cette approche sous Linux. Zimmermann [Zim03]
propose également une solution de détection d’intrusions paramétrée par la po-
litique de sécurité, présentée en section 1.1.2.3, qu’il implémente sous la forme
d’un moniteur de suivi des flux d’informations pour le noyau Linux.

Certains travaux se sont intéressés a développer de nouveaux systémes d’ex-
ploitation permettant le suivi dynamique des flux d’informations tels que Asbes-
tos [EKV105] et HiStar [ZBWKMO06]. Ces travaux bénéficient d’'une architecture
adéquate et optimisée pour le suivi dynamique des flux d’informations et sont
donc plus efficaces que les approches s’appuyant sur des systemes existants dont
I’architecture n’a pas été étudiée pour faciliter ce suivi. Néanmoins, le manque
de compatibilité avec les applications existantes constitue un frein & I’adoption
de tels systemes car ils nécessitent la réécriture partielle de ’ensemble des appli-
cations. HiStar dispose d’un mode de compatibilité UNIX pour les applications
mais propose peu de pilotes de périphériques.

Nous pensons qu’un moniteur externe implémenté sur un OS existant consti-
tue une approche efficace et réaliste pour le contréle des flux d’informations sur
un systeme. Ce type d’approche permet en effet & moindre cott de surveiller
I’ensemble des applications du systeme tout en minimisant le nombre de com-
posants de la TCB. Néanmoins, ce type d’approche souffre généralement d'un
manque de précision dans le suivi des flux. En effet, pour des raisons de facilité
d’implémentation, ce type d’approche considére des conteneurs d’informations
de forte granularité et adaptés au niveau du systéme d’exploitation (fichier, page
mémoire, etc.). Le systéme n’a donc pas acces aux flux internes des applications
entre conteneurs de faible granularité (variables, champs d’objet, etc.). Il est
donc amené a sur-approximer les flux d’informations ce qui peut, dans certains
cas, conduire a des faux positifs dans le processus de détection des flux illégaux.

1.2.2.2 Controéle par instrumentation

Une part importante des travaux sur le controle dynamique des flux d’in-
formations repose sur une instrumentation des applications. A la différence des
moniteurs externes, cette approche permet facilement de suivre les flux d’in-
formations internes aux applications. En revanche, le suivi des flux entre les
différentes applications est plus délicat. Il nécessite I'aide d’un mécanisme sup-
plémentaire, par exemple un support matériel ou un moniteur externe. Il est en
outre nécessaire d’instrumenter toutes les applications.

Les travaux publiés jusqu’alors se sont essentiellement intéressés a une classe
particuliere de suivi des flux d’informations : le controle de pollution des données
ou taint analysis. Cette approche s’apparente au controle d’intégrité. Le but est
de s’assurer que les parametres des opérations sensibles pour la sécurité, telles
que le branchement, les requétes SQL, I’émission d’une page html comportant
des script, etc., soient des données «integres». En effet, des lors qu'un parametre
d’une de ces opérations est une donnée non-integre, produite par exemple a
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partir de données brutes générées par un utilisateur non privilégié, il existe un
risque d’intrusion. Un attaquant peut donc, en tant qu’utilisateur non privilégié,
générer des données spécialement créées pour exploiter une vulnérabilité du
systeme et influencer une opération privilégiée. Les exemples de telles attaques
sont courants :

— dans le cadre d’un dépassement de tampon ou buffer overflow, 'attaquant
génere des données dont la taille dépasse la taille du tampon réservé en
mémoire pour accueillir ces données. Ces derniéres contiennent un code
malveillant, généralement appelé shellcode car permettant historiquement
d’accéder a une console ou shell. Elles sont de plus générées de maniere a
écraser 'adresse de retour d’une fonction sur la pile (stack overflow) ou
un pointeur de fonction (heap overflow) par 'adresse du code malveillant
injecté. Dans tous les cas, le code malveillant est exécuté. 11 s’agit donc
d’influencer une opération de branchement par des données non integres.

— dans le cadre d’'une attaque de type défaut de formatage de chaine de
caractere ou format string attack, I’attaquant peut profiter d’une mauvaise
utilisation des fonctions de type printf() en C ou C++ pour écraser
I'adresse de retour d’une fonction. Comme dans le cas précédent, un code
malveillant peut étre exécuté suite a un branchement influencé par des
données non integres.

— dans le cadre plus général des attaques par injection de code (code injec-
tion), 'attaquant peut produire des données qui seront interprétées comme
des instructions par un interpréteur (par exemple PHP, Perl; etc.). Une
classe particuliere de ce type d’attaques concerne le langage SQL (SQL
injection). L attaquant peut alors générer des données qui lui permettent
de forger une requéte SQL quelconque. Dans ces différents cas de figure,
il s’agit la aussi d’exécuter une opération sensible a partir de données non
integres.

— dans le cadre d’une attaque de type Cross Site Scripting (XSS), atta-
quant soumet a un site web une page contenant des scripts malveillants
en exploitant généralement la naiveté d’un utilisateur via une URL regue
par mail ou sur un site web. Les sites vulnérables ne filtrent pas ce type de
requétes et répondent a I'utilisateur attaqué par une page web contenant
le script malicieux. Ce type d’attaque permet d’augmenter les privileges
du script malveillant. Celui-ci étant regu par 'utilisateur depuis une tierce
partie «de confiancey, le site web vulnérable, via 'attaque XSS, il est alors
lui-méme réputé «de confiance» et exécuté. L’attaque est rendue possible
du fait du manque de controle par le serveur web sur les données qu’il
traite en entrée. Des données non integres peuvent conduire a l’exécution
d’une opération sensible, a savoir I’émission d’une page web contenant des
script.

Dans les faits, dans le cadre d’un fonctionnement normal et sain du systeme,
un certain nombre d’opérations sensibles dépendent des données générées par
les utilisateurs en entrée du systeme. Il n’est donc pas envisageable d’interdire
completement ce type de flux d’informations. Il est en revanche nécessaire de fil-
trer et controler les données en entrée, qui peuvent potentiellement contenir des
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attaques, avant qu’elles n’atteignent les opérations sensibles. Ainsi, les requétes
SQL générées par une application web dépendent essentiellement des données
entrées par l'utilisateur du systeme. Il est donc nécessaire de filtrer ces entrées
afin de limiter les possibilités offertes a ’attaquant. Celui-ci doit par exemple
pouvoir renseigner des champs permettant de construire une requéte prédéter-
minée. En revanche, il ne doit pas pouvoir forger des requétes quelconques a
I’aide de mots du langage SQL tels que EXEC, SELECT, INSERT, etc.

Le contrdle de pollution vise donc essentiellement & vérifier que les données
d’entrée du systeéme, considérées comme non-integres, soient correctement trai-
tées et validées avant d’étre passées en parametre a des opérations sensibles.
Afin de controler ces flux d’informations, les solutions de contréle de pollution
doivent effectuer les opérations suivantes :

— identifier les différentes sources d’informations. Il s’agit des données pré-
sentes initialement au sein du systéme ou des interfaces d’entrée du sys-
teme susceptibles de produire des données utilisées lors des opérations
sensibles. Ces données sont ensuite marquées a l'aide d’un tag de sécurité
suivant leur niveau d’intégrité. La politique est généralement réduite a sa
plus simple expression : seules les données réputées non-integres sont mar-
quées comme étant «polluées» (tainted), les données non marquées étant
supposées integres.

— identifier les différents puits d’informations. Il s’agit des opérations sen-
sibles a proprement parler. Il peut s’agir par exemple des fonctions ef-
fectuant des requétes SQL ou générant des pages web. Ces fonctions ne
peuvent étre appelées avec des données marquées ou «polluées» en para-
metre.

— définir des regles de propagation des marques, ou tags, associées aux don-
nées. Généralement, seuls les flux explicites, résultant d’une copie ou d’une
transformation des données, sont pris en compte. Les flux implicites ré-
sultant des branchements conditionnels sont ignorés. Par exemple, dans
le cadre de la prévention des attaques de type SQL injection, toutes les
chaines de caracteéres obtenues a partir de chaines de caracteres marquées
doivent elles-mémes étre marquées. La propagation doit également tenir
compte du filtrage des données qui agit comme une opération de déclas-
sification ou, plus exactement, une opération d’approbation car il s’agit
ici d’'un probléeme d’intégrité. Ainsi, par exemple, une chaine de carac-
teres marquée sera considérée comme «dépolluée» si elle est soumise a
une fonction de validation préalablement définie.

Une implémentation de ce type de systéme existe dans Perl'® [Sch00b] et
dans Ruby!'! [THO5]. Plusieurs travaux se sont intéressés a généraliser cette
approche. Ainsi Madsen propose d’étendre I’approche au niveau OS [Mad00].
Nguyen-Tuong et al. [NTGG05] ainsi que Haldar, Chandra et Franz [HCF05a]
proposent de porter cette approche respectivement sur PHP et Java pour pro-
téger les applications web. Halfond, Orso et Manolios proposent d’utiliser une

Ohttp://search.cpan.org/dist/perl/pod/perlsec.pod
Uhttp://wuw.ruby-doc.org/docs/ProgrammingRuby/html/taint . html
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approche symétrique de positive tainting [HOMO06]. A la différence des autres
approches, ce sont les données intégres qui sont marquées, les données non mar-
quées étant considérées comme «polluées». Cette approche permet selon les
auteurs de diminuer les faux négatifs. Xu, Bhatkar et Sekar [XBS06] ainsi que
Lam et Chiuch [LcC06] proposent d’étendre la technique & ensemble des ap-
plications du systeme. Leur approche repose sur la compilation des applications
a l’aide d’'un compilateur adéquat ce qui permet de limiter la surcharge néces-
saire pour le suivi des flux d’informations. Le spectre des attaques couvertes
est ainsi étendu mais ’approche nécessite de compiler de nouveau l’ensemble
des applications et des bibliotheques du systéme ce qui n’est pas toujours en-
visageable, notamment pour les applications commerciales dont le code source
n’est pas disponible. Qin et al. proposent quant a eux un mécanisme d’instru-
mentation du code binaire optimisé pour limiter la surcharge due au controle
des flux d’informations, LIFT [QWL™'06]. Plus récemment, Clause, Li et Orso
se sont intéressés a définir et implémenter un mécanisme générique, flexible et
paramétrable, Dytan [CLOO07] qui permet de suivre & la fois les flux directs et
indirects. Plusieurs approches proposent également de s’appuyer en partie sur
un support matériel [SLZD04, CPGT04, CC04, KZZ06, DKK07]. Comme évo-
qué précédemment, un tel support permet d’optimiser le controle des flux mais
limite le développement des solutions proposées qui restent pour l'instant au
stade expérimental, utilisant des architectures re-programmables (FPGA) ou
des simulateurs.

De maniere générale, le controle de pollution apparait comme une solution
pragmatique permettant de contrer un certain nombre d’attaques. Toutefois,
le spectre de couverture se limite aux attaques a l'intégrité, la fuite de don-
nées confidentielles n’étant généralement pas traitée. De plus, les politiques sont
en général réduites a deux classes de sécurité (données «polluées» ou «non-
polluées»). Plusieurs travaux se sont donc intéressés a généraliser cette tech-
nique afin de prendre en compte différentes politiques de flux. Ainsi Franz et
al. [HCFO05b, Fra06] proposent de suivre dynamiquement les flux d’informations
au sein des applications Java en instrumentant le bytecode Java. Les auteurs
proposent de suivre les flux entre les champs des objets Java lors de 'invocation
des méthodes et des acces aux champs des objets Java. Cette approche permet
de ’affranchir de modifier en profondeur la machine virtuelle Java (JVM) et
n’impose donc pas le choix de la JVM. L’instrumentation est réalisée «a la vo-
léey» lors du chargement du bytecode des fichiers de classe par le chargeur de
classe ou classloader. Plusieurs aspects du bytecode Java facilitent le controle de
flux d’informations par instrumentation :

— il s’agit d’un langage intermédiaire, entre le langage de haut niveau qu’est
Java et le code binaire interprété par le processeur. Ce langage est forte-
ment typé et permet d’identifier aisément les différents conteneurs d’in-
formations. De nombreux outils permettent la modification «a la volée»
du bytecode [BHMO7]

— la machine virtuelle Java qui interprete le bytecode effectue des vérifications
qui limitent les attaques par injection de code. En particulier, les acces
mémoire sont protégés par le typage statique fort et le controle de la taille
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des données avant I’écriture dans les tampons. Les attaques de type buffer
overflow ou format string ne sont donc pas possibles, du moins pour les
applications Java (la JVM, généralement écrite en C/C++ pouvant étre
vulnérable & ce type d’attaque). Il est donc plus difficile & un attaquant
d’échapper au controle de flux.
Les travaux de Yoshihama et al. [YYW™T07] suivent la méme approche et ap-
portent les améliorations suivantes :

— les auteurs proposent de suivre également les flux d’informations entre les
variables locales, a 'intérieur des méthodes;;

— les auteurs proposent un mécanisme permettant le marquage de données
provenant de sources extérieures, principalement des Systémes de Gestion
de Base de Données via APM4JDBC'2, un framework permettant d’inter-
cepter les appels aux fonctions de ’API JDBC, elle méme utilisée comme
interface entre une application Java et un SGBD ;

— les auteurs proposent un mécanisme de déclassification des flux d’infor-
mations & travers une API de méthodes (par exemple des méthodes de
chiffrement ou de génération de résumés cryptographiques).

Toutefois, la solution proposée présente un certain nombre de limites :

— seules les applications web s’exécutant sur un conteneur de serviet J2EE
(les auteurs utilisent Apache Tomcat) sont instrumentées. Le code des
objets Java de I'environnement d’exécution JRE et du conteneur de servlet
n’est pas instrumenté et par conséquent le suivi des flux d’informations
est limité a I'application web.

— Dinterface avec les conteneurs d’informations externes (fichiers, bases de
données, etc.) est une fonctionnalité intéressante mais le mécanisme pro-
posé repose sur la définition explicite et statique de la politique de mar-
quage pour ces conteneurs, sous la forme d’un fichier de signatures de mé-
thodes réalisant l'interface. Les auteurs ne proposent pas d’interface avec
un systeme global de suivi des flux d’informations, qui permet de suivre
les flux d’informations externes & Java, réalisés par exemple par d’autres
applications non-Java s’exécutant en parallele sur le méme systeme.

Une des raisons expliquant le peu d’engouement jusqu’alors pour les mé-
thodes dynamiques de controle des flux d’informations réside dans la difficulté
de suivre les flux indirects, issus de 1’évaluation des expressions lors des branche-
ments conditionnels. En particulier, les flux d’informations résultant de ’absence
de modification dans une des branches sont indécelables par un moniteur de la
classe EM, qui ne résonne que sur la trace courante. De tels flux d’informa-
tions sont appelés flux d’informations indirects implicites par opposition
aux flux d’informations indirects explicites : les flux indirectes explicites
résultent d’'une modification d’'un conteneur d’information dans une branche
d’une structure conditionnelle tandis que les flux indirects implicites naissent
paradoxalement de ’absence de modification de conteneurs lors d’un branche-
ment conditionnel. Le pseudo-code suivant illustre ce principe :

bool a,b;

2http://www.alphaworks.ibm.com/tech/apméjdbc



1.2. Controle de flux d’informations 47

b=false ;
if (a)
b=true;

{}

Lors du test, si la valeur de a est «vraie» alors la branche b=true est exécutée.
L’affectation de true a b génere un flux indirect explicite de a vers b. Si la
valeur de a est «faux» lors du test, la branche qui est choisie n’exécute aucune
opération et donc ne modifie aucune variable. Néanmoins, il existe un flux d’in-
formations indirect implicite de a vers b car un attaquant capable d’observer
que la valeur de b n’a pas été modifiée peut inférer la valeur de a. Ce flux ne
résulte pas des opérations exécutées dans la trace mais de celles pouvant 1’étre
dans les branches non-exécutées. Un certain nombre de travaux se sont donc
intéressés a contourner cette limitation. Dans tous les cas, le moniteur doit dis-
poser d’informations supplémentaires qui lui permettent de raisonner sur les
branches non-exécutées du programme.

Ainsi, Le Guernic et al. [GBJS06] proposent un mécanisme de suivi dy-
namique des flux d’informations qui, en ayant accés au code source du pro-
gramme, permet de prendre en compte les flux implicites. Les auteurs prouvent
que leur mécanisme permet de vérifier une propriété de «non-interférence de
trace» [GJ05], garantissant l'absence de flux d’informations dans Iexécution
courante. Venkatakrishnan et al. [VXDS06] proposent une technique similaire
dans laquelle une analyse statique réalisée avant ’exécution permet d’inclure,
pour chacune des branches du programme, des informations concernant les
branches non-exécutées. De méme Shroff, Smith et Thober [SST07] proposent
un mécanisme dynamique de suivi des flux d’informations qui s’appuie sur des
données définissant les dépendances entre les modifications de variables et les
conditions de branchement. Ces dépendances peuvent étre spécifiées explicite-
ment a priori, a 'aide d’une analyse statique, ou découvertes au fur et a mesure
de l'exécution. Ces travaux définissent les principes des méthodes hybrides de
controle des flux d’informations, utilisant conjointement une analyse statique
et dynamique, en démontrant des propriétés dérivées de la non-interférence sur
des langages théoriques. Elles ne proposent pas en revanche d’implémentation
pour des langages usuels.

Les travaux récents de Chandra et Franz [CF07] ainsi que ceux de Nair
et al. [NSCTO7] proposent quant & eux des implémentations de mécanismes
de controle de flux sous Java reposant sur l'approche hybride. Chandra et
Franz completent ainsi leurs travaux précédents [HCF05b, HCF05a, Fra06] sur
le controle dynamique de flux d’informations par instrumentation du bytecode
Java. Leur nouveau mécanisme permet de suivre les flux d’informations a la fois
entre les champs d’objets et les variables locales. Une analyse statique effec-
tuée avant le chargement de chaque classe permet également de traiter les flux
indirects. Nair et al. suivent une approche similaire mais leur mécanisme est im-
plémenté au niveau de la JVM qu’ils ont en partie modifiée. Ces deux approches

else
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constituent des exemples intéressants d’implémentation de méthodes hybrides.
Toutefois, les auteurs de ces deux travaux pointent une limitation pratique im-
portante lors de I'analyse des branches non exécutées. En effet, ’ensemble des
objets et des méthodes utilisés dans les branches non-exécutées ne sont pas tou-
jours identifiables lors de l'analyse statique. S’il s’agit de variables locales, la
méthode est envisageable en pratique. En revanche, des lors qu’il s’agit d’ins-
tance d’objet créée dynamiquement, ’analyse est plus délicate. L’analyse étant
réalisée lors du chargement de la classe ou classe par classe, son périmetre est
nécessairement limité. Par conséquent, les auteurs sont amenés a faire un cer-
tain nombre d’hypotheses restrictives susceptibles d’engendrer des faux positifs.
Nous pensons donc qu’en pratique la prise en compte des flux indirects im-
plicites n’est pas souhaitable car générant potentiellement des faux positifs, la
diminution des faux négatifs restant a démontrer en pratique. Les méthodes hy-
brides peuvent cependant contribuer a ’optimisation du processus de détection
en limitant le surcout de I'analyse dynamique.

1.2.2.3 Bilan sur le contréle dynamique des flux d’informations

Le contréle dynamique des flux d’informations repose sur I’observation d’une
trace correspondant a ’exécution courante du programme surveillé. Deux tech-
niques principales sont utilisées :

— un moniteur externe, généralement implémenté au nivau du systeme d’ex-
ploitation, peut surveiller les flux entre les différentes applications. Cette
solution permet de surveiller I'intégralité du systéme mais échoue parfois
a suivre correctement les flux internes aux applications en raison de ’ap-
proximation faite sur le comportement interne des applications.

— une instrumentation du code de ’application peut surveiller en détail les
flux internes a ’application. La surveillance de ’ensemble des flux entre les
différentes applications est en revanche plus délicate avec cette méthode.

Nous proposons donc de combiner les deux approches. L’instrumentation de
certaines applications complexes permet de raffiner la vue globale du moniteur
externe implémenté au sein du systeme d’exploitation. Dans le cadre des lan-
gages utilisant un bytecode interprété par une machine virtuelle, nous pensons
que l'instrumentation de ce langage intermédiaire «a la volée» constitue une
solution intéressante. En effet, elle ne nécessite pas de disposer du code source
des applications ni de modifier en profondeur la machine virtuelle. Il s’agit
donc d’une solution assurant un maximum de compatibilité avec les logiciels
existants. L’approche dynamique présente un certain nombre d’avantages sur
I’analyse statique :

— elle permet de s’appuyer sur une spécification de la politique de flux définie
par 'utilisateur ou le responsable de la sécurité lors du déploiement de
I’application et non sur une spécification «figée» lors de la compilation.
Pour la plupart des applications, la définition «figée» de la politique de
sécurité n’est pas une hypothese réaliste car celle-ci dépend des aspects
contextuels liés a I'exécution.

— elle permet de valider ou rejeter une exécution d’une application. Il n’est
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pas nécessaire que toutes les traces possibles du programme surveillé vé-
rifient la politique de flux. Seules celles effectivement exécutées doivent
vérifier la politique. Il est donc possible d’utiliser des programmes qui
n’ont pu étre validés comme étant «surs» par une analyse statique, ce qui
est généralement le cas.

— elle est parfois plus précise dans la détermination des flux d’informa-
tions effectivement réalisés lors de ’exécution. Les approches statiques rai-
sonnent sur une sur-approximation de I’ensemble des flux d’informations
possibles et peuvent donc étre amenées a rejeter un nombre important de
programmes (faux positifs).

Cette approche n’est cependant pas sans inconvénients :

— le suivi dynamique des flux d’informations implique nécessairement un
sur-cotiit lors de I'exécution;

— le suivi dynamique nécessite I'ajout de composants logiciels supplémen-
taires, implémentés au niveau de I’environnement d’exécution ou au sein
méme des applications. Ces composants peuvent eux-mémes étre vulné-
rables et étre contournés ou pire utilisés afin de pénétrer le systéme sur-
veillé. L’ensemble des composants de confiance de la TCB est donc aug-
menté.

— l’analyse d’une seule exécution ne permet pas de déterminer compléetement
I’ensemble des flux d’informations, donc potentiellement des intrusions.
Certains faux négatifs peuvent subsister si 'attaquant utilise un flux d’in-
formations indirect implicite. Cependant, il n’existe pas pour l'instant a
notre connaissance d’attaques utilisant de tels flux d’informations.

1.2.3 Bilan général sur le controle des flux d’informations

Le controle des flux d’informations au sein des applications permet de suivre
précisément les flux d’informations internes des applications. Il s’agit donc es-
sentiellement de méthodes de «niveau langage» qui peuvent compléter des ap-
proches de «niveau OS». Les approches de controle statique, a l’aide par exemple
d’un systéme de types de sécurité, et les approches de suivi dynamique des flux
d’informations, a l’aide d’une instrumentation des applications, constituent les
deux approches majeures et complémentaires du domaine. Ces deux approches,
présentées en détail dans cette section, possedent chacune des avantages et des
inconvénients. Comme le fait remarquer Smith [Smi07], la comparaison des sys-
temes de controle des flux d’informations doit tenir compte du but recherché
et du scénario d’utilisation. Ainsi, les analyses statiques et dynamiques ne ré-
pondent pas aux mémes objectifs.

L’analyse statique a pour but le déploiement d’applications réputées «sires»,
dont toutes les exécutions possibles vérifient une politique de flux donnée. Deux
scénarios sont envisageables :

1. Le premier scénario correspond & la certification de programme. Dans ce
scénario, initialement imaginé par Denning [DD77], le concepteur du lo-
giciel fournit le code source de son application & une tierce partie chargée
de certifier que le programme en question vérifie une politique de flux
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donnée, qui constitue une spécification des exigences de sécurité. Plutot
que de se fier a ’analyse manuelle du code de I'application par un expert
ou a des techniques de test, nécessairement non exhaustifs, I'organisme
certifieur effectue une analyse statique qui lui permet de prouver que le
programme vérifie les propriétés de non-interférence qui constituent la
politique de flux. L’organisme peut alors délivrer un certificat & 'utilisa-
teur final du logiciel qui lui garantit I’absence de fuite d’information, le
programme étant exempt de vulnérabilité permettant de générer des flux
d’informations interdits. Si une seule exécution ne vérifie pas la politique,
le programme est rejeté. Cette approche est a priori intéressante car elle
permet de s’assurer avant toute exécution que la politique de flux ne sera
pas violée. De plus, le résultat ne dépend que de la politique spécifiée et des
propriétés intrinseques du logiciel. Malheureusement, peu de programmes
«fonctionnels» passent ce test avec succes. Beaucoup de programmes sont
rejetés, 'approche étant tres restrictive comme nous ’avons évoqué dans
les sections précédentes. Des lors, ce scénario ne peut s’appliquer qu’a des
cas particuliers de systemes simples pour lesquels les exigences de sécurité
sont fortes et la politique de flux est statique (par exemple de petits sys-
témes embarqués, des environnements JavaCard, etc.) Pour la majorité
des systemes, comprenant de nombreux composants logiciels interagissant
entre-eux, parfois dans un environnement ouvert, ’approche est inappli-
cable en pratique.

. Le deuxieéme scénario vise a aider le développeur dans sa tache en 'in-

formant des risques de fuites ou de modifications inappropriées d’infor-
mations dans I'application qu’il congoit. Cette approche, inspirée des sys-
temes de types, suppose que le développeur spécifie les classes de sécurité
associées a chaque variable, en plus du code fonctionnel de I'application.
Le systeme repose sur une analyse statique des propriétés du programme
mais égalemment sur des annotations permettant de déclassifier I'informa-
tion : le développeur peut spécifier des exceptions lorsqu’il le juge néces-
saire. La confiance dans le jugement apportée par 'analyse repose donc
en partie sur le développeur. Celui-ci peut, y compris par inadvertance,
spécifier un nombre trop important d’exceptions permettant par la suite &
un attaquant d’effectuer des flux d’informations illégaux. Cette approche
implique donc une confiance plus faible dans les programmes acceptés, qui
ne vérifient pas, au sens strict, de propriété de non-interférence, du fait des
exceptions. En revanche, cette approche plus souple accepte un nombre
plus important de programmes. Ce scénario contribue a I'augmentation
de la sécurité en incitant le développeur a raisonner des la conception sur
les problemes de sécurité liés aux flux d’informations. Il s’agit d’une mé-
thode amont qui peut étre assimilée aux techniques de génie logiciel dont
le but est d’augmenter la qualité des logiciels produits. Le spectre d’uti-
lisation est donc plus grand du fait de la diminution des faux positifs. Il
n’est cependant applicable qu’aux applications nouvellement développées
ou partiellement réécrites. De plus, les aspect contextuels, en particulier



1.8. Bilan de l’état de lart 51

de la politique de flux, doivent faire I'objet de tests explicitement spécifiés
par le développeur, ce qui est parfois difficilement envisageable.

L’analyse dynamique, quant a elle, vérifie la légalité d’une seule exécution
d’un programme donné. Cette méthode permet donc 'utilisation de programmes
dont certaines exécutions violent la politique de flux. Le recours & de tels logiciels
est souvent nécessaire :

— la réécriture de I’ensemble des applications du systeme est une hypothese
trop restrictive. Il est nécessaire d’utiliser, en partie, des logiciels non vé-
rifiés ou qui n’ont pu étre développés a l'aide de techniques de vérification
de flux.

— un certain nombre de programmes possedent intrinsequement des limita-
tions et de ce fait certaines de leurs exécutions peuvent violer la politique
de flux. Développer de nouveau de tels logiciels pour éliminer ces limita-
tions n’est pas toujours aisé ou peut se révéler tres cotiteux.

L’utilisation de programmes non validés par 'analyse statique est donc souvent
nécessaire. En outre, I’hypothese est généralement faite que ces programmes
vérifient la politique de flux lors d’une utilisation «normale et saine» mais que
des exécutions résultant d’une attaque par des utilisateurs malveillants peuvent
conduire a des intrusions, c’est-a-dire a des violations de la politique de flux
d’informations. L’analyse dynamique permet alors, en vérifiant chacune des exé-
cutions, de détecter I'occurrence de ces intrusions, d’alerter 1'utilisateur ou le
responsable de la sécurité et éventuellement de terminer ’exécution en cours.
L’analyse portant sur une seule trace, le nombre de programmes acceptés (tem-
porairement car une exécution violant la politique est a priori toujours pos-
sible) est plus important. Le nombre de faux positifs est limité mais il ne peut
en pratique étre nul car la détection précise des flux d’informations & partir de
I’observation d’une seule trace est impossible. De méme, ’approche n’est pas
complete du fait des flux d’informations indirects implicites. L’hypothese peut
cependant étre faite que le nombre d’intrusions utilisant ce type de flux reste,
pour l'instant, négligeable. Ce scénario de détection d’intrusions, présenté en
section 1.1, correspond donc au besoin exprimé en introduction. Nous propo-
sons ainsi un modele et une implémentation de détecteur d’intrusions paramétré
par la politique reposant sur le contréle dynamique des flux d’informations a dif-
férents niveaux. L’utilisation de méthodes statiques pour certains logiciels peut
toutefois compléter avantageusement cette approche de contréle dynamique.

1.3 Bilan de I’état de ’art

Nous souhaitons détecter les intrusions sur un systeme utilisé classiquement
pour le déploiement des applications web. Nous avons vu en section 1.1 que les
solutions de détection d’intrusions «classiques» présentent un certain nombre
de limites :

— l'approche de détection par signatures est nécessairement incomplete car

elle dépend d’une connaissance a priori des attaques sous la forme d’une
base de signatures d’attaques;
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— I'approche comportementale traditionnelle doit faire face & un taux impor-
tant de faux positifs et a la difficulté de paramétrage du profil de référence.
Une forme particuliere de détection comportementale, celle dite paramétrée par
la politique, nous parait la plus prometteuse. Cette approche s’appuie unique-
ment sur la définition de la politique de sécurité et sur la vérification de condi-
tions logiques découlant de cette politique. Nous nous inspirons en particulier
des travaux de Jacob Zimmermann sur Blare, un détecteur d’intrusions para-
métré par la politique de sécurité assurant le suivi des flux d’informations au
niveau du systeme d’exploitation.

Les résultats de Blare sont prometteurs mais ce détecteur est limité lorsqu’il
s’agit de discerner les flux d’'informations internes aux applications. Nous sou-
haitons donc nous inspirer des méthodes de suivi dynamique des flux d’informa-
tions, présentées en section 1.2, pour compléter le suivi des flux d’informations
réalisé par Blare.

Nous proposons donc :

— une modélisation formelle d’IDS reposant principalement sur le suivi de

flux d’informations ;

— une architecture générique d’IDS permettant d’implémenter une solution

réalisant le suivi des flux d’informations a plusieurs niveaux de granularité ;

— un prototype implémentant l'architecture proposée au travers de deux

mécanismes :
— une version modifiée de Blare permettant le suivi global des flux d’in-
formations au sein d’un systéme d’exploitation ;
— un mécanisme de suivi dynamique des flux d’informations internes a
une application Java, JBlare, qui collabore avec Blare.
Nous exposons notre modele de détection au chapitre 2. Nous présentons ensuite
I’architecture générique correspondante ainsi que I'implémentation d’une solu-
tion de détection d’intrusions par contréle collaboratif des flux d’informations.



Chapitre 2

Proposition d’un modele de
détection d’intrusions

Nous nous intéressons dans nos travaux aux politiques de flux d’informations.
Nous entendons par flux d’informations une relation de dépendance dans laquelle
un ou plusieurs éléments d’information transitent des sources vers les cibles.
Une politique de flux d’informations précise quels sont les flux d’informations
autorisés pour un systeme donné. Définir une telle politique suppose donc d’une
part d’identifier les différentes sources d’informations du systeme et d’autre
part d’identifier les destinations légales pour les différents types d’informations.
Afin de suivre les flux d’informations au sein d’un systéme, nous distinguons
clairement dans notre modele les contenus des conteneurs d’informations. Les
premiers représentent I’information & proprement parler, c’est-a-dire les données
présentes au sein du systéme (par exemple, les mots de passe des utilisateurs
ou la valeur d’une variable). Les seconds représentent le lieu ol ces données
résident (par exemple, les fichiers ou les variables). Lors d’une exécution, il est
possible d’observer des flux d’informations : les contenus sont propagés entre
conteneurs apres avoir été éventuellement modifiés et combinés entre eux. Par
exemple, lors de 'exécution de la pseudo instruction ¢ = a+ b, le contenu initial
de la variable (conteneur) a est combiné avec celui de la variable b et le résultat
de cette combinaison forme le nouveau contenu de la variable c. Cette situation
correspond donc a un flux d’informations dont les sources sont a et b et la
destination c. Il est possible de définir I’état d’un systéeme par un ensemble de
relations entre les contenus et les conteneurs du systeme. Les flux d’informations
générés par l'exécution de commandes modifient ainsi I’état du systeme, ce qui
se traduit par des modifications de 'ensemble des relations contenus/conteneurs.

Nous proposons de suivre dynamiquement les flux d’informations du sys-
teme et d’en vérifier la 1égalité, au regard d’une politique de flux d’informations
préalablement spécifiée, a ’aide de tags de sécurité attachés a chaque conteneur.
Nous montrons finalement que la loi de propagation de ces tags ainsi que la regle
de 1égalité des flux d’informations déterminée a partir de ces tags permet de dé-
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tecter dynamiquement les intrusions, c’est-a-dire les violations de la politique
de flux d’informations spécifiée.

Nous présentons dans un premier temps plus en détail la notion de conte-
neurs, de contenus et de flux d’informations dans la section 2.1. Nous définissons
ensuite, dans la section 2.2, notre modele de politique de flux d’informations,
qui repose sur un ensemble d’associations contenus/conteneurs autorisées. Nous
présentons en section 2.3 ’évolution de ’état du systeme en termes d’évolution
des conteneurs, des contenus et des tags de sécurité associés. Dans la section 2.4,
nous montrons finalement & ’aide d’un théoreme de détection que ’évolution des
tags de sécurité permet de détecter la légalité des flux d’informations observés
au regard d’une politique de flux d’informations préalablement spécifiée.

2.1 Contenus, conteneurs et flux d’informations

2.1.1 Conteneurs d’informations

Nous nous intéressons aux flux d’informations entre conteneurs. Nous en-
tendons par conteneur un ensemble structuré et identifiable de données permet-
tant & un utilisateur ou un programme informatique d’accéder aux données a
proprement parler. Suivant la granularité de I’observation, les conteneurs d’in-
formations peuvent étre des fichiers, des pages mémoires, des variables, etc.
Nous supposons que les conteneurs du systeme étudié forment un ensemble dé-
nombrable. Nous supposons de plus que cet ensemble est fini et nous notons
N le nombre maximal de conteneurs du systeme. Cette hypothése nous parait
réaliste car les systemes étudiés sont par nature des systémes & mémoire finie.
Le nombre de conteneurs est donc limité, ne serait-ce que par la quantité de
mémoire adressable. Cette limite est parfois exprimée explicitement. Pour le
systeme de fichier ext$ utilisé par le systeme d’exploitation Linuz, le nombre
de fichiers par systeme de fichiers est ainsi limité par le nombre maximal de
blocs! soit 23! ce qui correspond & environ 2 milliards de fichiers. Cette limite
théorique n’est toutefois jamais atteinte car en pratique le nombre de fichiers
est limité par la taille du systeme divisée par la taille moyenne des fichiers. Nous
modélisons donc I’ensemble des conteneurs du systeme susceptibles d’apparaitre
dans un flux d’informations :

C={e1,...,en}

La création et la destruction de conteneurs ne sont pas explicitement prises
en compte dans notre modele. Nous montrons toutefois en section 2.2 comment
traiter les cas de création et de destruction de conteneurs. C peut alors étre
considéré comme fini s’il représente ’ensemble maximal des conteneurs que le
systeme peut gérer.

1La limite est en réalité le minimum entre le nombre maximale de blocs et (%)13, V étant la
capacité de stockage du systeéme de fichiers en octet. Pour des partitions de grandes capacités
telles que le permettent les disques durs actuels, le nombre maximal de blocs détermine souvent
le nombre maximal de fichiers
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Les systemes informatiques étant rarement déconnectés du monde qui les
entoure, il est nécessaire de prendre en compte les flux d’informations qui
entrent ou sortent du systeme. Ces flux d’informations peuvent correspondre
a des échanges de données entre différents systemes reliés par un réseau infor-
matique ou & des échanges de données avec des utilisateurs physiques. Afin de
modéliser ces flux d’informations, nous considérons des conteneurs interface
qui modélisent les interfaces d’entrée/sortie du systéme. Nous considérons que
tout conteneur interface ¢, appartient a I’ensemble des conteneurs : ¢, € C. A
I’échelle du systeme d’exploitation, les conteneurs interface peuvent ainsi modé-
liser les terminaux en mode caracteére (tty) ou les socket réseaux. A 1’échelle d’un
programme informatique, les conteneurs interface peuvent modéliser les appels
aux fonctions de librairies externes ou les appels systéme. Les flux d’informa-
tions d’entrée/sortie sont alors interprétés en termes de lecture/écriture sur les
conteneurs interface. Par exemple, un utilisateur utilisant son clavier génere un
flux d’informations vers la mémoire d’un processus. Ce flux d’informations est
modélisé par la lecture du conteneur interface correspondant au terminal de
I'utilisateur connecté. Inversement, I'information transmise & l'utilisateur via
son écran est assimilable a une écriture dans son conteneur interface.

2.1.2 Contenus

Afin d’observer les flux d’informations du systéme, nous proposons de suivre
I’évolution des contenus des différents conteneurs du systeme. Les données du
systeme étant exprimées sous formes binaires, un suivi précis de chaque contenu
suppose potentiellement de s’intéresser a I’évolution de chaque bit d’information,
ce qui s’avere inconcevable en pratique. Nous proposons en revanche de nous
intéresser a l'origine des contenus du systeme. Nous considérons que les données
du systeme ont été générées a partir de deux types de sources :

1. les contenus initiaux des différents conteneurs du systeme;

2. les informations provenant de 'extérieur du systéme et transitant par les
conteneurs interface.

Le premier type de source correspond aux données du systéme pris dans son
état initial. Nous ne faisons aucune hypothese sur cet état initial, en particulier
sur l'origine des différents contenus du systéme dans cet état. En pratique,
I’état initial correspond a I'initialisation du mécanisme de détection, par exemple
apres 'installation du systeme ou lors de la séquence de démarrage du systeme.
Nous considérons donc, dans cet état initial, que chaque contenu provient du
conteneur qui le contient et nous associons a chaque conteneur ¢, une unique
information atomique initiale 7,,. Nous n’exprimons en fait que ’origine des
données, a partir de 1’état initial, et nous considérons que les contenus n’ont
qu’une seule origine dans ’état initial. Notre but est de modéliser les évolutions
du systeme a partir de 1’état initial, les flux d’informations antérieurs a cet état
ne sont donc pas pris en compte par le modele du systeme.

Nous supposons également que deux conteneurs distinct ¢ et ¢’ contiennent,
dans ’état initial, des informations atomiques initiales distinctes ¢ et ¢’. Bien
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que I'information présente dans ces deux conteneurs puisse se révéler identique
en pratique, l'origine des contenus, pris dans 1’état initial, n’en demeure pas
moins distinct. Nous considérons que la prise en compte de la teneur effective
des données est du ressort de la politique de flux d’informations.

Le deuxieme type de source correspond aux flux d’informations externe vers
les conteneurs du systéme. Nous ne faisons la aussi aucune hypothese sur 1’ex-
térieur du systeme. Nous considérons donc que, pour chaque état du systeme,
I'information transitant par un conteneur interface ¢, provient uniquement de
ce conteneur. Nous associons donc a chaque conteneur interface ¢, une unique
information atomique i,. Nous considérons également que deux conteneurs
interface distincts i, et 7, produisent des informations atomiques distinctes
¢y €t ¢,. Nous ne prenons pas explicitement en compte la notion de sujet, c’est-
a-dire d’utilisateur ou de processus s’exécutant pour le compte d’un utilisateur,
dans notre modele contrairement aux modeles traditionnels de contréole d’ac-
ces. Nous distinguons uniquement les entités actives du systeme a travers les
différents conteneurs qu’ils accedent. Il est notamment possible, en s’appuyant
sur un mécanisme d’authentification, d’attribuer dynamiquement un conteneur
interface a chaque utilisateur authentifié. Il est alors possible de distinguer les
actions des différents utilisateurs lors des accés aux conteneurs interface.

Les conteneurs du systeme formant un ensemble fini, il est possible de définir
un ensemble fini des informations atomiques :

I={i,...,in}

Cet ensemble correspond aux différentes origines possibles des contenus du sys-
teme.

Lorsque I’état du systeme évolue suite a ’exécution de commandes générant
des flux d’informations, les contenus des différents conteneurs évoluent. Comme
nous ’avons précisé précédemment, nous voulons suivre les différents flux d’in-
formations en exprimant 'origine des différents contenus & partir de 1’état ini-
tial. Nous modélisons donc chaque contenu par un ensemble d’informations ato-
miques. Cet ensemble représente I'origine des flux d’informations ayant permis
de générer le contenu en question. Il dénote également 1’ensemble des informa-
tions atomiques dont dépend le contenu. Le contenu initial de chaque conteneur
¢y, est donc un singleton {i,}. Par la suite, nous notons I = {iy,...,i,} C I
le contenu courant du conteneur ¢, ce qui signifie que 'information actuelle-
ment mémorisé dans ¢ a été générée a partir de celle initialement présente dans
les conteneur cy,...c,. L’exemple 1 et la figure 2.1 illustrent 1’état initial d’un
systeme décrit d’apres notre modele.

Exemple 1. Considérons par exemple un systeme simple dans lequel des utilisa-
teurs peuvent accéder auz contenus de fichiers a travers une interface utilisateur
(par exemple un terminal texte). Supposons que dans l’état initial, lorsque le pro-
cessus de détection d’intrusions est lancé, le systeme soit seulement composé de
trois fichiers ¢, j € {1,2,3} et d’un seul utilisateur authentifié w. D’aprés notre
modele, I’état initial du systeme sera alors caractérisé par :

— & conteneurs cjeq1,2,3y correspondant auz trois fichiers ;
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<

Contenus

Conteneur interface
Conteneurs

Fia. 2.1 — Exemple de modélisation de I’état initial d’un systéeme

- &informations atomiques initiales ijc 1 2,3y correspondant aux trois conte-
nus iitioux des trois fichiers;

— un conteneur interface ¢, modélisant linterface de sortie de l'utilisateur,

— une information atomique i, associée a ¢, et modélisant l’information que
lutilisateur u peut générer via son interface.

2.1.3 Commande, trace et flux d’informations
2.1.3.1 Flux d’informations

Les flux d’informations expriment une relation de dépendance entre des don-
nées sources et des conteneurs cibles ou destinations. Denning [DD77] considere
par exemple qu’il existe un flux d’informations d’un conteneur x vers un conte-
neur y des lors qu'une donnée initialement stockée dans x est transférée dans y
ou que cette donnée a été utilisée pour dériver une information elle-méme trans-
férée dans y. L’auteur note cette relation x = y ou « et y sont des conteneurs.
Le modele proposé par Denning prend & la fois en compte les flux d’informations
résultant d’une copie d’information, tel 1’assignation d’une variable (a = b) et
les relations de dépendance plus complexes, résultant par exemple d’un calcul
sur les données sources. Considérons par exemple une fonction sqrt permettant
de calculer la racine carrée, I’exécution de U'instruction a = sqrt(b) géneére aussi
un flux d’informations b = a.

Nous proposons de reprendre la définition donnée par Denning, en distin-
guant les contenus des conteneurs.
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Définition 2.1.1 (flux d’informations). Nous considérons qu’il existe un flux
d’informations d’un contenu I = {i1,...,i,} vers un conteneur c dés lors que
ce contenu I est transféré vers ¢ ou utilisé pour générer une information qui
est elle-méme transférée dans c. Nous notons cette relation de dépendance I =
c. Nous appelons un tel flux d’informations, composé d’un seul contenu source
et d’un unique conteneur destination, un flux d’informations unitaire. Un flux
d’informations peut également mettre en jeu plusieurs sources et plusieurs
cibles. Nous proposons de traiter les différents cas de la maniére suivante :
— lorsque le fluz d’informations comporte plusieurs cibles, nous considérons
que ce flux d’informations est équivalent a plusieurs fluz d’informations uni-
taires (autant que de conteneurs cibles) réalisés en paralléle. Par exemple,
un flux d’informations d’un contenu I vers les conteneurs ci et co est équi-
valent a la réalisation en paralléle des flux d’informations I = c1 et I = co.
— lorsque le flux d’informations comporte plusieurs contenus sources, nous
considérons que ce flur d’informations est équivalent a un flux d’informa-
tions unitaire de ['union des contenus sources vers le conteneur destination.
Par exemple, un flux d’informations des contenus I; et Iy vers c est équi-
valent au flux d’informations Iy U Iy = ¢

Cette derniere interprétation est cohérente avec la notion de contenus pré-
sentée précédemment dans la sous-section 2.1.2. Nous considérons en effet qu'un
contenu est un ensemble d’informations atomiques exprimant ’origine de I’in-
formation. L’origine d’une donnée générée a partir de plusieurs contenus est
exprimée a partir de 'origine de tous les contenus ayant servi a générer cette
donnée. Par exemple, 'instruction ¢; = co+c3 génere un flux d’informations des
contenus de cs et c3 vers ¢1. Supposons qu’avant ’exécution de cette instruction
co contienne une unique information atomique initiale i et que de méme c3
contienne i3. L’exécution génere alors un flux d’informations {is,i3} = ¢;. Le
nouveau contenu de ¢q, I1 = {iz,i3} est obtenu & partir de 'union des contenus
sources du flux d’'informations : Iy = {is} U {ig}.

Nous considérons enfin que le contenu de chaque conteneur forme un tout et
que par conséquent toutes les parties de ce contenu ont la méme origine. Dans
le cas d'un flux d’informations comportant plusieurs sources, c’est-a-dire un
flux d’informations impliquant la lecture de plusieurs contenus différents, nous
supposons que le contenu final généré par ce flux d’informations dépend de tous
les contenus lus. Toute partie de ce contenu est donc vue comme une agrégation
de tous les contenus lus. Dans ’exemple précédent, le nouveau contenu de c;
dépend a la fois de iy et de i3. Supposons que I'information contenue dans ¢y
soit un entier codé sur un octet. Considérons maintenant ’exécution successive
des instructions suivantes qui permettent d’extraire successivement les quatre
bits de poids faible puis les quatre bits de poids fort de ¢; : ¢ = ¢; AND 15,
c1n = c¢1 AND 240. L’exécution de ces instructions génere successivement les
flux d’informations {is, i3} = c1/ et {ig,iz} = c1r.

Cette hypothese peut sembler peu réaliste, notamment au niveau du systeme
d’exploitation. Il est par exemple possible d’accéder indépendamment a chaque
ligne d’un fichier texte. Nous pouvons cependant noter que notre modele n’im-
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pose aucune granularité quant a la taille des conteneurs. Il est donc possible de
considérer plusieurs sous-parties d’'un méme fichier comme des conteneurs dis-
tincts. La taille des conteneurs est en fait déterminée par le niveau de granularité
de la politique de flux d’informations. Il convient de considérer séparément les
différentes sous-parties d’un contenu seulement si la politique d’intégrité/confi-
dentialité distingue ces contenus en termes d’autorisation. Ce cas peu fréquent
correspond par exemple aux fichiers des bases de données. Il est également pos-
sible d’envisager plusieurs niveaux de modélisation comme nous le verrons dans
le chapitre suivant.

2.1.3.2 Commande et flux d’informations élémentaire

Nous proposons de modéliser le systéme et son évolution par un automate a
états finis déterministe.

Définition 2.1.2 (Automate systeme).
L’évolution du systeme est modélisé par un automate :

A= (szatszaQ)

avec :

- S lensemble des états du systéme. Nous précisons par la suite ce que nous

entendons par état du systéeme. L’ensemble des conteneurs étant supposé

fini, nous considérons ici qu’il existe un nombre fini d’états que le systeme

peut atteindre.

Y. 'ensemble des commandes qui peuvent étre exécutées et observées sur le

systéme et qui font transiter le systeme d’un état a un autre.

— t la fonction de transition qui décrit I’évolution du systéme en fonction des
commandes exécutées.

— so état initial du systéme.

Q lUensemble des états terminaux du systéme.

L’état initial est I’état du systeme lors de l’initialisation du mécanisme de
détection. Comme décrit précédemment, il est caractérisé par la propriété sui-
vante : le contenu de chaque conteneur ¢, est un singleton {i,}.

Les commandes désignent les opération élémentaires qui peuvent étre exécu-
tées sur le systeme. Suivant le niveau de la modélisation, les commandes peuvent
désigner les appels systeme au niveau du systeme d’exploitation, les appels de
fonctions ou de méthodes, les instructions sur les variables d’un programme,
etc. Aucune hypothese n’est faite sur la nature exacte des commandes et le
traitement effectué sur les données. Nous supposons seulement que les com-
mandes sont des événements observables et que pour toute commande o € X
susceptible de s’exécuter sur le systeme, il est possible d’identifier ’ensemble
CE des conteneurs accédés en lecture et 'ensemble C/V des conteneurs accédés
en écriture. Nous faisons ensuite I’hypotheése que chaque commande génére un
flux d’informations de I’ensemble des contenus lus vers chaque conteneur accédé
en écriture. Plus précisément, nous considérons que suite a ’exécution d’une
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Systéme
2

4

—_— Flux d'information

Fi1G. 2.2 — Exemple d’un flux d’informations comportant plusieurs sources

commande, seul le contenu des conteneurs accédés en écriture est modifié et que
le nouveau contenu de chacun des conteneurs de C%V' a été généré a partir des
contenus de tous les conteneurs de C. Nous associons donc a chaque exécu-
tion de commande un flux d’informations que nous appelons flux d’informations
élémentaire. L’exemple suivant illustre ce concept :

Exemple 2. Soit une commande o effectuant un acces en lecture sur le fichier
c1, un acces en lecture sur le fichier co et un accés en écriture sur le fichier
c3. Nous considérons uniquement le résultat de [’exécution de cette commande
en termes de flux d’informations. Supposons que cette commande soit exécutée
dans Uétat initial. Soit {i1} le contenu initial de ¢y et {ia} celui de ca. Exprimer
lorigine du contenu de c3 dans l'état atteint apres l'exécution de la commande
permet de prendre en compte le flux d’informations de i1 et i vers cz. L origine
des données contenues dans c3 a l’issu de ce flux d’informations est représentée
par les informations atomiques initiales qui ont été lues. Le contenu de c3 aprés
Vexécution de o sera donc ici {i1,i2}. Cela signifie que le contenu de c3 dans
l’état final a été obtenu a partir de i1 et ia comme Uillustre la figure 2.2. Cette
notion sera formalisée dans la définition 2.53.2 du changement d’état.

La fonction de transition ¢ : S x X — S décrit I’évolution du systéme suite a
I’exécution d’'une commande. Par exemple, ’évolution du systeme d’un état s,,
a un état s,,1 suite a 'exécution d’'une commande o,,, est notée :

Sm+1 = t<5m7 Um)
Par souci de clarification, nous adopterons par la suite la notation équivalente :
Om
Sm Sm+1

Nous considérons également que les acces en écriture sont destructeurs et
que le contenu présent avant l’exécution de la commande est effacé. Afin de
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G
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)

F1a. 2.3 — Exemple d’une modification de conteneur

modéliser les modifications de contenu, telles que I’ajout dans un fichier texte,
nous considérons alors que la commande lit le contenu du conteneur modifié
avant ’opération d’écriture. Cette notion revient a considérer des flux d’infor-
mations comprenant des sources multiples dont I'une correspond également &
un conteneur destination. L’exemple suivant illustre ce cas particulier :

Exemple 3. Soit le systeme décrit dans l'exemple 1 pris dans [’état initial sg
(figure 2.1). Soit une commande o1 qui ajoute le contenu de ¢ dans ca : sg 2,
s1. Nous considérons que cette commande génére un flur d’informations des
contenus {i1} et {ia} vers le conteneur cy. Le nouveau contenu de co dans l'état
s1, aprés Uexéeution de la commande, est donc {i1,iz} : il dépend a la fois
de Uinformation initialement présente dans co et de celle présente dans c1. La
figure 2.3 illustre ce cas.

2.1.3.3 Traces d’exécution et flux d’informations composés

Soit (09,01, ..,0m) € P(X) une trace d’exécution désignant la séquence de
commandes menant le systeme de 1’état initial sg a I’état s,,41. Nous définissons
une fonction de transition tge, : P(X) — S qui correspond & la composition, &
partir de I’état initial, de la fonction de transition ¢ pour chaque commande de
la trace :

Sm+1 = tS’eq((JO»Ula ey Um))

Nous adopterons la aussi la notation équivalente :

(00,01,---,0m)

S0 7 Sm+1

Nous supposons que pour chaque commande o, les ensembles CXV et Cf’
sont non vides. Les commandes qui ne vérifient pas cette hypothese ne génerent
pas de flux d’informations et ne modifient pas I’état du systeme tel que nous le
décrivons par la suite. Nous pouvons donc les éliminer de la trace observée.

Un flux d’informations élémentaire étant associé a chaque commande, il est
possible de prendre en compte la composition de ces flux d’informations élémen-
taires lors de I’exécution d’une trace. Nous appelons de tels flux d’informations,
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résultant de I’exécution d’'une séquence de commandes, des flux d’informations
composés. L’exemple suivant illustre intuitivement ce que nous entendons par
flux d’informations composés :

Exemple 4. Soit le systéme décrit dans l'exemple 1. Nous considérons ici une
séquence de commandes exécutée a partir de l’état initial du systéme :

1. Lors de l’exécution de la premiére commande oq, lutilisateur u génére
de linformation via son interface et la sauvegarde dans le fichier c¢;. Le
systeme passe de l’état initial sg a l'état s1 : sg 29, s1. Nous considérons
ici un flur d’informations élémentaire de i, vers le conteneur c1, {i,} =
c1, le contenu initial de ce conteneur étant effacé par le nouveau contenu
{iu};

2. Soit p1 un processus du systéme. Supposons que le processus p1 lise le
fichier c1, sélectionne une partie de son contenu, effectue un traitement
sur les données lues et écrive le résultat de ce traitement dans le fichier cs.
Nous considérons également ici que cette deuziéme commande s; — so
entraine un flux d’informations du conteneur ¢y vers le conteneur ¢ ;

3. Soit pa un autre processus du systéme. Supposons que, consécutivement a
Uexécution de py, po effectue successivement les opérations suivantes :

(a) il lit le conteneur cs,
(b) il effectue un test conditionnel sur les données lues,
(c) il réalise, suivant la valeur du test, une écriture sur le fichier cs.

Nous considérons qu’il existe alors un flux d’informations du contenu de
N [eg - 72
co vers cs lors de cette derniére commande so — s3. Nous considérons

également que la composition de ces trois commandes, lors de l’exécution

(00,01,02) L . . .
de la trace sy ———— s3, géneére un flux d’informations de i, vers cs,

méme si ce flur d’informations ne résulte pas d’une copie directe des don-
nées. En effet la premiére commande génére un flur d’informations de i,
vers c1, la seconde un flux d’informations de cette méme information vers
co (depuis c¢1) et la derniére commande un fluz d’informations vers cs
(depuis c3).

Cet exemple, illustré par la figure 2.4, montre que la notion de flux d’infor-
mations exprime ici une dépendance causale entre contenus.

Apres avoir distingué la notion de contenu de celle de conteneur et défini
ce que nous entendions par flux d’informations, nous proposons maintenant de
définir la politique de flux d’informations.

2.2 Politique de flux d’informations
Nous nous intéressons aux politiques de sécurité qui déterminent la 1égalité

de flux d’informations entre conteneurs a partir d’un état initial. Notre modele
de politique de flux spécifie, pour chaque information atomique, quelles sont
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Etat S, —— EtatS, —— Etat S,

Systéeme

=Py  Transition de I'état du systéme

— Flux d'information

FiG. 2.4 — Exemples de flux d’informations

les destinations autorisées en termes de conteneurs. Nous proposons de ne spé-
cifier que les flux d’informations légaux. Tout flux d’informations qui n’est pas
explicitement autorisé par la politique sera donc considéré comme illégal.

2.2.1 Définitions
2.2.1.1 Politique de flux d’informations et CCAL

La définition 2.2.1 explicite formellement notre notion de politique de flux
d’informations en termes d’associations légales contenus/conteneurs. Nous ap-
pelons ce type d’association un CCAL, pour Contents - Container Authorized
Link, qui signifie littéralement lien autorisé entre contenus et conteneurs.

Définition 2.2.1 (Politique de flux d’informations).

Soient C [’ensemble des conteneurs du systéme et I ’ensemble des informa-
tions atomiques associées. Une politique de flux d’informations est un en-
semble SP de paires (I,C) appelées CCAL, ot :

- I € P() est un ensemble d’informations atomiques,

- C € P(C) est un ensemble de conteneurs.

Chagque paire (I,C) signifie que tout fluz d’informations d’un sous-ensemble
des informations initiales de I vers un des conteneurs de C est légal.

2.2.1.2 Violation de la politique de flux d’informations

Etant donnée une politique de flux d’informations SP, nous considérons
qu’une violation de cette politique correspond a un état interdit du systeme.
Cet état est caractérisé par un ou plusieurs conteneurs dont le contenu courant
n’est pas autorisé par la politique. Il existe donc une ou plusieurs associations
contenus/conteneurs interdites, ¢’est-a-dire non spécifiées par SP.
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Définition 2.2.2 (Violation de la politique de flux d’informations).
Une violation de la politique de flux d’informations du systéme est caractérisée
par un état du systéme dans lequel :

— Il existe au moins un conteneur ¢ dont le contenu courant est I, et
- A(I,C)e SP tel que I.C I etceC

L’exemple 5 illustre la notion de CCAL et de violation de la politique de
flux d’informations.

Exemple 5. Soit le systéme décrit dans 'exemple 1. Soit Alice un utilisateur
du systeme, ca et ig le conteneur et l'information atomique modélisant 1’in-
terface utilisateur d’Alice. Soit une politique de flux d’informations autorisant
seulement les flux d’informations suivant :
— les flux d’informations de Uinterface d’Alice (modélisée par linformation
atomique i) et de i1 (le contenu initial de c¢1) vers les conteneurs c1 et
CA ,
— les flux d’informations de i1 (le contenu initial de c¢1) vers ¢1 ou cs.
Cette politique peut étre modélisée simplement par deux CCAL :
- OOAL1 = ({il,iA}, {Cl, CA})
- CCALy = ({il}v {01362})

La politique de fluz d’informations est alors :

Considérons maintenant ’état initial sq du systéme illustré par la figure 2.1.

Soit une commande sy == s1 qui accéde en lecture & Uinterface d’Alice puis
écrit dans ¢y : CE ={ca} et CV = {c1}. Lexécution de cette commande dans
Uétat initial génére donc un fluz d’informations {ia} = ¢1. Ce flux d’informa-
tions est autorisé par la politique SP car i et c1 appartiennent tous les deuz d
CCAL,.

Soit maintenant une commande s1 —> so qui accede en lecture a ci1 puis
écrit dans ¢y soit CE = {c1} et OV = {co}. L'exécution de cette commande
dans Uétat s1 génére donc un flux d’informations {ia} = co di & la trace

S0 ACCILIN sq. Ce flux d’informations n’est pas autorisé par la politique SP car

il n’existe pas de CCAL dans SP ot iy et co apparaissent & la fois dans ce
méme CCAL.

Considérons une nouvelle exécution a partir de l'état initial sg. Soit une
commande sg —2 s/ qui accéde en lecture a linterface d’Alice et modifie le
contenu de ¢y : C'fo, = {ca,c1} et C’g‘g, = {1} (la modification d’un conte-
neur est modélisée par une lecture suivie d’une écriture de ce méme conteneur).
Le flux d’informations élémentaire issu de [’exécution de cette commande dans
Détat initial est donc {ia,i1} = ¢1. Ce flux d’informations n’est pas autorisé
par la politique car ia, i1 et ¢ napparaissent ensemble dans aucun CCAL de
SP.
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2.2.2 Création et suppression de conteneurs

La création de nouveaux contenus est limitée dans notre modele a la créa-
tion de nouveaux conteneurs interface. Nous considérons en effet que les conte-
nus sont générés a partir de I’ensemble des informations atomiques initiales
du systeme et de ’ensemble des informations atomiques provenant des conte-
neurs interface. Le premier ensemble est par définition fixé par 1’état initial;
le second est en revanche susceptible d’évoluer, par exemple lors de ’ajout de
nouveaux services établissant une nouvelle interface ou lors de la connexion de
nouveaux utilisateurs sur le systeéme. Il convient alors de modifier la politique
de flux d’informations afin de prendre en compte ce nouveau conteneur inter-
face et I'information atomique qui lui est associée. En I’absence de modification
de la politique, tout flux d’informations & destination de ce conteneur interface
est interdit. De méme, tout flux d’informations utilisant I’information atomique
associée est interdit.

La création de conteneurs génériques, ne modélisant pas une interface, n’im-
plique pas la création de nouveaux contenus. Par conséquent nous considérons
que la création de nouveaux conteneurs vides est toujours autorisée. En toute
rigueur, la politique de flux d’informations devrait étre modifiée pour autoriser
les flux d’informations & destination de ce nouveau conteneur. Nous verrons par
la suite qu’il est possible d’autoriser par défaut tous les flux d’informations a
destination de ce nouveau conteneur sans violer la politique établie jusqu’alors.
Il est en revanche parfois nécessaire de modifier explicitement la politique pour
assurer 'intégrité du nouveau conteneur.

La destruction de conteneurs implique en revanche la destruction de conte-
nus. Il y a donc potentiellement atteinte a 'intégrité. Nous considérons pour
cela les opérations de destruction de conteneurs comme des opérations d’écri-
ture dans ces mémes conteneurs. Le flux d’informations élémentaire associé a
une action supprimant un conteneur dépend de 1’observation : a ’échelle du sys-
teme d’exploitation, nous considérons par exemple qu'une destruction de fichier
a l’aide de l'appel systeme unlink génere un flux d’informations élémentaire de
la mémoire du processus générant ’appel systéme vers le fichier supprimé.

2.2.3 Initialisation de la politique de flux d’informations

Nous ne nous intéressons pas ici a la classe des différentes politiques de
sécurité qui peuvent étre modélisées a 'aide de notre modele de politique de
flux d’informations. Nous supposons que ce travail de spécification est du res-
sort de ’administrateur systéme ou du responsable sécurité. La spécification
manuelle de 'ensemble des CCAL peut cependant s’avérer fastidieuse. Nous
pensons que 'utilisation de mécanismes d’aide a la spécification de la politique
est souhaitable. Plusieurs solutions peuvent étre envisagées. Les systéemes que
nous souhaitons protéger utilisant généralement un mécanisme de controle d’ac-
cés discrétionnaire, nous proposons ici d’interpréter les permissions du controéle
d’acces et d’en déduire une politique de flux d’informations.
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2.2.4 Interprétation d’une matrice de controle d’acces

Les permissions du controle d’acces discrétionnaire, que I'on peut exprimer
sous la forme d’une matrice de controle d’acces, spécifient des droits statiques
liés aux conteneurs. Ces droits peuvent étre modifiés mais cela releve d’un chan-
gement de politique qui, dans le cas d’un controle discrétionnaire, est a la «dis-
crétion» des différents utilisateurs «propriétaires», ces propriétaires étant géné-
ralement les créateurs des conteneurs d’informations. Il n’est donc pas possible
d’établir de maniere univoque une politique de flux d’informations a partir de
ces permissions. Nous proposons ici une interprétation possible qui peut s’avérer
utile lors de la spécification de la politique de flux d’informations en fournis-
sant un premier ensemble de CCAL qui peut ensuite étre modifié explicitement.
Nous utilisons 1'algorithme proposé ici dans une implémentation au niveau du
systeme d’exploitation de notre modele, présentée dans le chapitre 3.

Afin d’établir un ensemble de flux d’informations légaux, nous faisons 1’hy-
pothese suivante : seuls les flux d’informations directs qui sont autorisés par le
controle d’acces sont considérés comme légaux. Nous entendons par flux d’infor-
mations direct un flux d’informations qui peut étre réalisé par une seule entité
active (utilisateur ou plus précisément processus s’exécutant pour le compte d’un
utilisateur). Par opposition, les flux d’informations nécessitant la collaboration
de plusieurs entités sont considérés comme des flux d’informations indirects.
L’exemple 6 illustre cette notion.

Exemple 6 (Génération d’une politique de flux d’informations & partir d’une
interprétation d’une matrice de contréle d’acces). Soit une matrice de controle
d’accés spécifiant un ensemble de ressources, un ensemble d’utilisateurs et, pour
chaque paire (ressource, utilisateur), les opérations (lecture ou écriture) que l'uti-
lisateur est autorisé a effectuer sur la ressource. Considérons par exemple la
matrice suivante :

C1 C2 C3
Alice lecture, écriture lecture
Bob lecture, écriture | lecture, écriture

Charlie | lecture, écriture | lecture, écriture

Cette matrice spécifie trois conteneurs ci,cs et cz. Nous considérons égale-
ment implicitement les trois contenus initiaux de c1,co et c3. Nous notons iy,
et respectivement is, i3, l'information atomique contenue initialement dans cq,
et respectivement ca, C3.

11 est également nécessaire de prendre en compte les interfaces entre le sys-
teme et ses utilisateurs. Nous considérons donc un conteneur interface et son
information atomique associée pour chaque utilisateur authentifié. Nous définis-
sons donc trois conteneurs interface ¢, u € {A, B,C} pour chaque utilisateur
Alice, Bob ou Charlie. Les informations atomiques associées a4 ces conteneurs
sont notées i,,u € {A, B,C}.

Cette matrice définit des fluz d’informations directs autorisés. Par exemple,
le flux d’informations de i3 vers c1 est un flux d’informations direct autorisé par
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le contrile d’accés car Vutilisateur Alice peut a la fois lire i3 (le contenu initial
de c3) et écrire dans ¢1. Il peut donc réaliser seul ce flux d’informations. De
méme le flux d’informations de ip et iy vers cg est un flur d’informations direct
autorisé car Bob peut le réaliser. En revanche, le flux d’informations de i1 vers
c3 n'est pas un flux d’informations direct autorisé par la politique car aucune
entité active du systéme ne peut le réaliser seule. Ce flux d’informations peut
en revanche étre réalisé par la composition de deux flux d’informations réalisés
par deux entités actives distinctes, ici Charlie et Bob, qui doivent collaborer.

De maniére générale, nous définissons un CCAL (I, Cy)ueta,B,cy pPOUT
chaque utilisateur afin de prendre en compte ’ensemble des flux d’informations
directs autorisés. I,, est I’ensemble des contenus atomiques que l’utilisateur peut
lire. Cy, est ’ensemble des conteneurs auzquels lutilisateur est autorisé a accéder
en écriture.

Alice, par exemple, est autorisée a lire les contenus atomiques initiaux i1 de
c1 etig de cs. Elle peut elle-méme générer information ia. De plus, Alice peut
écrire dans les conteneurs ci et ca. Tous les flux d’informations de iy, i3 et
i4 vers les conteneurs ¢; ou cq sont donc légaux puisqu’Alice peut réaliser des
commandes susceptibles de générer de tels flur d’informations. La partie de la
politique de flux d’informations relative a utilisateur Alice est donc modélisée
par le CCAL :

CCALy = ({ilv 13,14, }a {Cla CA})

En suivant le méme raisonnement, nous pouvons définir deux autres CCAL
correspondant a Bob et Charlie :
COALB = ({ig, i3, iB}, {Cg, C3, CB})
CCALC = ({il, iQ, ic}, {Cl, Co, Cc})
La politique de flux d’informations est finalement modélisée par ’ensemble
de ces trois CCAL :

SP = {CCALy,CCALp, CCALsc}

Il est donc possible de spécifier, manuellement ou a I’aide d’une interprétation
automatique, une politique de flux d’informations sous la forme d’un ensemble
de CCAL. Nous proposons par la suite de lier les conteneurs et leur contenu
courant aux différents CCAL dans lesquels ils sont impliqués a ’aide de tags de
sécurité.

2.2.5 Tags de sécurité

Nous avons vu précédemment qu’il est possible de définir une politique de
flux d’informations sous la forme d’un ensemble de relations contenus/conte-
neurs autorisées. Nous voulons construire un systeme de détection qui, pour
chaque commande s’exécutant sur le systeme, vérifie la 1égalité des flux d’in-
formations, qu’ils soient directement engendrés par cette commande ou qu’ils
résultent de la composition des flux d’informations issus de I'exécution de la
trace complete. Etant donnée une politique définie sous forme d’un ensemble
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de CCAL, nous pourrions intuitivement vérifier la légalité des flux d’informa-
tions, au regard de cette politique, en suivant I’évolution de tous les contenus
du systeme et en vérifiant, pour chaque étape, la légalité des associations conte-
nus/conteneurs. En pratique, cette technique ne nous semble pas réaliste car
elle entraine une explosion combinatoire, chaque conteneur étant susceptible de
recevoir un contenu dérivé de toutes les informations présentes dans le systéme.
De plus, la définition du contenu que nous avons retenue désignant 1’origine des
données, cet ensemble croit lorsque les flux d’informations modifient les données.

Nous proposons d’associer a chaque conteneur deux méta-données relatives
a la sécurité que nous nommons tags de sécurité. Le premier, appelé tag
de sécurité en lecture, est relatif au contenu courant du conteneur. Sa va-
leur évolue lorsque le contenu évolue, c’est-a-dire lors des acces en écriture sur
le conteneur. Le second, appelé tag de sécurité en écriture, est relatif au
conteneur a proprement parler. Sa valeur n’évolue pas sauf a la création et a la
suppression du conteneur.

Chaque tag de sécurité contient un ensemble de CCAL :

— le tag de sécurité en lecture contient ’ensemble des CCAL qui sont

relatifs au contenu courant ;
— le tag de sécurité en écriture contient ’ensemble des CCAL qui sont
relatifs au conteneur.

Un tag de sécurité est donc un «ensemble d’ensembles». D’un point de vue pra-
tique, il est possible d’associer un identifiant unique a chaque CCAL, un tag
étant alors un ensemble d’identifiants. Dans 1’état initial, les tags refletent uni-
quement ’expression de la politique de sécurité. Plus précisément, soit une po-
litique de flux d’informations S P exprimée sous forme d’un ensemble de CCAL.
Pour chaque conteneur ¢, de I’état initial auquel nous associons l'information
atomique initiale i,,, nous définissons un tag en lecture T et un tag en écriture
TW tels que :

— T contient ensemble des CCAL ot i,, apparait ;

— TW contient I’ensemble des CCAL ol ¢,, apparait.
Ces tags sont susceptibles d’évoluer lorsque 1’état du systéme change : nous
donnons en section 2.3 une définition par récurrence de la valeur des tags de
sécurité. Dans un souci de clarté, nous noterons par la suite en indice 1’état du
systeme correspondant. Ainsi le tag de sécurité en écriture lié au conteneur c,
sera noté Tvmn dans l’état s,. Nous verrons par la suite, en section 2.3, qu’il
est possible de déterminer la légalité des flux d’informations & partir de la seule
observation de I’évolution des tags de sécurité. L’implémentation du détecteur
d’intrusions peut donc reposer uniquement sur ces tags. Nous verrons également
que la loi d’évolution des tags est telle que le cardinal d’un tag est une fonction
décroissante en fonction du temps. De plus, le nombre de CCAL définis pour
un systeme est en pratique tres inférieur au nombre d’informations atomiques
du systeme. Cela permet donc de limiter I'occupation mémoire.

L’exemple suivant illustre 'initialisation des tags de sécurité pour le sys-
teme décrit dans I’exemple 1 et la politique de flux d’informations définie dans
I’exemple 6.
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Exemple 7 (Initialisation des tags de sécurité a partir d’une politique de flux
d’informations). Soit le conteneur cs et son information initiale iz. Etant don-
née la politique de flux d’informations SP définie dans l’ezemple 6, nous pou-
vons remarquer que cz apparait dans CCALp et que i3 apparait dans CCAL 4
et CCALp. Les tags de sécurité associés a cg seront donc, dans ’état initial :

-~ T ={CCAL4,CCALg}

~ TV = {CCAL4}
En suivant le méme raisonnement, nous pouvons définir les tags initiaur de co
et cy :

- Tf = {CCALp,CCALc}

- T ={CCALp,CCALc}

- TE ={CCALA,CCALc}

- TV ={CCAL,,CCALc}

Nous proposons par la suite une loi régissant 1’évolution des tags de sécurité
et une regle de légalité de flux d’informations calculée & partir de ces mémes
tags. Nous décrivons notre modele de I’état du systeme et de son évolution. Nous
montrons ensuite que la loi d’évolution et la regle de 1égalité de flux d’informa-
tions permettent de détecter les violations d’une politique de flux d’informations
définie en termes de CCAL.

2.3 Modele de systeme de détection

Nous voulons modéliser ’évolution de I’état d’un systeme résultant de flux
d’informations entre conteneurs. Nous avons présenté précédemment ce que nous
entendions par conteneurs, contenus et flux d’informations. Nous avons vu en
particulier qu’il était possible de suivre les flux d’informations en exprimant
le contenu courant de chaque conteneur, en termes d’origines des données cou-
rantes, a partir de ’état initial du systeme. Nous définissons ici plus précisément
ce que nous entendons par état du systéme et transition du systeme d’un état a
un autre. Nous nous intéressons & un modele d’état structuré, aussi nous défi-
nissons en premier lieu la notion d’objet qui correspond & la partie atomique de
I’état structuré du systeme. Nous définissons ensuite les transitions en termes
d’évolutions d’objets.

2.3.1 Objets

Un objet est une relation entre un conteneur c,, son contenu courant I, et
les deux tags de sécurité qui lui sont associés T'F et V. Le terme d’objet ne dé-
signe pas seulement ici, comme c’est souvent le cas, le conteneur d’informations.
Il s’agit de la partie atomique de 1’état structuré du systeme, relative a un conte-
neur particulier. L’état du systeme peut donc étre décrit comme un ensemble
d’objets, ensemble qui évolue lors de I’exécution de commandes générant des
flux d’informations. Ces flux d’informations entrainent en effet la modification
de certains contenus et des tags de sécurité associés.

£ ar, J \
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Définition 2.3.1 (Objet).

Un objet est un quadruplet (I, cn, TE, TV on :

— ¢n, € C est un conteneur,

— I, C 1 est le contenu courant du conteneur,

- Tf’ C SP est le tag de sécurité en lecture associé au contenu,

~ TW C SP est le tag de sécurité en écriture associé au conteneur.
Q est l’ensemble de tous les objets du systéme.

L’ensemble C des conteneurs étant supposé fini, I’ensemble §2 des objets 'est
également.

2.3.2 Flux de transition

Lorsqu’une commande s’exécute sur le systeme, elle génere un flux d’informa-
tions qui modifie I'état du systeme. Intuitivement, les contenus des conteneurs
accédés en écriture sont modifiés et par conséquent les tags en lecture doivent
I’étre également.

Considérons une commande oy, Cfm I’ensemble des conteneurs accédés en
lecture par o, et C},’Z . 'ensemble des conteneurs accédés en écriture par o,.
Comme indiqué précédemment, nous supposons que cette commande engendre
un flux d’informations élémentaire de I'union des informations contenues dans
les conteneurs de CR vers chacun des conteneurs de CW Nous associons a ce
flux d’informations un flux de transition modélisant I'évolution des objets liée
a ce flux d’informations.

Nous identifions dans un premier temps ’ensemble des objets TBR, littéra-
lement to-be-read. Cet ensemble correspond a 1’état des conteneurs accédés en
lecture, avant l’exécution de la commande. Nous identifions ensuite I’ensemble
des objets TBW, littéralement to-be-written. Cet ensemble correspond a 1’état
des conteneurs accédés en écriture, avant I’exécution de la commande.

Soit s, I’état du systeme avant 1’exécution de la commande :

— TBR,, est ’ensemble des objets de s, dont le conteneur appartient a C’f;n ;

— TBW,, est I'ensemble des objets de s, dont le conteneur appartient a

Afin de décrire formellement ces deux ensembles, nous définissons ’applica-
tion suivante :

Cont: Q—C

telle que :
Cont(o= (I,e, TR, TV)) = ¢

Soit la transition s, —= Sm+1- Nous avons alors :
TBR,, = {0 € 5,,|Cont(0) € CF }

TBW,, = {0 € sp|Cont(o) € C)V }
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L’état de chaque conteneur accédé en écriture étant modifié a la suite de
I’exécution de la commande, nous définissons un nouvel ensemble d’objets W,,,
littéralement written, qui correspond au nouvel état des conteneurs accédés en
écriture, apres 'exécution de la commande. La modification de ’état des conte-
neurs accédés en écriture se traduit donc a la fois par la création de nouveaux
objets (ceux de W,,) et la destruction de certains objets (ceux de TBW,,). Le
flux de transition est alors une application de TBR,,, et T BW,, vers W,,, cette
notion étant explicitée formellement dans la définition 2.3.2. La définition de W
est la suivante :

— les conteneurs de W,,, sont ceux de T'BW,,, puisque seuls les objets accédés

en écriture voient leur état modifié;

— le contenu associé a chacun de ces conteneurs est 'union de tous les conte-

nus lus;

— les tags en écriture des objets de W, sont ceux des objets de T BW,,

puisque ces tags sont liés aux conteneurs;

— le tag en lecture de chaque objet de W, est I'intersection des tags en

lecture des objets de TBR,,.

Le dernier point désigne en fait la loi de propagation des tags de lecture. Nous
verrons par la suite que cette loi, couplée a la regle de légalité de flux d’infor-
mations, permet de détecter les flux d’informations interdits par la politique
spécifiée dans 1’état initial. Le nouveau contenu des objets de W,,, dépend cau-
salement de tous les contenus lus. Par conséquent, la politique qui s’applique
sur ce contenu doit étre au moins aussi restrictive que celle qui s’applique sur
chacun des contenus lus.

Définition 2.3.2 (Flux de transition).
Un flux de transition est une application

f:P() xP(Q2) — P(2)

(TBR, TBW) — W

avec :

TBR = {(Ijvcj’iZ}R 7T]W)}j€J
TBW = {(I, e, T T3V ) ke
W= {(U Ijacka m TJR 3Tk‘:/V)}]€EK

jed jeJ

2.3.3 Systeme et transitions

Comme nous ’avons présenté précédemment, ’état d’un systeme est mo-
délisé par un ensemble dynamique d’objets. Chaque flux d’informations généré
par 'exécution d’une commande modifie les associations courantes contenus/-
conteneurs et par conséquent modifie ’ensemble des objets définissant 1’état
du systeme. La définition 2.3.3 définit plus précisément 1’état d’un systéme par
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récurrence. Soit un systéme et une politique de flux d’informations SP. Nous
définissons dans un premier temps 1’état initial de la maniére suivante :

— nous associons un objet, que nous appelons par la suite objet initial, a
chaque conteneur. L’état initial est tel que le conteneur de chaque objet
est différent ;

— le contenu de chaque objet est un singleton correspondant & 'information
atomique initialement présente dans le conteneur de l'objet ;

— le tag de sécurité en lecture est ’ensemble des CCAL de SP ou le contenu
de l'objet apparait ;

— le tag de sécurité en écriture est ’ensemble des CCAL de SP ou le conte-
neur de 'objet apparait.

Nous définissons ensuite les autres états par récurrence. Le systéme passe
d’'un état s,, a un état s,,41 suite a 'exécution d’'une commande o,,. L’état
du systeme étant défini par un ensemble, les transitions sont modélisées par des
opérations sur cet ensemble :

— les objets TBW,,,, correspondant a 1’état des conteneurs accédés en écriture
avant I’exécution du flux d’informations, sont retirés;

— les objets W,,, correspondant a 1’état des conteneurs accédés en écriture
apres I'exécution du flux d’informations, sont ajoutés;

Comme indiqué précédemment, les changements d’état résultent a la fois de la
destruction d’objets existants (dont les objets initiaux) et la création de nou-
veaux objets traduisant le changement d’état des conteneurs accédés en écriture.
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Définition 2.3.3 (Transition du systéme).
Soit un systéme de N conteneurs c, € C, auxquels sont associés les N infor-
mations atomiques i, € 1, décrit par un automate A = (S, 3,1, s0,Q). Soit

SP une politique de fluz d’informations exprimée sous forme d’un ensemble
de CCAL.

L’état initial sy du systeme est défini par :
. R w
S0 = {({Zn}’ Cn, Tn,soa Tn,so)}ne{l,...,N}
ot

e ={(I,C) € SP|i, I}

n,so

~TW. = {(I,C) € SP| ¢, € C}

n,so

Pour tout état s,,, 'exécution d’une commande o, fait transiter le systéme
d’un état s, a un état s,,y1. Les objets accédés par o, sont :

TBR,, = {o € s,,|Cont(0) € C’fm}
TBW,, = {o € s;,|Cont(o) € C’;";}
Le flux de transition associé a l’exécution de o,, génére les objets
Wm = f(TBRnu TBW’H’L)

et la transition d’état est définie par :

o
Sm —7m 8m+1

ot : Sm+1 = t(Sm,O'm) = (Sm\TBWm) U Wi,

Exemple 8. Considérons le systéme et la politique de flux d’informations SP
décrits dans 'exemple 7. Ce systéme est caractérisé par trois utilisateurs Alice
(A), Bob (B) et Charlie (C) auzquels nous associons donc trois conteneurs
interface ca, cg et co. Il est également composé de trois conteneurs ci, co et
c3. La politique de flux d’informations SP est spécifiée a l'aide de trois CCAL :
SP={CCAL,,CCALp,CCAL¢}.

Nous modélisons dans un premier temps [’état initial de ce systeme par 6
objets correspondants auzx 6 conteneurs du systéme. Chaque objet est de la forme
{in}, cn,Tf’So,Trmo). Le premier objet du systéme est par exemple caractérisé
par :

— som conteneur c ;

— le contenu de ce conteneur qui se réduit dans l'état initial au singleton

{il} ;
— le tag de sécurité en lecture associé, qui contient l’ensemble des CCAL de
SP dans lesquels iy apparait soit T, = {CCALs,CCALc} ;

— le tag de sécurité en écriture associé, qui contient I’ensemble des CCAL

de SP dans lesquels c¢1 apparait soit TKZO ={CCAL4,CCALc}.
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FiG. 2.5 — Evolution de I'état d’un systeme

Les 5 autres objets initiaux sont définis en swivant le méme raisonnement et
l’état initial sg du systeme est alors :

S0 Z{ ({il},cl,{COALA,CCALc},{CCALA,COALc}),
({ig},CQ,{CCALB,CCALc},{CCALB,CCALc}),
({is}, c3,{CCALA,CCALB},{CCALg}),
({iA},CA7{CCALA},{CCALA}),
({iB},CB,{CCALB},{CCALB}),
({ic},cc,{CCALc}, {CCALcY) }

Supposons maintenant que l'exécution d’une commande og copie l'information
du conteneur ¢y dans le conteneur ¢z, soit CE = {c1} et CYV = {ca}. Ce fluz
d’informations implique un flux de transition mettant en ceuvre les ensembles
d’objets suivants :

~ TBR= Cont(CE) = {({i1},c1,{Ca,Cc},{Ca,Cc})}, 'ensemble des ob-

jets dont le conteneur est lu par la commande et

-~ TBW = Cont(Cy¥) = {({iz},c2,{Cp,Cc},{Cp,Cc})}, Uensemble des

objets dont le conteneur est accédé en écriture par la commande.

Dans cet exemple, seul un conteneur est modifié, [’ensemble W des objets
générés par le flux de transition (voir définition 2.3.2) est donc réduit a un
singleton. Le nouvel objet est caractérisé par :

— son conteneur co qui est le seul conteneur accédé en écriture lors de [’exé-

cution de l’opération ;

— le contenu i1 qui est le nouveau contenu de co Tésultant du flux d’informa-

tions;
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— le nouveau tag de sécurité en lecture TT qui est Uintersection de tous les
tags de sécurité en lecture des objets de TBR. Ce dernier ensemble étant
lui-méme réduit a un singleton, le nouveau tag en lecture est simplement
{CCAL,,CCAK¢c};

— le tag de sécurité en écriture, lié au conteneur et qui me varie donc pas
par rapport a lobjet de TBW, soit {Cp,Cc}.

Le nouvel état s1 = (so — TBW) U W atteint aprés lexécution de ce fluzx

d’informations élémentaire est donc :

s1 ={ ({i},a1, {CCALA,Cc},{CCALs,CCAL}),
({i1}, c2, {CCALA,CCALc}, {CCALg,CCALc}),
({Zg}, Cs3, {CCALA, CCALB}, {CCALB}),
({iA}, CA, {CCALA}, {CCALA}),
({iB}, cB, {CCALB}, {CCALB}),
({ict,cc,{CCALc}, {CCALc}) }

Les éléments de cet ensemble notés en gras correspondent aux modifications
apportées par rapport a l’état précédent, ict sg.

2.3.4 Regle de propagation des tags de sécurité

D’apres la définition 2.3.3, les transitions de I’état du systéme ne modifient
que les tags de sécurité en lecture associés aux conteneurs accédés en écriture.
De nouveaux objets sont créés pour ces conteneurs tels que :

— le tag de sécurité en écriture, lié au conteneur, n’évolue pas par rapport a

celui des objets supprimés;

— le tag de sécurité en lecture, lié au nouveau contenu, est 'intersection des
tags de sécurité en lecture de tous les objets dont le conteneur a été accédé
en lecture durant le flux d’informations élémentaire.

Nous montrons maintenant que cette regle de propagation des tags de sé-
curité permet de suivre les flux d’informations et donc de vérifier que ’exécu-
tion d’une trace est conforme a une politique de flux d’informations spécifiée
en termes de CCAL. Plus précisément, les tags de sécurité en lecture corres-
pondent a la partie de la politique de flux d’informations qui s’applique aux
contenus courants. Les tags de sécurité en écriture correspondent a la partie de
la politique de flux d’informations qui s’applique aux conteneurs. Le lemme 1
précise les relations qui existent, pour chaque objet, entre le contenu courant et
le tag de sécurité en lecture d’une part et entre le conteneur et le tag de sécurité
en écriture d’autre part. Ce lemme montre que pour chaque objet de chaque
état du systeme, quatre propriétés sont vérifiées :

1. Le conteneur de ’objet est un des conteneurs du systeme;

2. Le contenu de ’objet est I’ensemble des informations atomiques de ’état
initial qui ont été utilisées pour générer les données actuelles du conteneur ;

3. Le tag de sécurité en écriture est le méme que celui de 1'objet initial, c’est-
a-dire appartenant a ’état initial, dont le conteneur est celui de I'objet en
question.
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4. Le tag de sécurité en lecture de I’objet est I'intersection des tags de sécurité
des objets initiaux associés, dans I’état initial, a toutes les informations
atomiques utilisées pour créer le contenu courant de I'objet en question.

La premiere propriété est triviale car par définition aucun conteneur n’est
créé lors d’un flux d’informations. La troisieme propriété découle directement
de la régle de propagation des tags de sécurité en écriture. Le tag en écriture est
lié au conteneur et par conséquent tous les objets associés a un conteneur donné
et qui traduisent les différents états de ce conteneur possedent le méme tag
de sécurité en écriture. La deuxieme propriété illustre le fait que notre modele
exprime, pour chaque flux d’informations élémentaire, I'origine des nouveaux
contenus créés a partir de 'origine des contenus lus. Il est donc possible d’ex-
primer, a chaque état du systeme, 'origine de chaque contenu a partir de I’état
initial. Ainsi, cela revient & considérer le flux d’informations équivalent résul-
tant de la composition des différents flux d’informations élémentaires qui ont
amené le systeme de ’état initial a I’état courant. La quatrieme propriété est
la plus intéressante. Elle exprime la dualité entre contenu courant, exprimé en
termes d’informations atomiques, et tag de sécurité en lecture. Elle montre que
ce dernier ne dépend que :

1. des informations atomiques du contenu courant, donc des flux d’informa-
tions qui ont permis de générer ce contenu ;

2. de la politique de flux d’informations SP exprimée dans 1’état initial.

Lemme 1.

Soit un systéme de N conteneurs ¢, € C, auzquels sont associés les N infor-
mations atomiques i, € I, décrit par un automate A = (S,%,t, s0,Q). Soit
SP une politique de flur d’informations sur ce systéeme exprimée sous la forme
d’un ensemble de CCAL. Soit so ’état initial du systéme.

Siso =A{{in}, n T TN ) Yneqa,... Ny alors :
Ysm, VO = (e, co, T8, T8 s, ) € 5m

1. Jeg, k€ {1,..., N} tel que co = ¢,
2. H{ijla e aijp} g {’Zl,. .. ,ZN} tels que I@ = {ijla ...,ijp}
3. 18, =T n..nTf

71,50 T JpsS0

w _ W
4- T@,Sm - Tk,so

Démonstration. Nous démontrons le lemme 1 a ’aide d’une démonstration par
récurrence sur la longueur de la séquence des flux d’informations élémentaires
qui a amené le systeme de 1’état initial sg a I’état courant s,,.

1. Les quatre propriétés sont vérifiées pour 1’état sq car elles découlent di-
rectement de la définition 2.3.3.

2. Nous supposons maintenant que les quatre propriétés sont vérifiées pour
tous les objets dans ’état s,,.
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3. Nous devons établir que ces quatre propriétés sont vérifiées dans 1’état

Sm+1-

Soit © € Sm41

Nous supposons que l’exécution d’'une commande o, fait transiter le sys-

teme de l'état s, a l’état s,,+1. Les ensembles d’objets de s, TBR,, =

{o € sm|Cont(o) € CE } et TBW,, = {0 € sp|Cont(o) € C¥ } sont

définis a partir de C’fm, I’ensemble des conteneurs accédés en lecture par

Om €t Cg‘fn , 'ensemble des conteneurs accédés en écriture par o,,. Le flux

de transition associé a I’exécution de la commande génere 1’ensemble des

nouveaux objets W,,, = f(TBR,,, TBW,,).

Etant donné que © € sp,41 et $pmi1 = (sm — TBW,,,) UW,,, alors soit

O € s, soit © € W,,,.

- Si © € sy, alors les quatre propriétés sont vérifiées pour © d’apres
I’hypothese de récurrence.

— Dans le cas contraire, nous pouvons établir a partir de la définition du
flux de transition :

TBRy, = {(Ij,¢;, TF, ,T;% V}iescq,..Ny
TBW,,, = {(k, e, T{Y,, - Tis, ) b kexcqu, .. N}

W, = {(U I;, ck, ﬂ Tﬁgm ,Tk,Wsm)}keK
jeJ jeJ

O € W,,,, donc O a été créé par f et :

Jk € K, tel que © = (U 1, cp, ﬂ Tj]?sm,T,Xf/sm)
jeJ jeJ

D’apres ’hypothese de récurrence qui s’applique a ’état s, :
(a) Vj € J,3ij,,... 14, tels que I = {ij,,... 05, }

; R _ TR R
(b) Vje T, =T, N...NT;

1,50 Jp>S0°
w  _ W
(C) Tk,sm, - Tk,SO

Ainsi, © = (UjeJ{ijl, o ig by Chs mje.] Tj}f’sO n... ﬂ]}fVSO,T,%WSO)
O

Les propriétés 2 et 3 de ce lemme montrent qu’il est possible de raisonner sur
les contenus des objets, en termes de politiques de flux d’informations, a partir
des seuls tags de sécurité. Nous montrons dans la section suivante que la loi
de propagation des tags de sécurité permet de mettre en ceuvre un algorithme
de détection d’intrusions. Une intrusion, considérée comme une violation de la
politique de flux d’informations, est détectée lorsqu’apparait, au sein du systeme,
un objet dont les tags de sécurité en lecture et en écriture sont des ensembles
disjoints.
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2.4 Détection d’intrusions

A partir du modele proposé dans les sections précédentes, nous décrivons
maintenant notre algorithme de détection d’intrusions. Nous apportons ensuite
la preuve que cet algorithme permet de détecter les violations de la politique
de flux d’informations en vigueur au sein du systeme. Le théoreme de détection
démontre la cohérence du processus de détection a partir d’une observation
(Iensemble des flux d’informations détectés) et d’une spécification (la politique

de flux d’informations).

L’algorithme proposé permettant uniquement de détecter des flux d’infor-
mations violant une politique de flux d’informations préalablement spécifiée,
seules les violations d’intégrité ou de confidentialité induites par ces flux d’in-
formations seront détectées. Les problématiques de disponibilité, résultant par
exemple d’une attaque en dénis de service, ne sont pas prises en compte. De
méme, une attaque ne générant que des flux d’informations autorisés par la
politique ne sera pas détectée. Par exemple, I’exécution, sur le compte d’un uti-
lisateur du systéeme, d’'un malware qui n’effectue que des opérations autorisées
pour cet utilisateur, comme ’envoi de mails, ne sera pas détectée. Toutefois,
I’installation de ce malware peut étre détectée si elle génere des flux d’informa-
tions interdits.

2.4.1 Théoréme de détection d’intrusions

Nous avons exprimé, dans la définition 2.2.1 , la légalité de flux d’informa-
tions entre conteneurs grace & un ensemble de relations contenus/conteneurs
autorisées. Ainsi, d’apres la définition 2.2.2, un flux d’informations est illégal au
regard de la politique de flux d’informations si et seulement si ce flux d’informa-
tions génere un contenu I, dans un conteneur ¢ et qu’il n’existe pas de CCAL
(I,C) tel que I, C I et ¢ € C. Nous montrons maintenant a l’aide du théoreme
de détection qu’un tel état, interdit par la politique, est atteint si et seulement
si le flux de transition qui a permis d’atteindre cet état a généré un objet dont
les tags de sécurité en lecture T# et en écriture 7" sont des ensembles disjoints.
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Théoréme 1 (Détection d’intrusions).

Soit un systéme de N conteneurs ¢, € C, auxquels sont associés les N infor-
mations atomique i, € 1, décrit par un automate A = (S, 3,1, so, Q). Soit SP
une politique de flux d’informations sur ce systeme exprimée sous la forme
d’un ensemble de CCAL. Soit so I’état initial du systéeme, de la forme :

So = {@n = ({in}aCnaTrfsoaTrmo)}ne{l,...,N}
R )
Tn,so = {(I,C) € SP|7’7L € I}
w
Ts,SO = {(Ia C) € SP|C77« € C}
L’exécution d’une opération

S T St = Sm\ TBW,, UW,,

constitue une wviolation de la politique de fluxr d’informations SP si et
seulement si

30 = (lo,co, T8, . 18 s,) € Way tel que TS, NTY, =0

Démonstration. La démonstration de ce théoreme est réalisée en deux étapes :

1. Nous montrons tout d’abord que si un flux d’informations génére un ob-
jet © = (I@,C@T&Sm,Tgsm) tel que Tgsm N Tg’/sm = (, alors ce flux
d’informations viole la politique de flux d’informations SP.

Considérons un objet ©® € W,,, tel que Tgsm N Tg;m = (). D’apres le
lemme 1, il existe, dans 1’état initial, un conteneur c; et p informations
atomiques {ij,,...,i;,} tels que :

G):({Z’jm"'vijp}acﬁTj]isom“-mT‘R TW>EWm

Jp»80° 550

Ainsi, d’apres la regle de propagation, nous avons :

T8, N1y, =0T n..nT N1 =0

D’apres la défintion 2.3.3, cela signifie qu’il n’existe pas de CCAL (I, C)
dans la politique de flux d’informations SP tel que {i;,,...,i;,} C I et
c; = co € C. D’apres la définition de I’état initial du systeme sg, si un
tel CCAL existait, il devrait appartenir a tous les tags de sécurité en
lecture des objets initiaux associés aux contenus {i;, },...,{i;,} et au tag
de sécurité en écriture de co, ce qui contredit (1).

L’objet © résulte donc d’une violation de la politique de flux d’informa-
tions S P puisque d’apres cette politique, le conteneur cg n’est pas autorisé
a contenir un contenu généré a partir de toutes les informations atomiques
{ijy500 15, )
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2. Nous montrons dans un deuxieéme temps que si ’exécution d’une com-
g . o . . .
mande s, — S;,4+1 viole la politique de flux d’informations, alors le flux
de transition associé amene le systéme dans un état interdit ou il existe
ins : _ R w R W _
au moins un objet © = (Ie,co,Ts , ,To,, ) tel que Tg, NTgy, =0

D’apres la définition 2.2.1, si 0, génere un flux d’informations qui viole la
politique de flux d’informations alors le flux de transition f(TBR,,, TBW,,)
associé a o, géneére au moins un objet © = (Ig, co, Tgsm , Tgfsm) dont le
conteneur cg contient Ig et I'association (Ig,co) n'est péus autorisée par
la politique de flux d’informations SP. Cela signifie qu’il n’existe pas de
CCAL (I,C) tel que Ig C I et co € C. Nous notons (€) cette assertion et
nous démontrons maintenant que Tgsm N Tg,/ o 7 () est nécessairement
vérifiée pour cet objet. Nous pouvons déduire du lemme 1 qu’il existe un
ensemble d’informations atomiques {i;,,...,4;, } tel que :

lo ={ij,,....i5, et T, =TF n..nTf

m T J1,50 JpsS0

Supposons que Té%,sm N Tgfsm # (). Ceci impliquerait lef)SO Nn...N lej’SO N

Tg;m # (). Cela signifierait qu’il existe au moins un CCAL (I, C) tel que
Ig C I et co € C, ce qui contredit 'assertion (e).

O

Ce théoreme de détection montre qu’en suivant la regle de propagation des
tags de sécurité et en vérifiant, pour chaque flux d’informations élémentaire
s’exécutant sur le systeme, la regle de légalité des flux d’informations, il est
possible de détecter toutes les occurrences des violations de la politique de flux
d’informations définie dans 1’état initial. L’exemple suivant illustre I’évolution
du systeme et le déroulement de l’algorithme de détection.

Exemple 9. Considérons le systéme présenté dans les exemples 6 et 8 et illustré
par la figure 2.5. D’apres le théoréme de détection, l’état s1 est autorisé par la
politique de flux d’informations SP si, pour chaque objet © de s1, Tgsl ng,/sl #
0.

Supposons maintenant qu'une commande s; — sy soit exécutée et qu’elle
génere un fluxr d’informations du contenu de co vers le conteneur cs soit C’fi =
{ca} et CV = {cs}.

L’évolution du systéme qui découle de cette exécution est représentée sur la
figure 2.5. L’état du systéme est maintenant défini par :

52 :{ ({i1}7cl7{CAch}a{CA,OC})a
({i1}, c2,{Ca,Cc},{CB,Cc}),
({i1}7c37{CAvCC}’{CB})7
({iA}7cA7{CA}7{CA})v
({i},cB.{CB},{CB}),
({ic},cc,{Cc},{Cc}) }
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Cette derniére opération est autorisée par le contréle d’acces puisque l'uti-
lisateur Bob peut lire le fichier co et copier son contenu dans cs. Toutefois, ce
flux d’informations génere une alerte puisque, pour le conteneur cs, la régle de
légalité de flux d’informations n’est pas vérifiée : {C1,Ca} N{C5} = 0.

Cet état du systéme est bien caractéristique d’une violation de la politique
de fluz d’informations SP car la composition successive des deux flux d’infor-
mations élémentaires est ici équivalente & un fluz d’informations {i1} = c3 qui
est interdit par la politique. Dans l’état so, c3 contient des données qui ont été
générées a partir de Uinformation initialement présente dans c1. Ce flux d’in-
formations est interdit puisque, d’aprés la matrice de contréle d’accés, aucun
utilisateur ne peut a la fois lire le fichier ci et écrire dans le fichier cs. Cette
séquence d’opérations est une attaque a la confidentialité puisque Bob a lu le
contenu initial de ¢y suite a sa lecture de cy. Cette intrusion est détectée par
notre algorithme de détection d’intrusions, quel que soit le scénario réel utilisé
pour réaliser cette intrusion.

Supposons maintenant que la premiére commande exécutée a partir de [’état
initial sg ait été un fluz d’informations de Uinterface de Charlie vers le conteneur
¢a. Nous aurions alors eu une transition sy —— sy vers un état sy caractérisé
par :

5/1 = { ({il}vclv{CAvOC}’{CAch})v
({ic}v C2, {CC}, {CBv CC})7
({il}a €3, {CAa CB}7 {CB})7
({iA}v ca, {CA}7 {CA})7
({i3}7 CB, {03}7 {CB})v
({ic},cc.{Cc}.{Cc}) }

\ , . Y , . g .
Aprés Uexécution de la deuziéme opération sy — so (la copie du contenu
de ¢y dans le conteneur c3), le systéme aurait été amené dans l’état suivant :

5,2 - { ({il}acla{cl’CQ}a{Cl})7
({ic}, e2,{Cc, C1,Ca},{C2}),
({ic},Cg, {CC> C1, 02}7 {03})7
({iA})CA’ {CA7 Cl}a {CA})a
({iB}’ CB; {037 Co, 03}7 {OB})a

({ic},co,{Cc,C1,C2},{Cc}) }

Cet état est caractéristique d’une violation de la propriété d’intégrité puisque
linformation courante de c3 a €té générée par Charlie et que cette association
contenus/conteneurs n'est pas autorisée par la politique de fluz d’informations
SP. Cette intrusion est également détectée par notre algorithme puisque le conte-
neur cg posséde des tags de sécurité associés disjoints : {Cq, C1, Co}N{C5} = 0.

2.4.2 Discussion

Supposons qu'un détecteur d’intrusion implémente notre modele de détec-
tion. Ce détecteur propage des tags de sécurité et leve une alerte lorsque les
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tags de sécurité en lecture et en écriture associés a un conteneur deviennent des
ensembles disjoints, c’est-a-dire T#NT"W = (). Notre théoreme de détection peut
alors étre interprété de la maniere suivante : une alerte est levée si et seulement
si I'exécution d’une commande sur le systeme a engendré un flux d’informations
qui n’est pas autorisé par la politique de flux d’informations spécifiée dans 1’état
initial. D’un point de vue théorique, ce théoréme prouve a la fois la pertinence
et la fiabilité de ’algorithme de détection des violations de la politique de flux
d’informations spécifiée :

— La pertinence signifie 'absence de faux positif (ou fausse alarme). Si le
systeme émet une alerte, il le fait & raison et cela implique la présence
d’un flux d’informations violant la politique;

— La fiabilité signifie I’absence de faux négatif. Si un flux d’informations viole
la politique de sécurité durant ’exécution, alors une alerte sera émise.

Toutefois, une implémentation de notre algorithme ne peut, en pratique,

assurer une détection strictement fiable et pertinente des intrusions. En effet,
cela supposerait :

1. que tous les aspects de la politique de sécurité puissent étre modélisés par
un ensemble de CCAL;

2. que tous les flux d’informations du systeme soient observables et discer-
nables.

Concernant le premier point, nous n’affirmons pas ici que tous les aspects
d’une politique de sécurité donnée puissent étre exprimés sous la forme d’un
ensemble de CCAL. Par exemple, les aspects concernant la disponibilité des
informations ne peuvent étre exprimés dans notre modele de politique de flux
d’informations. Nous supposons en outre que la politique de flux est correcte-
ment spécifiée par un administrateur, en positionnant les tags de sécurité dans
I’état initial.

Le deuxiéme point est plus délicat car il est en pratique difficile de suivre pré-
cisément les flux d’informations au sein d’'un systéme complet. En effet, seuls
sont pris en compte les flux d’informations entre les conteneurs identifiés du
systeme. Un suivi précis des flux d’informations suppose donc une identification
précise des différents conteneurs. De maniere générale, se pose le probleme du
niveau de granularité des conteneurs et du processus de détection. Par exemple,
une implémentation au niveau du systéme d’exploitation considere typiquement
des conteneurs de la taille d’un fichier ou d’une page mémoire. Certains flux
d’informations ne sont donc pas pris en compte. Par exemple, les flux d’infor-
mations internes aux applications ne sont pas observables a ce niveau. De méme,
les différents flux d’informations entre les différents champs d’un seul fichier de
base de données ne sont pas discernables puisque mettant en jeu un seul et
unique conteneur.

Il est possible de résoudre certains de ces problemes en affinant le modele ou
en changeant le niveau de granularité de I'implémentation. Idéalement chaque
variable devrait étre prise en compte ce qui suppose une implémentation au
niveau langage. Une telle implémentation implique cependant une modification
de toutes les applications du systeme, ce qui n’est pas toujours possible et se
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révele pénalisant en termes de performance. Nous proposons dans le chapitre
suivant d’implémenter le modele de détection a plusieurs niveaux de granularité
et de faire collaborer les différents niveaux de détection.
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Chapitre 3

Implémentation et résultats
expérimentaux

L’un des objectifs de cette theése est de proposer un mécanisme applicable
aux systemes opérationnels existants permettant de détecter un large spectre
d’intrusions caractérisées par des violations de propriétés de confidentialité ou
d’intégrité. Nous proposons ici une architecture de détecteur d’intrusions qui
repose sur le modele de détection paramétrée par la politique de sécurité présenté
au chapitre 2. Le but est donc de suivre les flux d’informations sur des systemes
existants ce qui impose certaines restrictions que ’on peut regrouper au sein de
deux types d’exigences :

— La solution proposée doit étre suffisamment générique afin de couvrir un
large spectre d’applications et de domaines d’utilisation. Cette exigence
impose notamment les restrictions suivantes :

— la solution proposée doit étre compatible avec les systémes existants
et en particulier avec les composants réutilisables (COTS). Elle doit
ainsi s’adresser aux OS existants (Linux, Windows, MacOSX, etc.) ainsi
qu’aux architectures (applications web, modele client serveur, etc.) et
aux langages de programmation (C/C++, Java, PhP, SQL, etc. ) cou-
ramment employés pour ce type de composants.

— la solution proposée ne doit pas se restreindre a un seul type d’ap-
plication. Les attaques auxquelles doivent faire face les systémes opé-
rationnels aujourd’hui déployés sont multiples et ciblent tous les dif-
férents composants d’un systeme. Certains scénarios d’attaques com-
plexes peuvent méme exploiter différentes vulnérabilités présentes sur
différents composants du systeme.

— La solution proposée doit étre la moins intrusive possible afin de limiter
I'impact de la surveillance des flux d’informations sur le déploiement et
I'utilisation des applications surveillées. Cette exigence impose notamment
les restrictions suivantes :

— la solution proposée doit nécessiter peu de modifications des composants

85
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Commandes Flux
observées élémentaires Alertes
) Analyseur ..ﬁ
An ({eq,coh{c3}) v
Tags Conteneurs
de sécurité d'informations
C;

i
Treadi Twritei

Gestionnaire

de tags de
sécurité

Fi1G. 3.1 — Spécification minimale d’un mécanisme de détection d’intrusions par
controle des flux d’informations

utilisés. En particulier, la réécriture complete d’'un composant n’est pas

envisageable. En outre, la solution retenue doit prendre en compte le

fait que le code source de certaines applications n’est pas toujours dis-

ponible.

— la solution proposée doit limiter le surcotit engendré par le suivi des flux

d’informations afin d’envisager une utilisation en temps réel.
Afin de répondre a ces différentes exigences, nous présentons une architecture
générique de détection d’intrusions paramétrée par la politique de sécurité et
reposant sur le contrdle collaboratif des flux d’informations (section 3.1). Cette
architecture se veut suffisamment générique pour étre applicable a différents
systemes. Afin de valider cette architecture et de démontrer la faisabilité d’une
telle approche, nous présentons dans les sections suivantes I'implémentation de
prototypes de suivi global des flux d’informations pour les programmes s’exé-
cutant sous Linux (section 3.2) et de suivi plus détaillé des flux d’informations
pour les programmes Java (section 3.3).

3.1 Architecture générique

Nous proposons ici une architecture générique permettant d’implémenter
un mécanisme de détection d’intrusions paramétrée par la politique de sécurité
reposant sur le suivi des flux d’informations. Etant donné le but recherché et
les contraintes imposées, une solution reposant uniquement sur la vérification
statique des flux d’informations n’est pas envisageable pour les raisons évo-
quées au chapitre 1. Notre approche s’appuie donc essentiellement sur un suivi
dynamique des flux d’informations, éventuellement complété par une analyse
statique partielle de certains composants. Comme tout mécanisme de détection
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d’intrusions comportemental, la solution retenue doit comporter au moins les
dispositifs suivants :

— un dispositif permettant d’observer le comportement du systeme en four-
nissant un flux d’événements. Notre solution s’appuyant sur le suivi des
flux d’informations, ce dispositif, qui constitue la sonde de notre IDS, est
donc en charge du suivi des flux d’informations entre les différents conte-
neurs du systeme. Il interprete chaque opération du systéme observée en
termes de flux d’informations élémentaire correspondant.

— un dispositif permettant la spécification du comportement attendu, ou au-
torisé, du systéme. Il s’agit dans notre cas de ’ensemble des flux d’informa-
tions, élémentaires ou composés, autorisés par la politique de flux. Les flux
non explicitement spécifiés comme autorisés sont considérés comme inter-
dits. Ces flux sont spécifiés a I'aide de tags de sécurité attachés a chaque
conteneur d’information considéré. Ces tags contiennent ’ensemble des
CCAL s’appliquant au conteneur et a son contenu courant.

— un dispositif de controle des flux d’informations qui, pour chaque flux
d’informations élémentaire observé par la sonde, détermine la légalité, au
regard de la politique de flux spécifiée a I'aide des CCAL, du flux d’infor-
mations élémentaire et des flux d’informations composés qui en découlent.
Ce dispositif, qui constitue I'analyseur de notre IDS, propage les tags des
conteneurs lus par le flux élémentaire vers les conteneurs dont le contenu
est modifié. Cette propagation des tags permet de prendre en compte les
flux d’informations composés. Le dispositif de controle des flux d’informa-
tions vérifie également que les données générées par le flux d’informations
peuvent légalement étre contenues dans chacun des conteneurs modifiés. Il
doit pour cela vérifier que 'intersection des tags de sécurité est non vide,
en accord avec I'algorithme de détection présenté au chapitre 2. Il génere
une alerte pour chaque flux interdit détecté.

Cette liste n’est pas exhaustive : d’autres dispositifs peuvent étre présents,
suivant I'implémentation, permettant notamment le controle de I'IDS ou la col-
lecte des alertes. Ces dispositifs complémentaires sont détaillés par la suite pour
chacune des implémentations proposées. En revanche, les trois dispositifs listés
précédemment doivent étre présents et constituent donc une spécification mini-
male du mécanisme de détection, illustrée par la figure 3.1. Nous verrons par
la suite qu’il est possible d’envisager la collaboration de plusieurs implémenta-
tions différentes de ces dispositifs qui doivent donc impérativement respecter
une méme spécification.

Nous détaillons dans les sous-sections suivantes chacun de ces dispositifs
et I'impact de la granularité des conteneurs d’information considérés sur leur
implémentation.

3.1.1 Gestion des tags de sécurité

D’apres le modele de détection d’intrusions présenté au chapitre 2, la poli-
tique de flux d’informations peut étre spécifiée sous la forme d’un ensemble de
CCAL. Chaque CCAL contient lui-méme un ensemble d’informations atomiques
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et un ensemble de conteneurs. Il représente un ensemble de flux d’informations,
élémentaires ou composés, autorisés par la politique de flux. D’apres la défini-
tion 2.2.1 du chapitre 2, chaque CCAL autorise I’ensemble des flux d’informa-
tions d'un contenu généré a partir d’'une ou plusieurs informations atomiques
présentes dans le CCAL vers chacun des conteneurs présents dans le méme
CCAL. Les CCAL sont donc les éléments constitutifs de la politique de flux
d’informations, chacun d’entre eux spécifiant un ensemble de flux d’informations
légaux en termes de sources (les informations atomiques) et de destinations (les
conteneurs) possibles. Nous proposons d’implémenter I’ensemble des CCAL de
la fagon suivante :

— un identifiant unique est associé a chaque CCAL;

— un tag de sécurité en lecture, noté THdans le modele du chapitre 2, est
associé a chaque conteneur et mémorise ’ensemble des identifiants des
CCAL relatifs au contenu courant ;

— un tag de sécurité en écriture, noté TW dans le modele 2, est associé
a chaque conteneur et mémorise I'’ensemble des identifiants des CCAL
relatifs au conteneur.

Nous proposons de reprendre les choix de conception de Jacob Zimmermann
pour Blare [Zim03] et d’implémenter les tags de sécurité sous la forme d’un
tableau de bit (bitmap). Cette structure permet, lors de la propagation des tags
et de la vérification de la politique, d’optimiser les opérations sur les tags qui se
traduisent alors par des opérations booléennes binaires, appliquées a chacun des
bits. La taille du tableau binaire (donc de ’ensemble des CCAL possibles) n’est
pas imposée. Tous les composants d'un détecteur d’intrusions implémentant
notre approche doivent bien évidemment respecter la méme taille de tableau et
s’accorder sur la signification des identifiants des différents CCAL.

Il n’est pas nécessaire a ce stade d’imposer de mécanisme permettant d’as-
socier contenus et conteneurs a leur tag respectif, car ce mécanisme dépend
fortement du type d’implémentation envisagée. Dans la plupart des cas, seul le
conteneur est identifié : il peut s’agir d’un identifiant de noeud (i-node) pour
les conteneurs du systeme d’exploitation, du nom ou de ’adresse d’une variable,
etc. Le dispositif de gestion de tags de sécurité doit donc comprendre une fonc-
tion permettant, & partir de I'identifiant du conteneur, de retrouver le tag de
sécurité associé a ce conteneur ainsi que celui associé a son contenu courant. Le
contenu étant lui-méme susceptible d’évoluer, le tag de lecture doit donc étre
mis a jour apres chaque modification du conteneur.

La granularité des conteneurs d’information considérés n’a pas d’influence
directe sur I'implémentation du mécanisme de gestion de tags. En revanche, elle
influe sur la granularité des politiques de flux d’informations qui peuvent étre
surveillées a ’aide de ce mécanisme. Nous classons les conteneurs d’information
en trois classes, suivant leur granularité :

— les conteneurs de forte granularité (fichiers, interfaces de type socket, pages

mémoire, etc.) ;

— les conteneurs de faible granularité (variables, champs d’objet, lignes de
fichiers, etc.);

— les conteneurs de treés faible granularité (registres processeur, éléments de
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la pile d’une machine virtuelle, etc.).

En associant un seul tag en lecture et un seul tag en écriture a chaque conteneur
d’information, notre approche considéere donc que toutes les données présentes
dans ce conteneur doivent obéir aux mémes regles du point de vue de la politique
de flux d’informations. Ceci peut se révéler d’autant plus contraignant que la
granularité des conteneurs d’information considérés est grande. Les politiques
de flux nécessitant de prendre en compte différemment les données d’un méme
conteneur ne peuvent étre gérées. Ainsi, plus la granularité du conteneur est
importante, plus le nombre de politiques qu’il est possible de mettre en ceuvre
est restreint. A 'inverse, considérer des conteneurs de faible granularité permet
de discriminer plus précisément les différentes données manipulées. En revanche,
cela conduit a gérer un nombre plus important de tags de sécurité ce qui gé-
nere un surcout plus important en occupation mémoire et une surcharge plus
importante lors du suivi des flux d’informations et de la manipulation des tags
de sécurité. A lextréme, la distinction de chacun des octets de la mémoire (ou
pire, de chacun des bits) conduit & un surcolit d’occupation mémoire considé-
rable. Ce surcoiit est d’ailleurs d’autant plus important que la taille des tags,
donc de I'ensemble des CCAL, est importante. Or le nombre de CCAL gérés
influe également sur les politiques de flux. Ainsi, on peut remarquer que, dans
les travaux de I’état de I’art qui s’intéressent a des conteneurs de tres faible gra-
nularité, les tags de sécurité sont souvent codés sur un seul bit, ce qui revient
dans notre approche a ne considérer uniquement que deux CCAL. L’ensemble
des politiques de flux est alors restreint aux politiques qui ne considerent que
deux classes d’information, par exemple {Secret, Public}.

Un compromis doit donc étre trouvé entre la granularité des conteneurs
considérés, le surcout acceptable et le nombre de CCAL. Ce compromis n’est
pas toujours facile & trouver pour un systeme complexe comportant de multiples
programmes et dont la politique de flux globale nécessite de considérer des flux
d’informations de granularités différentes. Plutot que d’imposer une granularité
a l'ensemble du systeme, il est possible d’envisager plusieurs niveaux de gra-
nularités, suivant les besoins de la politique de flux, ce qui permet d’adresser
un nombre important de politiques de flux d’informations tout en minimisant
le surcott global du mécanisme de suivi des flux d’informations. Il est souhai-
table de considérer un premier niveau de la politique de flux qui fixe des regles
pour I'ensemble des conteneurs de forte granularité du systeéme (fichiers, socket,
pages mémoire des processus, etc.). Puis, pour certains conteneurs seulement,
(par exemple, les bases de données ou la mémoire de certaines applications
complexes) un second niveau de granularité, plus fin, est pris en compte. Cette
solution est au coeur de ’approche de controle collaboratif des flux d’information
que nous détaillons par la suite. Nous présentons dans les sections suivantes deux
implémentations de notre approche permettant d’adresser différents niveaux de
granularité de conteneurs :

— l'implémentation présentée en section 3.2 gere des conteneurs de forte

granularité pour les programmes sous Linux;

— limplémentation présentée en section 3.3 geére des conteneurs de faible

granularité pour les programmes Java ;
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Nous ne présentons pas d’implémentation gérant des conteneurs de tres faible
granularité. Il est parfaitement envisageable d’appliquer notre approche pour de
tels conteneurs mais cela nécessiterait, pour des raisons d’efficacité, un support
matériel ('implémentation serait alors en partie réalisée de fagon matérielle).
En outre, la taille des tags doit étre restreinte pour les raisons évoquées précé-
demment.

De méme, il est possible de décliner notre approche sur d’autres systemes
d’exploitation (Windows, BSD, MacOSX, etc.) ou sur d’autres langages (PHP,
Perl, Python, Ruby, etc.) couramment utilisés dans les systémes que nous étu-
dions dans cette étude. Les différentes implémentations peuvent cependant va-
rier suivant ’architecture du systeme surveillé et ’accés au code source et aux
API du systeme.

3.1.2 Observation des flux d’informations

Le controle dynamique des flux d’informations suppose la détection des flux
d’informations a ’aide d’une sonde. D’apres le modele présenté au chapitre 2,
I’état du systeme évolue suite a ’exécution successive de commandes qui consti-
tuent la trace. Le role de la sonde est donc, a partir de ’observation de la trace
du systeme, de fournir a ’analyseur une séquence de flux d’informations élémen-
taires correspondant a ’exécution de chaque commande. Le modele n’impose au-
cune restriction sur la nature des commandes et sur l'interprétation en termes
de flux d’informationss élémentaires. Ces deux points dépendent fortement de
I'implémentation et de la granularité des conteneurs d’informations considé-
rés. Dans le cas de conteneurs de forte granularité, les commandes peuvent
étre constituées par I’ensemble des appels systéme ou des fonctions internes du
noyau permettant d’accéder aux conteneurs du systeme d’exploitation. Dans le
cas de conteneurs de plus faible granularité, il s’agira des instructions du langage
de programmation permettant d’accéder aux champs des objets, aux variables
locales, etc.

Le choix de ’ensemble des commandes a observer constitue le premier élé-
ment a prendre en compte lors de I'implémentation d’une sonde pour notre
approche de détection. Le second élément réside dans l'interprétation des com-
mandes en termes de flux d’informations élémentaires. Il s’agit, pour chaque
commande observable, de définir les éléments suivants :

— D’ensemble des conteneurs accédés en lecture, dont les contenus courants

constituent les sources du flux d’informations élémentaire correspondant
a la commande ;
— P’ensemble des conteneurs accédés en écriture qui constituent la destination
du flux d’informations élémentaire correspondant & la commande.
La détermination de ces ensembles est fixée lors de I'implémentation a partir de
I’analyse des commandes observées. Dans la plupart des cas, ce choix est trivial.
Ainsi, 'observation de I'acces & un champ d’objet b=a.c correspond a un flux
élémentaire du champ vers le conteneur affecté a.c — b. Cependant, dans cer-
tains cas, le flux d’informations élémentaire ne peut étre déterminé précisément,
notamment lorsque les conteneurs considérés sont de forte granularité. Plusieurs
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solutions peuvent étre alors adoptées :

— considérer le cas le plus restrictif en sur-approximant le flux d’informa-

tions, au risque de générer des faux positifs;

— considérer le cas le plus probable, au risque de générer des faux négatifs.
La détermination de I’ensemble des commandes observables et 'interprétation
des commandes en termes de flux d’informations élémentaire influent sur la
précision et la complétude de la sonde dans le suivi des flux d’informations. En
outre, la précision et la complétude de la sonde influencent la précision et la
complétude du processus de détection des intrusions. Il est parfois nécessaire
de faire un compromis entre précision et complétude, notamment lorsque la
granularité des conteneurs considérés est importante.

3.1.3 Controle des flux d’informations

Le dispositif de controle des flux d’informations joue ici le role d’analyseur. A
partir de la séquence des flux d’informationss élémentaires fournie par la sonde,
il effectue les opérations suivantes :

— il identifie, & ’aide du systeme de gestion de tags, les tags de sécurité des

conteneurs et des contenus impliqués dans le flux élémentaire observé;

— il détermine le tag de sécurité du nouveau contenu généré par le flux d’in-
formations élémentaire observé et il le propage pour chacun des conteneurs
modifiés;

— il vérifie la 1égalité du flux d’informations élémentaire observé et de tous
les flux composés qui en découlent a partir de la regle issue du théoreme
de détection proposé au chapitre 2.

Il s’agit du seul dispositif dont I'implémentation ne dépend pas du niveau de
granularité des conteneurs. Un méme systeme de détection implémentant notre
approche ne devrait donc en toute rigueur compter qu'un unique analyseur ali-
menté éventuellement par différentes sondes. Pour des raisons d’efficacité, il est
parfois souhaitable de dupliquer ce mécanisme. Il est alors nécessaire de recourir
a un mécanisme de collaboration entre les différentes sondes et analyseurs afin de
garantir la cohérence du processus de détection et des éventuelles alertes émises.
Nous détaillons le principe d’un tel mécanisme dans la sous-section suivante.

3.1.4 Principe de contréle collaboratif des flux d’informa-
tions

11 est parfois judicieux, au sein d’une méme solution de détection d’intrusions
par controle des flux d’informations, de recourir & différentes implémentations
des dispositifs présentés dans les sections précédentes. En effet, les choix d’implé-
mentation dépendent fortement de la granularité des conteneurs d’information
que l'on souhaite observer. De plus, la diversité des politiques de flux qu’il est
nécessaire de mettre en ceuvre pour protéger un systeme complexe impose de
surveiller les flux d’informations a différents niveaux de granularité. Dans ce
contexte, nous proposons une solution comportant plusieurs systemes de ges-
tion de tags, travaillant & des niveaux de granularité différents. Ce choix impose
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naturellement de recourir a plusieurs sondes travaillant elles aussi a des niveaux
de granularité différents, ’ensemble des commandes observées par une sonde
étant lié au niveau de granularité des conteneurs d’information du systeme de
gestion de tags associé a la sonde. L’analyseur étant le seul dispositif qui ne
dépende pas de la granularité des conteneurs d’information observés, il est en
théorie possible d’utiliser une architecture centralisée, illustrée par la figure 3.2,
regroupant plusieurs sondes et gestionnaires de tags qui alimentent un unique
analyseur.

L’inconvénient majeur d’'un systéme reposant sur ’architecture centralisée
réside dans la communication entre les différentes sondes et l'analyseur. En
effet, cette architecture requiert que 'implémentation de l'analyseur soit dé-
couplée des implémentations des différentes sondes, qui peuvent se situer dans
différentes couches logicielles ou matérielles, et communique par un systeme
d’échange de messages. Cette solution, élégante d’un point de vue purement
architectural, peut s’avérer en pratique pénalisante pour les performances. En
effet, les sondes de suivi des flux d’informations sont caractérisées par le dé-
bit important des événements qu’elles doivent produire. Ce débit est d’autant
plus important que la granularité des conteneurs surveillés est faible. Le surcott
généré par les communications entre les sondes et ’analyseur est important et
justifie le recours a une deuxieéme architecture, illustrée par la figure 3.3, ou I’ana-
lyseur est dupliqué. Ce type d’architecture permet d’implémenter I’analyseur au
plus pres des sondes situées & un méme niveau logiciel ou matériel. Ainsi, les
communications entre les sondes et les analyseurs peuvent étre simplifiées ce qui
permet de limiter I'impact sur les ressources. Par exemple, les différentes sondes
implémentées dans ’espace noyau d’un systeme d’exploitation peuvent étre re-
groupées avec un analyseur, lui aussi implémenté dans I’espace noyau, tandis que
les différentes sondes applicatives, implémentées dans I’espace utilisateur, sont
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regroupées autour d’un ou plusieurs analyseurs également implémentés dans

I’espace utilisateur. La communication entre les sondes et ’analyseur associé
peut alors étre réalisée par des appels de fonction au sein d’'un méme espace

(utilisateur ou noyau) et évite ainsi le surcout généré par les changements de
contexte entre espace utilisateur et espace noyau.
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Le choix d’une architecture comportant plusieurs analyseurs nécessite un
mécanisme de collaboration entre les différents analyseurs, afin de garantir la
cohérence du processus de détection. Plusieurs solutions peuvent étre envisa-
gées :

— utilisation d’un mécanisme de communication entre analyseurs. Lorsqu’un
ou plusieurs analyseurs souhaitent émettre une alerte, ce mécanisme per-
met, via un protocole d’accord, d’assurer la cohérence des réponses de
tous les analyseurs. Il est par exemple possible de désigner un analyseur
«maitrey», responsable de I’émission des alertes. Ce mécanisme nécessite
I’envoie de messages entre les différents analyseurs mais seulement en cas
d’alerte. L’hypothese est faite que la plupart des flux d’informations ob-
servés sont légaux et par conséquent que le débit d’émission des alertes
est beaucoup plus faible que celui des flux d’informations observés. Cette
solution nous parait cependant peut réaliste en raison de la complexité et
du surcout lié au protocole d’accord, bien qu’il soit limité par rapport a
celui généré par la solution de ’architecture centralisée.

— ajout d’un dispositif supplémentaire de collecte et d’analyse des alertes. Ce
dispositif joue le réle du manager que l'on retrouve dans certaines archi-
tectures d’IDS utilisant plusieurs sondes. Il collecte les alertes émises par
les différents analyseurs sur lesquels il effectue un pré-traitement avant de
fournir un rapport synthétique a 'opérateur. Il peut notamment repérer et
éliminer les doublons, tenter de corréler différentes alertes, échantillonner
les alertes, etc.

— utilisation d’'un mécanisme de pré-négociation. Ce mécanisme permet,
grace a une communication entre les analyseurs, de définir différentes zones
ou domaines de surveillance répartis entre les différents analyseurs. Chaque
analyseur est responsable d’un domaine de surveillance et n’émet que des
alertes relatives a ce domaine de surveillance. Ce mécanisme doit s’assurer
que les différents domaines de surveillance sont disjoints, ce qui permet de
s’affranchir de post-traitement lors de ’émission des alertes. Chaque ana-
lyseur étant en charge d’un domaine de surveillance particulier, il n’émet
que des alertes relatives a ce domaine : ’ensemble des alertes concernant le
systeme surveillé correspond a I'union des alertes émises par les différents
analyseurs. Ce mécanisme nécessite une communication entre analyseurs
mais celle-ci ne s’effectue que lors de la phase d’initialisation, ce qui limite
considérablement le surcotit nécessaire a la collaboration.

Ces différentes solutions ne sont pas exclusives et peuvent étre combinées
entre elles. Cependant, la troisieme solution nous parait convenir le mieux a
notre approche. En effet, I'utilisation de différentes sondes est ici justifiée par
la surveillance de conteneurs d’information de granularités différentes. Chaque
sonde étant en charge de la surveillance d’un type de conteneur, le découpage
en domaines de surveillance est naturellement déterminé par la granularité des
conteneurs. De plus, cette solution permet de limiter le surcott de la colla-
boration et ne nécessite pas de post-traitement sur les alertes émises par les
différents analyseurs. Cette solution n’exclut pas 'utilisation d’un manager, qui
pourrait, par exemple, corréler dans le temps les différentes alertes mais nous
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nous sommes restreints dans cette theése a ’étude et la conception des sondes et
des analyseurs.

Nous proposons le mécanisme de collaboration suivant :

— Un analyseur maitre, initialisé en premier, se charge de la répartition des
domaines de surveillance. Lors de son initialisation, il est déclaré en charge
de la surveillance de ’ensemble du systeme.

— Lorsqu’un analyseur esclave s’initialise, il effectue une demande de dé-
légation pour un domaine de surveillance aupres de ’analyseur maitre.
L’analyseur maitre restreint alors son domaine de surveillance et délegue
la surveillance d’une partie de son domaine initial a I’analyseur esclave.

— Une fois 'ensemble des analyseurs initialisés, chaque analyseur surveille le
domaine qui lui a été attribué et émet des alertes lorsqu’il détecte un flux
d’informations interdit par la politique de sécurité.

La collaboration entre différents analyseurs assure une séparation des flux d’in-
formations surveillés. En revanche, certains conteneurs, situés a I'interface entre
les différents domaines de surveillance, doivent étre gérés par plusieurs analy-
seurs. Un méme gestionnaire de tags peut donc étre amené a communiquer avec
plusieurs analyseurs. Par exemple, un flux d’informations entre un conteneur de
faible granularité et un conteneur de forte granularité nécessite qu'un méme ana-
lyseur, responsable de la surveillance du flux d’informations observé, accede a la
fois au tag de sécurité du conteneur de forte granularité et a celui du conteneur
de faible granularité.

Nous décrivons par la suite un prototype de détection d’intrusions paramé-
trée par la politique de sécurité implémentant I’architecture proposée et reposant
sur deux sous-systemes de suivi des flux d’informations collaborant entre eux :

— Blare, un mécanisme de détection pour le noyau Linux qui assure le suivi
des flux d’informations entre conteneurs de forte granularité (fichiers, so-
cket, pages mémoire, etc.)

— JBlare, un mécanisme de détection pour les programmes Java qui assure
le suivi des flux d’informations a l'intérieur des applications Java, entre
conteneurs de faible granularité (champs d’objet, méthodes, etc.)

L’architecture de notre prototype, illustrée par la figure 3.4, correspond donc a
un cas particulier de I'architecture générique présentée précédemment et illustrée
par la figure 3.3.

3.2 Blare

Blare est un détecteur d’intrusions paramétré par la politique de sécurité
développé initialement par Jacob Zimmermann [Zim03]. Cet IDS controle les
flux d’informations des différentes applications s’exécutant sur un environne-
ment Linux afin de détecter des intrusions. Celles-ci sont caractérisées par des
violations d’une politique de flux définie au préalable & l'aide de tags de sé-
curité positionnés sur des conteneurs d’information de forte granularité : des
fichiers et des socket réseau. Plusieurs expérimentations ont montré que Blare
pouvait détecter un large spectre d’intrusions caractérisées par la lecture ou la
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modification illégale d’informations contenues dans des fichiers [ZMBO03].

Le prototype présenté ici correspond a une nouvelle version de Blare, ini-
tialement congu et développé par Jacob Zimmermann. Nous avons égalemment
participé a son développement, en collaboration avec 'auteur, en ’adaptant
au modele proposé. Comparé aux versions précédentes présentées dans les ar-
ticles [Zim03,ZMBO03], la conception a été radicalement modifiée afin de limiter
le surcout engendré par le suivi des flux d’informations entre conteneurs de
niveau OS. Cette nouvelle version est donc principalement implémentée dans
I’espace noyau. Elle comporte également quelques utilitaires et une bibliotheque
de fonctions permettant aux utilitaires d’accéder facilement aux fonctionnalités
de Blare a travers une interface de programmation (API). Blare est distribué
sous licence GPL sous la forme de patch du noyau Linux (la derniére version
supportée a la date de la rédaction de ce mémoire est la version 2.6.25 du noyau
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La figure 3.5 illustre 'architecture de Blare. Cet IDS se présente sous la
forme d’un moniteur interne au noyau Linux permettant le suivi et le controle
dynamique des flux d’informations. Nous décrivons par la suite les différents
éléments de Blare en regroupant la description des éléments appartenant aux
trois dispositifs de notre architecture générique : la sonde, le gestionnaire de

tags et I’analyseur.

3.2.1.1 Sonde

Le suivi des flux d’informations est assuré par deux sous-ensembles :

— les points d’accroches (hook) du mécanisme d’interception constituent le
sous-ensemble permettant ’observation de la trace des commandes du
systeme. Il s’agit en fait principalement de fonctions de la couche VFS
(Virtual File System) du noyau Linux qui gerent les acces & la plupart
des conteneurs de niveau OS via la notion de fichier. Ces fonctions ont
été instrumentées en modifiant le code source du noyau Linux. Certains
conteneurs (socket, terminaux TTY etc.) nécessitent 1'utilisation d’autres
fonctions en dehors de la couche VFS qui sont également instrumentées.
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— chacun des points d’accroche évoqué précédemment effectue un appel aux
fonctions du moteur de détection qui permettent de traduire la commande
observée en termes de flux d’informations élémentaires entre conteneurs,
suivant les parametres passés a ces fonctions. L’étude des fonctions inter-
ceptées, qui correspondent ici aux commandes du modele, montrent que
celles-ci peuvent étre interprétées selon deux types de flux :

— la plupart des commandes génerent un flux élémentaire simple d’un
unique conteneur source vers un unique conteneur destination. Il s’agit
par exemple de la fonction write permettant d’écrire dans un fichier
et qui se traduit donc par un flux d’informations de la mémoire du
processus vers le fichier.

— certaines commandes générent un flux élémentaire comportant deux
conteneurs sources et un conteneur destination. Ce type de flux permet
par exemple de modéliser la modification d’un fichier en mode d’ajout
(append mode) ou l'acces a la mémoire du processus. Nous considérons
alors que la modification n’entraine pas la suppression totale du contenu
initialement présent dans le conteneur modifié. Par conséquent, la mo-
dification est interprétée par un flux d’informations dont les sources
sont le contenu initial du conteneur modifié et le contenu utilisé pour
effectuer la modification.

Lorsqu’un programme de ’espace utilisateur accede a un conteneur du sys-
teme, il effectue un appel systeéme qui exécute une fonction du noyau, elle-méme
interceptée par le mécanisme de suivi des flux d’informations. Ainsi, toutes les
commandes générant des flux d’informations entre objets du systéme sont obser-
vées par la sonde qui les interprete en termes de flux d’informations élémentaires
qu’elle fournit a ’analyseur.

3.2.1.2 Analyseur

L’analyseur est implémenté par des fonctions ajoutées au noyau Linux qui
constituent le moteur de détection. On retrouve au sein de ce sous-systeme
les fonctions qui assurent la propagation des tags de sécurité pour chaque flux
élémentaire fourni par la sonde. L’analyseur implémente également ’algorithme
de détection issu du modele présenté au chapitre 2. Dés qu’une violation de la
politique de flux est détectée, ce qui se caractérise par une intersection entre
un tag de lecture et un tag en écriture réduite a ’ensemble vide, une alerte est
émise via le sous-systeme de gestion des alertes.

3.2.1.3 Gestionnaire de tags de sécurité

Conformément a la spécification de ’architecture générique présentée en sec-
tion 3.1, les tags de sécurité sont implémentés sous la forme d’un tableau de bit.
Dans Blare, ce tableau est codé sur quatre entiers, ce qui permet d’envisager
128 CCAL différents sur une architecture 32 bit. Les tags sont liés aux conte-
neurs du systeme via ’ajout de pointeurs dans les structures du noyau Linux
correspondant & ces conteneurs. Blare supporte les différents types de fichiers,
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les socket TCP, certains mécanismes de communication entre processus (IPC),
etc. La mémoire de chaque processus est modélisée par un conteneur unique, ce
qui peut conduire & des imprécisions dans la composition des flux d’informations
au sein d’un méme processus. En effet, pour Blare, chaque processus constitue
une boite noire du point de vue de son espace mémoire. Tous les flux d’infor-
mations «sortants», ayant pour conteneur source la mémoire du processus, sont
donc composés avec tous les flux «entrants» précédents qui ont pour destina-
tion la mémoire du processus. Cette imprécision a motivé I'implémentation d’un
second prototype, JBlare, présenté en section 3.3 et qui permet de suivre plus
précisément les flux d’informations au sein des applications Java.

Les tags de sécurité sont représentés par des structures situées en mémoire,
dans ’espace noyau. Blare propose également un ensemble d’utilitaires permet-
tant, depuis l'espace utilisateur, d’accéder aux tags de sécurité d’un certain
nombre de conteneurs, afin notamment de spécifier la politique de flux d’infor-
mations. En toute rigueur, ’acces a ces utilitaires devrait étre restreint a un
mode particulier d’administration mais cette restriction n’est pour 'instant par
intégrée au prototype. L’acces aux tags depuis l'espace utilisateur est assuré
par un pseudo-syteme de fichiers permettant d’exporter les tags des fichiers et
des socket dans ’espace utilisateur. L’utilisation de ce systeme de fichiers est
facilité par une bibliotheque de fonctions (API). Les utilitaires proposés com-
portent notamment une application en mode console permettant de lister les
tags de sécurité d’un conteneur, appelé 1sref, dont le role est similaire & celui
de la commande 1s sous Unix. Un autre utilitaire, setref, permet de position-
ner des tags sur un conteneur et joue donc un role similaire aux commandes
chown et chmod sous Unix. L’initialisation automatique de la politique a partir
de 'interprétation des droits du controle d’acces discrétionnaire, dont le principe
est présenté au chapitre 2, est assurée par un script Python. Cette fonctionnalité
est détaillée dans la sous-section 3.2.3.

3.2.2 Autres services

Blare comprend également d’autres fonctionnalités non listées dans le schéma

d’architecture générique et que nous présentons ici :

— La gestion des alertes est assurée par un ensemble de fonctions ajoutées au
noyau Linux et par des utilitaires en mode utilisateur. Les alertes peuvent
étre émises sur une console de surveillance ou redirigées vers un systeme
de journaux. Un mode d’audit permet d’enregistrer la trace des flux élé-
mentaires observés dans un fichier d’audit.

— Le paramétrage de I'IDS est réalisé par un ensemble de fonctions ajoutées
au noyau Linux qui forment le sous-systeme de gestion de la configuration.
Le paramétrage est réalisé depuis 'espace utilisateur a I'aide d’utilitaire
dialoguant avec le sous-systeme du noyau via le pseudo-systeme de fichiers
/proc.

— La collaboration avec d’autres modules de détection est assurée par un
mécanisme de délégation de la surveillance des flux d’informations. Un
domaine de surveillance est ici caractérisé par un ensemble de processus
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ou thread. Blare agit en tant que systeme «maitre» : il surveille par défaut
I’ensemble des flux d’informations entres les différents conteneurs du sys-
teme. Il peut en revanche déléguer la surveillance des flux d’informations
relatifs a un domaine : il n’effectue alors aucune propagation des tags de
sécurité vers et depuis les conteneurs représentant 1’espace mémoire des
différents processus et thread du domaine délégué. La délégation s’effec-
tue a la demande des systemes «esclavesy, via un nouvel appel systeme.
JBlare, présenté en section 3.3, utilise ce mécanisme pour obtenir la dé-
légation de la surveillance des processus Java. Le recours a la délégation
suppose une relation de confiance entre le systéme «maitre» et les systeme
«esclavesy. Afin d’éviter qu’un logiciel malveillant demande la délégation
sur un domaine dans le but de supprimer la surveillance des flux d’infor-
mations de ce domaine, un mécanisme d’authentification et de contréle
d’intégrité devrait étre mis en place. Toutefois, cette fonctionnalité n’est
pas implémentée dans cette version du prototype.

3.2.3 Initialisation de la politique

Afin d’aider 'administrateur systéme dans sa tache de spécification de la
politique de flux, nous proposons un mécanisme d’initialisation automatique de
la politique de flux a partir d’une interprétation des droits du controle d’acces.
Ce mécanisme est implémenté par un script Python qui parcourt ’ensemble des
fichiers et positionne les tags de chacun d’entre eux selon le principe présenté au
chapitre 2. Afin d’optimiser le processus de génération de la politique, la librairie
fournissant I’API de Blare a été encapsulée afin de permettre 'appel natif aux
fonctions de I’API depuis le script Python. A titre d’exemple, I'initialisation de
la politique pour un systeme Linux Debian de 180 000 fichiers prend une minute
sur une machine virtuelle VMware hébergée sur une station Intel Pentium D, le
systeme hote disposant de 2 Go de mémoire vive et le systeme invité de 256 Mo.
La politique de flux ainsi générée constitue une interprétation possible de la poli-
tique de contréle d’acces en termes de politique de flux d’informations. D’autres
mécanismes d’interprétation, pour l'instant non-implémentés, peuvent étre en-
visagés afin de générer automatiquement une politique initiale. Cette politique
peut ensuite étre affinée ou modifiée manuellement par un administrateur, par
exemple a 'aide de la commande 1lsref.

3.3 JBlare

3.3.1 Motivations

Les résultats obtenus & 'aide de Blare [Zim03, ZMB03] montrent que 1’ap-
proche de détection d’intrusions paramétrée par la politique de sécurité permet
effectivement de détecter un large spectre d’intrusions sur un systéme complet
tout en minimisant I'impact sur le systéeme surveillé. L’implémentation propo-
sée impose un nombre limité de modifications sur le systéme (en 'occurence,
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quelques modifications du noyau de I’0OS), elle est compatible avec les applica-
tions existantes et le surcolit engendré par la surveillance reste limité (environ
5%). Toutefois, le principal inconvénient de Blare, que 'on retrouve dans la
plupart des solutions de controle de flux implémentées au niveau du systeme
d’exploitation, réside dans la granularité des conteneurs d’informations consi-
dérés et donc dans la granularité des flux d’informations qui peuvent étre pris
en compte. En effet, Blare ne considére que des conteneurs que nous qualifions
de forte granularité comme un fichier complet. En particulier, Blare considére
la mémoire d’un processus comme un unique conteneur d’informations. Bien
qu’il soit possible de raffiner cette vue en distinguant par exemple les différentes
pages de ’espace mémoire d’un processus, ce type d’implémentation montre ici
ses limites des lors qu’il s’agit de suivre les flux d’informations internes a une
application. Ainsi, Blare consideére chaque processus comme une «boite noire»
du point de vue de son espace mémoire. Par conséquent, tous les flux sortant
du processus (par exemple, I’écriture dans un fichier ou 1’émission d’un paquet
réseau) sont considérés comme dépendant causalement de tous les flux entrants
(par exemple la lecture d’un fichier ou la réception d’un paquet réseau) observés
au préalable. Considérons par exemple un processus qui effectue successivement
les appels systeme suivants :

1. read(fd1, bufi, nbytel)
2. read(£d2, buf2, nbyte2)
3. write(fd3, buf3, nbyte3)
4. write(fd4, buf4, nbyte4)

Dans le cas général, les différents parametres (descripteurs de fichiers, adresses
de tampon mémoire et nombres d’octets transmis) sont tous différents. Soit ¢y,
co, c3 et ¢4 les conteneurs d’informations correspondant aux fichiers désignés
respectivement par les descripteurs de fichiers fdl, fd2,fd3 et fd4. Soit c,,
le conteneur d’informations correspondant a l’espace mémoire du processus.
Considérons, pour simplifier notre exemple, que la trace observée (c’est-a-dire
la séquence des appels systeme) débute dans I’état initial, lors de l'initialisation
de I'IDS. Avant l’exécution de la trace, le contenu de chaque conteneur ¢, se
réduit donc a une unique information atomique i,. Blare interprete alors chaque
commande de la trace en termes de flux d’informations élémentaires et considere
donc la séquence suivante de flux d’informations :

Aiimt — {em}

. {i27i17im} i {cm}

. {iQailaim} - {63}

. {iQail,im} i {64}

Cette interprétation amene les remarques suivantes :

— Blare considere ici que les flux entrants modifient le contenu précédent
de I'espace mémoire du processus mais ne suppriment pas totalement ce

contenu. En termes de flux d’informations, Blare interprete donc la pre-
miere et la seconde commande comme un flux d’informations possédant

—_

=W N
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Espace mémoire du processus
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F1G. 3.6 — Interprétation des flux internes par Blare

deux conteneurs sources : le conteneur effectivement lu et le conteneur de
destination (ici 'espace mémoire du processus). Ainsi, le contenu source du
premier flux d’informations comprend i1, le contenu du fichier accédé en
lecture, mais également c,,, le contenu de I’espace mémoire du processus
qui est modifié par le flux d’informations.

— Du fait de la composition des flux d’informations élémentaires et de la
granularité des conteneurs surveillés, Blare considere qu’a l'issue de 'exé-
cution de la trace, les contenus des fichiers c3 et ¢4 ont été générés a partir
des données contenues initialement a la fois dans ¢y, ¢ et ¢,,. Cette vision
restrictive est illustrée par la figure 3.6.

Pour la plupart des processus surveillés, ce niveau de granularité est adapté :
les processus manipulent des fichiers de méme sensibilité et les hypotheses res-
trictives sur les flux internes des applications sont vérifiées. En revanche, ces
hypotheses ne sont pas toujours vérifiées pour certaines applications complexes
dont le comportement n’est pas pris en compte correctement par Blare. Ces ap-
plications peuvent accéder a des conteneurs de sensibilités différentes et doivent
par ailleurs assurer un cloisonnement entre certaines données qu’elles mani-
pulent. Ainsi, en reprenant ’exemple précédent, il se peut que les flux internes
a l'application respectent un cloisonnement entre les données des fichiers ¢y et
¢o. Les flux d’informations effectivement réalisés sont alors différents de l'inter-
prétation faite par Blare et correspondent par exemple a ceux illustrés par la
figure 3.7.
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Espace mémoire du processus
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Fi1c. 3.7 — flux d’informations internes effectivement réalisés

La non-prise en compte des flux internes des processus, entre conteneurs de

plus faible granularité, limite la portée de Blare :

— en sur-approximant les flux d’informations effectivement réalisés, Blare
peut émettre des fausses alertes, par exemple lorsqu’un méme processus
accede a des conteneurs de sensibilités différentes tout en assurant une
séparation entre les flux d’informations internes.

— Blare ne peut surveiller des politiques de flux définissant la légalité des
flux internes des applications. Ces politiques de flux nécessitent en effet de
distinguer les différents flux d’informations au sein d’un méme processus.
Ainsi, Blare ne peut distinguer les différents flux d’informations au sein
d’une application web accédant a une base de données stockée dans un
fichier unique.

— Enfin, la forte granularité des flux surveillés par Blare constitue un frein
a l'utilisation des regles d’exception ou de déclassification. Un processus
peut en effet recourir & un mécanisme de controle de mot de passe ou a des
primitives de chiffrement, de signature, etc. Ces différents cas de figure,
évoqués au chapitre 1, nécessitent de spécifier des exceptions a la regle de
propagation des tags de sécurité. Bien qu’il existe une dépendance causale
entre conteneurs, la quantité d’informations transmise peut étre considé-
rée comme suffisamment faible pour éviter qu’'un attaquant ne retrouve
les données protégées. Il est donc parfois nécessaire d’ignorer certains flux
d’informations. L’utilisation de mécanismes d’exception dans Blare néces-
siterait de définir des regles par processus, les flux internes n’étant pas
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surveillés. Or, I'utilisation de regles d’exception peut conduire a des faux
négatifs si un attaquant profite d’une regle d’exception trop permissive. Il
est donc nécessaire de les utiliser avec parcimonie et d’en limiter la portée,
par exemple pour une fonction particuliere. Cela impose donc de pouvoir
suivre et discriminer les différents flux internes des processus.

Afin de couvrir un spectre plus large de politiques de flux et d’augmenter
la précision de Blare, nous proposons donc de compléter ce prototype par un
deuxieme détecteur d’intrusions, JBlare, qui permet de suivre les flux d’infor-
mations internes des applications lorsque cela s’avere nécessaire. En raison du
surcotuit engendré par le suivi des flux internes, 'utilisation de JBlare est res-
treinte a certaines applications complexes, par exemple, un serveur web ou un
serveur d’applications. Afin de garantir un suivi des flux d’informations pour
I’ensemble des applications du systeme, JBlare collabore avec Blare. Ces deux
prototypes constituent alors une solution de détection paramétrée par la poli-
tique de sécurité utilisant un controle collaboratif des flux d’informations, dont
I’architecture générique a été présentée en section 3.1. La section suivante pré-
sente ’architecture et les choix d’implémentation de JBlare.

3.3.2 Choix d’implémentation

Le suivi des flux d’informations internes aux applications nécessite de prendre
en compte les conteneurs que nous qualifions de faible granularité (typiquement,
des variables ou des champs d’objet et de classe dans le cadre de la program-
mation impérative ou orientée objet). La solution retenue pour le suivi des
flux internes doit donc s’intéresser aux conteneurs définis dans les langages de
programmation. Classiquement, les différents langages de programmation sont
regroupés suivant trois niveaux :

— les langages de haut-niveau, utilisés lors du développement des applica-
tions. Ils peuvent reposer sur différents paradigmes (impératif, objet, fonc-
tionnel, etc.) et permettent au programmeur de s’abstraire des détails in-
hérents au fonctionnement de la machine. Le code source des applications
est généralement exprimé dans un langage de haut-niveau. Ce type de
langage est ensuite compilé vers un langage de plus bas niveau, langage
machine (C/C++, Ada, Fortran, etc.) ou langage intermédiaire (Java,
Python, C#, etc.). Il peut également étre directement interprété via un
programme adéquat (BASIC, PHP, Javascript, etc.)

— les langages de bas-niveau, proches de l'architecture. Il s’agit du code
objet ou du langage machine directement interprétable par le micropro-
cesseur. Ce type de langage englobe également le langage d’assemblage ou
assembleur qui représente le langage machine sous une forme lisible par
un humain.

— les langages de niveau intermédiaire, issus de la compilation de langages
de haut niveau comme Java ou C#. Ces langages constituent une forme
intermédiaire, notamment en termes de complexité, entre les langages de
haut-niveau et le langage machine. Ce type de langage peut étre utilisé a
des fins de compatibilité ou d’optimisation. Il est ensuite compilé, généra-
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lement dynamiquement lors de ’exécution de ’application, vers le langage
machine ou interprété. Le langage de la machine virtuelle Java (Java Vir-
tual Machine Language ou bytecode Java) ainsi que le langage défini par
Microsoft pour son framework .NET (Common Intermediate Language)
constituent des exemples de l'utilisation d’un tel langage.

Le code source des applications n’étant pas toujours disponible, nous avons
écarté les solutions reposant sur le code source exprimé dans un langage de
haut-niveau. Le suivi des flux d’informations au niveau du langage machine est
possible, notamment en instrumentant le code machine des applications. Toute-
fois, une telle approche peut s’avérer difficile & mettre en ceuvre en raison de la
complexité du code machine et du fossé sémantique entre les concepts exprimés
dans le langage de haut-niveau et le code machine. Les langages intermédiaires
ou bytecode constituent donc, lorsqu’ils sont utilisés, un niveau d’implémentation
idéal pour le controle des flux d’informations :

— le bytecode est toujours disponible, I'application étant distribuée directe-
ment sous cette forme ou sous la forme de code source de haut-niveau qu’il
est possible de compiler vers le bytecode ;

— la complexité du bytecode est réduite par rapport au langage machine et
le fossé sémantique qui le sépare du langage de haut niveau utilisé lors du
développement de ’application est moins important.

La plupart des langages utilisés dans les applications web (Java, C#, Python,
etc.) ayant recours & une forme de langage intermédiaire, nous avons décidé d’im-
plémenter un prototype reposant sur un langage de niveau intermédiaire. Plus
précisément, nous avons choisi de nous intéresser au bytecode des applications
écrites pour la plateforme Java. Ce langage est en effet couramment utilisé dans
les applications web et repose sur un bytecode dont la spécification est tres bien
documentée. L’approche utilisée peut cependant étre reprise pour implémen-
ter d’autres détecteurs d’intrusions, par exemple pour le Common Intermediate
Language ou le bytecode Python. Les applications Java sont souvent considérées
comme plus «stres» car la plateforme Java effectue des controles stricts sur le
code source et sur le bytecode, notamment en ce qui concerne le type des don-
nées manipulées et le contréle du flot d’exécution. Ces applications sont donc
moins sensibles aux attaques de type buffer overflow ou format string attack.
Seule la machine virtuelle Java (Java Virtual Machine) et les fonctions natives
peuvent étre éventuellement vulnérables a ce type d’attaque. En revanche, les
applications web écrites en Java sont vulnérables aux attaques par injection, no-
tamment aux attaques de type SQL injection, ainsi qu’aux différentes attaques
visant la logique applicative, qui sont aujourd’hui courantes’. Il est donc néces-
saire de vérifier la légalité des flux d’informations internes aux applications Java
afin de détecter de telles intrusions.

Deux types de solutions, évoquées au chapitre 1, peuvent étre adoptées pour
suivre les flux d’informations au niveau du bytecode Java des applications :

— modifier une machine virtuelle Java (JVM) existante ou proposer une nou-

velle implémentation d’'une JVM permettant de suivre les flux d’informa-

Ihttp://wuw.owasp.org/index.php/Top_10_2007
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tions a l’aide d’un moniteur d’exécution ;

— instrumenter le bytecode Java afin d’y inclure les mécanismes de suivi et
de vérification des flux d’informations.

La premiere solution permet d’envisager un suivi précis des flux d’informa-
tions car elle permet d’avoir potentiellement acces aux différentes structures
de données de la JVM. Toutefois, cette solution impose un certain nombre de
contraintes :

— la solution devient dépendante d’une implémentation particuliere de la
JVM ce qui limite la portabilité;

— le code d’'une JVM peut s’avérer complexe, en particulier lorsque les diffé-
rents moyens de génération (interpréteur, compilateur a la volée (Just In
Time compiler) doivent étre supportés.

Nous avons donc préféré utiliser principalement l'intrumentation de bytecode
pour JBlare, ce qui permet d’assurer une compatibilité accrue et de limiter la
complexité d’implémentation. Toutefois, notre solution nécessite quelques mo-
difications du code de la JVM et des bibliotheques systeme fournies dans le Java
Runtime Environment. Nous précisons par la suite les modifications a apporter,
dont nous nous sommes efforcés de minimiser le nombre afin de faciliter I'implé-
mentation sur diverses JVM. Notre prototype supporte actuellement la version
6 de OpenJDK?2, la JVM open-source de SUN.

JBlare repose donc principalement sur l'instrumentation de bytecode ou By-
teCode Instrumentation. Cette technique consiste sous Java a modifier le contenu
des différents fichiers de classe issus de la compilation d’un programme écrit en
Java. Chaque fichier de classe contient les données relatives a une classe Java
ainsi que le bytecode correspondant a chaque méthode définie explicitement
dans la classe. La structure d’un fichier de classe, définie par la spécification
Java [LY99] comprend notamment les éléments suivants :

— un ensemble de constantes (constant pool) comprenant notamment les

chaines de caractéres désignant les différents éléments de la classe;

— les drapeaux d’acces a la classe (public, final, etc.)

— le nom de la classe;

— le nom de la classe mere dont hérite la classe;

— un tableau des noms des différentes interfaces implémentées par la classe ;

— une liste des différents champs, de classe ou d’instance de classe, définis
dans la classe;

— un liste des différentes méthodes, de classe ou d’instance de classe, définies
dans la classe;

— une liste des attributs de la classe.

Chaque classe est chargée en mémoire dynamiquement par un chargeur de
classes, plusieurs chargeurs de classes pouvant cohabiter au sein d’une méme
JVM. Les différents chargeurs de classes sont organisés suivant une hiérar-
chie, chaque chargeur de classes étant responsable d'un domaine particulier.
Les chargeurs de classes doivent obéir a des régles définies dans la spécification
de Java [LY99], notamment en ce qui concerne la délégation. Le systéme est

2http://download. java.net/openjdk/jdk6/
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complexe et constitue une source d’erreurs pour les programmeurs d’applica-
tions Java qui souhaitent mettre en place leur propre chargeur de classes. Au
lancement de la JVM, trois chargeurs de classes différents sont utilisés :

— le chargeur de classes initial ou bootstrap class loader, écrit en langage natif
et qui est responsable du chargement des premieres classes constituant le
coeur du langage Java comme java.lang.0bject.

— le chargeur de bibliotheques externes responsable du chargement des classes
contenues dans les bibliotheques d’extension ;

— le chargeur systeme responsable du chargement de I’ensemble des classes
restantes, en ’absence de chargeurs de classes définis par les applications.

Seul le chargeur systéme peut étre remplacé par un ou plusieurs chargeurs de
classes définis par I'application. Celle-ci peut ainsi assurer une séparation entre
différents espaces de noms de classes. Cette technique permet également de
modifier les classes a la volée, lors de leur chargement.

Plusieurs stratégies peuvent donc étre adoptées pour instrumenter les classes

Java :

— les classes peuvent étre instrumentées au préalable, en modifiant le contenu
de chaque fichier de classe contenu dans les différents répertoires et fichiers
d’archives JAR ;

— les classes peuvent étre instrumentées dynamiquement, «a la voléey, lorsque
les chargeurs de classes effectuent le chargement du contenu des fichiers
de classe dans la mémoire de la JVM.

L’instrumentation dynamique peut elle-méme étre réalisée de différentes ma-

nieres :

— le chargeur systeme peut étre remplacé par un chargeur permettant d’ins-
trumenter les classes de I'application;

— un agent d’intrumentation de classes peut étre déclaré lors du chargement
de la JVM. Le contenu des fichiers de classe est alors passé en parametre
a la fonction transform de cet agent des que la classe est chargée en
mémoire par un chargeur de classes autre que le chargeur initial.

Ces différentes solutions ont chacune leurs avantages et leurs inconvénients.
Ainsi, l'instrumentation statique des fichiers de classe permet de réaliser I'ins-
trumentation «hors-ligney, lors du déploiement de 1’application, ce qui limite
le surcotit lié au suivi des flux d’informations. En effet, I'instrumentation est
une étape relativement longue qui pénalise 'application lors du chargement de
la classe, si elle est effectuée dynamiquement. De plus, cette technique est la
seule applicable pour certaines classes chargées par le bootstrap classloader. En
revanche, elle nécessite d’identifier tous les différents fichiers de classe. Lors-
qu’une nouvelle application est déployée, ’administrateur doit identifier ces dif-
férents fichiers et les instrumenter. Il existe donc un risque que certaines classes
échappent a I'instrumentation, suite & un oubli involontaire ou consécutivement
a une attaque permettant a un attaquant de provoquer le chargement de classes
non-instrumentées.

L’instrumentation dynamique permet quant a elle de s’assurer que toutes

les classes chargées (sauf pour celles chargées par le bootstrap classloader) ont
été instrumentées. Elle présente cependant I'inconvénient majeur d’engendrer un
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surcofiit lors du chargement des classes. De plus, le remplacement du chargeur de
classes systéme permet de supporter différentes versions de Java (ce mécanisme
étant intégré depuis la version 1.0 de Java). Toutefois, cette solution, simple
lorsque seul le chargeur systeme est utilisé, devient relativement compliquée des
lors que l'application définit elle-méme un ou plusieurs chargeurs de classes.
L’utilisation d’un agent d’instrumentation évite d’interférer avec le mécanisme
de délégation des chargeurs de classes puisque la JVM fournit le code de chaque
classe chargée, quel que soit le chargeur de classes utilisé. Ce mécanisme n’est
cependant disponible que sur les JVM qui implémentent cette fonctionnalité
introduite dans la version 1.5 de Java®.

Compte tenu des avantages et des inconvénients de ces différentes solutions,
nous avons choisi d’utiliser une solution hybride :

— certaines classes, notamment celles chargées par le bootstrap classloader,
sont instrumentées statiquement et marquées a 1’aide du mécanisme d’an-
notation introduit dans Java 1.5. Les classes des applications déployées
peuvent également étre instrumentées de la sorte pour optimiser le temps
de chargement.

— un agent d’instrumentation est utilisé pour instrumenter les classes qui
n’ont pas été instrumentées statiquement. L’agent détecte les classes pré-
instrumentées grace a ’annotation qui leur a été ajoutée lors de la phase
d’instrumentation statique. Cette vérification permet de s’assurer qu'une
classe n’est instrumentée qu’'une seule fois et accélere le temps de charge-
ment des classes.

Cette solution permet d’instrumenter l'intégralité des classes chargées par la
JVM tout en minimisant le temps de chargement.

Il existe différents framework permettant d’instrumenter le bytecode des
classes Java, les plus utilisés étant Javassist?, BCEL® et ASMS. Les premicres
versions de JBlare utilisaient Javassist car cette solution permet de définir fa-
cilement les modifications & apporter. Celles-ci étant spécifiées directement en
Java, il n’est donc pas nécessaire de maitriser le bytecode produit. Ce choix a
permis de valider ’approche mais nous avons décidé d’utiliser un autre frame-
work en raison des limites intrinseques de Javassist. En effet, Javassist présente
des restrictions sur les modifications qu’il est possible d’effectuer sur les classes
instrumentées. Nous avons donc choisi de réécrire JBlare en utilisant ASM. Ce
framework est connu pour sa souplesse et son efficacité en ce qui concerne les
performances des classes instrumentées. ASM possede deux modes d’instrumen-
tation de classes :

— Le premier mode correspond au patron de conception Visitor. Les dif-
férents champs de la structure qui représentent une classe Java ou les
différentes instructions du bytecode des méthodes sont parcourus en sé-
quence. Un module «visiteur» génere des événements pour chaque champ

Shttp://java.sun.com/j2se/1.5.0/docs/api/java/lang/instrument/package—summary.
html

dnttp://www. jboss.org/javassist/

Shttp://jakarta.apache.org/bcel/

Shttp://asm.objectweb.org/
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de la structure de la classe ou chaque instruction de la méthode. Ces

événements peuvent étre transmis a plusieurs modules qui peuvent ainsi

modifier la structure de la classe ou le bytecode de ses méthodes. Il est
nécessaire d’utiliser au moins deux modules «visiteur» particuliers :

— le ClassReader, un module permettant de lire le bytecode des classes,
fourni sous la forme d’un fichier ou d’un tableau d’octets, et permet-
tant de générer les événements correspondant aux différents champs et
opérations présents dans la structure de la classe.

— le ClassWriter, un module permettant d’écrire le bytecode des classes
modifiées, en fonction des événements fournis par les autres modules.
Afin de modifier la classe, il est nécessaire d’intercaler des modules de
modification, appelés ClassAdapter, entre un module ClassReader et un
module ClassWriter. De méme, les modules permettent la modification
des méthodes de chaque classe. Ces modules peuvent étre chainés, suivant
une structure série ou parallele, afin de simplifier la spécification des mo-
difications a apporter. Concretement, lors de la réception d’un événement,

un module de modification peut :

1. transmettre directement ’événement au module suivant, sans modi-
fier la classe ou la méthode instrumentée ;

2. prendre en compte ’événement et apporter des modifications sur la
partie de la classe concernée par 1’événement ;

3. ne pas transmettre I’événement, ce qui permet de supprimer certains
éléments de la classe ou certaines instructions des méthodes de la
classe.

Le module peut également générer de lui-méme de nouveaux événements,
ce qui permet d’ajouter des éléments a la classe. Nous détaillons par la
suite le fonctionnement de la classe JBlareClassAdaptor, le module de
transformation de JBlare.

— Le second mode construit une représentation de la structure de la classe
sous la forme d’un d’arbre. Il est ensuite possible de parcourir les diffé-
rents éléments de l'arbre, de les modifier ou de les supprimer. Ce mode
permet de spécifier des modifications complexes, qu’il est difficile ou im-
possible de spécifier a I'aide du premier mode. En revanche, ce mode d’ins-
trumentation est plus lent. Les modifications que nous voulions apporter
étant réalisables a ’aide du premier mode, nous n’utilisons pas ce second
mode d’instrumentation dans la version actuelle de JBlare. Il peut toute-
fois s’avérer nécessaire d’utiliser ce mode pour réaliser une analyse statique
des classes instrumentées.

JBlare est donc constitué de deux éléments :

— un package de classes écrites en Java utilisant le framework ASM pour
instrumenter les classes Java;

— un patch de la JVM (openJDK version 6) apportant un petit nombre de
modifications nécessaires pour instrumenter les classes systeme.

Le package jBlare, illustré par le diagramme de classes de la figure 3.8,

comprend six classes regroupées au sein d’une archive JAR :
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— la classe JBlare implémente 'interface ClassFileTransformer et consti-
tue 'agent d’instrumentation permettant d’instrumenter dynamiquement
les classes lors de leur chargement dans la JVM.

— la classe JBlareFileTransformer permet d’instrumenter statiquement les
classes Java. Cette classe contient une fonction main permettant d’exécu-
ter JBlare depuis un terminal. Le nom des fichiers de classe & instrumenter
ou du répertoire contenant les fichiers de classe a instrumenter est passé
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en parametre.

— la classe JBlareClassAdapter étend la classe ClassAdapter de ASM. Elle
permet de modifier les différents éléments d’un fichier de classe en fonction
des événements qui lui sont envoyés par un objet ClassReader, lui méme
instancié dans la classe JBlare ou JBlareFileTransformer.

— la classe JBlareMethodAdapter étend la classe MethodAdapter de ASM.
Elle permet de modifier le bytecode de chaque méthode de la classe ins-
trumentée en fonction des événements qui lui sont envoyés par un objet
MethodVisitor instancié dans la classe JBlareClassAdapter.

— les classes JBlareFields et JBlareParameter sont utilisées par les autres
classes pour représenter les champs d’objet et de classe ainsi que les para-
metres des méthodes qui sont instrumentées.

Nous détaillons par la suite I’architecture de la solution de détection d’in-
trusions mise en place par I'instrumentation, notamment & l'aide des classes
JBlareClassAdapter et JBlareMethodAdapter. Nous précisons également les
modifications apportées a la JVM.

3.3.3 Architecture

Le mécanisme de suivi et de contréle des flux d’informations mis en place par
le module JBlare repose sur l'insertion, au sein du code des applications et des
classes systeme Java, d’instructions bytecode permettant d’assurer les fonctions
des trois dispositifs de notre architecture générique évoquée en section 3.1 :

— D'observation et l'interprétation en termes de flux d’informations des com-

mandes du systéme, assurées par la sonde;

— la gestion des tags de sécurité, assurée par le gestionnaire de tags de sé-

curité;

— la propagation des tags de sécurité et la détection des flux d’informations

illégaux, assurées par I'analyseur.
Nous présentons par la suite les différents conteneurs d’informations pris en
compte par JBlare ainsi que les mécanismes de gestion des tags de sécurité
associés. Nous précisons ensuite comment les différentes fonctions évoquées sont
implémentées lors de 'instrumentation des champs des classes et des objets ainsi
que lors de 'instrumentation des méthodes de classe et d’objet.

3.3.3.1 Conteneurs d’informations pris en compte et gestion des tags
de sécurité

Java supporte deux types de données, donc de conteneurs d’informations :

— les données de type primitif, int, char, etc.

— les données de type référence, qui correspondent a I’adresse d’une structure
contenant plusieurs données de type primitif. Ces données correspondent
sous Java aux classes, aux objets (ou instances de classes) et aux tableaux.

Nous avons choisi d’interpréter les conteneurs d’informations de la maniere

suivante :
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— Nous appelons conteneurs d’informations atomiques les conteneurs d’in-
formations susceptibles de recevoir des données de type primitif et nous
souhaitons associer un tag de sécurité a chacun de ces conteneurs.

— Nous appelons conteneurs d’informations structurés les conteneurs d’in-
formations susceptibles de recevoir des données de type référence. Nous ne
souhaitons pas, a proprement parler, associer des tags de sécurité a chacun
de ces conteneurs. En effet, nous les considérons comme des collections de
conteneurs atomiques, chaque conteneur atomique d’un conteneur struc-
turé possédant son propre tag de sécurité. Par exemple, chaque champ de
type primitif d’'un objet Java constitue un conteneur atomique, porteur
d’informations, les références & l'objet n’étant qu’'un moyen d’accéder a
la structure (l'objet) englobant les différents conteneurs atomiques (les
champs de type primitif).

Les différents conteneurs d’informations manipulés par le bytecode Java peuvent

étre regroupés en trois catégories :

1. les variables globales constituées par les champs des classes et des objets.

2. les variables locales des méthodes. Cette catégorie de conteneurs d’infor-
mations comprend également les parametres et la valeur de retour des
méthodes.

3. les éléments de la pile d’exécution de la JVM relative a une méthode Java.

Nous proposons dans JBlare d’associer un tag de sécurité a chacun des conte-
neurs d’informations atomiques de la premiere catégorie et nous précisons le
traitement de ces conteneurs en section 3.3.3.2. Les conteneurs d’informations
de la seconde catégorie sont pris en compte via les notions de point d’entrée
et de point de sortie lors de l'instrumentation des méthodes explicitée dans
la section 3.3.3.3. Les conteneurs d’informations de la troisieme catégorie ne
sont en revanche pas traités explicitement par I'instrumentation dynamique de
JBlare. La prise en compte de ces conteneurs pourrait intervenir dans une phase
d’analyse statique des méthodes, non implémentée a I'heure actuelle.

Les tags de sécurité sont quant & eux implémentés sous la forme d’un tableau
binaire (bitmap) de quatre entiers longs. Ce type de structure permet d’assurer
la compatibilité avec les tags de sécurité de Blare, notamment lors des échanges
avec le gestionnaire de tags de sécurité de Blare évoqués en section 3.3.3.4.
La propagation des tags de sécurité repose sur un mécanisme de copie a la
modification (Copy On Write). Lors de la propagation des tags de sécurité,
seule la référence pointant sur le tag de sécurité est dupliquée, ce qui limite
le surcotut lié & la copie des différents éléments du tableau. Ce dernier doit en
revanche étre dupliqué lorsque la valeur du tag de sécurité doit étre modifiée.

Nous souhaitons spécifier la politique de sécurité a I'extérieur des applica-
tions ou a l'interface entre les conteneurs de forte granularité et les conteneurs
de faible granularité. Nous pensons en effet que, dans le contexte de cette étude,
la spécification de la politique de flux d’informations pour chaque conteneur
interne des applications n’est pas une hypothese réaliste. Les tags de sécurité
manipulés par JBlare sont donc issus de la propagation des tags de sécurité gérés
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par Blare, définis a 'extérieur ou a l'interface des applications Java instrumen-
tées. Seuls les tags de sécurité en lecture sont propagés aussi nous n’avons donc
pas implémenté de tags de sécurité en écriture pour les conteneurs internes des
applications Java dans la version actuelle de JBlare. Toutefois il est parfaite-
ment envisageable d’associer un deuxieme tag de sécurité a chaque conteneur
afin de spécifier des politiques de flux internes aux applications.

3.3.3.2 Instrumentation des champs d’objet et de classe

Les différents champs atomiques des classes et des objets (ou instances de
classes) de Java constituent I’ensemble des conteneurs de premieére catégorie.
Pour chaque conteneur atomique de la classe ou de 'objet considéré (de type
int, char, bool, etc.), nous associons un champ contenant le tag de sécurité
atomique associé a ce conteneur. Le nom de ce champ est constitué du nom du
champ correspondant au conteneur atomique préfixé par une chaine de carac-
teres permettant d’identifier les tags de sécurité.

L’ajout de champs de classe et d’objet est une opération simple a réaliser
a l’aide de l'instrumentation statique ou dynamique des classes Java. Cepen-
dant, nous souhaitions instrumenter 'intégralité des classes Java manipulées
par la JVM or certaines classes chargées par le bootstrap classloader lors de
I'initialisation de la JVM ne peuvent étre modifiées sans apporter de change-
ment & la JVM. En effet, pour ces classes (par exemple, java.lang.String ,
java.lang.Integer, etc.), les indices des tableaux des différents champs et mé-
thodes de la classe sont implémentés «en dur» dans le code de la JVM. L’ajout
d’un champ nécessite donc de décaler ces indices dans le code source de la JVM
et de la recompiler. Ces modifications sont distribuées sous la forme d’un patch
pour la JVM du projet open-JDK.

L’implémentation des tags de sécurité relatifs aux champs d’objet ou de
classe sous la forme d’un champ situé au sein de la méme classe ou du méme
objet que le conteneur auquel il se rapporte simplifie le mécanisme de gestion
des tags de sécurité. Ainsi, lorsque la sonde détecte une commande impliquant
un flux d’informations vers ou depuis ce type de conteneur, par exemple, une
instruction GETFIELD ou PUTFIELD du bytecode JAVA, le mécanisme d’instru-
mentation dispose de tous les éléments pour retrouver simplement le tag de
sécurité du conteneur d’informations concerné :

— le nom de la classe et le nom du conteneur font partie des opérandes de

I'instruction ;
— la référence de 'objet (dans le cas d’un champ d’objet) est présente sur la
pile d’exécution.
Le tag peut alors étre retrouvé a I’aide d’une instruction GETFIELD ou GETSTATIC,
le nom du tag étant obtenu en préfixant le nom du conteneur surveillé par la
chaine de caracteres de reconnaissance des tags. Il est en outre parfois néces-
saire de dupliquer ou de permuter les différents éléments de la pile a 'aide des
instructions adéquates.

Les champs d’objet ou de classe constitués par des tableaux de type primitif

constituent un cas particulier de conteneur de premiere catégorie. Les différents
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éléments de ces tableaux sont en effet des conteneurs atomiques et nous de-
vrions en toute rigueur associer un tag de sécurité a chacun de leurs éléments.
Néanmoins, il n’est pas possible d’associer conteneurs atomiques et tags de sé-
curité au sein du méme tableau en raison de I'incompatibilité intrinseque des
différents types de données. De plus, en pratique, I’ensemble des données d’un
meéme tableau reléve généralement de la méme politique de flux. Nous associons
donc dans JBlare un tag de sécurité a chaque champ d’objet ou de méthodes
constitué d’un tableau de conteneurs atomiques. Cette solution n’est pas opti-
male, notamment en raison de la possibilité de passage par référence du tableau
ou de I'un de ses sous-éléments dans le cas d’un tableau a plusieurs dimensions.
Toutefois, elle permet en pratique de détecter correctement un certain nombre
de flux d’informations et de détecter les intrusions qui en découlent. Le traite-
ment approprié des tableaux nécessiterait soit une modification de la JVM soit
I'utilisation d’un mécanisme natif afin d’associer un tableau de tags de sécurité
a chaque tableau de conteneur atomique. Ce mécanisme devrait notamment
permettre de retrouver le tableau de tags associé & un tableau de conteneurs
atomiques a partir de la référence du tableau de conteneurs atomiques. L’im-
plémentation d’un tel mécanisme constitue un axe de recherche pour de futurs
travaux.

3.3.3.3 Instrumentation des méthodes d’objet et de classe

Les différentes variables locales constituent la deuxiéme catégorie de conte-
neurs d’informations prise en compte par JBlare. Les méthodes contiennent
Iintégralité du code exécuté par les applications Java. L’instrumentation des
méthodes constitue donc 1’étape la plus importante de I'instrumentation réali-
sée par JBlare. Le suivi précis des flux d’informations au sein des méthodes Java
nécessite en toute rigueur de prendre en compte les différents éléments stockés
sur la pile d’exécution. Il est alors nécessaire de modifier la JVM ou d’implé-
menter un mécanisme natif de pile permettant d’associer un tag de sécurité a
chaque élément de la pile d’exécution. Il est ensuite nécessaire de modifier la
pile de tags pour chaque instruction modifiant la pile d’exécution. En raison de
la complexité et du surcolt générés par ce type de solution, nous avons préféré
utiliser un modele qui sur-approxime les flux d’informations au sein de chaque
méthode. Nous identifions, pour chaque méthode, les éléments suivants :

— les différents conteneurs destinations des flux d’informations entrants, que

nous appelons les points d’entrée de la méthode;

— les différents conteneurs sources des flux d’information sortants, que nous

appelons les points de sortie de la méthode.
Le comportement interne de la méthode est modélisé par la relation de dé-
pendance entre les points de sortie et les points d’entrée de la méthode. Nous
prenons en compte les différents points d’entrée suivants :

— les parametres de type primitif (ou constitués par un tableau de type

primitif) de la méthode, stockés dans les premiéres variables lors de I’appel
de la méthode instrumentée ;
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— les valeurs de retour des méthodes appelées au sein de la méthode instru-
mentée ;

— les valeurs des champs atomiques d’objet ou de classe accédés en lecture
au sein de la méthode instrumentée.

De méme, nous prenons en compte les points de sortie suivants :

— les parametres de type primitif (ou constitués par un tableau de type
primitif) des méthodes appelées au sein de la méthode instrumentée ;

— la valeur de retour de la méthode instrumentée, si elle correspond a un
conteneur atomique;

— les valeurs des champs atomiques d’objet ou de classe modifiées au sein
de la méthode instrumentée.

La levée et l'interception des exceptions constituent également des points de
sortie et d’entrée de la méthode instrumentée mais nous ne prenons pas en
compte ce type de flux d’informations dans la version actuelle de JBlare.

Le comportement interne de la méthode est modélisé par la relation de dé-
pendance entre les points de sortie et les points d’entrée de la méthode. Plusieurs
solutions peuvent étre envisagées pour déterminer cette relation :

— utiliser une sur-approximation des flux internes aux méthodes. Cette sur-
approximation consiste, comme le fait Blare pour les applications, & consi-
dérer que chaque point de sortie dépend de tous les points d’entrée atteints
au préalable.

— utiliser des signatures établies au préalable par une analyse de code ma-
nuelle ou a I'aide de méthodes d’analyse statique;

— utiliser conjointement un mécanisme d’analyse statique a 'instrumenta-
tion de la classe.

JBlare utilise par défaut la premiere solution. Il peut également avoir recours a
des signatures pour spécifier les flux internes de certaines méthodes. Les signa-
tures permettent ainsi de prendre en compte les méthodes nécessitant une opé-
ration de déclassification, par exemple, des méthodes effectuant la vérification
d’un mot de passe ou des opérations de cryptographie. L’utilisation conjointe
d’un mécanisme d’analyse statique n’est pas implémentée dans la version ac-
tuelle de JBlare mais I'architecture de notre solution de détection a été pensée
afin d’inclure facilement cette fonctionnalité. Cependant, 'utilisation conjointe
d’un mécanisme d’analyse statique avec I'instrumentation dynamique des classes
laisse supposer un surcout important lors du chargement des classes. Un com-
promis doit donc étre trouvé entre la précision du suivi des flux d’informations
et le surcout de la solution.

L’instrumentation des méthodes consiste donc & effectuer les opérations sui-
vantes :

1. identifier les différents points d’entrée et de sortie;
2. associer un tag de sécurité a chaque point d’entrée et de sortie;
3. propager les tags de sécurité entre les points d’entrée et de sortie;

4. vérifier la légalité des flux d’informations en s’assurant que les tags de
sécurité ne contiennent pas des valeurs nulles, ce qui correspond a un

ensemble de CCAL vide.
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L’identification des points d’entrée et de sortie et l'association des tags de sé-
curité correspondent a la fonction de sonde de notre architecture d’IDS. Elles
sont réalisées par des méthodes de la classe JBlareMethodAdapter qui détectent
les occurrences des instructions du bytecode Java correspondant aux différents
points d’entrée et de sortie.

La propagation des tags de sécurité et la détection des flux illégaux sont
réalisées par un ensemble de méthodes statiques regroupées au sein de la classe
JBlareTag. Nous avons ajouté cette classe dans ’archive rt.jar des classes
systeme. Cette technique permet de faire appel aux méthodes de la classe
JBlareTag depuis le code instrumenté. Une partie importante des modifications
a apporter est ainsi factorisée et le processus d’instrumentation est simplifié.

La propagation des tags de sécurité correspondant aux champs d’objet et de
classe est triviale, ces tags étant eux-mémes stockés sous la forme de champs.
La propagation des tags correspondant aux parametres et valeurs de retour des
méthodes nécessite quant a elle un mécanisme supplémentaire permettant de
partager les tags de sécurité entre plusieurs méthodes. Nous avons décidé d’im-
plémenter ce mécanisme en modifiant la signature des méthodes instrumentées
afin de passer les tags en parametres. Ainsi, pour chaque méthode comportant
des parametres ou une valeur de retour atomique, nous ajoutons des parametres
pour les tags de sécurité correspondant aux différents parametres ou valeurs ato-
miques de la fonction instrumentée. Le tag éventuel correspondant a la valeur de
retour est passé en parametre a ’aide d’un mécanisme d’indirection qui permet
a la méthode appelante de récupérer la valeur spécifiée dans la méthode appe-
lée. Les méthodes natives ne peuvent étre modifiées de la sorte qu’a condition
que le code natif correspondant, écrit en C ou C+-+, soit également modifié.
Par défaut, JBlare ne modifie pas la signature des méthodes natives et crée des
méthodes enveloppantes (technique de wrapping).

3.3.3.4 Collaboration avec Blare

La collaboration avec Blare comporte deux aspects :

— la demande de délégation pour les processus et thread correspondant a
I’application Java surveillée par JBlare;

— la propagation des tags de sécurité de JBlare vers et depuis les tags de
sécurité de Blare, lorsque I'application surveillée par JBlare accede aux
conteneurs de forte granularité gérés par Blare.

Afin d’effectuer une demande de délégation, nous avons modifié le processus
d’initialisation de la JVM pour qu’il exécute ’appel systeme d’enregistrement
et de demande de délégation aupres de Blare. Une fois ’appel effectué, Blare ne
propage plus les tags de sécurité vers et depuis ’espace mémoire du processus
de la JVM et de ces différents thread. Il incombe alors & JBlare de propager les
tags de sécurité au sein de 'application Java.

JBlare est également responsable de la propagation des tags de sécurité de-
puis ou vers les conteneurs du systeme d’exploitation accédés par I'application
Java surveillée. Afin d’assurer cette propagation, nous avons instrumenté les
fonctions natives, écrites en C, permettant aux applications Java d’accéder aux
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ressources du systeme sur lequel s’exécute la JVM, par exemple, les fichiers ou
les socket réseau. Le code instrumenté fait appel a des fonctions de ’API de
Blare permettant de lire ou de modifier les tags de sécurité des fichiers et des
socket. Les tags de JBlare sont donc propagés vers les tags de Blare ou vice-versa.
L’instrumentation statique et manuelle des fonctions natives permet de pro-
pager efficacement les tags de sécurité entre les différents niveaux de suivi des
flux d’informations. Toutefois, se pose le probleme de ’exhaustivité de l'instru-
mentation des fonctions natives. Notre approche suppose en effet que toutes les
différentes méthodes natives permettant d’accéder aux conteneurs du systeme
d’exploitation soient identifiées et instrumentées. Pour identifier ces différentes
méthodes, nous nous sommes inspirés de ’approche utilisée par le mécanisme
de controle d’acces de Java. En termes de suivi des flux d’informations depuis
ou vers les conteneurs du systeme d’exploitation, ’exhaustivité de notre méca-
nisme correspond donc a celle du mécanisme de controle d’acces de Java. Si une
nouvelle application qui utilise ses propres méthodes natives permettant ’acces
aux ressources du systeme d’exploitation est déployée, il est nécessaire d’identi-
fier et d’instrumenter ces nouvelles méthodes natives. En toute rigueur, il serait
souhaitable de recourir a des méthodes statiques ou dynamiques pour identifier
toutes les méthodes natives permettant d’accéder aux conteneurs de 1’OS.
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Chapitre 4

Résultats expérimentaux

De nombreuses expérimentations ont été réalisées afin de valider notre ap-
proche de détection d’intrusions paramétrée par la politique de sécurité utilisant
le controéle collaboratif des flux d’informations. Nous avons utilisé pour cela les
deux prototypes présentés au chapitre 3 :

— Blare, un moniteur de flux d’informations implémenté au niveau du noyau

Linux;

— JBlare, une solution d’instrumentation des classes des applications Java.
Notre objectif est de démontrer que notre approche permet effectivement de
détecter des intrusions résultant d’attaques «réelles» sur des applications cou-
ramment utilisées dans les systémes que nous souhaitons étudier. Ces expéri-
mentations permettent aussi d’évaluer le comportement de nos deux prototypes
qui, bien qu’imparfaits, illustrent d’un point de vue pratique les capacités et les
limites du suivi des flux d’informations, au niveau OS comme au niveau langage,
et ce sur des applications «réalistes». Nous souhaitons notamment :

1. vérifier la capacité de détection de la nouvelle version de Blare, conforme
au modele présenté au chapitre 2 ainsi que celle de JBlare;

2. démontrer I'utilité de la précision du suivi des flux d’informations apportée
par JBlare;

3. démontrer I'utilité du mécanisme de coopération entre Blare et JBlare;
4. évaluer le surcoit engendré par ces différents mécanismes.

Afin d’atteindre ces objectifs, nous avons mis en place une maquette com-
prenant un systéme Linux caractéristique d’une installation de type «serveur»,
différentes applications vulnérables et nos deux prototypes de détecteurs. Cette
maquette se présente sous la forme d’un fichier image VMware permettant d’exé-
cuter le systeéme invité sur différentes machines hotes tout en facilitant le trans-
port et 'échange. Les résultats présentés ici on été obtenus a 1’aide d’un systeme
hoéte utilisant un processeur Intel Pentium D de 2,4 GHz, une mémoire vive de
2 Go et un disque dur de 150 Go. La taille de ’archive du systéme invité est de
7 Go. La mémoire allouée sur le systeme hote pour le systeme invité a été fixée
a 256 Mo. Le systeme invité comprend notamment les éléments suivants :
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— un systeéme Linux Debian, configuré pour une utilisation de type «serveur».
Les outils classiques d’administration en mode console ont été installés.

— différents services comprenant, en plus des services installés par défaut
(cronm, syslog, etc.) les applications suivantes, installées depuis les package
de la distribution : le serveur de mails Exim, le serveur web Apache, I'in-
terpréteur PHP, le systéeme de gestion de bases de données MySQL.

— un serveur web spécialement développé a des fins pédagogiques et de
démonstration, comportant plusieurs vulnérabilités «classiques» (buffer
overflow, mauvais traitement des URL, etc.);

— un serveur web écrit en Java, Jetty !, qui fait également office de conteneur
de servlet et de JSP Java. Nous avons utilisé la version 4.2.19 de Jetty en
raison des multiples vulnérabilités que cette version comporte.

— une application web de librairie en ligne, Bookstore, téléchargée a partir
du site de GotoCode 2,

— une application web de Wiki écrite en PHP, phpwiki 3. Nous avons utilisé la
version 1.3.10 de phpwiki, celle-ci possédant une vulnérabilité permettant
de 'attaquer a ’aide d’une attaque de type code injection.

— le systeme de détection Blare, comprenant un noyau Linux (2.6.24) modi-
fié ainsi que différents utilitaires et bibliotheques de fonctions correspon-
dants;

— le systéme de détection JBlare, comprenant une distribution Java (JDK)
modifiée obtenue & partir de la version 6 du projet OpenJDK # ainsi quune
archive JAR du package jBlare que nous avons développé. Les classes de
ce package permettent d’instrumenter statiquement ou dynamiquement
les différentes classes Java du systeme.

Nous présentons par la suite les différentes expérimentations réalisées. Le
plan de ce chapitre est le suivant : la section 4.1 illustre les capacités de dé-
tection de Blare et de JBlare sur des scénarios d’attaques générant des flux
d’informations illégaux de forte granularité. La section 4.2 présente 1'utilité de
JBlare pour la distinction des flux internes des applications. La section 4.3
illustre 'intérét de la collaboration entre Blare et JBlare. Enfin la section 4.4
compare les différents surcotts induits par les deux prototypes.

4.1 Détection d’instrusions

Les versions antérieures de Blare ont été validées expérimentalement [Zim03,
ZMBO03] et les résultats démontraient la capacité de Blare & détecter un large
spectre d’attaques sur des services «classiquesy (serveurs web, serveurs mail,
etc.). Les résultats présentés ici sont relatifs a la nouvelle version de Blare pré-
sentée au chapitre 3, qui est conforme au modele présenté au chapitre 2. Nous
voulions nous assurer que cette nouvelle version de Blare permet de détecter les

Thttp://wuw.mortbay.org/jetty/
2http://www.gotocode. com/index.asp
Shttp://phpwiki.sourceforge.net/
4nttp://openjdk. java.net/
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Nom de fichier | Propriétaire | Groupe propriétaire | Droits
/etc/shadow root shadow -TW-T--—-
/etc/passwd root root -I'W-T--T-

/var/wuw/* www-data www-data -I'W-T--T-

TAB. 4.1 — Configuration des droits d’acces DAC de 'environnement de test

flux d’informations illégaux résultant d’attaques classiques. Nous voulions égale-
ment vérifier que JBlare permet également de détecter ces flux interdits. D’autre
part, les résultats illustrent la fonctionnalité d’initialisation automatique de la
politique a l'aide de script Python.

Nous avons utilisé lors de ces expérimentations différents serveurs web :

— un serveur web «jouet» spécialement développé pour des besoins de dé-
monstration. Ce serveur délivre des pages web «statiques» situées dans le
répertoire /var/www/.

— le serveur Apache utilisant 'interpréteur PHP et une base de données
MySQL. Ce serveur délivre des pages web dynamiques issues de ’applica-
tion PHP phpwiki et situées dans le répertoire /var/www2/.

— le serveur web Jetty. Ce serveur délivre dans cette expérimentation les
pages web statiques du répertoire /var/www/.

4.1.1 Initialisation automatique de la politique et attaques
sur le serveur «jouet»

L’objectif de ces expérimentations était de vérifier les capacités de détection
de Blare a partir d’'une politique générée automatiquement. Le tableau 4.1 ré-
sume les principaux fichiers utilisés durant nos expérimentations ainsi que leurs
permissions d’acces associées.

Nous avons conduit deux séries de tests s’appuyant sur deux politiques de
sécurité. Dans le cas 1, nous avons utilisé une politique de sécurité générée
automatiquement a partir de l'interprétation des droits d’acces. Cependant,
il convient parfois de préciser certains aspects de la politique, qui doit donc
étre modifiée explicitement. De notre point de vue et comme le montre le cas
2 ci-dessous, de telles modifications ou précisions sont relativement simples a
mettre en oeuvre et ne constituent pas un frein important a l'utilisation de
notre systeme.

1. La politique de sécurité est ici générée automatiquement a partir de I’in-
terprétation des droits d’acces en termes de CCAL, comme expliqué dans
I'exemple de la section 2.2.4 du chapitre 2. Les groupes ont été considérés
comme des utilisateurs, le super utilisateur root a été considéré comme
un utilisateur non privilégié, c’est-a-dire sans prendre en compte les droits
particuliers qu’il possede sur les fichiers dont il n’est pas propriétaire. Nous
avons également considéré un utilisateur virtuel everybody afin de prendre
en compte les droits d’acces UNIX qui s’appliquent aux utilisateurs non
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propriétaires et ne faisant pas partie du groupe propriétaire (others). Les
tags de sécurité ont été générés en parcourant I’ensemble des utilisateurs
du systeme (66 dans notre cas, en incluant les groupes) ainsi que ’ensemble
des conteneurs du systéme, ¢’est-a-dire les fichiers (environ 180 000 fichiers
lors de nos expérimentations).

2. Dans un deuxiéme temps, nous avons précisé la politique de sécurité gé-
nérée automatiquement afin de traiter les aspects distants de la politique
ou de modifier 'interprétation de la politique DAC. 11 existe, par exemple,
des fichiers qui sont lisibles par tous, c’est-a-dire des fichiers possédant un
droit de lecture pour others. Il est cependant communément admis et sou-
haité qu'un utilisateur distant ne puisse pas accéder, via le serveur web,
a des données situées en dehors de I’espace web, c’est-a-dire en dehors de
Jvar/www/html, méme si, localement, les droits UNIX permettent a tout
utilisateur local de lire certaines données. Habituellement, ’application
de cette politique suppose de faire confiance au serveur web ou d’utili-
ser des fonctionnalités ad hoc afin de cacher aux clients web la partie du
systéme de fichiers située en dehors de 'espace web (par exemple en utili-
sant des techniques de cages chroot ou des mécanismes de controle d’acces
mandataire SELinuz). En fait, ce type de contraintes n’est pas exprimé
directement par les droits d’acces UNIX : nous avons donc di les expri-
mer manuellement via des CCAL adéquats. 11 est, par exemple, possible
de spécifier un CCAL pour la socket d’écoute du serveur web, de sorte
que les seuls flux d’informations légaux partant ou arrivant vers la socket
soient ceux qui arrivent ou partent de ’espace web.

Apres avoir spécifié 'une ou lautre de ces deux politiques sur le systeme,
nous avons évalué notre IDS en termes de pertinence et de fiabilité. Nous avons
réalisé dans un premier temps un certain nombre d’actions légales (comme la
consultation de pages web depuis un navigateur) puis nous avons réalisé quelques
scénarios d’attaques exploitant les vulnérabilités de notre serveur web. Ces scé-
narios sont les suivants :

— accéder a des données situées en dehors de I'espace web en utilisant une
URL illégale du style /../../etc/shadow. Cette attaque est possible car le
serveur web que nous utilisons ne vérifie pas la validité de 'URL spécifiée
lors de la requéte HTTP. Nous avons a la fois tenté d’accéder a des données
publiques, c’est-a-dire des données lisibles par tous (everybody) et & des
données privées, par exemple des données lisibles seulement par le super
utilisateur root ;

— obtenir un acces a un interpréteur de commandes ou a une autre appli-
cation en utilisant une URL illégale vers ’espace des script CGI du type
Jegi-bin/.. /.. /bin/sh. Nous avons ensuite tenté de lire et de modifier cer-
taines données publiques ou privées, a I'intérieur et a 'extérieur de ’espace
des pages web ;

— obtenir un interpréteur de commandes via I'exploitation d’un buffer over-
flow sur le serveur web.

Les résultats de ces expérimentations sont présentés dans le tableau 4.2. Le
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Scénario Type d’action Alertes (poli- | Alertes (poli-

tique 1) tique 2)

mq GET index.html

ma GET /../../../etc/shadow X X

Moo GET /../../../etc/passwd X

ms GET /cgi-bin/../../../bin/sh

ms1 cat /var/www/html/index.html

mao cat /etc/shadow X X

ms3 cat /etc/passwd X

msq cp /etc/passwd /var/www/html

my Exploitation de buffer overflow

mg1 — myq | Actions identiques a ms3; — m3q via buffer overflow | résultats résultats

identiques a | identiques a
m31 — M34 m3a1 — M3q

TAB. 4.2 — Alertes observées pour les politiques 1 et 2

scénario my correspond a l'utilisation normale. L’utilisateur accede aux don-
nées accessibles depuis le serveur web sans générer d’attaque. Aucune alerte
n’est émise, les flux résultants respectant les politiques 1 et 2. Les scénarios
ma, correspondent aux scénarios d’attaques utilisant le défaut de vérification
sur les URL. L’attaquant peut donc accéder a des données situées en dehors de
lespace web. L’acces aux données confidentielles (le fichier /etc/shadow dans le
scénario moy) génere un flux d’informations interdit par les politiques 1 et 2. Ce
type d’attaque est détecté dans les deux cas. En revanche, ’acces a des fichiers
lisibles par tous au sein du systéme (le fichier /etc/passwd dans le scénario
mag) nest détecté que pour la politique 2. Les scénarios mg, correspondent a
I’attaque utilisant le défaut de vérification sur les URL pour obtenir un inter-
préteur de commande ou shell (scénario m3). Dans le scénario mgq, attaquant
utilise un moyen détourné (une commande cat dans un shell obtenu par lat-
taque mg) pour accéder & une page de 'espace web. Cette attaque ne génere
pas d’alerte car le flux d’informations induit est autorisé par les politiques 1
et 2. Les scénarios mso et mgzz permettent d’accéder a des données en dehors
de 'espace web, comme dans le cas des scénarios mo; et mos. Le scénario may
correspond a un flux d’informations interne au systeme autorisé par les poli-
tiques 1 et 2 (aucune information n’est révélée a attaquant a l'issue de ce flux).
L’acceés ultérieur au fichier copié dans ’espace web entrainera ’émission d’une
alerte si la politique 2 est utilisée car cette politique interdit I'acces au contenu
initial de /etc/passwd via le serveur web. Les scénarios my, correspondent aux
mémes flux d’informations que ceux générés par les scénarios mg, mais le shell
est obtenu en exploitant le buffer-overflow. Les résultats sont identiques quel
que soit le vecteur d’attaque utilisé. Le résultat dépend uniquement des flux
d’informations engendrés par le scénario et de la politique de flux spécifiée.

Nous pouvons remarquer que les actions légales ne génerent pas d’alerte. En
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cas d’attaques, nous observons qu’une alarme est émise uniquement lorsqu’une
violation de la politique de sécurité a lieu :

— les acces aux données privées impliquent toujours ’émission d’une alerte,
quelle que soit la méthode utilisée pour lire ou modifier cette donnée;

— les acces aux données publiques sont considérés comme légaux par la pre-
miere politique, étant donné que ces données sont lisibles par everybody
d’aprées DAC. Aussi, dans ce cas, aucune alerte n’est émise. En ce qui
concerne la deuxiéme politique, tout acces aux données publiques situées
en dehors de ’espace des pages web provoque ’émission d’une alerte ;

— l'obtention de privileges root ou d’un interpréteur de commandes n’im-
plique pas directement 1’émission d’une alerte. Par contre, certaines des
actions exécutées a partir de U'interpréteur génerent des flux illégaux et
par conséquent provoquent 1’émission d’alertes.

4.1.2 Attaque sur phpwiki

Les résultats présentés précédemment montrent que la réponse de Blare dé-
pend uniquement des flux d’informations générés par le scénario d’attaque et
de la politique de flux spécifiée. Cette réponse ne dépend ni des moyens of-
ferts pour accéder a l'information ou la modifier, ni des types et techniques
d’attaques utilisés. Ce résultat est confirmé par ’expérience sur phpwiki. Nous
avons utilisé dans cette expérimentation le serveur web Apache pour accéder a
un site web dynamique de type Wiki. L’application utilisée, phpwiki, est vul-
nérable a une attaque de type PHP script injection. Plus exactement, I'appli-
cation utilise une version vulnérable de la bibliotheque xmlrpc qui ne filtre
pas correctement les données entrées par les utilisateurs. L’attaquant peut sou-
mettre un fichier XML via une requéte HTTP POST. Ce fichier contient une
entrée name qui est évaluée directement par la fonction eval() de PHP sans
étre filtrée au préalable. Il est possible d’exécuter une commande arbitraire
de PHP en spécifiant une valeur appropriée pour ce champ, par exemple :
>,77)); system(’cat /etc/shadow’,$xx); exit;/*.

Nous avons utilisé une politique de sécurité similaire a la politique 2 présentée
en section 4.1.1 : la politique de flux est déduite de 'interprétation des droits
d’acces et complétée de maniere a interdire les acces depuis le serveur web en
dehors de ’espace web de 'application. Les résultats obtenus sont similaires a
ceux présentés dans la section 4.1.1 :

— les scénarios permettant d’accéder aux informations situées en dehors de
lespace web (par exemple via la commande system) donnent lieu & 1’émis-
sion d’une alerte ;

— les scénarios permettant d’accéder aux informations situées au sein de
I’espace web ne génerent pas d’alerte. En effet, les flux d’informations
induits par ces scénarios sont autorisés par la politique.

Si le Wiki est en mode «ferméy, c’est-a-dire si la modification des pages n’est
possible que pour les utilisateurs authentifiés, Blare ne détecte pas les attaques
permettant a un attaquant non-authentifié de modifier ’ensemble des pages du
Wiki. En effet, les flux engendrés par cette attaque sont autorisés par la politique
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de flux spécifiée. Blare ne pouvant distinguer les différents utilisateurs du serveur
web, il ne peut distinguer les différents flux correspondant & chaque utilisateur.
Il n’est donc pas en mesure de gérer une politique de flux qui différencierait
les flux d’informations générés par les différents utilisateurs du Wiki. Afin de
suivre et de distinguer précisément ces différents flux d’informations, il serait
nécessaire d’implémenter les mécanismes suivants :
— un mécanisme de suivi des flux d’informations internes aux applications
web ;
— un mécanisme permettant de distinguer les différents conteneurs d’une
base de données.
JBlare correspond au premier type de mécanisme, pour les applications Java.
L’implémentation d’un mécanisme de gestion de tags de sécurité au sein d’une
application de bases de données reste a effectuer pour permettre une détection
précise de ce type d’intrusions.

4.1.3 Attaque sur Jetty

Nous souhaitons également valider la capacité de détection de JBlare lorsque
ce dernier collabore avec Blare. Nous avons pour cela instrumenté une applica-
tion Java «réaliste». Jetty est un conteneur de serviet et de JSP Java. Il peut
également étre utilisé en tant que serveur web «statique» comme Apache. Cette
application peut étre utilisée seule. Elle peut également étre intégrée comme
module par exemple dans un serveur d’applications web comme JOnAS ® ou
JBoss 6. Ce type d’application constitue, avec les serveurs d’applications et les
serveurs de bases de données, 'architecture trois tiers communément utilisée
pour les applications web. Jetty est également une application complexe, com-
portant de multiples thread, des classes internes, un security manager et des
chargeurs de classes spécifiques.

Les différentes versions de Jetty comportent des vulnérabilités : le site Securi-
tyFocus 7 en recense 15. Nous avons exploité au cours de cette expérimentation
une faille de type directory traversal. Comme dans ’application web utilisée
dans 'expérimentation présentée en section 4.1.1, il s’agit d’un défaut de véri-
fication des URL indiquées par 'utilisateur. Un attaquant peut ainsi accéder a
des données en dehors de ’espace web.

Nous avons également utilisé dans cette expérimentation une politique de
flux d’informations inspirée de la politique 2 de la section 4.1.1 interdisant no-
tamment les flux vers ou en provenance de l'extérieur de l’espace web. Les
résultats obtenus sont identiques a ceux obtenus avec Blare pour le méme type
de politique, bien que le suivi des flux d’informations soit en partie réalisé par
le code d’instrumentation. Ce résultat montre que le suivi collaboratif des flux
d’informations permet effectivement de détecter des flux d’informations illégaux

Shttp://jonas.objectweb.org/

Shttp://www. jboss.org/

"http://search.securityfocus.com/swsearch?sbm=\%2F&metaname=alldoc&query=
jetty&x=0&y=0
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résultant d’attaques «réelles» sur des applications complexes «réalistes». L’ex-
périmentation présentée dans la section suivante illustre I'intérét de la précision
apportée par le suivi des flux d’informations au niveau langage, lors de la dé-
classification sélective des flux d’informations.

4.2 Déclassification

Les expérimentations présentées précédemment démontrent la capacité de
JBlare et de Blare a détecter des flux d’informations observables au niveau OS.
Nous souhaitons également démontrer I'utilité du suivi des flux d’informations
internes apporté par JBlare. Nous nous sommes intéressés a une vulnérabilité
de Jetty permettant d’accéder au code source des pages JSP 8. Ces pages web
dynamiques contiennent en effet en partie le code source de ’application web.
Elles doivent étres compilées en servlet Java, elles-mémes exécutées par le conte-
neur de servlet. La politique généralement mise en place au sein d’un conteneur
de servlet comme Jetty consiste a interdire la lecture directe des servlet et des
JSP mais & autoriser leur interprétation. En effet, le code source des JSP ou
des servlet peut contenir diverses informations sensibles ou confidentielles, no-
tamment les mots de passe permettant ’acces a la base de données utilisée par
I’application web. L’exploitation de la vulnérabilité consiste a générer des ca-
racteéres spéciaux (en I'occurence des caracteres exprimés par leur code ASCII
comme \%5C). Le but est de générer une URL valide du point de vue du systeme
de fichiers mais dont la syntaxe vise a leurrer le systéme de filtres utilisé par le
conteneur de servlet pour identifier les ressources & interpréter. La vulnérabilité
choisie n’étant exploitable que sur les systemes Windows, nous avons modifié
le code source de Jetty pour étendre ce type de vulnérabilité au systeme Li-
nux. Cette modification constitue une injection de vulnérabilités mais celle-ci
ne modifie en rien le principe de la vulnérabilité déja présente.

La détection de ce type de vulnérabilités suppose de distinguer les flux ré-
sultant de l'interprétation de la JSP de ceux résultant de sa lecture directe.
Toutefois en termes de flux d’informations tels que nous les définissons dans
notre modele, ces différents cas ne sont pas discernables. Le contenu envoyé a
I'utilisateur via la socket du serveur provient dans les deux cas du méme conte-
neur d’informations. Pour différencier ces différents cas de figure, il est donc
nécessaire de recourir a des régles d’exception ou de déclassification sélective.
Nous entendons ici par déclassification une exception a la politique de flux d’in-
formation qui se traduit par la non propagation de tags de sécurité. La politique
qui s’applique sur le contenu déclassifié est donc moins restrictive que celle qui
devrait s’appliquer en I’absence de déclassification. La politique de flux d’in-
formations adoptée interdit I’acces direct aux JSP, depuis la socket du serveur
web. Afin d’autoriser 'interprétation de ces pages dynamiques, il faut en effet
autoriser des exceptions a la politique de flux. La définition de ces exceptions au
niveau du systeme d’exploitation, par exemple pour ’application entiere, n’est
pas pertinente car ce type de régle ne permet pas de détecter les intrusions

8http ://secunia.com/advisories/17659/
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résultant de flux internes a ’application. Dans notre cas, la déclassification au
niveau de I'application Jetty ne permettrait pas de distinguer une interprétation
de la JSP d’une attaque révélant son code source. L’intérét du controle des flux
internes des applications est notamment de pouvoir appliquer sélectivement les
regles de déclassification, en fonction des flux d’informations internes a ’appli-
cation. Dans notre cas, il s’agit d’empécher la propagation des tags de sécurité
au sein de la fonction de compilation des JSP. Nous avons introduit cette excep-
tion dans le code d’instrumentation de JBlare mais il est possible d’envisager
I'utilisation de fichiers définissant des regles d’exception a la propagation des
tags de sécurité pour un certain nombre de méthodes «de confiance».

La politique de flux retenue utilise deux CCAL :

— le premier CCAL est associé a la socket d’écoute de Jetty ainsi qu’aux

contenus statiques (pages html).

— le deuxieme CCAL est associé a I’ensemble des JSP.

Cette politique autorise les flux d’informations des contenus statiques vers
la socket mais interdit I'acces direct aux pages JSP. Néanmoins, lors de I'in-
terprétation des JSP, I'acces aux contenus dynamiques ne génere pas d’alerte
en raison de la déclassification. Nous avons pu vérifier en revanche que 'acces
direct aux JSP, en exploitant la vulnérabilité de type source disclosure, entrai-
nait ’émission d’une alerte, ce type de flux d’informations internes n’étant pas
déclassifié. Cette expérience illustre donc la nécessité de recourir au suivi des
flux d’informations internes aux applications pour élargir le spectre des intru-
sions détectables. L’expérimentation décrite dans la section suivante constitue
un deuxieme exemple de déclassification sélective. Elle démontre également 1'in-
térét du principe de suivi collaboratif des flux d’informations.

4.3 Détection collaborative

Nous avons vu dans les précédentes expérimentations l'intérét de JBlare
dans le suivi des flux d’informations et la détection des intrusions. Toutefois,
le surcoit de cette solution, évoqué en section 4.4 ne permet pas d’envisager
de Vappliquer a toutes les applications du systeme. En outre, JBlare ne dis-
pose que d’une vue «locale» des flux d’informations : il détecte les flux internes
de V’application surveillée ainsi que les flux entre I'application surveillée et les
conteneurs du systeme d’information. Blare dispose en revanche d’une vue «glo-
bale» lui permettant de suivre tous les flux entre les différentes applications.
Afin d’illustrer I'intérét d’une solution de suivi collaboratif des flux d’informa-
tions, permettant de combiner une vue «globale» et une vue «locale» des flux
d’informations, nous avons implémenté le systéme suivant :

— Le systeme possede deux interfaces, implémentées sur notre maquette sous
la forme de deux socket d’écoute. L’une est connectée & un réseau de
confiance et I'autre & un réseau public.

— Les utilisateurs du réseau de confiance peuvent accéder librement aux
données accessibles depuis l'interface du réseau de confiance. Nous avons
implémenté ce service d’acces a l’aide d’un serveur web Apache et d’une
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petite application PHP permettant de déposer des fichiers dans 1’espace
web. L’utilisateur du réseau de confiance peut ainsi générer des flux d’in-
formations vers ou depuis les conteneurs d’informations du domaine web
privé (/var/www/)

— les utilisateurs du réseau public ont acces aux données du domaine web
public (/var/www2). En revanche, Pacces direct aux données du domaine
web privé (/var/www) leur est interdit. Cependant, certains utilisateurs
privilégiés étant susceptibles d’accéder au systéme via le réseau public, les
flux d’informations depuis le domaine web privé vers l'interface publique
sont autorisés a condition que le flux d’informations soit chiffré. Ceci ga-
rantit que seuls les utilisateurs privilégiés pourront effectivement accéder
a l'information issue du réseau de confiance. Nous avons implémenté ce
service d’acces a I'aide d’une servlet s’exécutant sous Jetty et utilisant la
bibliotheque de chiffrement Jasypt °. Cette servlet chiffre le contenu des
pages du domaine privé accédé depuis 'interface publique.

Afin de détecter les intrusions lorsqu’un attaquant accede, depuis 'interface
publique, aux contenus provenant du domaine de confiance, il est nécessaire de
mettre en place une politique de flux. En effet, un attaquant peut, en exploitant
par exemple la faille de type directory traversal de Jetty, contourner le filtrage
mis en place pas la servlet et accéder directement au contenu du répertoire
/var/wuw/. Afin de séparer le domaine public du domaine privé, nous avons
défini deux CCAL correspondant & chacun de ces domaines. Les tags de sécu-
rité de chacune des socket d’écoute contiennent uniquement le CCAL associé a
leur domaine. Les tags de sécurité des fichiers du répertoire du domaine public
/var/wuw2/ contiennent les deux CCAL, leur contenu étant public et accessible
dans les deux domaines. Une telle politique de flux interdit tout flux d’informa-
tions entre le domaine de confiance et le domaine public. Afin d’autoriser les
flux d’informations chiffrés par la servlet, nous avons défini comme dans l'expé-
rimentation de la section 4.2 des regles de déclassification pour la méthode de
chiffrement. Ainsi, les flux d’informations des conteneurs du domaine privé vers
I'interface publique sont interdits par la politique mais ceux transitant via la
méthode de chiffrement ne génerent pas d’alerte en raison de la régle d’exception
qui ne propage pas les tags de sécurité au sein de la méthode de chiffrement. En
revanche, ’acces direct aux conteneurs d’informations du domaine privé depuis
I'interface publique, en exploitant la faille de type directory traversal de Jetty,
donne bien lieu & ’émission d’alertes.

La coopération entre les deux mécanismes, Blare et JBlare, permet de dis-
cerner les différents flux d’informations entre les différentes applications. En
particulier, Blare propage les tags de sécurité de la socket d’écoute du serveur
Apache sur chacun des conteneurs d’informations du domaine privé. JBlare pro-
page ensuite ces tags a l'intérieur du code instrumenté de Jetty. La précision de
JBlare et I'utilisation d’un mécanisme de déclassification permet ensuite de dis-
tinguer les différents flux d’informations. Le principe de détection collaboratif
permet donc de profiter a la fois de la vue globale de Blare et de la vue locale,

mttp://www.jasypt.org/
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plus précise, de JBlare. Cette précision n’est toutefois pas sans conséquence et
la section suivante présente et compare le surcout engendré par les différents
prototypes.

4.4 Evaluation du surcoiit engendré

Les expérimentations présentées précédemment mettent en évidence les avan-
tages apportés par JBlare dans la précision du suivi des flux d’informations. Se
pose alors la question du surcoiit engendré par cette solution. Les objectifs de
nos expérimentations sont aussi d’évaluer les différents surcotits liés au processus
de suivi des flux d’informations et de détection des intrusions. Nous avons donc
évalué les surcotits des deux prototypes. L’analyse des résultats obtenus nous
permet de définir les limites de la solution et les cas d’utilisation appropriés.
Nous présentons enfin quelques pistes d’améliorations possibles.

4.4.1 Impacts de Blare

Blare est un prototype implémenté au sein du noyau du systeme d’exploi-
tation. En apportant de nouvelles fonctionnalités et en ajoutant de nouvelles
structures de données au noyau Linux, il impacte donc sur les performances
de ce dernier. Le noyau offrant des services aux applications (appels systeme,
ordonnancement des processus, etc.), Blare impacte donc également les perfor-
mances des applications. Nous pouvons déterminer deux types de surcoit :

— le stockage des tags de sécurité des différents conteneurs du systeme, réalisé
entierement en mémoire vive afin de limiter le surcotiit a ’exécution lors
de acces aux tags de sécurité, génere une surconsommation de l’espace
mémoire ;

— le suivi des flux d’informations, implémenté sous la forme d’appels de
fonctions intercallés dans le processus de traitement des appels systeme,
ralentit le systeme en allongeant les temps de réponse des appels systeme.

Pour évaluer ces différents effets, nous avons effectué les mesures suivantes :

— nous avons mesuré ’occupation de la mémoire sur un systeme lancé avec
une version non modifiée du noyau Linux, les processus chargés étant
ceux lancés automatiquement par le systeme. Nous avons ensuite mesuré
P'occupation mémoire sur un systéme lancé avec une version modifiée par
le patch Blare, suite a I'initialisation automatique de la politique de flux.
Nous avons réitéré ces mesures apres arrét et redémarrage de la machine
virtuelle VMware et nous présentons la moyenne des résultats obtenus.
Cette mesure n’est qu’indicative du surcott d’occupation mémoire car
celui-ci dépend du nombre de tags de sécurité présents sur le systeme.
Nous avons évalué le cas ou tous les conteneurs de type fichiers possedent
un tag de sécurité, ce qui correspond au cas d’initialisation automatique
de la politique. Le nombre de tags réellement présents peut étre inférieur
si 'administrateur définit manuellement les tags de sécurité sur un sous-
ensemble des fichiers du systeme. Il peut étre supérieur lorsque différents
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processus sont exécutés et que les tags sont propagés, notamment vers leur
espace mémoire.

— nous avons mesuré le surcout engendré par le systéme de suivi des flux
d’informations lors de la compilation d’un noyau Linux. Ce type d’opé-
ration génere en effet de nombreuses opérations d’entrée/sortie et permet
donc d’évaluer le surcotit 1ié notamment a la propagation des tags de sécu-
rité. Comme dans le cas précédent, nous avons mesuré le temps nécessaire
a la compilation sur un systeme utilisant un noyau Linux non modifié
puis sur un autre systeme utilisant Blare et dont la politique de flux a été
initialisée automatiquement.

Les résultats montrent qu’en moyenne Blare génere un surcoiit d’environ 5%

sur le temps d’exécution et un surcotut d’occupation mémoire de 3 Mo. Il s’agit
donc d’une application peu intrusive sur le comportement du systeme.

4.4.2 Impacts de JBlare

JBlare, en instrumentant les différentes classes des applications Java, im-
pacte également sur les performances des applications Java. Nous distinguons
deux types de surcott :

— le surcout mémoire engendré a la fois par les tags de sécurité et par 'aug-

mentation de la taille des classes instrumentées ;

— le surcotit sur le temps d’exécution.

Le surcout sur le temps d’exécution dépend de plusieurs facteurs :

— L’instrumentation dynamique de classes allonge le temps de chargement
des classes. Le temps de chargement et d’initialisation des applications est
ainsi allongé.

— L’exécution du code instrumenté est ralenti en raison des instructions
ajoutées pour le suivi des flux d’informations.

— La coopération avec Blare nécessite d’obtenir les tags de sécurité des conte-
neurs gérés par Blare et de les propager au niveau des tags de sécurité gé-
rés par JBlare. Cette opération est cotiteuse en raison du changement de
contexte qu’elle nécessite (appel systéme, recopie de la mémoire du noyau
vers la mémoire utilisateur, etc.).

Nous avons évalué le surcoiit engendré au chargement de l’application en
modifiant Jetty pour qu’il effectue une mesure de temps au début et a la fin du
chargement de I'application. Nous avons comparé les temps de chargement entre
une version non instrumentée de Jetty et une version instrumentée par JBlare.
Nous avons constaté qu’en moyenne le temps de chargement est multiplié par
14.

Nous avons également évalué le surcott lié a I'instrumentation et & la propa-
gation des tags de sécurité. Pour cela, depuis un client web, nous avons mesuré le
temps de réponse suite a I’envoi d’une requéte HTTP GET. Nous avons effectué
des mesures sur une version non instrumentée de Jetty puis sur une version ins-
trumentée avec JBlare. Nous avons éliminé le temps de réponse de la premiere
requéte puisque celle-ci provoque le chargement d’un certain nombre de classes.
Nous avons constaté qu’en moyenne le temps de réponse est multiplié par 3.
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Enfin, & I’aide du test SciMark '°, nous avons tenté d’évaluer le surcofit
global lié a 'exécution. Nous avons exécuté ce test sans instrumentation puis
avec instrumentation. Nous avons constaté une baisse du score global de 40%
suite a 'utilisation de JBlare.

Ces différents résultats montrent que 'impact de 'instrumentation dyna-
mique de classes et du suivi des flux d’informations est conséquent sur le temps
d’exécution des applications. Pour les applications de type serveur, le temps de
réponse est prépondérant devant le temps de chargement. En effet, une fois lan-
cée, I'application s’exécute pendant un temps relativement long puisqu’elle doit
étre a I’écoute des requétes des utilisateurs. Le temps de réponse est important
car c’est celui qui est per¢u par l'utilisateur final. Cependant, ce temps reste
également conséquent dans le cas de I'utilisation de JBlare. Nous notons néan-
moins que ces résultats sont du méme ordre de grandeur que ceux présentés dans
les travaux qui utilisent des techniques similaires aux notres [CF07, YYW*07].
IIs représentent donc en partie le surcout intrinseque lié a ce type d’instrumen-
tation.

La coopération entre Blare et JBlare montre ici tout son intérét dans la
limitation du surcotut global du processus de détection. En effet, la plupart
des applications qui ne nécessitent pas de suivi des flux d’informations internes
peuvent étre surveillées par Blare tandis que seules les applications nécessitant
un suivi plus précis sont surveillées par JBlare.

Plusieurs pistes d’améliorations peuvent étre envisagées :

— le recours massif a 'instrumentation statique pour toutes les classes qui

peuvent étre identifiées lors du déploiement de I'application ;

— T'utilisation d’un mécanisme de cache lors de la propagation des tags de

sécurité depuis Blare;

— T'utilisation de méthodes statiques permettant d’éliminer certains points

d’instrumentation lorsqu’aucun flux ne peut étre réalisé;

— T'utilisation d’un support partiel au niveau de la JVM, ce support né-

cessitant cependant des modifications profondes du code de la machine
virtuelle.

4.5 Bilan

L’objectif de ces expérimentations était de démontrer les capacités de détec-
tion de Blare et de JBlare. Les différents cas de figure présentés ici montrent
que la détection d’intrusions paramétrée par la politique de sécurité utilisant
le contréle collaboratif de flux d’informations permet effectivement de détecter
des intrusions sur des systémes «réalistes». En particulier, nous avons pu vérifier
que la nouvelle version de Blare était conforme au modele proposé. Ce prototype
permet de détecter des intrusions vérifiant les hypotheses suivantes :

— l'intrusion est caractérisée par un flux d’informations observable et discer-

nable des autres flux par Blare;

Ohttp://math.nist.gov/scimark2/



132 Chapitre 4. Résultats expérimentauz

— ce flux d’informations est interdit par la politique de flux d’informations
spécifiée a l'aide de tags de sécurité.

Le processus de détection repose donc sur une condition logique issue de la
spécification de la politique de sécurité, ce que nous souhaitions. De plus, ce
processus ne dépend pas du scénario ou du vecteur d’attaque utilisé. Il suppose
néanmoins que la politique soit correctement spécifiée. Cette tache peut s’avérer
fastidieuse. Nous proposons un mécanisme permettant de générer automatique-
ment une premiere version de la politique qui peut ensuite étre modifiée avec
un minimum d’efforts. Les résultats montrent que cette politique permet de
détecter correctement un certain nombre d’intrusions.

Les résultats illustrent également la limite de Blare dans la précision du suivi
des flux d’informations. Ils montrent que JBlare peut compléter Blare pour
la surveillance de certaines applications nécessitant de discerner les différents
flux d’informations internes aux applications, notamment dans le cadre de la
déclassification sélective des flux d’informations. Notre approche de détection
par instrumentation de bytecode a ainsi été validée sur une application «réalistey,
JBlare. Toutefois, les résultats présentés font apparaitre le surcotiit important
apporté par JBlare.

Enfin, ces résultats illustrent l'intérét de la collaboration entre les différentes
solutions de détection d’intrusions fonctionnant a niveaux différents. Elle permet
de suivre des flux d’informations complexes entre diverses applications. Elle
permet également de limiter l'utilisation de JBlare aux applications nécessitant
un suivi précis de leur flux d’informations internes.



Conclusion

Nous avons présenté dans cette these une approche de détection d’intrusions
s’appuyant sur le suivi collaboratif des flux d’informations. Cette approche a
pour objectif la détection des violations d’une politique de flux d’informations
définie au préalable au sein des systemes utilisant des applications web.

Bilan

Le contexte de 1’étude, notamment en termes de type de systeme surveillé,

imposait certaines contraintes :

— la complexité du systeme et la diversité des applications utilisées nécessi-
taient de suivre tous les flux d’informations, a plusieurs niveaux de gra-
nularité ;

— l'utilisation de composants COTS au sein du systeme étudié nécessitait de
réutiliser au maximum les composants logiciels existants disponibles dans
le commerce. Cette contrainte excluait toute réécriture complete des logi-
ciels du systeme. La solution proposée devait également étre compatible
avec les standards existants.

— la solution retenue devait étre la moins intrusive possible. En particulier
elle ne devait pas interdire ’acces au systeme a des utilisateurs légitimes.

Dans ce contexte, 'utilisation d’une approche de détection permet de com-

pléter les mécanismes préventifs existants, par exemple les mécanismes de con-
trole d’acces. Il s’agit d’'une approche a posteriori qui présente des alertes en
cas d’intrusions. Ces alertes sont interprétées par un administrateur de sécurité
qui peut ensuite prendre les mesures adéquates. En cas de fausse alarme, 'ac-
ces des utilisateurs légitimes n’est pas perturbé. Cependant, une approche de
détection doit, pour étre applicable en pratique, limiter le taux de faux négatifs
et de faux positifs. Nous souhaitions donc définir une architecture permettant
d’implémenter une solution la plus complete et la plus pertinente possible.

Nous avons écarté les solutions reposant sur une connaissance a priori des

attaques, par exemple, les approches utilisant des bases de signatures d’attaques.
Ces approches sont en effet incompletes par nature. Les intrusions reposant
sur des attaques inconnues lors de la spécification des signatures d’attaques ne
peuvent étre détectées. De plus, les IDS qui reposent sur de telles approches sont
en pratique souvent leurrés par des attaquants expérimentés qui modifient les

133
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scénarios d’attaques connues afin d’empécher leur détection. Ces IDS nécessitent
en outre une mise a jour réguliere de la base de signatures.

Afin de détecter les attaques connues lors du déploiement de 'IDS et celles
découvertes par la suite, nous nous basons sur une approche comportementale.
Ce type d’approche s’appuie en effet seulement sur le comportement attendu et
légal du systeme surveillé. Les approches classiques utilisent des modeles statis-
tiques ou nécessitent une phase d’apprentissage pour modéliser le comportement
du systeme attendu. En pratique, de tels systéemes s’averent relativement peu
pertinents et leur taux de faux positifs important constitue une des limites ma-
jeures a leur déploiement. De plus, le paramétrage de ces IDS repose sur des
données empiriques (seuils de détection, durée d’apprentissage, etc.). La mo-
dification des parametres, afin par exemple de modifier le comportement de
référence pour éliminer certains faux positifs, est complexe en raison de I’em-
pirisme de l'approche. Nous pensons également que cet empirisme est une des
causes du manque de pertinence des IDS actuels.

Nous avons donc choisi de nous appuyer sur une approche de détection com-
portementale paramétrée par la politique de sécurité. Cette approche repose sur
une définition du comportement attendu qui est directement déduite de la poli-
tique de sécurité. Les anomalies détectées sont donc des violations de la politique
de flux spécifiée, ce qui correspond réellement a la définition des intrusions. Une
telle approche repose sur un mécanisme déterministe qui s’appuie sur un modele
formel de détection. Ce modele comprend trois éléments :

— une modélisation du systeme surveillé en termes de conteneurs d’informa-

tions et de contenus. L’évolution de I’état du systéme suite a I’exécution
de commandes est exprimée a travers 1’évolution de la relation entre les
contenus et les conteneurs.
une modélisation de la politique de sécurité. Nous nous sommes restreints
aux politiques de flux d’informations permettant d’assurer la confidentia-
lité et I'intégrité des données. Cette politique est exprimée sous la forme
d’un ensemble de relations autorisées entre les conteneurs du systeme et
les différents contenus possibles.
un théoreme de détection exprimant la condition logique qui permet de
déterminer la légalité des flux d’informations.
Ce modele est suffisamment générique pour s’appliquer a différents systémes ma-
nipulant des données comprises dans des conteneurs d’informations. En particu-
lier, notre modele n’impose aucune granularité sur les conteneurs d’informations
du systeme et les flux d’informations réalisés.

Nous avons proposé une architecture générique d’IDS permettant d’implé-
menter des solutions conformes a notre modele de détection. Cette architecture
permet de prendre en compte les différents niveaux de granularité des conte-
neurs d’informations du systeme et des flux d’informations. Nous nous sommes
appuyés sur plusieurs mécanismes de suivi des flux d’informations, chaque mé-
canisme assurant le suivi de flux d’informations & des niveaux de granularité
différents. Une contribution majeure de cette these réside dans la définition
d’une approche collaborative du suivi des flux d’informations. Les différents mé-
canismes de détection de I’architecture collaborent afin de prendre en compte
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les flux d’informations entre des conteneurs d’informations de granularité diffé-
rentes (par exemple, entre un fichier du systéme d’exploitation et une variable
d’une application).

Nous avons proposé une implémentation de cette architecture générique s’ap-
puyant sur deux prototypes :

— nous réutilisons en I'adaptant un détecteur d’intrusions OS, Blare, qui
permet le suivi au niveau des conteneurs de forte granularité, gérés par le
systeme d’exploitation.

— nous proposons une implémentation d’un nouveau détecteur, JBlare, qui
permet le suivi des flux d’informations entre conteneurs de faible granula-
rité, a l'intérieur des applications Java.

— nous proposons également un mécanisme de coopération entre ces deux
prototypes qui peuvent ainsi étre utilisés conjointement.

Notre implémentation permet de suivre les flux d’informations entre les applica-
tions ainsi qu’au sein méme de certaines applications. Les applications considé-
rées sont des applications réalistes comme le serveur web Apache ou le conteneur
de servlet Jetty. Notre approche limite le nombre de composants qu’il est né-
cessaire de recompiler : seules quelques modifications, fournies sous la forme de
patch, doivent étre apportées au noyau du systeme d’exploitation et a la JVM.
Notre implémentation est compatible avec les composants existants, COTS ou
applications spécialement développées pour des besoins spécifiques. Ainsi Blare
est compatible avec toutes les applications Linux et ne nécessite pas de modifier
ces applications. De méme JBlare est compatible avec toutes les applications
Java et il ne nécessite pas de modifier explicitement le code source de ces appli-
cations, I'instrumentation étant réalisée automatiquement au niveau du bytecode
des fichiers de classes.

Nous avons enfin réalisé un certain nombre d’expérimentations afin de vali-
der notre approche et notre architecture de détection collaborative. Ces expéri-
mentations ont été conduites sur un systeme représentatif du type de systeme
que nous souhaitons surveiller, comprenant un OS, diverses applications COTS,
ainsi que des applications web. Nous avons soumis les différents éléments de ce
systeme a des attaques «classiques» générant des intrusions en exploitant des
vulnérabilités présentes sur les différents composants du systeme. Les résultats
de ces expérimentations ameénent les commentaires suivants :

— la détection d’intrusions paramétrée par la politique de sécurité a ’aide
du controéle des flux d’informations permet effectivement de détecter des
intrusions résultant de différents scénarios d’attaques. Le processus de
détection est déterministe et ne dépend que des éléments suivants :

— la capacité du détecteur, Blare ou JBlare, a observer et a discerner les
flux d’informations nécessaires a la réalisation de l'intrusion ;

— la non-caractérisation par la politique de ces flux d’informations en tant
que flux d’informations autorisés.

— les différents scénarios d’attaques générant des flux d’informations iden-
tiques produisent des résultats identiques en termes de détection.

— certaines intrusions nécessitent de discerner les différents flux internes des
applications et ne peuvent étre détectées a ’aide de Blare. L’utilisation de
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JBlare et de mécanismes de déclassification sélective permet en revanche
de les détecter.

— les intrusions mettant en jeu des flux d’informations complexes, entre ap-
plications et a l'intérieur de certaines applications, sont détectées grace a
la collaboration entre Blare et JBlare. Celle-ci permet la propagation des
tags de sécurité gérés par Blare vers le code instrumenté par JBlare (par
exemple, des tags de sécurité des fichiers vers ceux des variables Java).

— la précision du suivi des flux d’informations réalisé par JBlare génére ce-
pendant un surcott conséquent. Cette solution doit donc étre restreinte a
la surveillance d’applications complexes nécessitant un suivi précis de leurs
flux d’informations internes. La collaboration entre Blare et JBlare permet
de limiter le surcotit global du processus de suivi des flux d’informations.

Perspectives

Les résultat obtenus nous paraissent prometteurs et nous laissent envisager
un certain nombre de perspectives. Nous avons regroupé ces dernieres suivant
trois domaines :

— les perspectives concernant la phase «amont» du processus de détection,

a savoir la définition de la politique de flux d’informations;

— les perspectives concernant le suivi des flux d’informations;

— les perspectives concernant la phase «aval» du processus de détection, a

savoir la gestion des alertes;

Initialisation de la politique de flux d’informations

Notre modele et notre architecture de détection des intrusions s’appuient sur
une définition de la politique de sécurité. Plus précisément, nous nous sommes
intéressés au cours de cette these aux politiques de flux d’informations per-
mettant d’assurer la confidentialité et 'intégrité des données. Nous n’avons fait
aucune hypothese sur le type de politique que notre approche permet de traiter.
Nous avons simplement supposé que la politique est exprimable a ’aide d’un
ensemble de CCAL.

Plusieurs perspectives peuvent étre envisagées concernant cette phase «a-
mont» du processus de détection. D’un point de vue théorique, il serait inté-
ressant de définir la classe des politiques de sécurité qui peuvent étre prises en
compte dans notre modele et de la confronter aux différents modeles de politique
de sécurité couramment utilisés. Une seconde piste consiste & définir les modi-
fications & apporter a notre modele afin de prendre en compte des politiques
non traitées actuellement. En particulier, les aspects suivants nous paraissent
importants :

— la collaboration de plusieurs entités qui souhaitent partager une partie de
leurs informations tout en garantissant une séparation entre les données
privées de chacune des entités : il pourrait étre intéressant de s’inspirer du
modele de gestion décentralisée des labels de sécurité (Decentralized Label
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Model) proposé par Liskov et Myers [ML97].

— la déclassification : nous la traitons ici «en dure» au niveau du mécanisme
de suivi; elle pourrait faire ’objet d’une politique définissant des criteres
autorisant la déclassification.

— la modification de la politique en général : par exemple suite a I’ajout d’un
utilisateur ou d’un conteneur d’informations.

D’un point de vue pratique, notre IDS s’appuie sur une définition de «bas
niveau» de la politique de flux définie entre les différents conteneurs du systeme
d’exploitation. Définir une telle politique suppose de spécifier les tags de sécurité
pour chacun des conteneurs d’informations. Nous proposons ici une méthode
d’initialisation automatique de la politique de flux d’informations a partir d’une
interprétation des droits d’acces. Une perspective intéressante consisterait a
définir d’autres moyens de génération de la politique, utilisant éventuellement
des interprétation différentes. Il serait par exemple intéressant d’utiliser des
outils de spécification et de déploiement de politiques de «haut niveau» par
exemple les politiques a base de roles (RBAC, ORBAC).

Suivi des flux d’informations

Cette these propose une amélioration du processus de suivi des flux d’infor-
mations en s’appuyant sur I’approche de détection collaborative des flux d’in-
formations suivant deux niveaux de granularité. Plusieurs améliorations de ce
processus de détection peuvent étre envisagées :

— d’autres niveaux de granularité ou type de conteneurs peuvent étre pris
en compte a 'aide de nouvelles implémentations collaborant avec Blare
et JBlare. En particulier, il nous parait essentiel de suivre les flux d’in-
formations entre les différents champs des tables d’une base de données.
Ce type de suivi permettrait par exemple de détecter les attaques de type
sql-injection.

— le suivi des flux d’informations entre plusieurs machines communiquant
sur un réseau constitue également une piste intéressante. En effet, les
différents composants d’une architecture d’application web sont parfois
distribués sur différentes machines hotes ou sur différents systémes invités
s’exécutant sur un méme systéeme hote a l'aide d’une solution de virtua-
lisation. Les différents services s’échangent alors des données a travers le
réseau. Afin de suivre tous les flux d’informations lié sau fonctionnement
de l'application web, il convient donc d’associer des tags ou des labels de
sécurité aux paquets réseau, en s’inspirant, par exemple, des solutions de
type labeled IPSEC ou NetLabel/CIPSO.

— les approches et implémentations actuellement utilisées peuvent elles-mémes
faire 'objet d’améliorations :

— certains conteneurs d’informations sont gérés partiellement par JBlare
(notamment les tableaux), d’autres ne le sont pas (par exemple, les ex-
ceptions). L’implémentation doit donc étre poursuivie afin de permettre
un suivi complet de tous les flux d’informations.

— le surcout lié a JBlare est important. L’optimisation du suivi des flux
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d’informations internes aux applications constitue donc un axe d’amélio-
ration prioritaire bien que ce surcotit soit en partie inhérent a I’approche.
D’autres techniques permettant le suivi des flux internes peuvent étre
utilisées. Il est par exemple possible d’envisager d’instrumenter plus en
profondeur la JVM et de profiter d’un support partiel ou total d’un mé-
canisme interne a la JVM pour le suivi des flux d’informations dans les
applications Java. Enfin, I'obtention depuis JBlare des tags manipulés
par Blare géneére un surcout conséquent. Il convient donc d’optimiser
ce mécanisme, par exemple en utilisant un cache de tags de sécurité au
niveau du code Java instrumenté.

— Enfin, méler analyse statique et dynamique serait intéressant. Certaines
classes pourraient ainsi étre instrumentées «hors-ligne» en fonction d’une
analyse statique déterminant précisément les tags qu’il est nécessaire de
propager lors du suivi dynamique. L’utilisation combinée de ces deux
formes d’analyses permettrait en théorie d’améliorer la précision du suivi
en prenant en compte les flux d’informations indirects. Elle devrait éga-
lement optimiser le processus de suivi dynamique et réduire ainsi le
surcoiit engendré.

Gestion des alertes

Nous employons dans notre approche ainsi que dans les prototypes implé-
mentés un mécanisme simple de gestion des alertes qui se contente d’émettre
une alerte dés qu’un conteneur d’informations contient une information inter-
dite par la politique, ce qui se traduit par une intersection vide entre son tag de
sécurité en écriture et son tag de sécurité en lecture. Blare et JBlare réagissent
donc a tous les flux d’informations détectés comme illégaux. Il se peut cepen-
dant qu'une méme attaque génere plusieurs flux d’informations illégaux ou que
les différents flux d’informations élémentaires constituant un flux d’informations
composé soient tous interdits par la politique. Dans ce cas de figure, particulie-
rement fréquent pour le suivi des flux internes aux applications, plusieurs alertes
sont émises pour une méme attaque. Il peut donc s’avérer nécessaire de regrou-
per ces différentes alertes, par exemple a I'aide d’un mécanisme d’agrégation ou
de corrélation des alertes.

Un deuxieme type de perspectives concerne les actions a mener en cas
d’alertes. Nous envisageons notamment le diagnostic des alertes. En effet, en
cas d’alertes, 'administrateur ne dispose & I’heure actuelle que des identifiants
des derniers conteneurs accédés qui ont généré le flux d’informations illégal. I1
pourrait étre intéressant de retrouver les contenus initiaux qui ont été utilisés
et éventuellement de retrouver le scénario d’attaque.
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