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CHAPITRE 1

Préliminaires techniques

Comme énoncé dans l'introduction, ’objectif principal de cette these est d’étudier le
comportement asymptotique et non-asymptotique du processus empirique avec informations
auxiliaires. Il est nécessaire pour cela de rappeler dans un premier temps les résultats clas-
siques du processus empirique. Ce chapitre regroupe les définitions et résultats qui seront
utilisés dans la suite de ce manuscrit.

On rappelle a la sectiong les définitions de la convergence en loi d’une suite de variable
aléatoire réelle. La section rappelle la définition, les propriétés et résultats tels que des
inégalités de concentration qui entourent le processus empirique, objet fondamental dans ce
manuscrit. Elle est suivie de la section qui traite de I'approximation forte, I’outil essentiel
pour les résultats donnés dans cette theése et donne la littérature qui touche cette notion.

1.1 Convergence en loi

Cette premiere section fait un rappel sur les définitions de la convergence en loi et
les problemes de mesurabilité que certaines de ces définitions peuvent entrainer. La sous-
section souleve et regle un premier probleme de la définition de convergence en loi. lié
a I’espace de probabilité sur lequel sont définies les variables aléatoires. La sous-section ‘
donne deux approches possibles de la définition de convergence en loi. La premiere est clas-
sique mais pose quelques problémes de mesurabilité. La deuxiéme définition, plus générale,
régle ce probleme.

1.1.1 Théoréme de Kolmogorov

Motivation. Soient (X, )nenx et X des variables aléatoires & valeurs dans un méme
espace probabilisable (X, .A). Nous définirons plus loin la convergence faible ou convergence en
loi de la suite (X,) vers la variable X . Cette notion implique que les lois des variables X,, et X
ne dépendent pas a priori d’'un méme espace de probabilité ou seraient définies simultanément
tous les X,,. Il se pourrait en effet que chaque variable X, soit définie sur un espace de
probabilité (2, Tn, P,,) différent, ce qui rend impossible 'étude méme de la convergence en
probabilité ou presque stire, ces deux derniers types de convergence nécessitant de travailler



sur les mémes w € . Il convient donc de montrer comment répondre a cette problématique
avant d’établir une définition de la convergence en loi.

Théoréme d’extension de Kolmogorov. Le résultat suivant établi par Kolmogorov
montre qu’il est possible de travailler sur un espace commun sans changer les lois des variables
étudiées. Pour une esquisse de preuve, voir 'appendice 1 de Lamperti [55].

Théoréme 1.1.1. On note &, le groupe symétrique d’ordre n. Soit T' un intervalle et pour
tout n-uplet dy, . ..,d, € T, on se fize une mesure de probabilité iq, ... 4, surR™. On suppose
que cette derniére vérifie pour tout Ay, ..., A, € B(R) et 7 € &,

® Hdy,....d, (Al X oo X A") = /’LdT(l),...,dT(")<AT(1) X X AT(’IL)) ;

o fdy,...d, (A1 X o X Ap1 X R) = pay a, (A1 x - X Apq).

Alors il existe un espace de probabilité (2, T,P) et un processus stochastique X : T x Q — R"
tels que pour tout dy,...,d, €T et Aq,..., A, € B(R),

P(Xq, € Ay, Xa, € An) = pay,.d, (A1 X - X Ap).

Les deux conditions requises pour ce théoreme sont satisfaites par les lois finies-dimensionnelles
d’un processus stochastique (Xi)ter oit T est un espace d’indice. La question de D'existence
d’un processus donné est parfois délicate. Cependant les processus stochastiques qui sont
étudiés dans cette these, notamment les processus gaussiens, sont bien représentables simul-
tanément sur le méme espace de probabilité grace au théoreme . Par conséquent il sera
licite de parler de la convergence en loi sur un méme espace de probabilité sans pour autant
expliciter celui-ci.

1.1.2 Définition

Motivation. Nous allons a plusieurs reprises parler de la convergence en loi d’une suite
de variables aléatoires (X,,)nen vers une variable X. Nous allons donner dans un premier
temps sa définition et dans un second temps une équivalence qui permettra de comprendre le
lien théorique entre la convergence faible et 'approximation forte. Cette premieére définition
ne sera pas suffisamment exigeante et peut poser des problémes au niveau de la mesurabilité.
On résout ce probleme par une seconde approche qui est présentée.

Premiére définition. On dit qu’une suite de variables aléatoires (X, )nen définies sur
un espace de probabilité (Q, 7,P) a valeurs dans un espace mesurable (X, .A) converge en loi
vers une variable aléatoire X si toute fonction continue bornée ¢: X — R vérifie

Jim E[6(X,)] = E[6(X)].

Gréce au théoreme d’extension de Kolmogorov (théoréme ), il est inutile d’expliciter dans
quel espace vivent les variables X,, et X. On sait que ’on peut construire un espace commun
sur lequel sont définies des copies de ces variables. Cette définition possede des équivalences
comme le théoréme porte-manteau ou le théoreme de convergence de Lévy. L’équivalence qui
nous intéresse met en relation la convergence en loi et la convergence presque stire. On donne
son enoncé dans le cas de variables aléatoires réelles.

Théoréme 1.1.2 (Théoréme de représentation de Skorokhod). Soient (X,),en+ des va-
riables aléatoires réelles. Cette suite converge en loi vers une variable aléatoire réelle X
si et seulement s’il existe un espace de probabilité (U, T',P') et des variables aléatoires
(Yo )nens, Y définies sur cet espace telles que X ~ Y, pour tout n € N* X, ~Y, etY,
converge (', T, P')-presque sirement versY .



La figure @ est un schéma explicatif de ce résultat.
mettra d’établir de maniére efficace les convergences e
de construire un espace de probabilité convenable ot on
presque siire avec une vitesse de convergence explici théorique est utile pour les

es X, par des copies Y,, qui

Cette fagon d’introduire la conver-
variables aléatoires X,, sont définies
un espace mesurable (X, A), celles-ci

Problémes de mesurabilité liés
gence en loi n’est cependant pas suffisa
sur un espace de probabilité (Q, 7, P)
doivent étre des fonctions mesurables,

X, H(A)eT.

VneN, V
Cette hypothese n’est pas vérifidesi leére la variable aléatoire & valeurs dans un espace
trop grand, par exemple sur ¢ espaces non séparables. Par exemple, le théoreme de
Donsker énonce que le processu (dont la définition est redonnée apres) converge
en loi vers un pont brownienssur ’espace de Skorohod muni de sa topologie usuelle. Mais
cette convergence dépend de I ologie choisie. Par exemple, la convergence du processus
empirique ne peut pas s’éf ette définition sur Pespace X = £°([0, 1]) des fonctions
réelles bornées définies s uni de la distance uniforme || - ||o car ce processus n’est
pas mesurable par rappad tribu engendrée par la distance uniforme. Pour montrer
cela posons (Q,T,P).= [0,1]),A), ol A est la mesure de Lebesgue, X = £%([0, 1])
et A =B([0,1]) la r [0,1]. On définit la variable aléatoire X : Q — X définie par

VU e [0? ]-]7 X(w)(U) = ]l{USw}-

En notant borélienne de [0,1], By (f,r) = {h € H : ||f = hllo < 7}
la boule o H centrée en f € H de rayon r > 0 et A un ouvert de ’espace
(¢2([0,1]) fni par

A= By, (Lp<y, 1/2),

teH

H={we[0,1]: X(w)e A} = X"1(4),



donc X n’est pas mesurable. Dans ce cas, la convergence en loi introduite précédemment
est dénuée de sens. La solution proposée dans Pollard [66] consiste a distinguer la topologie
(pour la continuité) et la mesurabilité (tribu non borélienne), notamment en utilisant la tribu
engendrée par les boules ouvertes. Une alternative usuelle consiste a changer la_topologie
uniforme en celle dite de Skorohod sur P’espace du méme nom D(R, || - ||«) (voir [14]).

Seconde définition. Pour résoudre ce probléeme de mesurabilité, il faut trouver une
définition de la convergence faible qui gere ces éventuels problemes de mesurabilité. Une
maniére de faire consiste a utiliser les intégrales extérieures (« outer integrals ») introduites
par Hoffmann et Jorgensen [47] (voir également section 1.2 de [80]).

Définition 1.1.1 (Intégrale extérieure). Si (2, T,P) est un espace de probabilité et X : Q —
R une variable aléatoire alors on définit l'intégrale extérieure de X comme

E*[X] = inf {E[Y] : Y: Q — R mesurable tel que E[Y] < +0 et Y > X }.

Gréce a cette nouvelle définition, on introduit une nouvelle définition de la convergence en loi
qui résout ce probleme de mesurabilité, appelée convergence au sens de Hoffman-Jgrgensen.

Définition 1.1.2. On dit qu’une suite de variables aléatoires réelles (X, )nen définies sur
(Q, T,P) converge en loi vers une variable X si pour toute fonction continue bornée ¢: R — R,
lim E*[¢(X,)] = E*[¢(X)].
n—+00
Dans la suite, nous définirons et utiliserons une hypothése qui nous permet d’éviter le recours
aux intégrales extérieures.

1.2 Processus empirique

Le processus empirique est un objet fondamental en statistique théorique puisqu’il inter-
vient dans la plupart des cas. Pour étre général, nous travaillerons sur le processus empirique
indexé par une classe de fonctions mesurables et a valeurs réelles. On fixe les notations et
hypotheses des classes de fonctions dans la sous-section et on donne la définition du
processus empirique indexé par des classes de fonctions danb la sous-section [l . Le hen
entre le processus empirique et le processus des quantiles est donné dans la sous- sectlon .
Certaines inégalités de concentration et d’autres résultats théoriques de la littérature concer-
nant le processus empirique indexé par des classes de fonctions et les processus gaussiens
sont rappelés dans la sous-section

1.2.1 Notations et hypotheses

Cadre d’étude. On travaillera au long de cette these avec des variables (X,,)pen# 1.i.d.
de méme loi qu’une variable X que I’on note P = PX toutes définies sur un méme espace de
probabilité (Q, 7,P) a valeurs dans un espace mesurable (X, A). On note M 'ensemble des
fonctions mesurables de (X, .A) & valeurs réelles que 1'on dote de la semi-métrique dp définie

pardp(f,g) = (§,(f — 9)?dP) Y2 Pour f+9 € M on note par la suite || f[|q,» = ({y f’"dQ)l/r
et dg.-(f,9) = |If — gllg.r- Pour une classe de fonctions F < M, nous notons

P(f) - f f@

0% = sup Var(f(X)) = sup [P(fQ) ~ P(f)*].
feF feF



Hypotheéses de mesurabilité. L’objectif de cette theése est d’établir des résultats les
plus généraux possibles pour certains processus stochastiques indexés par des classes de
fonctions F a valeurs réelles et mesurables vérifiant des hypotheses simples et générales qui
nous assurerons la bonne définition de convergence en loi. Les résultats de cette theése feront
intervenir régulierement les deux hypotheses exposées ci-dessous.

Hypothese (F.i). IMz >0, Vf e F, ||fllx = sup,ex | f(2)| < Mx.

Hypothése (F.ii). F est ponctuellement mesurable, autrement dit il existe un sous-ensemble

dénombrable F < F tel que toute fonction f € F peut s’écrire comme la limite simple d’une
suite d’éléments (fn)nen de F, i.e. Yx € X, lim, 1o fu(z) = f(x).

L’hypothese E est une condition suffisante pour 'existence d’une enveloppe de la classe de
fonction, 7.e. d’une fonction intégrable F': X — R telle que

VfeF, VeelX, |f(z)|<F(x).

C’est une condition forte mais commode pour s’affranchir des problémes techniques pour
gérer les queues de distribution qui_alourdiraient des preuves déja longues. Une classe de
fonctions £ _vérifiant la Conditioan admet donc pour enveloppe F(x) = Mz. La seconde
condition est une condition suffisante pour s’assurer que le classe de fonctions F soit
P-mesurable (voir définition 2.3.3 de [80]). Cela permet d’assouplir nos hypothéses de me-
surabilité puisqu’il suffit de reporter la condition de P-mesurabilité de F sur la sous-classe
dénombrable F de F. Sans hypothése de mesurabilité de ce type, les résultats du type loi
des grands nombres ou théoréme central limite peuvent échouer. Cette condition est, par
exemple, évoquée dans I’exemple 2.3.4 de [80].

Hypothése d’entropie. Les classes de fonctions sur lesquelles nous établissons des ré-
sultats doivent aussi vérifier une condition d’entropie, une facon de s’assurer que nous ne
travaillons pas sur des classes de fonctions « trop grosses ». Nous devons faire des hypotheéses
qui font intervenir la notion de recouvrement. Cette notion permet de « mesurer » une classe
infinie de fonction mesurables a valeurs réelles. Deux approches sont possibles : les classes a
entropie uniforme et a entropie avec crochets.

Hypotheése sur les classes VC. Pour une classe de fonctions F < M, € > 0 et d une
distance sur M, on note N(F, ¢, d) le nombre minimal de boules de rayon ¢ par rapport a la
distance d pour recouvrir F. On note H(F,e,dQ) = log N(F,¢e,dQ) U'entropie de F, c’est-
a-dire le logarithme du nombre de recouvrements de F. Une classe F vérifie I’hypothese
si elle vérifie I’hypotheése suivante.

Hypothése (VC). ¢y > 0,19 > 0 et une enveloppe de fonction F de la classe F tels que

VO <e <1, supN (F,el|Fl|lgz2,dg) < coe™ ™,
Q

ot le supremum est pris parmi toutes les mesures de probabilités @ de (X, A) pour lesquelles
0 < Q(F?) < 4.

Il ne s’agit pas de la définition d’'une VC-classe (au sens de Vapnik—Chervonenkis) mais
d’une propriété de ces classes : les VC-classes sont des classes polynomiales, c’est-a-dire que
le nombre de recouvrements d’'une VC-classe est polynomial en son rayon €. En plus d’étre
polynomial le recouvrement des VC-classes est uniforme a toute mesure de probabilité. Plus



précisément, il existe une constante universelle K telle que pour toute VC-classe F et toute
mesure de probabilité @ vérifiant ||F||g., > 0,

)

1>r(VCD(]-‘)—1)

V0<e<1, Vr>1, NCeél|Fllo.do,) < K - VCD(F)(16¢) VP (6

ot VCD(F) est la dimension VC de 1’ensemble des sous-graphes de F (voir théoréme 2.6.7
de [80]). Ainsi toute classe VC de dimension supérieure ou égale & 2 vérifie ’hypothése
avec vy = 2(VCD(F)—1) et ¢y = K-VCD(F)(16€)VCP), Une classe vérifiant ’hypothese
n’est pas forcément une VC-classe. L’exemple suivant donne un exemple de classe vérifiant
cette hypothese.

Exemple 1.2.1. D’aprés le Lemme 2.6.16 de [80], la classe de fonctions des translatés
Fr={t(x—h): heR} pourz e R et ¢ : R > R une fonction monotone, est une classe VC
de dimension 2. Elle vérifie en particulier I’hypothése avec vy = 2 et ¢y = 2(16€)?K <
3784K.

D’apres le Lemme 2.6.17 de [30], la propriété d’étre une VC-classe est stable pour de nom-
breuses opérations telles que la complémentarité, 1'union, l'intersection, réciproque d’une
fonction, produit cartésien, etc.

Hypotheése sur le recouvrement avec crochets. Bien que la définition de classe
VC reste générale et concerne de nombreuses classes de fonctions intéressantes, de nom-
breux résultats ont été établis pour des classes de fonctions vérifiant I'’hypothese qui va
suivre, notamment pour des classes de fonctions tres régulieres. Pour € > 0 et d une dis-
tance sur M on note Ny 1(F,¢,d) le nombre minimal de e-crochets, c’est-a-dire d’éléments
67,97 ={f e F:g_ < f < g} vérifiant d(g_,g,) < &, nécessaires pour recouvrir F.
Les éléments g_ et g, n’appartiennent pas forcément a la classe de fonctions F. On note
Hp(F,e,dQ) = log Ny 1(F,¢,dQ) 'entropie avec crochets de F. Nous dirons qu'une classe
F vérifie 'hypothese @ si elle vérifie ’hypothese suivante :

Hypothése (BR). 3bp >0, 0 <79 <1, VO <e <1, H1(F,&,dP) < bie=2r0,
On donne quelques exemples de classes de fonctions vérifiant cette derniere hypothese.

Exemple 1.2.2. D’aprés le Théoréme 2.7.5 de [80], la classe F des fonctions monotones
f: R —[0,1] vérifie

K
SupH[ ](‘Fasde,r) < —,
Q g

ot le supremum est pris sur l'ensemble des mesures de probabilités Q de (X, A), r = 1 et
pour une certaine constante K = K (r) > 0. Elle satisfait en particulier avec rg = 1/2 et
bo > 0.

Exemple 1.2.3. Soit d = 2 et Cyq l’ensemble des sous-ensembles compacts et convexes d’un
sous-ensemble borné By de R:. D’aprés le corollaire 2.7.9 de [80),

K

H[ ](Fd»dQ,r) < @2

ot Fq ={1¢c:CeCyq}, Q est une mesure de probabilité de Lebesque et absolument continue
et K = K(Bg,Q,d) > 0 est une constante. En particulier, Fo vérifie avec rg = 1/2 et
b() = bo(Bg)



1.2.2 Définition du processus empirique

Processus empirique classique. Soit (X,,),en* une suite de variables i.i.d. a valeurs
réelles définies sur un espace de probabilité (2, 7,P) et de méme loi P = PX. On note F la
fonction de répartition de X et F), sa fonction de répartition empirique, i.e.

1 n
VEER,  Fult) = - > lix<n,

qui converge presque sirement et uniformément vers F' d’apres le théoreme de Glivenko-
Cantelli. Définissons le processus empirique réel a;X par

VEeR, aX(t) = Va(Fu(t) - F(t) = % 3 (Uixcy — F(0)
=1

On devrait le noter a;X1-+X» mais §'il n’y a pas d’ambiguité ce processus sera simplement

noté a,,. Une des convergences les plus importantes concernant a;x est la convergence faible,
dite de Donsker. Le théoréme de Donsker énonce que sur 'espace D(R, || - ||«) ce processus
converge faiblement vers un pont brownien, i.e. un processus (P;).e[0,1] gaussien centré dont
la fonction de covariance est donnée par

Vo<s<t<l, Cov(Py,P,)=F(s)(1—F(t)=F(snt)—F)F(s).

Processus empirique indexé par des classes de fonctions. Généralisons les notions
et les résultats de convergence en loi précédents & un processus empirique qui est mdcxc par
des classes de fonctions mesurables, a valeurs réelles et vérifiant E Soient (X,,)pens
une suite de variables i.i.d. définies sur un espace de probabilité (€2, ’T P) et a valeur dans un
espace mesurable (X, .A). Nous donnons les définitions de la mesure et du processus empirique
indexés par des classes de fonctions ainsi que des exemples.

Définition 1.2.1 (Mesure empirique). On appelle mesure empirique indexée par une classe
de fonctions F la fonction linéaire P, : F — [0,1] définie par

1 n
VfeF, P ﬁ;

Exemple 1.2.4 (Moyenne et variance empirique). Si X1, ..., X, sont des variables aléatoires
réelles alors P, (fo) = (X1 + -+ X,)/n correspond d la moyenne empirique des X1, ..., X,
et P,(f1) — P2(fo) correspond d la variance empirique avec fo = id et fi(x) = 2.

Exemple 1.2.5 (Fonction de répartition). La fonction de répartition peut s’écrire comme la
mesure empirique indexée par la classe des fonctions indicatrices, i.e. F = {1j_ 4 : t € R}.

Le processus empirique indexé par une classe de fonctions correspond a la mesure empirique
normalisée et indexée par une classe de fonctions centrées. On le note de la fagon suivante.

Définition 1.2.2 (Processus empirique). On appelle processus empirique indexé par la classe
de fonctions F vérifiant et le processus a:X (F) = {an(f) : f € F} défini par

VneN* — VfeF,  aX(f)=+vnP.(f)—P(f)),

avec P, (f) la mesure empirique indexée par F et P(f) = E[f(X)]. S’ n’y a pas d’ambiguité,
on le note o, (F).



Exemple 1.2.6. Le processus empirique classique t — ;X (t) correspond au processus em-
pirique o, (F) indexé par la classe des fonctions indicatrices F = {1)_ 4] : t € R}.

D’apres le théoreme central limite multidimensionnel, comme la classe de fonctions F est
incluse dans Lo (P) alors le vecteur de variables aléatoires (as<(f1), ..., ;X (f,)) converge en
loi vers N'(0,X) ot ¥ est la matrice de covariance définie par

V1<i,j<n, X;;=Cov(fi,f;)=E[fif;]—E[f]ELf;].

S’il existe, le processus limite faible de «,,(F) dans £*°(F) noté G(F) = {G(f) : f € F}, est
alors nécessairement centré et sa fonction de covariance est donnée par

Vf,ge F, E[G(f)G(g)] = Cov(an(f),anlg)) = E[fg] — E[f]E[g], (1.1)

donc en particulier G(f) est une loi normale centrée et de variance Var(f(X)). Sans hypothése
supplémentaire sur F, la convergence faible peut ne pas avoir lieu ou le processus G(F) peut
ne pas étre gaussien. Sous les hypotheses @ , JF est une classe de Donsker dans le
sens ol «, (F) converge faiblement vers le processus gaussien G(F) suivant. Rappelons qu'un
processus gaussien est caractérisé par ses lois finies-dimensionnelles.

Définition 1.2.3 (Processus de P-pont brownien). On appelle le P-pont brownien G(JF)
le processus gaussien centré, _indexé par une classe de fonctions F < Lo(X, A, P) dont la
covariance est donnée par (@)

Exemple 1.2.7 (Pont brownien classique). Le processus empirique oY (t) = \/n(FY (t) —t)
de variables aléatoires Uy, ..., U, i.i.d. et uniformes sur [0,1] converge en loi dans Uespace
de Skorokhod D(R,|| - ||s) vers le pont brownien (PY(t))ie0,1], processus gaussien centré
dont la fonction de covariance est donnée par Cov(PU(t),PU(s)) =t As—st ol s At =
min(s,t). Ce processus peut aussi étre défini & partir d’un mouvement brownien (By)i=o via
(PY(t ))te[o,l] = (Bt — tB1)sef0,1]- Le supremum du pont brownien (PU(t))te[OJ] intervient
dans le test d’adéquation de Kolmogorov-Smirnov. Grace a la représentation du pont brownien
par By et au principe de réflexion du mouvement brownien, il est possible d’expliciter la loi
du supremum d’un pont brownien (voir section 12.3 de [38]). Pour tout e > 0,

P sup ‘PU( _22 k172k22
te[0,1] =1
Applications statistiques. Les fluctuations de IP,, (F) par rapport & P(F) jouent un role
primordial en statistique. Ces écarts sont a la base des déviations de toutes les statistiques.
En effet, les statistiques réelles T'(X7, ..., X, ) peuvent généralement s’écrire sous la forme

T(X1,...,Xp) = 6(Py),

avec ¢ une fonction a valeurs réelles, pas forcément réguliere. L’étude du processus empirique
a;X permet alors de controler les déviations de la statistique T = E[T(X1,...,X,)] par
rapport a sa moyenne du fait que

X
@
T(X1,...,Xpn)=0¢P,) =9 (]P’—i— \/%) .
Exemple 1.2.8 (Minimisation d’un risque). Soit £ un ensemble de fonctions de perte. Pour
estimer argming . E[L(X)] parmi les fonctions de pertes appartenant a la classe de fonctions
L, on calcule la statistique

T(X1,...,Xp) =argmin; P, (L) = argmin; ., — Z L(X
z 1



Cela revient @ étudier le processus empirique a:x (L) puisque

T(X1,...,Xn) = argmin, (IE[L(X)] + % Z(L(Xi) - IEI[L(XQ]))
= argmin; ., <E[L(X)] + aX(L)> :

1.2.3 Transformation et approximation des quantiles

Gréace a l'inverse généralisée d'une fonction de répartition F' (appelée aussi fonction de quan-
tile) définie par
Vuel0,1[,  F(u) =inf{te R: F(t) > u},

on peut ramener ’étude de notre processus empirique a 1’étude du processus empirique dans
le cas des lois uniformes. C’est I'objet du résultat suivant.

Lemme 1.2.1 (Transformation des quantiles). Soit une variable uniforme U ~ U([0,1])
alors F<(U) £ X. De plus, F(X) £ U si et seulement si F est continue.

Ainsi, pour étudier le processus empirique a;i on peut se ramener a 1’étude du cas du

processus empirique uniforme aU. Le résultat suivant donne la condition suffisante pour
que ce soit le cas.

Corollaire 1.2.2 (Transformation du processus empirique). Supposons que Uy, ..., U, sont
i.i.d. de loi uniforme U([0,1]) et que X soit une variable de fonction de répartition F. Alors
al £ aX o F<. De plus, si F est continue, alors a;X £ aloF.

n =

Exemple 1.2.9 (Pont brownien). D’aprés le Corollaire et I’Exemple m, le pro-
cessus empirique X (t) = /n(F.(t) — F(t)) de variables aléatoires Xi,...,X, ii.d. de
fonction de répartition continue F converge en loi dans l’espace de Skorokhod wvers le pont
brownien (P(t))ier, processus gaussien centré dont la fonction de covariance est donnée par
Cov(P(t),P(s)) = F(t n s) — F(s)F(t). La relation entre les ponts browniens (P(t))wer et
PY(t))tefo1] défini dans Uezemple b est (P(t))ier = (PY o FX(1))ie[0,1]- On en déduit la
loi du supremum du pont brownien suivant. Pour tout € > 0,

P (sup |P(t)] = 6) =2 Z (—1)k_16_2k262. (1.2)

teR k>1

On peut effectuer la méme réduction pour le processus des quantiles uniforme 38X défini pour
tout n € N* et u €]0, 1] par

B (u) = /n (FH (u) = F=(w)

ot F7'(u) correspond & la i-éme plus grande valeur de Iéchantillon Xq,..., X, si u €
1( — 1)/n,i/n]. Ce processus permet lui d’étudier les fluctuations des statistiques d’ordre, de
leurs espacements ainsi que de leurs transformations.

Corollaire 1.2.3 (Transformation du processus des quantiles). Supposons que Uy,...,U,
sont i.i.d. de loi uniforme U([0,1]) et que X soit une variable de fonction de répartition F.

Alors BX £ BY o F=. De plus, si F' est continue, BY £ BXoF.



On a procédé jusqu’a présent a deux réductions, celle des deux processus a;X, 3:X par o, Y.
Il existe une troisieme réduction, celle de 8 par a!. Grace a ’étude du processus de Bahadur-
Kiefer, Deheuvels et Mason ont pu obtenir des résultats sur 'écart de al et —BY (voir
théoreme 1A de [29)).

Théoréme 1.2.4 (Théoréme de Deheuvels-Mason). Les processus empiriques et de quantiles
empiriques uniformes vérifient

L ol + 8l
im

n=+0 y/log /|||l
Comme corollaire de ce résultat, Deveuhels et Mason ont montré que ’écart entre les pro-
cessus v, et —f3, était p.s. de Pordre de O (n=Y/4(logn)/?(loglogn)/4) (voir corollaire 1A

de [29]). En conclusion, I’étude du processus empirique uniforme est suffisant pour étudier
tous les autres processus.

=1 p.s

1.2.4 Inégalités de concentration

Inégalité de Borell-Sudakov. Dans les parties suivantes nous établirons des conver-
gences presque slires vers un processus gaussien centré indexé par une classe de fonction.
Il est donc nécessaire de pouvoir étudier le supremum sur cette classe de fonctions d’un tel
processus. Le résultat suivant nous permet d’établir une inégalité de concentration pour ce
supremum indexé par un ensemble dénombrable. C’est un résultat puissant dans le sens ou
celui-ci ne requiert pas d’hypothéses tres fortes. Nous travaillons avec un processus (Xy)ier
séparable, c’est-a-dire avec un processus vérifiant la définition suivante.

Définition 1.2.4 (Processus séparable). On dit qu’un processus (Xi)wer est séparable s’il
possede une version séparable X, i.e. qu’il existe un ensemble T' < T' dénombrable tel que
pour tout t € T il existe (ty)ren < T vérifiant
lim X;, = X;.
koo Ok ¢
Le théoreme suivant est un résultat de concentration valable pour les processus gaussiens
séparables indexés par un ensemble quelconque.

Théoréme 1.2.5. Soit (Xi)ier un processus gaussien centré séparable vérifiant o2 =
sup;er E[X?] < +00. Si on pose || X||r = sup,er | X:| alors E[|| X||r] < 4+ et,

)\2
VA>0,  P([[[X]lr —E[[[X[|r]| > A) < 2exp <—2>7
2074
)\2
P(|| X ||z > A) < 2exp (—) .

8E[]| X1[7]
Ce résultat puissant est dii a Borell (¢f. Théoréeme 5.2 de [18]). Différents énoncés sont donnés
dans 'annexe A.2.1 de [B0]. Ces inégalités ne sont pas vraies dans le cas ot on travaille avec
des processus non séparables.

Inégalité de Talagrand. Concernant le processus empirique, nous avons également
quelques résultats de concentration. Comme pour l'inégalité de Borell, ils s’averent étre des
outils théoriques puissants pour étudier les déviations du supremum du processus empirique
indexé par des classes de fonctions vérifiant certaines conditions d’entropie. Le premier ré-
sultat donne une inégalité de concentration de la déviation du processus empirique indexé
par une classe VC (cf. théoréme 1.3 de [78] ou théoréme 2.14.9 de [80]).
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Théoréme 1.2.6. Si F est une classe de fonctions mesurables a valeurs réelles et véri-

flant E, et alors il existe C = C(cg) > 0 tel que pour tout t > 0,

17 +2
Ct ’ ei QM;
2,/1/0M]:

b

Planllr> 1 < (

ol co, Vg sont donnés par I’hypothése .

Il manque un résultat similaire dans la littérature dans le cas ot I’hypothese @ est vérifiée.
Nous combinons les résultats de concentration connus pour établir un résultat similaire au
théoreme [L.2.6.

Théoréme 1.2.7. Si F est une classe de fonctions mesurables d valeurs réelles et véri-
fiant @, et @ alors il existe C = C(Mg,bo,10,0%),to = to(Mxr,bg,m0) > 0 tel que
pour tout t > tg,

P(|lan||F > t) < exp (—Ct?),

ot by, g sont données par I’hypothése .

Démonstration. Puisque F vérifie B il suffit d’étudier l'inégalité pour t < 2Mz4/n. 1l
existe d’apres le théoreme 2.14.25 de [80] ou corollaire 2 de [16], des constantes universelles
D1, Dy > 0 telles que pour tout t > 0,

P (laallr > Di(n +0) < exp (~Damin e Y1),

0'3_—’ M]:

avec (i, = E[||an||#] qu’il nous faut borner. D’apres le théoréme 2.14.2 de [80] ou corollaire
4.3 de [69),

MxF
fn < J A1+ Hp |(F, e, dP)de.
0

Puisque F vérifie @Hécessairement pn < Cavec C' = C' (Mg, by, m9) = Mxz(1+by/(1—10)).
On pose tg = 2D1C" et t1 = 2D10§:\/H/Mf. Pour tg <t < t1,

) t2 ty/n t2
min 5 = )
(2D10’]:)2 2D1M]: (2D10’]:)2

et de fait,

t t t
P lanlle > 1) = F (llanlls = § + ) < 7 (llaulle = D1 (0 + 7))
_ Dot?
K exX — .
P\ Doz

Pour t; <t < 2Mz+/n, on a

s <( t2 ty/n ) tvn t?

2Dy0r)?' 2D1Mz ) ~ 2D, My = 4Dy MZ’

et on obtient

Dot?
P(|lan]|F > t) < exp “IDaZ )
f

Le résultat est prouvé en posant C' = Do/4D; max(Dy0%, M%). O
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Ce résultat entraine en particulier que si F vérifie E, et @ ou @ alors presque
stirement ||ay, ||z = O(y/logn).

Inégalité de Bousquet. L’inégalité suivante étudie les déviations du supremum du
processus empirique par rapport & sa moyenne (cf. théoréme 2.3 de [20] ou partie 12.4 de [19)).

Théoréme 1.2.8. Si F est une classe de fonctions dénombrable vérifiant @ alors pour tout
t =0,

\

feF

P <sup () = Elsup ez an()] > Mf> <o (—on (1)),

avec v = nox + 2/nE[sup ez oy (f)] et h(z) = (1 + x)log(1 + x) — x. En particulier pour
toutt = 0,

it
P by ntS) ~Elbser a0 > 1) < 59 (e, T Vo T )

Loi du logarithme itéré. Notons LLn = L(L(n)) avec L(n) = max(1l,logn). Nous
rappelons le résultat d’Alexander [4] concernant la loi du logarithme itéré pour un processus
empirique indexé par une classe de fonctions vérifiant une des conditions d’entropie.

Théoreme 1.2.9. Si F est une classe de fonctions mesurables qui vérifie @ et ou .
Alors,

, llan |7

limsup ———=<1 p.s.

na+mp orV2LIn b
Remarque 1.2.1. Dans le cas réel, si la fonction de répartition F est continue alors l'in-
égalité est une égalité car d’aprés Chung et Smirnov (voir [42]),

X . U
t su o (t 1
lim sup ~DteR o ()] _ lim sup SUPtefo, 1) [ (V)] B

n——+m v2LLn n—+om V2LLn 2

Le résultat concernant la condition @ résulte du théoréme 2.12 et celui concernant la
condition provient du théoréme 2.13 basé sur le théoreme 2.8 qui utilise dans sa preuve
la conséquence du lemme 2.7 qui correspond en fait & '’hypothese @

1.3 Approximation forte

Nous supposons dans cette partie que (X, )nen+ est une suite de variables i.i.d. de loi P et
nous notons S, = ZZ:1 X} la somme empirique. La sous-section [L.3.]1] donne les éléments
principaux de la littérature de 'approximation forte et les résultats importants. Une référence
pour cet_outil théorique est le livre de Csorgd et Révész [28]. Nous rappelons dans la sous-
section le résultat établi par Berthet et Mason, qui donne I'approximation forte du
processus empirique indexé par des classes de fonctions sous des conditions d’entropie.

1.3.1 Approximation forte : de Skorokhod a KMT

Résultat de Skorokhod. L’approximation forte débute en 1961 avec le résultat de
Skorohod, connu sous le nom de théoréme de représentation de Skorokhod. 11 établit que si les
X; admettent un moment d’ordre deux, il existe un espace de probabilité, un temps d’arrét
7 défini sur cet espace et un mouvement brownien (By):>o tel que S,, = Z?Zl X, ait la méme
loi que B;. Le théoreme suivant énonce ce résultat.
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Théoréme 1.3.1 (Skorokhod, 1961). Supposons que (X, )nen+ sont des variables aléatoires
i.i.d. centrées réduites. Il existe un espace de probabilité, un mouvement brownien (By)i=o et
une suite (7;);en+ de variables i.i.d. positives définies sur cet espace vérifiant

L

1. Vne N*7B7—1+...+7—n = Sn 5

2. Vne N* 1 + -+ 71, est un temps d’arrét ;
3. E[Tl] =1.
De plus si Vn € N*, E[X?"] < o0 alors E[1]] < 0.

Le théoréeme de Skorokhod est suffisant pour prouver le théoreme de Donsker qui est un
principe d’invariance faible. Ce théoréme conduit & la notion de principe d’invariance forte
qui consiste a construire sur le méme espace de probabilité S, et B, de sorte que leurs
trajectoires respectives soient les plus proches possibles (voir [[77]).

Théoréme 1.3.2 (Strassen, 1964). Il existe un espace de probabilité, un mouvement brownien
(Bt)t=o et une suite (X, )nens de loi X définis sur cet espace vérifiant presque strement

|Sn — Bn| = o(v/nloglogn).

La borne proposée par Strassen est la meilleure que 1'on puisse obtenir sans hypotheéses
supplémentaires sur la suite des X,,. Ce résultat provient de la proposition suivante [59] :

Proposition 1.3.3 (Major, 1979). Pour toute suite de réels (an)nen vérifiant lim,_, 1o a, =
+0o0, il existe une suite de variables (Xp)nen+ @.i.d. centrées et réduites telle que pour tout
mouvement brownien (Byt)i=o on ait

1m sup a,

n—o+too  /nloglogn

Résultat de KMT. Bien que ce soit un résultat fort, le résultat de Strassen n’est
pas suffisant pour démontrer des résultats comme le théoréme de Donsker. C’est en 1975
qu’apparait une meilleure approximation de la somme partielle par un mouvement brownien.
Sous une hypothese plus forte que l'existence du moment d’ordre 2, les mathématiciens
Komlés, Major et Tusnddy ont montré le résultat qui suit (voir [b1, p2]).

=40 p.s.

Théoréme 1.3.4 (KMT, 1975-1976). Supposons que (X, )nen* Soient des variables centrées
réduites et que la fonction génératrice Mx, (t) = E[e!*1] de X, existe sur un voisinage de 0.
1l existe alors un mouvement brownien (By)i=o vérifiant pour tout x > 0 et n € N*,

P ( max |Syx — By| > Clogn—i—x) < Ke™®,

1<k<n
ou C, K, X sont des constantes positives dépendant de la distribution de X;.

Corollaire 1.3.5. Sous les hypothéses du théoréme , presque strement maxi<k<n |Sk —
By| = O(logn).

Démonstration. Si on note A, = {maxi<i<n |Sk — Br| > Clogn + z}, le théoréme
implique que Y} ~, P(A,) < +00. Le lemme de Borel-Cantelli appliqué a ce résultat montre

que P(limsup,,_,, , An) = 0, i.e. P(liminf, ;o A,) = 1. C’est-a-dire, avec probabilité 1 il
existe N = N(w) € N tel que pour tout n = N, maxi<r<n |Sk — Br| = O(logn). O
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La borne proposée par KMT est la meilleure possible excepté dans le cas ou X serait lui-
méme une loi normale. Cette affirmation est confirmée par le résultat suivant (c¢f. théoréme
2.3.2 de [28]) :

Proposition 1.3.6. S’il existe un mouvement brownien (By)i=o vérifiant presque strement
|Sn — Bn| = o(logn) alors X est une loi normale centrée réduite.

Ce résultat est également optimal dans le sens ol si I'hypothese d’existence de My, au
voisinage de 0 est supprimée, alors la borne donnée par le théoreme n’est plus valide
(voir relation 2.3.2 dans [2§]) :

Proposition 1.3.7. Si Mx, (t) n'est définie pour aucun t > 0 alors pour tout mouvement
brownien (Bt)i>o,

limsup —— = 4+ p.s.
n—+0o0 logn

L’étude du comportement asymptotique de .S,, permet celui du processus empirique puisque
ce dernier se comporte asymptotiquement comme le processus interpolé

Sn(t) = S[nt] + (Tlt - [nt])X[nt]+la

ou [t] désigne la partie entiére de ¢. L’approximation forte du processus empirique uniforme
est donnée par le théoréme de KMT (voir théoréme 3 de [51]).

Théoréme 1.3.8 (KMT). Il existe des variables (Uy)pens+ i.i.d. de loi uniforme U([0,1]) et
une suite de pont brownien (Pp)nen+ telles que pour tout x € R,

Clogn+x _
P| sup |@Y(t) — P,(t)| > ————— | < Ke™ 7,
(HO,H' () - Pato)) > 2% )

avec C, K, \ des constantes positives universelles. En particulier presque sirement,

logn
U
sup |a (t)—P(t)|:O< )
tef01] " Vn

Pour des valeurs explicites de K, A, C, voir le théoréme 1 de Bretagnolle et Massart [22]. Ce
résultat est optimal car le fait de rajouter une constante n’entraine plus I’approximation forte
par des ponts browniens. C’est I'objet du théoréme suivant (voir théoreme 4.4.2 de [2§)]).

Théoréme 1.3.9. Soient des variables (Uy,)pens i.i.d. de loi uniforme U([0,1]) alors pour
toute suite de pont brownien (P, (t))pen= définies sur le méme espace de probabilité que ¥
on a que

logn
P( sup [aY(t) — P,(t)| = — 1.
<te[£] 0l (t) — Pu(t) W) —
Grace au corollaire , on obtient ’approximation forte du processus empirique dans les
cas autres que la loi uniforme. C’est ’'objet du corollaire suivant.

Corollaire 1.3.10. Soit X une variable aléatoire réelle ayant une fonction de répartition
F continue. Alors il existe une suite de variables (X, )nen+ i.7.d. de méme loi que X et une
suite de ponts browniens (Pp)nens telles que pour tout x € R,

Clogn—i—x) _
P (sup |aX(t) — P, o F(t)| > —=—= | < Ke™*7,
(supla¥ (0 - 2o Pl > S22

avec C, K, X les constantes positives universelles définies par le théoréme . En particulier,
presque strement,

sup |aX (t) — P, o F(t)] = O(n" " logn).
teR
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1.3.2 Approximation forte de Berthet-Mason

Enoncé. En 1983, Dudley et Philipp ont établi une approximation forte pour les sommes
de variables i.i.d. définies dans des espaces de Banach[36]. C’est en 2006 que Berthet et
Mason proposerent une généralisation de ce résultat, généralisant I’approximation forte au
processus empirique indexé par des classes de fonctions soumises a des hypothéses d’entropie
par des processus de P-ponts browniens. Le résultat de Berthet et Mason dans le cas des
classes vérifiant la condition résulte du théoréme 1 de [12]. Il est énoncé comme suit.

Théoréme 1.3.11. Sous les hypothéses B, et , pour tout (2+519)/2 < a < 2+ 51
et > 0, il existe C(a, 0) > 0, des variables (X, )nen* i.i.d. de loi P et une suite indépendante
(Gp)nens de processus de P-pont browniens définis sur un méme espace de probabilité vérifiant
pour tout n € N*,

max
1<k<n

et presque stirement,

> C(a,0)n 1/2_T(a)(logn)72> < L

nf’

VEay — ZG

max
1<k<n

=0 (n1/2_7(“) (log n)”) ,

k
\/7ak }:(Gi
i=1

ot

2+ 515) —1/2 445
o/(2 + 5vo) / >0, T = 2+ ot .
1+« 4 + 101

T(a) =

Remarque 1.3.1. L’optimisation de la borne donne que presque strement

max
1<k<n

-0 ( 1/2(1— 1/(3+5u0))(10gn)72) '

k
'Vﬁak }:(h
=1

L’approximation forte de o, (F) dans le cas ot F vérifie @ résulte du théoréme 2 de [12].
Il est énoncé comme suit.

Théoréme 1.3.12. Sous les hypothéeses @, et @, pour tout k < 1/2 et 6 > 0, il existe
C(7,0) > 0, des variables (X,)pen* i.i.d. de loi P et une suite indépendante (G,)nen+ de
processus de P-pont brownien définis sur un méme espace de probabilité vérifiant pour tout

n € N*,
max
1<k<n

et presque stirement,

k
\/7ak Ej(h
i=1

> \/50(7,9)(10@1)7) < (logn) ™",
‘F

VEay — EG =0 (v/n(logn)™7),

max
1<k<n

F
ouT=rk(1/2—k)/(1—K).

Remarque 1.3.2. L’optimisation de la borne donne que presque stirement

max
1<k<n

VkaiX — Z G| =0 ( n(logn)~ (1_1/*/5)2) .
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Reformulation de I’énoncé. Supposons qu’une classe F donnée vérifie @ ou @ On
reformule les théorémes [1.3.12 et sous I’énoncé suivant.

Théoréme 1.3.13. Si F vérifie les conditions E, , ou alors pour tout § > 0,
il existe Cy > 0, une suite (v, )nens de la forme v, = n~*(logn)’n si F vérifie m et

= (logn)=" si F vérifie @, avec a, B > 0, des variables (X, )pen® i.i.d. de loi P et une
suite indépendante (G )nens de processus de P-pont brownien définis sur un méme espace
de probabilité vérifiant pour tout n € N*,

k
- , <u’? .
P (n max Vkay — Z‘i Gi|| > Ce%) S Uy (1.3)
im
et presque surement,
k
n 1rilka§n Vkai — ;Gi =0 (vn), (1.4)

avec un, = 1/n si F vérifie et up, = 1/logn si F vérifie @

Ce résultat sera souvent utilisé par la suite pour nous assurer des résultats aux preuves simples
mais aux conséquences puissantes. N’oublions pas que dans le cas ou la classe de fonction
étudiée est la classe des fonctions indicatrices F = {]1]—oo,t] : t € R} et que les X; sont
des variables aléatoires réelles admettant une fonction de répartition continue alors on peut
utiliser Papproximation KMT (théoréme ) pour améliorer la vitesse d’approximation.

Remarques. La suite v,, introduite dans le théoréme précédent ne tend pas tres rapide-
ment vers 0 : ce qu’on gagne en généralité on le perd en vitesse. En effet, 'approximation forte
KMT nous apprend que ||a, =G, ||z = O(n~'/?logn) dans le cas ot F = {11_ 4 : t € R} est
la classe VC des fonctions indicatrices. L’approximation forte de Berthet-Mason nous apprend
juste dans ce cas particulier que ||ay, —G,||7 = O(n=%(logn)?) avec a.~ 0.4375, 3 ~ 0.6429.
Dans les cas et le passage de la relation ([l.3) & la relation ([L.4) se fait via un rai-
sonnement par blocs et 'utilisation du lemme de Borel-Cantelli. Précisément, on prend la
relation (ﬁ) pour tout n de la forme 2! et le membre de droite devient le terme général
d’une série convergente. Ce résultat est une conséquence du résultat suivant donnée par la
proposition 1 et 2 de [@]

Théoreme 1.3.14. Si F vérifie les conditions B - ou |BR alors Vo >0, il emste
Cp > 0, une_suite (v, )nen* de la forme v, = n~*(logn)? si F Uemﬁe d et v, = (log n)~"
st F vérifie , avec a, 8 > 0, des variables (X, )nens i-i.d. de loi P et une suite de P-pont
brownien (G, )nen+ définis sur un méme espace de probabilité vérifiant pour tout n € N*,

1
P(|an — Gyl 7 > Covy) < 5

et presque strement,

ot — Gn”]—‘ =0 (vn).
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CHAPITRE 2

Information auxiliaire d’une partition

Lors de I’étude d’un échantillon, il est monnaie courante de recueillir des informations
qualitatives ou quantitatives sur les individus d’une population telles que le poids, la taille,
I’'age, ... Par ailleurs, il arrive que les statisticiens aient a disposition des informations auxi-
liaires telles que la proportion de gens appartenant a une classe spécifique, c’est-a-dire la
probabilité d’appartenir & un ensemble d’une partition. Par exemple, la proportion exacte
d’une population dont I’dge, le poids ou la taille est comprise dans une certaine tranche.
On peut imaginer qu'une telle information est apportée par un expert, par 'exploitation
d’une grande base de données, par les résultats d’un sondage préliminaire de tres grande
taille, etc... On souhaite naturellement intégrer ces informations a priori dans 1’étude de
I’échantillon avec I’espoir de corriger des sous et sur-représentations d’individus appartenant
a une certaine catégorie que le hasard entrainerait inéluctablement. Nous devons donc ap-
porter des modifications au niveau du processus empirique afin d’utiliser cette information.
Cela entraine inévitablement un biais, que nous souhaitons étre asymptotiquement nul, mais
nous avons ’espoir d’augmenter la précision dans les estimations d’une large collection de
statistiques, sous-entendu que l'information amenée permet de réduire asymptotiquement la
variance et donc le risque quadratique des estimateurs.

Tres peu de recherches porte sur 'utilisation d’une telle information auxiliaire. Le peu
d’articles entourant ce sujet ne traite pas ce probleme du point de vue de la théorie du
processus empirique. La plupart de ces articles montrent que I’on peut améliorer I’estimation
d’une seule statistique en utilisant 'information auxiliaire alors que nous souhaitons dans
notre cas montrer qu’il y a amélioration d’une collection de statistiques. Nous rappelons la
littérature qui entoure cette question.

Ce chapitre est dédié a ’étude de l'injection de l'information auxiliaire apportée par la
connaissance de la probabilité d’appartenir a un ensemble d’une seule partition. Il est le cas
particulier du chapitre suivant mais il regroupe les premieres traces de recherche concernant
I’étude du processus empirique avec information auxiliaire. Certains résultats sont par ailleurs
plus précis que dans le chapitre suivant.
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2.1 Introduction

2.1.1 Notations et définitions

Cadre de travail. Soient X, X1,..., X, des variables i.i.d. définies sur un espace de
probabilité (2, 7,P) a valeurs dans un espace mesurable (X, 7’). On note P = PX la loi de
X et P, la mesure empirique associée a X1,...,X,. Dans la suite, F désigne une classe de
fonctions mesurables & valeurs réelles. Nous notons

VfeF, VneN*

;'i
=
I
=
=
>
:\H

Nous supposons dans cette partie que ’on connait la valeur de P[A] = (P(A1)7 ..., P(An))
ou les événements (A4;)i1<j<m < T’ forment une partition de X. Il s’agit d’une information
exacte que nous supposons apportée par le biais d’une source extérieure (expert, base de
données, ...). Remarquons qu’il suffit de connaitre P(A) pour A € A pour connaitre la
partition {4, A®} on A® = X\ A. Nous introduisons ci-aprés la mesure prenant en compte
cette information auxiliaire.

Mesure empirique avec information auxiliaire. L’objectif statistique est de créer
une version modifiée P, (F) du processus emplrlque P, (F) qui vérifie en particulier P, (4;) =
P(A ) pour tout 1 < j < m. L’espoir est qu’en injectant cette information auxiliaire vraie,
nous diminuons 1’écart de P, (F) & P(F). Nous supposons que les probabilités connues ne
sont pas triviales, c’est-a-dire P(A4;) ¢ {0,1},1 < j < m.

Définition 2.1.1 (Mesure empirique avec information auxiliaire d’une partition). On note
]?”ﬁ(}") la mesure empirique avec pour information auxiliaire la connaissance de P[A] et
indexée par la classe de fonctions F définie pour tout n € N* et f € F par

@ﬁ(f)_ZIFi((i])) (f14;) iZ( (Z]P’ ]1{XeA}>>

£ (et (o))

Sl n’y a pas d’ambiguité sur la partition de I'information auxiliaire apportée, nous notons
P,,(F). Cette nouvelle mesure empirique affecte donc & f(X;) le poids aléatoire P(A;)/nPy(A;)
aux X; € A; et vérifie en particulier P,,(A4;) = P, (14,) = P(A;). Cette mesure conserve la

méme propriété de linéarité que P,, i.e. I@n(f + Ag) = P, (f) + AP, (g)- On remarque que
cette mesure peut se voir comme la mesure empirique P, (f) corrigée en A puisque pour tout

feF,
A S f ]lA
P (f) Z (Pr(A;) — P(4;)). (2.1)
Probabilité d’existence. Pour tout n € N*, la nouvelle mesure empirique I@n(]-" ) est

défini sur 'ensemble B,, = {min;—; __, P,(A;) > 0}. La probabilité que la mesure empirique
avec information auxiliaire ne soit pas définie est bornée par

P(BY) = P(0\B,) (G ﬁ{Xi ¢ Aj}> <m <1 — ,min P(A ))". (2.2)
j=14=1

1,.
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Avec I’ hypothese que P(4;) ¢ {0,1} pour tout 1 < j < m, nécessairement la probabilité que
la mesure P, (F) ne soit pas définie tend exponentlellement vers 0.

Processus empirique avec information auxiliaire. Naturellement on associe a cette
nouvelle mesure le processus empirique avec information auxiliaire.

Définition 2.1.2 (Processus empirique avec information auxiliaire d’une partition). On
appelle @;f(]:) le processus empirique avec pour information auxiliaire la connaissance de
P[A] et indexé par la classe de fonctions F, le processus défini pour tout n € N* et f e F

par
GA(f) = Vn(B(f) - P(f)),

ot PA(F) est la mesure empirique avec information auziliaire apportée par A indexée par F.

Comme pour la mesure empirique avec information auxiliaire, s’il n’y a pas d’ambiguité sur
les variables aléatoires étudiées et sur la partition qui constitue l'information auxiliaire on
note ce processus &, (F).

Remarque 2.1.1. Il est également possible de définir le processus empirique indexé par des
ensembles. Si on prend f =14 on obtient que

Bald) = Bu(ia) = ) TGP

Le processus empirique avec information auxiliaire devient dans ce cas

an(A) = Gn (14 ( B i) PnA 0 ) - (AmAj)>.

D’aprés la remarque précédente, on a en particulier que I@’n(Aj) = P(4;) et a,(4;) =0.

On dénote l'espérance conditionnelle de f sachant A par P(f|A4) = E[f(X)|A] = P(f1.4)/P(A).
Avec cette notation on peut écrire que P, (f) = > | P, (A4;)P,(f|A;) et d’autre part Po(f) =
> i—1 P(A;)Pn(f|A4;). La mesure P, peut étre vue comme une correction de la mesure P,,.

2.1.2 Motivation

Approche existante. Il existe dans la littérature plusieurs méthodes, ceuvrant dans ce
but, appelées méthodes de redressement. Parmi ces méthodes, on retrouve le redressement
par suppression, par extraction ou par repondération. C’est cette derniere qui est étudiée en
détail sous un nouvel angle dans ce chapitre. En effet nous avons substitué les poids initiaux
1/n de chaque individu par des poids aléatoires, dépendant de ’ensemble de la partition
A dans lequel 'individu appartient. Cette approche differe de ce qui a été fait dans la
littérature. La seule notion se rapprochant le plus de notre étude est ’estimateur d’Horvitz-
Thompson introduit par ces derniers en 1952 [49]. Dans notre étude, 'information auxiliaire
est apportée par la probabilité d’appartenir a un ensemble d’une partition donnée de notre
population et on considére que notre modele est celui d’une superpopulation. L’information
auxiliaire étudiée par Horvitz et Thompson est donnée par la probabilité d’appartenir & un
sous-ensemble de la population et les individus n’ont pas la méme probabilité d’appartenir
a I’échantillon. Plus formellement, Horvitz et Thompson s’intéressent a ’estimation de



ou x; correspond a la valeur du i-eme individu. On note s un échantillon de la population
Z1,...,xN tiré aléatoirement et sans remise, m; = P(i € s) pour tout 1 < i < N la probabilité
qu’un individu ¢ appartienne a cet échantillon et ce modele suppose que ces probabilités
d’inclusion sont connues et possiblement inégales. L’estimateur non biaisé Z de X proposé
par Horvitz et Thompson est donné par

_ 1 X
e N 4 7Ti.

1ES

Les principaux résultats établis sur 'estimateur de Horvitz-Thompson sont les suivants.
Robinson [68] a montré que cet estimateur était consistant. Plus précisément, il a montré
dans un premier temps que si les x; étaient uniformément bornées alors

T=X+ON'/?) + O(N~1?),

ol € = Zi]il(l —m)/m et £ = ZZ]\;I Dijrimmy<mi; (Tij — m;m;)/m2 puis dans un second temps

que si imsupy_, ;o Zil 22/N < +o0 alors
T=X+O(NY25712) L O(N~V2571¢),

ol § = min;—q, N7, ¢ = Mmax,—1_. N Zj#,mm<mj (mij — mmj). Erdos et Rényi [41] ont
prouvé qu’il était asymptotiquement gaussien. Yates et Grundy [81] ainsi que Sen [70] ont
proposé un estimateur de la variance de cet estimateur faisant intervenir les probabilités d’in-
clusion d’ordre 1 et 2. Le point de vue de Horvitz et Thompson ne permet pas de généraliser
les résultats ci-dessus a une collection d’estimateurs. Pour cela, nous proposons d’adopter le
point de vue des processus empiriques indexés par les fonctions dans lesquels nous exploitons
la connaissance d’une information auxiliaire.

Convergence du processus stochastique &, (F). Une question a laquelle nous allons
répondre dans ce chapitre est de connaitre la convergence du processus &, (F). Nous allons
montrer grace a l'outil d’approximation forte que ce processus converge en loi dans ¢ (F)
vers un processus gaussien centré @(]—" ) dont la variance sera uniformément sur la classe
de fonctions plus faible que celle du P-pont brownien G(F). On s’intéresse ainsi non pas &
un seul estimateur mais a une collection d’estimateurs. L’approximation forte nous permet
méme de quantifier la vitesse de convergence faible de @, (F) vers G(F).

Probléme de biais et variance. Le fait de substituer les poids de chaque individu par
des poids aléatoires entrainent ’apparition d’un biais. Plus formellement,

]P)n(fllAj)

IEADIEDY P<AJ‘>E[ P, (A;)

| #

L’une de nos principales motivations est de montrer que, uniformément sur une grande classe
de fonctions, ce biais introduit s’annule asymptotiquement et que la variance, donc le risque
quadratique, diminue quand n — +00. Nous allons montrer que c’est effectivement le cas en
majorant le biais introduit par une borne tendant exponentiellement vers 0 et en quantifiant
la diminution de variance asymptotique.

Organisation. Ce chapitre sera bref car le chapitre suivant étudie un processus qui géné-
ralise celui-ci. Nous donnons les résultats asymptotiques et non-asymptotiques du processus
empirique avec information auxiliaire respectivement dans les sections et R.3. Nous finis-
sons ce chapitre par une application de cette nouvelle théorie au test d’adéquation a une loi
de Kolmogorov-Smirnov a la section .4
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2.2 Résultats asymptotiques

2.2.1 Approximation forte

Simplification du probléme. Le processus empirique avec information auxiliaire &, (F)
peut s’exprimer grace au processus empirique classique «;,(F) de la maniére suivante. Pour
tout n € N*,

an(f) =+/n [i < Z F(Xi)lxea,y — [f|Aj]Pn(Aj)>

(Pn(fla,) — P(fla,) — E[f|A;](Pn(4;) — P(Aj)))l

=3 P (o (1)~ ELAIA Jan(4)))

Puisque chaque P, (A;) converge presque siirement vers P(A;), on s’attend & ce que &y, (F)
ait le méme comportement asymptotique que le processus &, (F) défini par

- Z an(f1a,) = E[f|Aj]an(4;) (2.3)

gﬂAan( . ( 2f|A )

car Q,(f) = 2jL; An(fla;)P(A;)/Py(A;). Nous allons montrer dans un premier temps
lapproximation forte et par suite la convergence en loi de &,(F) par un processus gaus-
sien centré @(}' ) dont on étudie la fonction de covariance dans la sous-section . Nous
montrons ensuite que cette approximation forte par ce processus gaussien reste valable pour

an(F).

Hypothéses. Dans le cas ou la classe de fonctions F vérifie certaines conditions d’en-
tropie, on est en mesure d’établir une approximation forte du processus avec information

auxiliaire d'une partition. Nous supposons dans ce chapitre que F vérifie ou .S1F
vérifie VQ, on note v, = n=*(logn)?,a = 1/(2 + 51p),8 = (4 + 510)/(4 + 101p) et si F
vérifie on note v, = (logn)~7,v = (1 —rg)/2r. Posons la classe

{ gflA »fef},

qui est de Donsker. Le lemme suivant établit que cette classe posseéde la méme entropie que
la classe de fonctions F.

Lemme 2.2.1. 5i F vérifie les conditions @ { alors il_en va de méme pour G. Si .
(resp. ) est vérifié alors G vérifie également [V (resp. ) avec la méme puissance vy
(resp. g ).

Démonstration. Celle-ci vérifie la condition E avec la constante Mg = 2Mr. Le théoreme
de convergence dominée permet de montrer que si limg_, 4o fx = f avec (fx)r C F alors
limy— o0 fi — 2001 E[fal 4114, = f— 271, E[f]A;]14,, ce qui entraine que G vérifie 7 ii
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avec comme sous-ensemble dénombrable G = {f — ZTZI E[f|Aj]14; : f € F}. Pour j =

k-wm notons ¢;(f) = f — E[f[A;] et o(f) = [ — 2L E[fIA;]14;, = 271, ¢65(f)1a
lors

m 2
2 _ B 27 _ ) o
do(6(f), ¢(9)) = L(é(f) $(9))°dQ L (;(%(f) ¢](9))]1Aj> dQ

—2[ (65(f 2dQ = 2[ (f — g — E[f — gl4;])%d

Donc dg(f,g) < € entraine dg(¢(f), ¢(g)) < . Si F peut étre recouverte par N(F,¢e,dq)
boules de dg-rayon € avec des centres g alors G peut étre recouvert par le nombre de boules
de méme rayon et centrés en les fonctions ¢(g). On vient de montrer que si F vérifie @ il
en va de méme pour G. Si g~ < f < g* alors

hy = (9~ —Elg"|A; D14, < 6;(f) < (97 —Elg™|A4;])1a, = h}.

La taille dp du crochet [h; ,h;’] est
_ _ 2
dp(hy ,hf) = f (9" —9~ +E[g" —g |A;]) dP
g

=P((g" —97)*) + P(A)Elg" — g7 |4;]* + 2E[g" — g7 |4;]P((g" — g7)1a))

Si dp(g*,g9~) < € alors I'inégalité de Holder entraine que P((9" — g7 )14,) < e4/P(4;) et
Elg* —g714;] <¢/y/P(4;) don

dp(hy,h}) < P((g" —g7)*1a,) + 3%

PR
Ainsi, ¢(f) = 270, ¢5(f)1a; € [h7,h*] avec h* =3, h qui satisfait

m

d%(h~,h') Z (hj,hi) <db(g~.g") + 3me® < 4me”.

Il s’ensuit que Np1(G,¢,dp) < Np(F,e/2y/m,dp). On vient de montrer que si F vérifie @
il en va de méme pour G avec les constantes rg et 2"°mby. O

Le lemme nous permet d’utiliser 'approximation forte de Berthet-Mason sur la classe
de fonctions G.

Approximation forte. Le résultat qui suit montre que si la classe de fonctions F le
permet, le processus empirique &, (F) peut étre approché fortement par un P-pont brownien
modifié @A(}') défini pour tout f € F par @A(f) = G(f) — GVA(f), ott G(F) est le P-pont
brownien usuel et GV-A(F) est définie pour tout f € F par

GTA(f i E[f14;] G(A,).

On note respectivement @(f),@v(}") les processus limites @A(}"),GV*A(}") s’il n’y a pas
de risque de confusion avec la partition A étudiée.
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Théoréme 2.2.2. Si F vérifie les conditions @, alors pour tout 8 > 0 il existe
Cop,ng > 0, des variables (X, )pens t.0.d. de loi P et une suite (G )pens de processus de
P-pont brownien définis sur un méme espace de probabilité vérifiant pour tout n > ny,

P ({Han — Gnll7 > Covn} J{llan — Gull7 > cgun}) < % (2.4)

et presque surement,
max(||an = Gll7, [|@n — Gallx) = O(vn). (2.5)
Démonstration. Remarquons que ||@n — Gpl| < [|@n — Gnl|7 + ||@n — Gn||#. Daprés le

lemme R.2.1] on peut appliquer "approximation forte de Berthet-Mason & G. Il existe donc
Cp > 0, des variables (X, )npen# 1.i.d. de loi P et une suite (G, )nen+ de processus de P-pont
brownien définis sur un méme espace de probabilité vérifiant pour tout n € N*,

~ ~ 1
P (||an — GllF > Covn) <P (|lan = Gullg > Cova) < 3.7 (2.6)

Sous réserve que ||ay,||F < 4/nd avec 6 = min;_;y ., P(4;), on a

5 (2 )t

j=1

|6 — a7 =

F
mmax;Ly |y (Aj)]

< llanllg
V(0 —max [an(A;)]/v/n)

< = o 3
NOCEITAND

ot H =Gu{la :1<j<m} Dapres (@) et U'inégalité de Talagrand (théorémes
et ), il existe D > 0 et ny tel que pour tout n > nq,

2.7)

B(llanllze > viid) <
logn 10% n
¢n)<P<¢<-ﬂmnmme“”” \m>

Délogn né
<P (llonlly > 25E") 4 P (ol > Y5 )

- 1
3nf’

39’

(||an —apllr> D

(2.8)

L’inégalité (@) est une conséquence de (@) et (@) avec Cy > 0 suffisamment grand pour
vérifier Cyv, > Cov, + Dlogn/+/n pour tout n > ng = ny. Pour § > 1, le lemme de
Borell-Cantelli permet de conclure a (@) a partir de (@) O

Remarque 2.2.1. Dans la preuve du théoréme , nous avons mis en évidence que presque
sdrement |Gy, — &y)|F = O(logn/y/n).

Remarque 2.2.2. Si la classe de fonctions F est la classe de fonctions indicatrices F =
{110,y : t € R} alors on aurait pu appliquer l'approzimation forte de KMT. Dans ce cas,
on peut remplacer la suite v, par logn//n.
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2.2.2 Convergence en loi

Distance de Lévy-Prokhorov. L’approximation forte de &, (F) par le P-pont brownien
avec information auxiliaire @(.7-' ) permet de dériver d’autres résultats tels que la convergence
en loi. Mieux celle-ci donne une vitesse pour ce mode de convergence. On note dy, p la distance
de Lévy-Prokhorov qui est définie de la maniére suivante (voir section 11.3 de [35] pour une
définition). Si (S, d) est un espace métrique et P,Q deux lois sur S alors

drp(P,Q) =inf{e > 0: P(A) < Q(A°) +¢&, VA ensemble borélien},

ou A = {y e S : 3z e A,d(z,y) < e}. Cette distance caractérise la convergence en loi sur
I’ensemble des lois de S.

Résultat. La proposition suivante borne la distance de Lévy-Prokhorov de &, (F) par

rapport a @(}") Elle implique en particulier que @, (F) converge en loi vers @(}') dans
L2 (F).

Proposition 2.2.3. Supposons que F vérifie @ et . 1l existe C' > 0 tel que pour tout
ne N*, de(an,G) < Coy,.

Démonstration. On_peut appliquer 'approximation forte du théoréme et notamment
utiliser I'inégalité (ﬁ) Soit A un borélien de (*°(F) alors

P(a, € A) <P ({an € A} A {||@n — Gl < Covn} N Bn)
+P ({ll@n = Gull7 > Cova} 0 Ba) + P(BY)
~ 1
Coun n
}P’(GneA o )+ﬁ+m(1—5) :

avec 0 = min;_q ., P(A4;). Cette inégalité reste vraie en intervertissant @,, par @n. Puisque
vy, est la suite convergeant le moins vite vers 0, il existe ny > tel que pour tout n > nq,
1/n? + m(1 — §)™ < Cyv,. La proposition découle de la définition de la distance de Lévy-
Prokhorov. O

Nous montrons par la suite que le processus avec information auxiliaire, comme nous le
souhaitions au départ, possede une variance plus faible que le pont brownien classique.

2.2.3 Variance et covariance asymptotiques

Diminution de variance et covariance asymptotiques. Le résultat suivant confirme
la propriété de diminution de variance qu’on attend de notre processus empirique avec infor-
mation auxiliaire.

Proposition 2.2.4. La variance du processus empirique avec information auxiliaire G est
plus faible que celle du processus empirique G.

Démonstration. Par convexité de x — 2 et en utilisant (), on obtient immédiatement
que

VieF, Var(G(f)) <E[ (ip E[f|A; ])
= E[f*(X)] - E[f(X)]* = Var(G(/))-
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Voici une simulation numérique représentant la proposition précédente. Sont en rose et en
bleu respectivement la loi du processus empirique a,(F) et la loi du processus &, (F).

Dans cette simulation, nous avons généré des lois normales, calculé leur moyenne et apporté
comme information auxiliaire la probabilité pour ces lois normales d’appartenir & des inter-
valles disjoints. On peut apprécier dans cet exemple une réduction de variance importante :
la variance du processus empirique avec information auxiliaire est ici 12 fois inférieure a celle
du processus empirique classique. La proposition m nous apprend qu’injecter 'information
auxiliaire permettait de réduire la variance du processus empirique sur une classe de fonc-
tions donnée. On se demande alors s’il en va de méme pour la covariance de ce processus. La
proposition suivante affirme que I’ajout d’information auxiliaire permet également a fortiori
de diminuer la covariance en un sens a définir.

Proposition 2.2.5. Pour tout fi,..., fx € F si on note ¥ la matrice de covariance de
(G(f1),..-,G(fr)) et T celle de (G(f1),...,G(fr)) alors ¥ — X est semi-définie positive.

Remarque 2.2.3. En particulier, toute combinaison linéaire Zle ai@(fi) sera nécessaire-
ment de variance plus faible que la combinaison Zle a;G(f:).

Démonstration. La différence de matrice ¥ — & correspond d’apres () a la matrice de
covariance de (GY(f1),...,GY(fx)) d’ott le résultat. O

Expression. Le processus empirique avec information auxiliaire converge vers une mo-
dification du pont brownien qui posseéde une variance plus faible que le P-pont brownien
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initial. La covariance du processus limite @(]—' ) est la méme que celle du processus dominant
& (F) défini par 'équation (R.3). Etudions les covariances des processus G(F) et GV (F)
intervenant dans 1’écriture du processus limite G. Pour tout f,g € F,

Cov (Z E[fI4,1G(4)). 2, Elo|4;1C )

Cov(GY(£), G (9)

= 5 B (P4 0 )~ PUALPAL)

_ 2 P(AELf|A;Elg] 4] <i P f|A31]> (i P(Ah)EmAjQJ)
j=1 Jji=1 jo=1

= S P(AELFIA;JELg|A;] - L (X)]E[(X)].
j=1

De méme,

‘MS

Cov(G(f), GV (g)) = Cov (G(f) E[g]4;1G( g)> = i Elg|A;] (E[f1a,] - E[f(X)]P(4)))

j=1 j=1

P(A)E[fIA;]1E[g]A;] — E[f(X)]E[g(X)]

I
NgE

1

= Cov(GY (f),G"(9)), (2.9)

<.
Il

qui est en général différent de Cov(G(f),G(g)). On est donc & méme de donner la fonction
de covariance du processus limite G(F).

Vf,geF, Cov(G(f),G(g)) = Cov(G(f),G(g)) — Cov(GY (f),G"(g)) (2.10)

= E[f ZP E[f|A;]E[g]A;].

Donc la variance est donnée par

VfeF, Var(G(f)) = Var(G(f)) — Var(GY (f))

Z P(A)E[f|A;]? (2.11)

La réduction de variance peut s’exprimer également comme

3
S

Var(G(f)) - Var(G(f)) P(A)E[f|A;]* — ELf(X)]?

- & iy IO SRS
= STRLOOLL) (BLS14,] - ECOD.

<
Il
—_

On remarque que 'ajout de 'information auxiliaire est inutile si toutes les moyennes condi-
tionnelles E[f|A;] sont égales & la moyenne E[f] : il faut donc au minimum une information
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auxiliaire qui propose des ensembles ot la moyenne dans ces ensembles différe de la moyenne
de la population.

Qualité de l’information auxiliaire. Une question naturelle se pose alors, celle de
savoir qu’est-ce qui fait qu'une information sera meilleure qu’une autre. La réécriture de la
formule () permet d’apporter un début de réponse. Pour tout f € F,

Var(G(f)) = Z (ELF214;] = Var(f14;)) = 3, P(A;)Var(f|4;).

En d’autres termes, plus les données sont dispersées autour de la moyenne conditionnelle,
moins I'information est bonne. Dans la continuité de la recherche de qualité d’une information
auxiliaire, une autre question se pose naturellement dans 1’étude de la diminution de la
variance du processus empirique avec information auxiliaire d’une partition. La variance
est-elle diminuée de maniere plus efficace si le nombre de partitions est plus important 7
Autrement dit si deux experts utilisent une information auxiliaire et que I’'un d’eux dispose
de plus d’information, est-ce que ce dernier sera plus efficace que 'autre ? Il semble intuitif
d’apporter une réponse affirmative & cette question mais la formulation d’un tel résultat
ne doit pas tenir compte uniquement du nombre de partitions apportées par I'information
auxiliaire mais du rapport entre ces deux partitionnements. La proposition suivante montre
que si ’on dispose de deux informations auxiliaires et que si I’'une de ces information auxiliaire
est le raffinement de 'autre, il y a nécessairement diminution de la variance.

Proposition 2.2.6. Soient m' = m et (Bj)i<j<m’ © T une partition de X constituant une
autre information auziliaire. Supposons que Bi,..., By un raffinement de Aq,..., A, i.e.
Vi=1,...,m' 3i=1,...,m tel que B; C A;. Alors

VieF, Var(GE(f)) < Var(GA(f)),

ou GB est le processus gaussien avec linformation auziliaire apportée par By, ..., Bpy.

Démonstration. D’apres () il suffit de montrer que

i BB > 3 P(A)EL|A,]

Jj=1
Pour j =1,...,m,onnote S; = {5/ =1,...,m' : By < A;} alors il suffit de montrer que
Vj=1,....,m, P(A)E[fIA;]* < ) P(B;)E[f|B;]*.
j'€S;
Par convexité de x — 22, pour tout j =1,...,m

2 _ ) P(Bj’) )
X POESBT =P | 5] el
P(B]/)
> PU) | 33 iy Bl
1
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2.2.4 Loi du logarithme itéré

Le résultat suivant implique que la mesure avec information auxiliaire ]?Dn (F) vérifie de
la méme maniére que P, (F) une loi du logarithme itéré.

Théoréme 2.2.7. Si F vérifie B, ou @ alors presque strement

lim sup I@n—PHfémM}-—i—a;.

n
N +00 20’%_—[4[/(71) l

Démonstration. On pose u, = 1/n/2LL(n) et ¢ > 0. D’apreés la loi du logarithme appliquée
a P, il existe un rang ng € N* tel que pour tout n > ng on ait u,||P, — P||x < ox(1 + ¢).
Alors,

Up| [P, — Pl|7 < un||Prn — Pull7 + un|[Pn — Pl 7
< p||Pr — Pollr + 071 +2).

En utilisant le fait que pour tout ensemble A, ||P,(f14)||7 < M#P,(A) on obtient que

~ < [Pn(f1a,)||7
1B, ~ullr < Y, T P(4y) — P(A)
j=1
<mM]:_nllax P, (A;) — P(A4))]
j=1,..,

D’apres la loi du logarithme itéré classique, il existe un rang ny € N* tel que pour tout n = ny
on ait u, max;_1,__m |[Pn(4;) — P(4;)] <1+ e. Finalement, pour tout n > max(ng,n1) on
obtient que uy,||Py — Pl|r < (mMr +o7)(1 +¢). O

2.3 Résultats non-asymptotiques

2.3.1 Expression du biais

Méme si le processus étudié est asymptotiquement sans biais, ce n’est pas le cas pour n
fini. En effet, on a apporté des modifications au niveau du processus empirique, qui est un
objet sans biais, afin de prendre en compte l'information auxiliaire. Le biais du processus
empirique avec information auxiliaire est donné par la proposition suivante.

Proposition 2.3.1. Pour tout Vn € N*, E[a,(f)] = —v/n 2., E[f(X)Lixea,} ] P(A;)".
Pour le démontrer, nous aurons besoin du résultat suivant :

Lemme 2.3.2. 5i X ~ B(n;p) alors E[1/(1+ X)] = (1 — (1 —p)"*1)/((n + 1)p).
Démonstration. Soit X ~ B(n;p) alors

1 - () k n—k 1 1 (n+1) n—k
- | = 1 - 1_
E{Hx] Z(k)p( P T n+12(k+1)p( P)

k=0 k=0

1 "EH i+t neioe 1= (1—p)tt
*(n+1)k§( k >pk(1_p) = n+lp
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Preuve de la proposition . En reprenant la définition du processus empirique avec in-
formation auxiliaire et avec les propriétés de I'espérance conditionnelle on a que
Elan(f)] = E lx/ﬁ (Z

P Zf Mpxea) — B [f(X)])]
(i (Z [f(X\XeA]) E[f(X)]>

Zk 1 ]l{XkeA }

(i X)Lixean] (iﬂi [1 +IBJ‘D ]E[f(X)]) :

=1

m

Y 1]1{X eA;} ]

ou Bj ~ B(n — 1; P(A;)) est une variable indépendante de X; (par indépendance des X).
D’apres le lemme précédent, E[1/(1 + B;)] = (1 — P(A;)™)/(nP(A;)). Alors,

O

Si la classe de fonctions F vérifie I’hypothese E avec la constante Mz alors le biais est
majoré pour tout f € F par

Jj=1,....m

()] < Mryim (1= min PG4

Puisqu’on a supposé que les P(A;) ¢ {0,1}, nous retrouvons que le processus empirique est
asymptotiquement sans biais et que ce biais converge exponentiellement vers 0.

2.3.2 Divergence de Kullback-Leibler

La divergence de Kullback-Leibler est une mesure entre deux distributions de probabilités
P et Q. Dans le cas ou X est un espace discret, cette mesure est définie par

s (PIQ) = X Ui ow (g ).

ieX

Dans le cas ou P, () sont des probabilités admettant pour densités respectives p, ¢ par rapport
a une mesure p, la divergence de Kullback-Leibler est définie par

s (P@) = [ platog ({jﬁxi) e
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dans le cas de distributions. La divergence de Kullback-Leibler entre la mesure empirique
avec information auxiliaire IP,, et la mesure empirique P,, est donnée par :

41 1/n
dicr,(Bn| ) - Xi€A, log( )

- La § et P8 P(4;)/(nP (4)))

i (E”n(Aj)>

o P(A;j)
La mesure empirique avec information auxiliaire minimise la divergence de Kullback-Leibler
par rapport a la mesure empirique sur I’ensemble des mesures vérifiant ’information auxi-

liaire. En d’autres termes, elle est la projection de la mesure empirique sur cet ensemble par
la divergence de Kullback-Leibler. Ceci est justifiée par le résultat suivant :

Proposition 2.3.3. La mesure empirique @n minimise la divergence de Kullback-Leibler
dkr(P,||Q) entre P, et 'ensemble des probabilités discrétes Q sur X, ..., X, qui coincident
avec P surles Aj,1 < j<m.

Démonstration. Soit ) une probabilité discrete sur Xi,..., X, affectant a chaque X; un
poids Q;,1 < i < n et coincidant avec la mesure P sur les A;, < j <m, i.e. Q(4;) = P(4,).
Alors

m

dxr, (P,||Q) = —logn — — Z log(Q;) = —logn — % Z nlP, (4;) Z n]Pnl(Aj)log(Qi)7

i=1 j=1 iel;

oul; ={1<i<n:X;eA;} quiest de cardinal nP,(4;). Avec la concavité du logarithme
et le fait que >, Qi = P(A;) on a que

dir(Py[|Q) = —logn — Z P, (A;)log Z Qi

7j=1 ZEI

B ) = dir Bul )

2.4 Application : test de Kolmogorov-Smirnov

Description du test. Le test de Kolmogorov-Smirnov consiste a tester si des variables
aléatoires X1, ..., X, i.i.d. de fonction de répartition continue FX ont la méme fonction de
répartition F qu’une loi continue donnée. Plus formellement, I’hypothése nulle est donnée
par

(Hy): FX = F, (Hy): FX # F.

Ce test exploite la loi asymptotique du supremum du processus empirique uniforme, c¢’est-a-
dire la loi de sup;cpo 17 [a¥ (t)] quand n — +o0. La statistique du test est

1
D,, =sup |F,,(t) — F(t)| = —su aff 1. ,
teﬂgl (t) — F()] \/ﬁteﬂgl (L.<t)|
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ou F), est la fonction de répartition empirique. L’écart entre la fonction de répartition empi-
rique et la vraie fonction de répartition correspond au processus empirique

o 0) = (120 = VA (2) = F¥0) = 7 DA = P (1)

Sous (Hy), le processus (X (t))ter converge en loi dans P'espace de Skorokhod vers le pont
brownien (P(t))ier = (PYoFX (t))ser, qui est un processus gaussien centré dont la fonction de
covariance est Cov(P(t), P(s)) = F(tAns)—F(s)F(t) comme rappelée dans I'exemple 1.2.9. En
conséquence, la statistique y/nD,, converge vers le supremum d’un pont brownien standard.
Sous (Hy), la statistique /nD,, dlverge vers +00 presque stirement car a;X (t)++/n(FX —F)(t)
se comporte, avec n suffisamment grand, comme P(t) + /n(FX — F)(t )

Motivation. La question est de savoir si I’on peut améliorer asymptotiquement ce test
en ajoutant comme information auxiliaire la probabilité que les variables aléatoires X; soit
comprises dans des intervalles qui forment une partition de son support. On pourrait imaginer
par exemple qu'une enquéte préliminaire & moindre cofit a été menée sur un large échantillon
mais que la précision de cette étude n’a permis de récupérer que 'intervalle de valeur dans
lequel appartenait les variables et non pas les valeurs directement. On aimerait pouvoir
exploiter les résultats de cette enquéte préliminaire pour améliorer 'enquéte qui récolterait
directement les valeurs. Asymptotiquement, nous verrons qu’améliorer ce test revient a faire
en sorte que la probabilité pour le processus gaussien avec information auxiliaire (P(t))te[o,l]
de dévier devienne plus faible que celle du pont brownien (P(t))¢e[o,1]- Nous allons établir
dans cette partie la loi exacte du processus gaussien avec information auxiliaire limite et
quantifier le gain d’amélioration.

Notation. Posons —0 = ap < a1 < ...Gm-1 < @y = +0 et A; = [a;-1,a;] pour tout
7 =1,...,m. On suppose que 'information auxiliaire est donnée par la connaissance des
P(A4;) = P(a;i1 < X < a;) = FX(a;) — FX(a;_1). La mesure empirique avec information
auxiliaire est donnée pour tout ¢t € R par

Fult) = Y )
j=1

1TL
n & MaealX (2221 >>'

~

Le processus empirique avec information auxiliaire (Q, (t))er défini par

(t) — F*(1))

Z (ﬂA ) (Z ST )> —FX(t)) ,

s’annule aux points a; pour_tout 0 < j < m puisque ﬁ’n(aj) = P(A;). D’apreés la pro-
position et Iéquation (), le processus (G, (t))ter converge en loi dans 'espace de
Skorokhod vers un processus gaussien centré (P(t));cr dont la fonction de covariance est
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donnée pour s,t € R par

1
E[110,19~4,] E[1[0,5n4,]

3
)
N

<
Il
—

Cov(P(t),P(s)) = FX(s n t) — 3
1

E[1 o E[ )
X(ay) = F¥(a;_y) DLt a1l ElLposinfa; 0]

E

o
Il
—

=F¥(snt)—
(sA1)- Y =
La statistique du test amélioré sera donnée par
D,, = sup|F,(t) — F(t)],
teR

et en particulier sous (Hy), la statistique y/nD,, converge en loi vers la variable sup,g | P(t)]-

Loi du processus gaussien limite. Le comportement du processus (P(t)):cr avec ce
type d’information auxiliaire est celui de plusieurs ponts browniens indépendants s’annulant
aux points a; pour 1 < j < m. Le résultat suivant donne la loi du supremum du pont

brownien avec information auxiliaire donnée par les P(A4;).

Proposition 2.4.1. Pour tout € > 0,

P <sup \P(t)] = 5) =1-[] (1 -2y (—1)’“—1e—2k252/(”<af>—FX<%‘1”) . (212

teR j=1 k>1

~

Démonstration. Soient s,t € R avec t € Aj;,,s € Aj,. Si j1 # jo alors Cov(ﬁ(t)7 P(s)) = 0,1l
y a donc indépendance des processus (P(t))c; restreints sur chaque bloc formé par les A;.

Si j; = jo alors
(FX(t) — FX(aj-1))(FX(s) — F¥(a;-1))

Cov(P(t), P(s)) = F¥(s 1 ) = F¥(a;1) - (o)~ F¥ar)

On vient de montrer que (ﬁ(t))teAj £ (YU)(t))sea, avec
X(4) = FX(a;_,
(B0 - F¥ @) - 5 DR B ) - (o)
FXt—FXaj_ FXt—FXaj_
VEr )=o) (B (g ) ~ P PR B“))H

tEAj

I~

(Y9 (t))tea,

J

£ \/FX(aj) — FX(aj_l)(P(t))teRa

ol (By)s=0 désigne le mouvement brownien. Le processus limite (P(t))er est donc la conca-
ocessus sur chaque A;

ténation de m ponts browniens indépendants. Par indépendance du pr
et en utilisant la loi du supremum d’un pont brownien rappelée par (@)7 la loi du supremum
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du processus (ﬁ(t))te]R est donnée par

P <21€1H§)|16(t)| > 5) =1- H (1 -P (tselzp |]3(t)| > 5))

Jj=1

1-— 1—P(sup YD) =¢
{1 (1-r (=)

€
1—P|sup|P(t)| = )
j=1 ( (teR \/FX(aj)—FX(aj_l)
qui conduit a () grice a (@) O

F1G. 2.1: Tllustration de (ﬁ(t))teR

1-—

—

Remarque 2.4.1. La fonction € — 2 Zk21(—1)k_1e_2k252 étant décroissante, la proposition
précédente implique en particulier que pour tout € > 0,

2
P (Supﬁ’(tﬂ > g) < min (2 Z(_l)k—1672k2<5/ Fx(aj)fFX(ajil)) )
J

teR k>1

-9 Z (_1)k—1e—2k2(€/minj=1 ..... m FX(aj)—lu’x(aj—l))2

k=1
<2 Z (—1)k_1e_2k262 =P (sup |P(t)] = 5) .
= teR

Amélioration du test de Kolmogorov-Smirnov. On note 64 la fonction theta de
Jacobi, c’est-a-dire la fonction définie par

+00

04(z2,q) = Z (_1)nqn262miz.

n=—00
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D’apres (@) les lois du supremum des processus (P(t))cr et (Ig(t))teR peuvent se réécrire
avec cette fonction comme suit. Pour tout € > 0,

Bi(e) =P (Sup ()] > s) =1 0,(0,¢7>),

teR
m
By(c) = (suﬂg 1P(1)] > €> —1- H 04 ( *262/<Fx<af>*FX<aj—1>>) . (2.13)
te

Les fonctions ®; et ®5 sont des bijections décroissantes de R* dans [0, 1] vérifiant ®5(e) <
®4 (€) pour tout € > 0. Avec un logiciel de calcul il est possible de calculer 'inverse de ces
deux fonctions. La fonction @, est plus difficile a inverser du fait de son écriture. On pourra
néanmoins utiliser le fait que d’apres la remarque R.4.1),

Dy(e) < Py (6/ Jpin \/FX () FX(ajl)),

alors pour tout « € (0, 1),

Oyl (a) < 7Y mln \/FX FX(aj_1) < o7 (a).

Lm

Le test de Kolmogorov-Smirnov qui consistait & rejeter 'hypothése nulle quand /nD,, >
@fl(a) au seuil o peut étre remplacé par le test qui rejette ’hypothese nulle quand la
nouvelle statistique avec information auxiliaire D, vérifie \/ﬁﬁn > o5 a).

Exemple. Supposons que 'on connaisse les a; tels que FX (a;) = j/m, c’est-a-dire que
l’on connait les quantiles de X d’ordre j/m avec 1 < j < m. Dans ce cas on a en particulier
que pour tout € > 0,

By(e) = 1— (1 -2y (—1)k1e2k252> = 1 — 04(0,e"2me"ym

k=1

Les tableaux @ et @ donnent les valeurs des seuils @, () et ®5*(a) pour quelques valeurs
de a et de m. Malheureusement, il n’existe pas de lien simple et exploitable entre (I>1_1(cv) et

o5 a).

Résultat. La proposition suivante montre qu’en exploitant I'information auxiliaire ap-
portée par la connaissance de la probabilité des ensembles A; alors ce nouveau test améliore
le test de Kolmogorov-Smirnov.

Proposition 2.4.2. Supposons que (Hy) est vérifiée. Alors pour tout o > 0, il existe presque
sirement ny = ny tel que pour tout n > ny, |Dy| > ®7 () et pour tout n > ny, |Dy| >

oyl a).

Démonstration. D’apres la loi des supremums de (P(t))cr et (lg(t))teR donnée par (),

Qy(e) =P (iuﬂg |P(t)] > 5) < 267262,
€

Dy(e) =P (stuﬂg) |ﬁ(t)| > 5) < 26721%52,
€
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o 0.05 0.1 0.15 0.2 0.3 0.4 0.5
1.3581 @, *(a) | 1.22385 | 1.13795 | 1.07275 | 0.973063 | 0.894764 | 0.827574
TAB. 2.1: Valeurs de ®7'(a)
a\m 2 3 4 5 10 20 50 100
0.05 | 1.04514 | 0.891674 | 0.794988 | 0.726492 | 0.546282 | 0.408055 | 0.275243 | 0.203332
0.1 | 0.956931 | 0.82256 | 0.736796 | 0.675535 | 0.512414 | 0.385418 | 0.261851 | 0.194283
0.15 | 0.900493 | 0.778424 | 0.6997 | 0.643098 | 0.490959 | 0.371144 | 0.253451 | 0.188628
0.2 | 0.857519 | 0.744828 | 0.671484 | 0.618445 0.4747 | 0.360361 | 0.24713 | 0.184382
0.3 | 0.791284 | 0.692985 | 0.627948 | 0.580425 | 0.449691 | 0.343828 | 0.23748 | 0.177919
0.4 | 0.738507 | 0.651528 | 0.593099 | 0.549986 | 0.429702 | 0.330656 | 0.229826 | 0.172809
0.5 | 0.692445 | 0.615152 | 0.562455 | 0.523196 | 0.412108 | 0.319087 | 0.223128 | 0.168349
TaB. 2.2: Valeurs de &, (a)
ot M = max;_1, . m(F*(a;) — FX(aj_1)). D’aprés Borel-Cantelli, presque stirement pour n

.....

suffisamment grand,

Cela entraine que

Dn| = Vnsup [(FX = F)(#)] = +/logn,  |Dn| = v/n
teR

sup [ P()] < v/logn,

teR

Le résultat est vérifié pour ny,ng vérifiant

1

sup | P(t)| < v/logn/M.
teR

[ n
=
logn

supeg [FX(
1

t) — F(t)]

n
/ >
logn

supeg [FX (1) — F(t)|

teR

(1+

v1ogn

<1+<I>21(a>
M Vlogn

P ' (a)

sup [(F¥ — F)(t)| -

)
).

logn
v

Compte tenu du fait que m > 1 et &5 (a) < ®7'(a) on peut prendre n; > no.
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CHAPITRE 3

Méthode du Raking-Ratio

La partie précédente a été l'occasion d’étudier le comportement du processus empirique
lorsqu’on injecte a celui-ci 'information donnée par la probabilité des ensembles d’une seule
partition. La transformation du processus empirique qui a été étudiée consistait a substituer
les poids 1/n de chaque individu d’un échantillon de taille n par des poids aléatoires de telle
sorte que la somme des poids des individus appartenant a I'un des ensembles d’une partition
corresponde a la probabilité connue qu’un individu appartienne a cet ensemble. Ce procédé ne
peut pas s’appliquer si on connait la probabilité d’ensembles de plusieurs partitions puisqu’il
n’y a aucune raison que l'on connaisse la probabilité des intersections possibles parmi ces
ensembles. Or c’est justement une situation courante que le statisticien a a sa disposition la
connaissance de la probabilité d’ensembles de plusieurs partitions (étude préliminaire sur un
échantillon plus grand et indépendant, big data, connaissance d’un expert, ...). Une question
naturelle est de savoir comment combiner toute cette information, le statisticien pouvant
ne pas avoir a sa disposition les probabilités des intersections des événements ou bien les
événements n’étant pas forcément indépendants. Des méthodes statistiques ont été mises au
point afin de transformer le processus empirique dans le but d’utiliser toute I’information
connue. On présente et étudie dans cette partie la méthode du Raking-Ratio.

3.1 Introduction

3.1.1 Description de la méthode

Motivation. La méthode du Raking-Ratio ou méthode de ratissage est une technique
itérative couramment utilisée dans la pratique (en statistiques, informatique, économie, ...)
et qui a pour but d’exploiter au niveau d’un échantillon 'information auxiliaire donnée par la
connaissance de plusieurs lois marginales d’une variable discrete multivariée. Historiquement
et malgré la littérature autour de ce sujet, cette méthode ne semble pas avoir été traitée du
point de vue des processus empiriques. Dans le but d’étudier la méthode du Raking-Ratio
il est nécessaire de voir que cette derniére fait justement intervenir le processus empirique
en lui faisant subir itérativement des modifications afin de combiner I'information auxiliaire.
Nous nommerons ce processus modifié, processus empirique associé a la méthode du Raking-
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Ratio ou bien processus empirique raké. Quand la taille de I’échantillon sera suffisamment
grande, nous pourrons approcher fortement le processus empirique raké par un processus
gaussien dont on souhaite connaitre les principales propriétés : variance, covariance, biais,
... Les propriétés du processus empirique associé a la méthode du Raking-Ratio pour une
taille d’échantillon suffisamment grande seront proches de celles du processus gaussien limite
avec une erreur que ’on souhaite majorer par une borne convergeant rapidement vers 0. On
souhaite également établir des résultats non-asymptotiques pour le processus empirique raké.
L’étude de ce processus se fera sur une classe de fonctions afin de conserver un cadre tres
général. Nous montrerons que les estimateurs qui font intervenir le processus empirique voient
leur variance diminuer si on substitue le processus empirique par le processus empirique raké.

L’algorithme. L’algorithme associé a la méthode du Raking-Ratio a été introduit par
Deming et Stephan [30]. L’idée de départ était de déterminer la projection d’un tableau de
fréquence initiale, c’est-a-dire la projection de la mesure empirique, au sens des moindres
carrés, vers une mesure satisfaisant les marges connues. La partie 5 de leur papier détaille
le fonctionnement de cet algorithme : celui-ci part d’un tableau initial de fréquence qui
affecte un poids 1/n a chaque donnée et rectifie les effectifs de ce tableau au tour-a-tour afin
de vérifier une marginale donnée. Nous dirons alors par la suite que nous avons « raké »
par rapport & une marge donnée. On vérifie les marges données périodiquement, une marge
seulement étant vérifiée a la fois a chaque tour. L’algorithme se stabilise aprés un nombre
acceptable d’étapes vers un tableau vérifiant toutes les marges connues. Nous donnons un
exemple numérique dans le paragraphe suivant.

Exemple de Dl’algorithme. Supposons que I'on observe dans un échantillon la table
de fréquences suivante, dont les cellules contiennent les valeurs de la mesure empirique

Pn(1 o) 4) pouri=1,2etj=1,23.
AEQ) AgQ) Agf) Total | Total attendu
AW 02 | 025] 01 | 055 0.52
A 0.1 | 02 [015] 045 0.48
Total 0.3 | 045 | 0.25 1
Total Attendu | 0.31 | 0.4 | 0.29

Les différences entre les fréquences observées et les fréquences attendues sont dues a ’effet du
hasard. L’algorithme rectifie dans un premier temps par exemple les fréquences connaissant
les marges des lignes. Concretement dans notre cas, pour que la somme des fréquences de
la premiére ligne (catégorie Agl)) fasse 0.52, on multiplie chaque case par 0.52/0.55 et de la
méme maniére on multiplie chaque case de la seconde ligne par 0.48/0.45. Le tableau devient
(en arrondissant) :

A§2) Ag2) A§2) Total | Total Attendu
AW 0.189 | 0.236 | 0.095 | 0.52 0.52
ALY 011 | 0.21 | 0.16 | 0.48 0.48
Total 0.299 | 0.446 | 0.255 | 1
Total Attendu | 0.31 0.4 0.29

On effectue les mémes opérations mais par rapport aux marges des colonnes. On multiplie
ainsi les cases des colonnes respectivement par 0.31/0.299, 0.4/0.446 et 0.29,/0.255. On obtient
alors la correction suivante :
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A§2) Af) A§2) Total | Total Attendu
AW 0.196 | 0.212 | 0.108 | 0.516 0.52
A 0.114 | 0.188 | 0.182 | 0.484 0.48
Total 031 | 04 | 029 | 1
Total Attendu | 0.31 0.4 0.29

Ces deux derniéres étapes sont répétées jusqu’a ce que le tableau se stabilise. Au bout de
7 itérations seulement l’algorithme se stabilise et on obtient le tableau final suivant (en
arrondissant & 1073) :

AP | AP [ AP | Total | Total Attendu
AW 0.199 | 0.212 | 0.109 | 0.52 0.52
A 0.111 | 0.188 | 0.181 | 0.48 0.48
Total 031 | 04 | 029 | 1
Total Attendu | 0.31 0.4 0.29

Les effectifs finaux vérifient les deux marges connues. Il est possible d’appliquer ce genre
d’algorithme avec plus que deux marges connues. Cette méthode est élémentaire : il est facile
de programmer un tel calcul avec des logiciels simples comme un tableur. Etant couramment
utilisé en statistiques, cet outil est déja implémenté dans les principaux langages statistiques
: SAS (CALMAR), R (icarus).

Limite. Deming et Stephan [3(] affirment que cette méthode qu’ils nomment « iterative
proportions » fait converger un tableau de fréquences vers la solution des moindres carrés sur
I’ensemble des tableaux de fréquences vérifiant les contraintes de marge. Cette affirmation
est erronée. En effet, Stephan [76] montre que la méthode proposée dans le papier d’origine
donne seulement une approximation de la solution des moindres carrées et non pas la solution
exacte. Il propose une modification de 1’algorithme pour corriger cela. Lewis [57] et Brown [23]
ont étudié la minimisation avec la distance de Shannon-Kullback dans le cas de variables de
Bernoulli. Brown utilise en particulier 'algorithme du Raking-Ratio afin d’atteindre cette
minimisation. La méthode du Raking-Ratio dans le cas ot on rake périodiquement deux
partitions peut étre vu comme une matrice stochastique double dont on normalise les lignes
et les colonnes au tour-a-tour afin de respecter alternativement I'information apportée par ces
partitions. Sinkhorn [[74, 75] montre que ’on peut décomposer de maniére unique ces matrices
avec deux matrices diagonales et prouve que l'algorithme converge nécessairement si les
coefficients sont strictement positifs. Plus concrétement, Ireland et Kullback [50] apportent les
arguments nécessaires pour justifier que cet algorithme converge vers I'unique projection de
la mesure empirique au sens de la divergence de Kullback-Leibler sur I’ensemble des mesures
discretes de ’échantillon vérifiant les contraintes apportées par l'information auxiliaire.

3.1.2 Cadre de travail

Notation. On note (X,.4) un espace mesurable. Pour N € N* on note (my)yens le

nombre d’ensembles donnés par une partition et AN) = {AgN)7 e ,A,(q%)} < A les partitions
de X qui nous servent d’informations auxiliaires. Autrement dit, on connait les probabilités
P(Ag-N)) pour tout N € N* et 1 < j < my. Par convention, on note mg = 1 et A©) = {x}.
Nous supposons que la probabilité d’appartenir a un ensemble d’une partition n’est pas nulle,

autrement dit

YN eN* )= min & >0 ol Jdy= min P(A§N)).

=1,..., jsmn
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Supposons que nous travaillons avec un tableau de fréquence. L’algorithme du Raking-Ratio
appliqué a des marges successives consiste a modifier tour-a-tour les fréquences afin de les
rapprocher au mieux des marges connues. Notons f(V) (A) les fréquences d’un ensemble
A € A apres la Neme modification de I'algorithme. Celui-ci consiste a multiplier au tour
N les éléments de la catégorie A;N) par le rapport P(AE-N))/f(N) (Ag.N)). Au tour N +1 la
méthode du Raking-Ratio applique la relation de récurrence suivante :

MN+1 ( N+1 )

f N+1 Z f(N) jN+1)) (3.1)

f(N)(A N+1))

Pour généraliser cette méthode du point de vue de la théorie des processus empiriques,
nous allons créer une suite de mesures empiriques P} (F) = {IP’%N)( )« f e F} indexées
par la classe de fonctions F qui correspond aux opérations effectuées successivement. Nous
I’appelons mesure empirique associée a la méthode du Raking-Ratio ou bien mesure empirique
rakée. Si F vérifie I'hypothese ou alors la classe de fonction

g:]-‘U {f]lAw):feF,NeN*,1<j<mN}

vérifie la méme condition d’entropie avec des nouvelles constantes ¢y ou by. Nous supposons
donc sans perte de généralité pour la suite de cette partie que F = G. La mesure initiale
doit correspondre au tableau initial, i.e. les fréquences observées. On définit donc la mesure
initiale par la mesure empirique classique, c’est-a-dire IP’%O) = P,. En s’inspirant de (@), la
mesure empirique rakée est définie par récurrence pour tout f € F par

P%N+1)(f) = Z P%N)(f]lA(NH))W (32)
JSMN+t1 J Pn (AJ )

Pour A € A, nous utilisons la notation suivante P{" (4) = Py (14). Autour N cette mesure
vérifie 'information auxiliaire donnée par la Néme marge A puisque

YN eN*, Vji=1,..,my, PM(AM)=p@) (3.3)

Dans le cas N = 1, on retrouve la mesure empirique avec I'information auxiliaire apportée par
une partition étudiée dans la partie précédente. Le Raking-Ratio est donc une généralisation
de notre étude précédente. On définit le processus empirique associé a la méthode du Raking-

Ratio o, (F) = {aglN)(f) : f € F} pour tout f € F par

al ) (f) = V@Y (f) = P(f)). (34)
En particulier, o/’ = a,. Nous notons également pour A € A, a(N)(A) = (N)(]IA)

D’apres (B.3), on a immedlatement qu’au tour N ce processus vérifie l'information auxi-

liaire en s’annulant en les fonctions indicatrices des ensembles appartenant & la partition
N .

AN e,

VN eN* Vj=1,...,mpy, aLN)(AE-N)):O
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Mélange de processus empiriques conditionnels. On introduit pour tout A € A tel
que IP’%N)(A) > 0, la notation ESY) [f1A] = P%N)(f]IA)/P%N)(A). On peut alors écrire que

my

() = 3 PLAT RV L1457
oV () = 3 PAT a7 (f).

avec oz(Nfl)(f) =4/n (Esfvfl)[ﬂAE-N)] - E[f|A§-N)]). Chaque processus o' ") correspond

n,j n,j
au processus empirique 017(1N—1) conditionné sur I’ensemble A;N) de la partition A & raker

au tour N. La combinaison linéaire de ces derniers avec les poids P(A§N)) constitue o).

3.1.3 Motivation

Biais et variance non explicite. La mesure initiale avant application du Raking-Ratio
est la mesure empirique. Il en résulte que les mesures ]P’%N) apportées par la méthode dévient
de la vraie mesure de probabilité et ce de maniére de plus en plus complexe a chaque tour
de la méthode. De fait, le vecteur de biais et la matrice de covariance des poids aléatoires
]P’SLN) ({X;}) que l'algorithme affecte au N-éme tour & chaque individu sont délicats & exprimer
pour n fini. Cette remarque nous conforte dans I'idée qu’il faille étudier cette méthode d’un
point de vue asymptotique afin d’obtenir I'expression exacte du biais et de la covariance
asymptotique. Il est nécessaire d’obtenir aussi une borne d’erreur entre le biais, variance
asymptotique et non-asymptotique en fonction de la taille d’échantillon n de limite nulle.

Probléeme concernant le biais. De la méme maniére que dans le cas de 'information
auxiliaire apportée par une partition, le fait de modifier le processus empirique initial afin
que celui-ci utilise notre information a priori lui rajoute du biais. En effet, les processus

asivj_l) ne sont pas centrés du fait de la présence des facteurs aléatoires 1 /P%N_l)(AEN) ) dans
la définition de ceux-ci. De maniére plus formelle pour f # 1 ,v-1), j=1,...,mn_1,0n a
J

E[E%N—l)[fA]—E[ﬂA]]_El]pglN—n(f]lA)( 1 ) o

PNV P(4)

Nous espérons d’une part avoir un biais asymptotiquement nul et d’autre part compenser 1’in-
troduction de ce biais par une diminution de la variance. Par la définition (B.2), nous voyons
que le biais se propage car information auxiliaire donnée par les (P(A;NH))) j=1,mns €St

. Y - e s N . .. . . g
appliquée a la mesure biaisée }P’,(l ) au lieu de la mesure empirique non biaisée P,,. Pour des

classes de fonctions raisonnables, nous allons montrer que le biais converge vers 0 avec une
vitesse plus rapide que 1/4/n.

Probléme concernant la variance. L’algorithme produit & la fin des estimateurs de
fréquence vérifiant les marges imposées. L’objectif est d’obtenir des estimateurs avec une
variance plus faible que I'estimateur classique fourni par la mesure empirique. Certains ont
donné une expression de la variance aprés un nombre fini d’étapes. Dans cette littérature
on retrouve Bracktone et Rao en 1979[21] avec I’étude de 4 étapes, Konijn en 1981[53] et
Choudhry et Lee en 1987[27] avec 2 étapes ou Bankier en 1986 avec un nombre arbitraire
d’étapes. L’outil classique est la linéarisation de Taylor. D’autres ont donné une estimation
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de la_variance asymptotique complexe & utiliser en pratique (c¢f. Binder et Théberge en
1988(15]). Finalement, Deville et Sarndal [32, B3] ont étudié a population finie une méthode
appelée « calibration » faisant intervenir une fonction de distance que le statisticien peut
choisir : 'une de ces distances permet de retrouver la méthode du Raking-Ratio. Ils ont
montré qu’asymptotiquement le choix de cette distance importait peu et ont pu établir un
estimateur de la variance asymptotique. Aucun résultat cité jusqu’a présent ne donne une
expression exacte et simple de la variance asymptotique au N-éme tour de ’algorithme. Un
des objectifs de cette partie est de trouver l’expression exacte de la variance asymptotique
de oY) et de montrer que pour n suffisamment grand, Var(a%N)(f)) < Var(oz%o)(f)). Si
certaines conditions simples et naturelles sont respectées, nous montrons également que,
asymptotiquement, Var(a"V (f)) < Var(a$'? (£)) pour certains Ny > Ny. Néanmoins pour
des petites valeurs de n le risque quadratique risque d’augmenter, i.e. E[(}P’%N) (f)—P(f)?] >

IE[(IP’ELO) (f) — P(f))?] & cause de I'introduction du biais. Nous montrons que ce n’est pas le
cas asymptotiquement.

Organisation. Nous étudions les propriétés de la mesure et du processus empirique rakés
dans un premier temps. La partie regroupe les propriétés et résultats non-asymptotiques
de ces objets tandis que la partie étudie leur comportement asymptotique. Nous étudie-
rons le cas spécial ou on applique la méthode du Raking-Ratio sur deux partitions en boucle.
Nous renforgons les propriétés non-asymptotique de le mesure et du processus empirique
rakés dans la partie @ et nous donnerons plus de précision du comportement asymptotique
dans la partie @ La section @ contient quelques simulations numériques ainsi que des ré-
sultats pour mettre en pratique les résultats établis a la partie B.5. Nous finirons par étudier
dans a la section le comportement de la mesure et du processus empirique raké dans le
cas ou I'information auxiliaire n’est pas exacte mais est donnée par une estimation provenant
d’une source auxiliaire.

3.2 Reésultats non-asymptotiques

3.2.1 Mesure empirique rakée

Probabilité de définition. Posons pour tout n, Ny € N* I’ensemble

B, N, = { min  min Pn(Ag-N)) > O}. (3.5)

O0SN<Np Isjsmn

La probabilité que a%NO) n’est pas défini est donnée par

No mny n Ny
P(BS ) —P(U § ﬂ{Xi¢A§N>}> 3% w1 = 8"
N=1j=1i=1 N=1

Pour Ny =1 cette probabilité est celle de la relation (@)
Poids des individus. La mesure associée a la méthode du Raking-Ratio affecte a chaque

X; € A;N) le poids aléatoire

P ({X3}) = P%Nfl)({xi})w-
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La proposition suivante donne le poids que la mesure empirique associée a la méthode du

Raking-Ratio IP’%N) (F) attribue pour chaque f(X;) en fonction des ensembles auxquels X;
appartient.

Proposition 3.2. 1 Soit N € N*, S X, € Aﬁ) N - A( ) avec 1 < j; < m; pour tout
1<i < N alors P& affecte a f(X;) le poids %Hk:l P(A jk)/IP’%k 1)(A(.k)),

Ik

Démonstration. Le cas N = 1 correspond au processus empirique avec information auxiliaire
donnée par une partition qui affecte un poids aléatoire P(A;)) /nIP’n(A;l)) aux X; € A§.1).
Supposons que cette proposition soit vraie jusqu’au rang N alors

myy1 P(A(N+1))

]P(N+1)(f): Z ¢ (fﬂ (N+1))
" N), A (N+1
IN+1=1 ]P)( )(A§N_:r1 )) JN+1
m N+1 i
B G SR R P ( ﬁW>l
- N N k-1 k Xi€Aj) nnAj
INt1= I]P )(A.ger) ]1<m1 i=1 I]P( )(Agk)) € IN+1
JN\
ul LN palh)
=Sy Y ( H N v
i=1 Jisma " k=1 Pgt 1)(A§’k.)) = IN+1

IN+1SMN+1

Donc ]P’%NH)(]-") affecte & chaque f(X;) le poids - kN:J’ll P(A;IZ))/IP’SCH)(A%)) siX; e Aﬁ) N
A AN

ini. - Par principe de récurrence, la proposition est vraie pour tout N € N*. O

Projection de Kullback-Leibler. La proposition suivante généralise la proposition
dans le sens oit PYY) (F) est la projection de pY Y (F) sur ensemble des mesures vérifiant
I'information auxiliaire donnée par les P(Aév 1< <magr-

Proposition 3.2.2. Soit N € N*. La mesure empirique ]P’;N) manimise la divergence de
Kullback-Leibler dKL(P%N71)|\Q) entre P 7Y et ensemble des probabilités discrétes Q sur
X1,..., X, qui coincident avec P sur les A;N ,J <mpy.

Démonstration. La divergence de Kullback-Leibler entre ]P’%N_l) et IP%N) est donnée d’apres
la proposition par

(V1)
(N=1)||pV)) Z (N—-1) P ({Xa})

n N-1 k—1 k
_ S po-n gy, . o (w1 PO P (AT
- Z w o (1X) Z XieADn A 108 | TN k—1), 1 (k)

= i~ LTI P(4G,)/PR D (A5Y)

Jisma
JNSmN
(N=1) /1 4(N)
P14y
= ZIE”(N V(X)) 2 Ly eaon log (”)
X; A N
=1 ]N 1 © P(A‘EN))
N—-1 N
_ Z IP’ A(N)) g<P'gl )(A( ))>
= 7]\[ .
Fromst P45
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Soit @ une mesure de probabilité discrete sur Xy, ..., X, vérifiant Q(A§N)) = P(AE-N)) pour
tout 1 < j < my. Par concavité du logarithme,

n my ]P,(Nfl)(X) Q(X)
—1 N—-1 n 2 7
dKL( )||Q) = — Z Z ]P)( ) )7]?(1\, ) (N))]lXiEAjN IOg ]P(N_l)

—1
no (A no o (Xi)
> p(N 1) )log 62(71]1 )
]N2_1 ; ]P,SLNfl)(A;]A\IT)) XieAlN
m (N=1) 4 (N)
N Pr (A7)
(N=1)( 4(N) " J — (N=1)||p(N)
Jjn=1 JN

O

Loi du logarithme itéré. La proposition suivante donne une loi du logarithme itéré
pour la mesure empirique raké P4 (F).

Proposition 3.2.3 (LLI de ]P’SLN)). Soit F vérifiant B, , ou . Alors pour tout
Ny € N,

lim sup ||IP(N) Pl < U}‘HN L+ Mz/on) p.s.

n
notow \ 2LL(n) 0<N<N

Remarque 3.2.1. La constante qui intervient dans le résultat précédent explose st la plus
petite des probabilités d’appartenir a un ensemble est trés faible ou bien si le nombre de
partitions est trop importante. Cette borne n’est certainement pas optimale sauf dans le cas
trivial ot Ny = 0 qui correspond d la loi des logarithmes itérés classique. Dans le cas Ny = 1,
on ne retrouve pas la méme borne que celle donnée par le théoréme

Démonstration. Pour Ny = 0, la proposition est vraie d’apres la LLI (cf. théoreme )
On pose u, = /n/20%LL(n),by = Hszl(l + Mx/d) et € > 0. Supposons pour Ny > 0 fixé
qu’il existe p.s. un rang ng € N* tel que pour tout n > ng, u, maxo<n<n, HIPJ%N) — Pl|F <

bn, (1 + €). Donc pour tout n = ny,

un|[BSY D — Pl < up|[PYYOY — BYV |5 + | [PYY) — PY|2
< | [PXNoHD — pNo) || 2 4 by (1 + €).

n

Puisque P{Y) est une mesure de probabilité pour tout ensemble A on a ||IP$LN°)( fla)|lF <
MFPY(4) dott

[PYe*D — BV =

o (N ) (A('NH))
J
Z P 0 fﬂA(NoH)) —P%NO)(A§N°+1)) -1

Jj=1

f
(No)
mng+1 || Py, (fﬂA(NUH))H}'
' No)( g(No+1)y _ (No+1)
< P(No)(A(;V0+1)) PN (A7) = P(AS™ )|
" J

j=1
< Mrmp, 41| [P — P|| 7.
Enfin en utilisant le fait que my,+1 < 1/dn,+1, on obtient pour tout n = ng,

U [P0 D — PNl - < M7

bNo (1 + 5)
No+1
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ce qui prouve ’hérédité de notre hypotheése puisqu’on a montré que

un||IP>£LN0+1) - P||]: < (1 + M]—"/(SNO+1)bN(1 + E) = bN0+1(1 + E).

3.2.2 Processus empirique raké

Nous rééeri 1 o .. (N) 1 . . )
ous réécrivons le processus empirique ay, ' (F) pour les preuves qui vont suivre :

P(A(N+1)) E[fﬂA(N+1)]
Qo Qa,, (N+1) al
j<7§+1 P%N)(A;N+1)) Al ]P’EIN) (A§N+1)) j
P(A(N+1))

= 2 gmgamemy; (8 Lgren) B4 (4)

jSmy41 4N j

Pour N € N* notons Ay = Hszl Ox, SN = Zi\;l my. Le résultat suivant donne une

inégalité de concentration pour a%N)(]: ). Elle borne la probabilité que le supremum ||ay,||#

dévie d’une valeur donnée.
Proposition 3.2.4. Si F vérifie B et alors pour tout n, Nog € N* et t > 0,

2N0N0 tANO
(14+ Mz +t/+/n)

P (s, ol > 1) <
0

>
0<N<N F (Ha"HF -

No> + SNO(l — 5(N0))n~
(3.6)

0

En particulier, pour t < 2Mz+/n,

2No v, tA
M- >¢) < 0 > “No — n
P (051\/1)(% ||| 7 = t) S A P [lan||F = (05 30 + Sy (1 = (ng))"
St F vérifie alors il existe C1 = C1(cq, vo, No, M), Co = Co(No, Mx) > 0 tels que pour
tout 0 < t < 2Mx+/n,

N 17 2 n
P <O<r%a<xNo |a™]|7 = t) < C1t*0 exp (—Cat?) + Sy (1 — d(v))™ (3.7)

ot co,vy sont les constantes données par I’hypothese . Si F wvérifie @ alors il existe
to = to(Mx,bo,70), D1 = D1(Ny), Do = Da(Mz, No, b, 70,0%) > 0 tels que pour tout to < t,

P <0<HI\l/a<XN0 lal™]| 7 = t) < Dy exp(—Dat?) + Sny (1 — S(ng)) "™ (3.8)
Remarque 3.2.2. La preuve de cette proposition et donc la borne qui en résulte ne prenne
pas en compte le fait que l'on puisse raker périodiquement sur un mombre fini et petit de
partitions. Pour une étude plus fine dans le cas du ratissage a deuz partitions, nous renvoyons
a la partie , Cette proposition suggére donc de fixer Ny, de prendre des grandes valeurs pour
n et de travailler sur une classe |(Ii/jfonctiom F avec une petite entropie. En particulier pour

les classes vérifiant [’hypotheése ou , cette proposition indique que presque surement
||a7(1N°) || 7 est de lordre de C'/logn. Les bornes de concentration de mesure sont plus difficiles
(N-1)

a obtenir di au mélange des processus
bornés.

impliquant des coefficients aléatoires non

n,J
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Démonstration. Nous travaillons sur 'ensemble B,, n, défini par (@) Par soucis de simpli-
fication, les événements suivants sont implicitement en intersection avec cet ensemble. On
peut écrire pour tout N > 1,

N-1 1
50 = gy (U AT D).

avec |E[f|A§N)]| < M. Par suite,

P(|of"]|F = ><P<ZNP< Dllegy 1z >2p )

j=1
Y oy (N 1)

N—1
< 3 (¥ V)l > o).
=1

Tous les termes de la derniére somme satisfont pour K < P(A§N)) et K’ < P(A;N)) - K,

1
P (IP(N_I)(A(N)) ‘

angl)(f) — E[f|A§N)]a£LN71)(A§’N))Hf = t)

<P((1+ M#)|[ad V|7 = Kt) + ]P’(IE”(N V(AN < K)
Kt
<P (N-1) (N) <K'
(IIa I > 1 +MF> + PNV (ATY) < —K'v/n)
Kt
< W r> —— .

la derniére borne étant satisfaite si K'y/n = tK /(1 + Mz). On pose

1
1+ Mz +t/\/n

Puisque 8 < 1 pour tout N > 1 on a K’ > 0 et en utilisant le fait que 8 < (1 + Mx)/(1 +

ﬂz E]O,].[, KzﬁéN, K'I(SN(].—ﬁ).

t - on(1—-08) ﬁ’
Vil+Mp) S onB K
Nous avons montré pour tout N > 1
2 _ Bont
P(|laV)|z = t) < —P( [aNV]|z = :
(lofllr > 1) < =P (o Vllr > 32

En appliquant (@) a nouveau avec pour ¢ la valeur 8dnt/(1 + Mx) < ¢ puis en itérant on
obtient que

2N tA
P([|aM]|F > t) < ——P [ [|al]|5 > a : 1
(o llx > 1) < 5P (P11 > e (3.10)

Puisque la derniére borne croit avec IV on en conclut que

No

P (KI?@N ]| 5 > ) < 3 Fllafll> 0 < NPz > 0. (311
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plus petite que Sy, (1 — d(n,))" entrainent (B.G). Sous I'hypothese il suffit d’appliquer
I'inégalité de Talagrand pour les classes vérifiant @ (¢f. théoreme ) & (B.6) en posant

o 2N CGidy, \" 1L tAN, 2
"TUAN, \(@43Ma)No ) 0 2T 2\ A +3M)N )

0

Les inégalités (), () et en prenant en_compte le fait que BC?EO soit de probabilité

afin d’obtenir (@) Sous I’hypotheése @7 on obtient (B.§) en appliquant I'inégalité de Tala-

grand pour les classes vérifiant (cf. théoréme [1.2.1 et en posant
2No N, A ?
D=0 Dy=C( )
AN, (14 Mg)No
avec C = C(Mz,by,70,0%) > 0. O

3.3 Résultats asymptotiques

3.3.1 Processus gaussien raké

Définition et motivation. A N fixé, nous allons établir la convergence en loi de oz%N)

quand n — +00 vers le processus gaussien GV)(F) défini par récurrence pour tout f € F
par

GO =G et GVV(H=6M()- Y EFANTVG™MUAN) (312

JSEMN41

Par construction, GV )(}" ) est un processus gaussien centré indexé par F. Nous le désigne-
rons par processus gausisen raké ou bien P-pont brownien raké. Cette partie sera consacrée
a I’étude des propriétés de ce processus : expression formelle, formule de variance et cova-
riance et propriété de réduction de variance. Asymptotiquement le processus empirique raké

a%N)(]: ) possédera ces propriétés établies.

Expression de GV )(.7-" ). En effectuant les calculs, on peut trouver ’expression du pro-
cessus gaussien GV)(F) défini par récurrence par () L’expression donnée par la propo-
sition suivante est complexe et on devra adapter notre notation pour en faciliter I’étude.

Proposition 3.3.1. Soit GIN) le processus gaussien centré défini par () Alors,

N1, G =G - Y 610564

1<i<N
1<j;<m;
avec
6N (1,4, 5:) = E[f145)]
l 7 l l l lr— l
Y (=0E Y PAIADPADIAL) L AL AL DB ALY
. ISLSN—i ki<my,
i<li<lo<--<lp <N kLSHT'n«lL
(3.13)
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Démonstration. Pour N = 1 le résultat est vrai car Vj < my, ™ (f,1,7) = E[f\A(l)] et
donc GV = GA™. Supposons que le résultat soit vrai pour un certain rang N > 1. Alors,

MN+1

CVEI(f) =GN (f) = 3] ELfIATTIEM (A7)
j=1
=G(H)— )] (A“)(ab“v (frigi) = Y, E[fA§N*1>]¢<N><1A<M,i,j»)
1<iSN j=1 !
1<jism,

MN+1

. Z f\A (N+1) G(A§-N+1)).

La proposition est vraie au rang N + 1 ﬁuisque d’une part ]E[f|A§N+1)] = ¢WHD(f, N +1,7)

et d’autre part on peut vérifier par ( ) que
MN+1 N
. 1 . .
oM (a5 — ) BLAAN 10N A v, i i) = oD (f4, i)
j=1 ’
Par principe de récurrence, la proposition est vraie pour tout N > 1. O]

Afin d’alléger I'expression () on peut adopter une notation matricielle que ’on conserve
par la suite. On note

. . Nt
vi<j<N, EO[f] = (E[f14Y), ..., E[fIAD)]) .
) , Y
GIAY] = (G(A?), ..., Gal))
et P g a0 € Moy m,, (R) la matrice stochastique définie par

k l
. . (k)| 4(D) P(A; ' AE ))
VI<EkI<SN, Vi<i<m, V1I<j<myg, (P_A(MA(l))i,j:P(Aj |Ai )= —"—

1
PAY)
L’expression de GV) s’exprime alors par
cM() =6 - 3 oM GIAY), (3.14)
1<is<N
avec
o™ (f) = EO[f] + > (—1)*P 40040 P atz) 400 ~~~PA<zL>‘A<zL71>E(lL)[f]~

1<KLEN—i
i<ly<lo<--<lp <N

Variance de G(™) (F). Méme si la formule qui va suivre n’est pas exploitable on peut

exprimer la variance du processus GV (F) par rapport & celle du processus GnitaA” )(]-' ) le
pont brownien exploitant information auxiliaire I'information complete, c’est-a-dire la pro-

babilité de toutes les intersections A A+~ ALY pour tout 1 < iy < my,...,1 <iy <mpy
11 TN
-~ N [3 1 N
dont on n’a pas connaissance. On peut écrire que G(N) = GOt AY _ GIVAY A v
) (N) 1 N 1 N

GVVA AT () = 2 G(A§l) AN Ag- ) (2 (i, 74) \A(l) AN A§N)]> )

Jis<my

jn<mn
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Les processus GNitiAY of GVVAY At

A (@) @ 4N
Cov(G=AY (1), GYV AT A (1))

sont indépendants puisque pour tout f € F,

- .Z K;,..ixCov | G(f) — .Z E[f|A§.?n--.mAg,fJ)]G(A;?m.--nAgf]j)),G(A(,”n--.

J1

Jis<ma r<my
jNsSmN Jn<mn
= 0,

ou Ky .in = Zfil o(i,7;) —}E[f|A§-1) ne- -mAE-JAY)]. La variance du processus avec la méthode
du Raking Ratio généralisée est alors donnée par :

Var (G (£)) = Var(G=AY (1)) + Var(@VVAY A (1)),

En particulier, on voit que la méthode du Raking Ratio fait toujours moins bien que si
on avait 'information complete. Nous pouvons aussi nous poser la question de savoir si
la variance décroit nécessairement a chaque itération de l’algorithme, i.e. a-t-on forcément
Var(GN*+D(f)) < Var(GWN)(f)) pour tout f € F, N € N ? La réponse est négative. Prenons
par exemple la matrice des probabilités

P(AZ M BJ) Al AQ A3 P(BJ)
By 0.2 10251 0.1 0.55

B, 025 0.1 |01 045
P(A;) 0.45 | 0.35 | 0.2

et les espérances suivantes

E[f|[Ain Bj] | A Az Az | ED[f] ~
B 075 | -05 [ 05| 0.136
By 05 | 025 |05 0444
ED[f]~ | 0611 | -0.286 | 0.5

et fixons Var(f|A;nB;) = 0.5. Alors on obtient les variances théoriques suivantes : Var(G(f)) ~
0.734, Var(G™M(f)) ~ 0.563, Var(G®)(f)) ~ 0.569 et Var(G®)(f)) ~ 0.402. La variance ne
décroit pas & chaque étape du Raking-Ratio puisque Var(G® (f)) > Var(G™M(f)). Une autre
question est de savoir maintenant si on fait mieux que le P-pont brownien G(F) & chaque
tour dans le sens ot on aurait Var(G™)(f)) < Var(G(f)) pour tout f e F et N € N ? Dans
I’exemple précédent, GV)(F) semble au moins avoir une variance plus faible que G(F). Nous
allons montrer que cela est toujours vrai. On note Cov(G[.A®]) la matrice de variance du
vecteur G[A®], i.e.

(Cov(GLAD))) .k = Cov(G(AY), G(AL)) = P(4; N Ay,) — P(A))P(Ay)

J

= diag(P[AM]) — PLAM] P[AM],
)

ot P[AW] = (P(Agk),...,P(A%fk) . On note également Cov(G[AD],G(f)) le vecteur
constitué des covariances des éléments de G[.AM] avec G(f), i.e.

Cov(GLAVL,G(f) = (Cov(G(AL). €(f)), ... Cov(G(AR),C(1)))’
= (P(AY)ELSAP) ~ELfD, ... PAG)ELIAD] ~E[])

Ces éléments vérifient le lemme suivant :
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Lemme 3.3.2. Pour tout 1 <k, I< N et feF ona

Cov (G[A<k>], G( f)) = Var (G [A®M)] ) E®[f (3.15)
Cov (G[A(k)LG[A(”]) — Var (G [A®)] ) P 400|400+ (3.16)
oV () =EP[f]— > Paoawd™ (). (3.17)

k<I<N

Démonstration. La j-eme coordonnée du vecteur Var (G[A(k)]) "EMI[f] est

PASE[SAT] = 30 PAPIPATELS | AV =E[f1 0] - P(AJY) 35 E[f1,0]

1<myg 1<i<my,

= Cov (G(A§-k)),G(f)) ,

ce qui prouve () De la méme maniére la coordonnée (4, j) de la matrice Var (G[A®)]) -
PA(U‘A(;V) est

PAMPAP 1AM = 3 PAR) PAP)PAD | AD)
mmy

(2

= P(AY A A — PA) Y PAD A AD)
1<Sm<my
k l
= Cov (6(4M), 6(a)),
ce qui prouve () Par définition des fonctions CIDEN) données par (), on trouve que

Z PA<.7>\A(i)<I>§~N)(f) = Z P.A(-i)\A(i)E(j)[f]

i<j<N i<j<N
L !
+ Z (=1)"P 40 ad P 400140 "'PA(IL)‘A(ZL—l)]E( 2[f]
i<j<N
1<SL<N—j

j<lhi<-<lp<N

Z <_1)L+1PAU1)‘A(1‘) .. PA(LL)|A(ZL71)E(ZL)[f:|

1<L<N—i
i<li<---<lp <N

~o™ () + ED[f],

ce qui prouve () O

Proposition 3.3.3. Pour tout N € N* et (f,g) € F?,

Il

7

N
Var(GN)(£)) = Var(G(f)) — D) o™ (£) - Var(G[AD]) - oM (f) (3.18)

N
Cov(G™(£), 6N (9)) = Cov(G(f), G(g)) — ¥, Cov (@1 (f)" - GLAD], @™ (g)" - GLAD]) .

i=1

En particulier, Var(GWV)(f)) < Var(G(f)) pour tout f € F.
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Remarque 3.3.1. La réduction de risque asymptotique est quantifiée par la combinaison
des propositions et . Soit e > 0, il existe ng € N* tel que pour tout n > ng et pour
tout f € F le nouveau risque apres avoir raké N fois est donné par

E[B () = PO | = 22 + el o).

 Var@ ()
A= @)

sup le(f)] < (1 + 6)\/§Ce,
feF T

ot v, — 0 et Cy sont données par le théoréme . Le risque de réduction a donc lieu
puisque A(f) < 1 pour des valeurs de n suffisamment grandes.

Démonstration. D’apres () et le lemme , on peut écrire que

Var(G(N)(f)) — Var(G(f))
N

€ [0,1],

= YoM ()t Var(GLAD]) - oM (f) — 2 i oM (f)t - Cov(GLAD],G(f))
i=1 i=1
+2 3 ™M ()t Cov(GIAD], GLAD]) - oM (f)
N
= 20" Var(GLAD]) - (cbﬁN)(f) —2ED[fl+2 ) PA<_,»>A<i><I>§N’<f>> .
i=1 i<j<N

On obtient ( en remarquant que le dernier terme en facteur correspond a —@EN)( )
d’apres le lemme . La forme polaire permet de passer de () a (@) O

La méthode du Raking Ratio diminue la structure de covariance du P-pont brownien initial
G(F) dans le sens ou pour tout fi,...,fr € F, si on note ¥ la matrice de covariance
de (G(f1),...,G(fr)) et T celle de (GN)(f1),...,GIM)(fp)) alors ¥ — BN est semi-
définie positive. En effet cette différence de matrices correspond a la matrice de covariance
de (GYM(f1),...,GVM(f)) ot GV-M(f) = NV <I>§N)(f)t - G[.A®]. Finalement, nous
avons vu que le processus gaussien limite ne diminue pas nécessairement sa variance a chaque
tour mais il existe néanmoins un cas naturel ou celle-ci subit une diminution. Il s’agit du
bouclage qui consiste a répéter cette méthode sur un méme cycle de partitions. Ce résultat
est donné de maniere généralisée par le lemme suivant.

Lemme 3.3.4 (Lemme de bouclage). Soient No, N1 € N tels que N1 = 2Ny et supposons
que
V0 <i< Ny, AWNo=) = g(N1=9),

Alors Vf e F, Var(GIN (f)) < Var(G(NO)(f))-

Démonstration. Avec '’hypothese de bouclage et la formule de variance donnée par la pro-
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FiG. 3.1: Tllustration du lemme de bouclage

position on a nécessairement que V0 < i < Ny, @%\5(21 = @g\],\jljz Alors

Var(G)(f)) — Var(GM(f))

Ny No
= >, ™) Var(GLAD) - 0 (1) = 3] @™ () - Var(GLAD) - 9™ (1)
i=1 =1
Ny Ny
= 2 MW V@AY - e () - ) e Var(@A) - ™ ()
i=1 i=N1—No+1

i

N1 —No
S @M (f)E - Var(GLAD]) - 8™ (f) = 0
=1

O

La figure @ illustre un cas ou la variance Var(G®(f)),i € {6,7,8} est plus faible que
Var(GY)(f)),7 = 1,2,3 et ce pour tout f e F.

3.3.2 Approximation forte et applications

Approximation forte. Avec des hypotheses fortes sur la classe de fonctions F il est pos-

sible de donner une vitesse de convergence asymptotique du processus o, (F) vers GIN) (F).

On note pour N e N* et j =1,...,my,
b () = (f = B4 Dm0, b (f) = S by

avec la convention ¢y (f) = f. De maniere immédiate E[¢(ny(f)] = E[én),;(f)] = 0 et
puisque AMN) est une partition de X, on a que

Vi<j#j <mn, éw;(f) o, (g)=0.

De plus les propriétés de I’espérance conditionnelle entraine que

2 2 2
Toiny 3 (F) S Opiny(F) S OF- (3.20)
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Avec ces nouvelles notations, on peut alors écrire que

wp S PAY) (N-1) ()
j=1 Pr (Aj )
my pAN
F(N)(f) Zlqn(],N)OégLNil)(d)(N),](f))’ Qn(jaN) (N_(l)ZA(zv)) - L
j= n j

al(day o0 oy (f)) + EN(f), (3.21)
N-—1
FM(f) = > T Gty 0+ 0 dvy ()
p]

11 sera nécessaire d’étudier les classes de fonctions des itérés renversées suivantes

Gy = by o 0oy (F)

N mi

= J U bw.j o dusny o0 by (F),
k=1j=1

avec la convention ¢(p1y0---0 ¢y =id si bk = N et Gy = H(g) = F. En itérant ()7
il vient 0‘72{() < aéo < ag_-. On pose de la méme maniere Go = Uosn<n,G(n) et Ho =
UosN<N, H(n)- Le lemme suivant montre que les classes introduites précédemment conservent

les mémes conditions d’entropie que F.

Lemme 3.3.5. Si F vérifie @, alors Gy, Heny (respectivement Go, Ho) vérifient
également avec pour borne (2Mz)N /An (respectivement (2Mz)No /AN, ) ainsi que
Si F vérifie @ il en va de méme pour G(ny, H(n), Y0, Ho-

Remarque 3.3.2. Dans la preuve de ce lemme, on constate que l'indice o (pour I’hypo-
thése [BR) est préservé, ce qui n’est pas le cas de lindice vy (pour Uhypothése |V({). Cela aurait
pour conséquence de détériorer la vitesse d’approxzimation forte des classes G(ny et Hny par
rapport & la vitesse d’approximation forte v, de la classe F. Néanmoins si dp(f,g) < € avec
f,9€ F alors

2
a0 (D)oo = [ (£ =9-El —gla™) dp < | o =0 am

my 2
db (D) () by (9)) = L <Z Ny, () — ¢(N),j(9)> dP

- Z (6,3 () dvy5(9)) < 2 f o (=g dP <t
=t J=1"4;

En prenant en compte cette inégalité et avec Uarticle de Berthet-Mason [|12] il est possible de
conserver la vitesse v, de lapproximation forte de la classe F.

Démonstration. Si F est uniformément bornée par Mz alors pour N < Ny on a,

1 2Mx
sup su =sup max Ssu s <M (1+ — | < —.
supsup o) (7o) = sup max sup o (7o) < 37 (14 5 ) < 5
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Il s’ensuit immédiatement que Gy, H () (respectivement Gy, Ho) sont uniformément bornés

par (2M£)N /Ay (respectivement par (2Mz)No /An,). Soit (fm)m © F convergeant simple-
ment vers f € F. A partir de

mlggloo]lmm( ) (X) = ]lA;M(X)f(X% (fllAuv)) P(fm) < M,
on en déduit par convergence dominée que lim,,, o E[ fm\Ag-N)] = E[f \A;N)]. Par consé-
quence @y ;(fm) converge simplement vers ¢y ;(f) et ¢(n)(fm) = ZT:NI b (n),j(fm) vers
oy (f) = ZJ 1 qS(N)J(f). En itérant ce raisonnement de N & 1 on obtient que Gy, H(n)

vérifie la condition avec pour sous-classes dénombrables Q~( N) et 7-l( ~) définies par

~

Giny = by ooy (F), Hny = U U k), © Dl+1) © -+ © Py (F)-
1<k<N 1<j<my,

Si F vérifie @, il en va de méme pour G(y) et Hy). En effet d’apres la proposition

pour tout f € F, ¢y o0 dn(f) = f— X 1<ien oW (fi,5:)1 AW, avec ¢(N)(f72,31)

1<jism,

définie par () Si do(f, fo) < € et dp(f, fp) < € avec fp, fo € F alors (¢N)(f,i,5;) —

N (fp,i,7:))% < 2N71F1e2 ) ce qui entraine que

g [ dayo--odm(f), fo - Z oM (fp,i, )1 4o
1<i<N 7a
1<j;<m;

< 2d22(f7 fQ) + Qdé Z (b(N)(fa'Lu]z A( i),y Z ¢ vazajz)]lAy)

1<2<N i 1<1<N
1<]L 1<ji<
<244 ) Q N>(f i ji) — qS(N)(fp,i,ji))Q < 2N+32
1<i<N
1<ji<m,

Si F peut étre recouvert par au plus N boules de rayon € par rapport a la distance dg centrées
en des fonctions (fg,i)1<i<n et par au plus N boules de rayon ¢ par rapport a la distance dp
centrées en les fonctions (fp;)1<i<n alors Gy peut étre recouvert par au plus N2 boules de

(N+3)

rayon 2 2¢ et, centrées en les fonctions for — 2 1<i<n pN (pr, i,ji)]lAm)

1<jism, 1<k, l<./\f

Toutes les fonctions <<fQ k= Z 1<ien oW (fP_yl,Z’,ji)]lA(.i)> ]lA<S>>
Ji i

Isjismg 1<k, l<N,1<s<N,1<r<m;

suffisent & recouvrir Hy), c’est-a-dire qu'il faut au plus SyAN?2 boules de rayon 2(V+3)/2¢

pour recouvrir cette classe. Les classes Gy, H vérifient également avec la méme puissance
N, . N L.

1 et les constantes co(No+1), co D n> Sn- De la méme maniere, supposons que F vérifie

et montrons que ces classes vérifient également cette hypothese. Supposons que f_ < f < f4

avec dp(fy, f—) <e. On pose

Mg = (F= = BLAAAT DT 00 < b)) < (e = EL-|ATDL 0 = iy .
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et la distance dp du crochet [h(N) ,her)J.] est donnée par

dj (h'(_N)j7h'er)7j) = J o <f+ f-+Elf+ — /- |A(N)]> dp

= E[(f — [ 0] + PAATDELS - /|47
+2E[f+—f—|A ] [(f+ = f-)1 A(N>]

D’aprés l'inégalité de Holder, E[(fy — f)1,m] < eq/P(A™) et E[fy — f-|A1V] <
/A P(AN)) don
hiny ;) < E[(f+ = f2)*1 <N>]+3€

et par suite ¢(n)(f) = 27 dw),;(f) € [hy her)] ot h(—N) =20 h(iN)  satisfait

)

d%(h

(N),5°

dp(h plhy Z dp (h g2 vy ) < dp(f-, f+) + 3mye® < dmye’,

Il s’ensuit que

(¢(N)(-7:) g,dp) < N, (]: €/24/mn,dp),
(g(N)aE dP ]: 5/2 ’\/ dp
Pour couvrir ¢, O¢(k+1)0 -0¢(n)(F) on a besoin d’au plus my, N[ 1(F,e/2N F /mp1 - mn, dp)
crochets. On a prouvé alors que
N[ ](go,é‘,dp) < (No + 1)N[ ](.7:7 E/QN[)\/ Mpy,,dp),
N[ ](Ho,{-:,dp) < SNON[ ](.7:, 8/2N0\/MN0,dp).

Par conséquence Gy, H satisfont @ avec la puissance 7 et la constante 2700 M}\’,"O bo. O

Au vue de () on voit que all )(g( y) est le processus contribuant principalement &
aglN)(}" ). Le processus F,S ) agit comme un processus d’erreur, il est donc nécessaire de

I’étudier en détail :

Lemme 3.3.6. Soit F vérifiant les conditions B, , ou . 1l existe Cy < +0 tel

que presque strement pour n suffisamment grand,

CoLL
max ||[FMV)| < 07(7”‘)
0<N<No NG

De plus, pour tout 0, > 0, il existe une suite v, de la forme v, = n~%(logn)? si F vérifie
et v, = (logn)=" si F vérifie @ (avec o, B > 0) et des variables (X;)iens i.i.d. de loi P
vérifiant pour tout n suffisamment grand,

1
P EWN||5 > Cop ) < =
e

0<N<No
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Démonstration. Grace au lemme on peut appliquer la proposition aux classes Hg
A

et H(n). En prenant également en compte (), pour n suffisamment grand on a presque
slirement que

max max |aM 1)(A(N))|<b = 20rkN,\/ LL(n),

ISN<Np l<js<mpn

(k—1) (k=1) <
(Joax - max | max Jag (G5 0 b 00 b (Nl < max lan™ Vg < b,

ol Ky, = N° 1(1 + Mx/én). Avec des valeurs de n suffisamment grande pour avoir

bn/v/NO(ny) < 1/2 on obtient la majoration des erreurs g, (j, N) =

1 J—
1—aN (AW /(vrpalh))
1 suivante

2b,
i, N)| < ———.
1SN SN, 1<) S 4 (3, N V()

Ce qui implique

my,
IEMN|| 7 < Z Jax |an (3 B)] D |0 (b5 © by 0 -+ 0 by ()]
j=1
2b 2b S
FMI - < n (k—1) No
1<H]\1/aSXNoH " H]: \/ﬁé(No) 1<Hlii)]{\l ||Oé H \/>5(N0)

On conclut la premiere inégalité en prenant Co = 80 %K%, S, /d(n,)- Pour établir la seconde
inégalité on travaille sur 'événement B, n, défini par (@\S Il existe un rang ny a partir
duquel Sy, (1 = §(ny))" < 1/4n’ pour tout n > ny. Soit & > 0 tel que n** = o(y/nv,) qui
vérifie alors pour n suﬂisamment grand (v, > 2Sy,n* ¢/0(ng)v/n- Alors pour des valeurs de
n suffisamment grandes,

1<SN<Ng ISNAS

P (e IFE0N > o) < P (S s (10 max a1 ) = G0 )

2 g
<IP< max  max |qn(j,N)|>n>+P< max Ha 1)||H >n)

ISN<Np 1Sj<my S(Ng)V/1

<2}P’< max _ [|alN V|4, >n)
1<N<No

Par I'inégalité de Talagrand donnée par la proposition , quelque soit la condition d’en-
tropie respectée, la derniére probabilité peut étre bornée par 1/8n’ pour n suffisamment
grand. O

ISN<Ny

Nous avons les outils suffisants pour démontrer le résultat d’approximation forte suivant.

Théoréme 3.3.7. Si F vérifie les conditions @, , @ ou alors pour tout 0 > 0, il
existe Cp > 0. une suite v, de la forme v, = n~*(logn)? si F vérifie |V{ et v, = (logn)~?
si F vérifie @ (avec a, B > 0), des variables (Xp)nen i.9.d. de loi P et une suite (Gy,)
de P-ponts browniens indépendants définis sur un méme espace de probabilité vérifiant pour
tout n suffisamment grand,

S

ol (3.22)

]P’( max_ |l — GV |7 > C’gvn> <
0<N<N,
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et presque stirement

(N) _ M) =
OSHI\lfaéxNg ||an Gn H]: O(’Un)a (323)

ot G%N)(]:) est une version de GV (F) construite a partir de GV =G, via ()

Démonstration. On se fixe 0 < N < Ny. D’apres le lemme on peut appliquer le résultat
de Berthet-Mason a la classe Gy. Avec un certain Dy > 0 et ng > 0 on peut construire sur
un méme espace de probabilité des variables (X,,), indépendantes et de loi P et une suite

G%O)(Qo) de versions de G(®)(Gy) tel que pour tout n > ng,

1
P (|0 ~ € llg, > Dova) < 5.5 (3.24)

Par construction de la suite (G%N)) ~ et en utilisant () on peut écrire que

max HOé(N) G|z = max_ |[afN "D (¢ (f) — CE V(o () + T ()l 7

0<SNEN 1<N<Njp

max ||l (¢1y 00 3y (f) = G By o+ 0 by () + FSNV ()| #

0<N<Ny
< Jlal® = 6O lg, +  max |IFM)|r.

En utilisant (), le lemme et en posant Cy = D, , on obtient pour n suffisas mment
grand () Le lemme de Borell-Cantelli appliqué a (B.22) avec 6 > 1 entraine ()

Avec le résultat précédent on a nécessairement que le processus emplrlque raké o, ' (F)
converge en loi dans ¢*(F) vers le P-pont brownien raké N fois GN)(F) défini par ( @
Nous pouvons méme grace a 'approximation forte étendre cette convergence au vecteur
aléatoire constitué des processus empiriques rakés a tous les tours avant Ny vers le vecteur
des P-pont browniens rakés correspondant.

Proposition 3.3.8. Si F wvérifie B, ou alors pour tout No € N, le vecteur
a%o) F), ... oz%NO) F)) converge en loi dans P (F — RNt quand n — +0 vers le vecteur
( e g q

(GO(F),...,GNI(F)).

L’approximation forte du processus empirique raké nous permet de faciliter les études de

convergence faible de statistiques faisant intervenir aglN) (F) en substituant ce dernier par

G%N) (F). Elle nous permet également d’exploiter les propriétés limites de ces statistiques a
travers celles de G%N)(]: ). Des exemples sont donnés dans les deux paragraphes qui suivent.

Inégalité de Berry-Esseen. Une conséquence possible et immédiate du résultat d’ap-
proximation forte donné par le théoreme E est I’établissement d’une borne du type Berry-
Esseen pour la fonction de répartition du processus empirique raké. On note ® la fonction de
répartition de la loi normale centrée réduite et £ un ensemble de fonctions ¢ lipschitziennes
définies sur ¢*(F) dont la constante de Lipschitz est bornée par C; < + et telles que
#(GM)) ait une densité bornée par Cy < +00 pour tout 0 < N < Ny et ¢ € L.

Proposition 3.3.9. Soit Ny € N et Fg < F tel que

02 = inf{Var(G™(f)) : f € Fo,0 < N < Ng} > 0.
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Si F vérifie les conditions @, , @ ou alors presque stirement il existe ng € N* tel

que pour tout n = ny,

sup  sup |P (p(alV) <2) — P (¢(GN) < ’s 2
OSHJ%&XNOMZ?ZFOZEHQ <¢(an ) x) (d)(G ) x) CoC1Coup, (3.25)

avec Cy > C et C' > 0 donné par le théoréme , En particulier, pour n = ny,

D < (N) _ (N)
oFhax ;;1}_)0 Zl;ﬂ}g ‘IP (an (f) < x) P (G (f) < x)‘ (3.26)
(N)
Py, - P
= max sup sup |P \/EM <z | —®) < Lvn.
0SN<No feFy zeR Var(GWV)(f)) V2mog

Remarque 3.3.3. Les fonctions f € F surdéterminées par l’information auziliaire apportée
par les P(AN)) ont_des faibles variances Var(GW)(f)) et doivent étre exclues de la classe
Fo. La proposition est particulierement utile dans le cas ot F vérifie puisque vy
décroit polynomialement et autorise de travailler avec des grandes valeurs de Cq,Cs.

Démonstration. On applique le théoreme : pour tout 0 < N < Ny, ¢ € L et n = ny,

P (go(a,(lN)) < x) < % +P ({cp(agv)) < x} N {Ha%N) - G;N)Hf < Cvn}>
1
3

< +P (s@(GﬁlN)) <+ CCl”n)

N

1

et

< % +P ({SD(G;N)) S CCwn} N {Haﬁfv) - (G%N)Hf < C’vn})
< % +P (p(0lV) < p(GN) + CCrvn < a)

de telle sorte que

n

P (w(a;m) < x) >P (¢(G<N>) < x) —~ CC1Cvn — —.
L’inégalité () est montrée pour Cy > C et n > ng suffisamment grand pour avoir 1/n? <
(Co — C)C1C5vy,. L'inégalité () est une conséquence de la premieére inégalité en prenant
le cas spécial ot £ = {¢s : f € Fo} avec les fonctions lipschitziennes ¢¢(g) = g(f) pour g €

¢*(F), dont les constantes de Lipschitz sont bornées par 1 qui vérifie que ¢ f(G%N)) el
et qui ont une densité gaussienne bornée par

Nous donnons une application de ce résultat dans I’exemple suivant :
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Exemple 3.3.1 (Matrices de covariances rakées). Soient d € N* et f1,...,fs € F. On
note Cov(Y') la matrice de covariance du vecteur aléatoire Y = (f1(X),..., fa(X)) que
nous supposerons centré par soucis de simplicité. A la place de la covariance empirique
Cov,(Y) =n"13>7" | Y'Y, on considére la version rakée

CoviM (V) = (BN (fifi))is) -
On note || - || la norme de Frobenius et on pose
oy (M) \FHCOV(N) COV(Y)H .

En d’autres termes,

“EE run). wem- S8 e )

On observe dans le contexte de la proposition que la fonction ¢y est (|||, ||-|])-Lipschitz
de constante Cy = d. Clairement ¢y (GWN)) posséde une densité bornée car b3 (GN)) est une
forme quadratique de composants gaussiens et posséde donc une distribution de x? modifiée.
Prendre un ensemble fini de ¢y nous assurerait Uhypothése Cy < +00. Plus généralement, on
suppose que (fi,..., fq) appartient a un ensemble infini Lq = F? de petite entropie vérifiant
des conditions de régularité telle que Uon ait Cy < +00 et {fif; : fi, fj € F} qui vérifie

La plus gmnde constante Cy des ensembles (Lq)a<d, reste valable pour L = Ug<ay,La. Alors
la proposition garantit que

P (ov(al™) < 2) =P (63 (™) < 2)| < doCoC1Cavn,
KZ%XN(’ (rofeta Prion”) <@ o) s oot
=do z>0

avec Cy > C et C > 0 donné par le théoréme . Or pour tout N < Ny, d < dy, (f1,...,f4) €
Lgetx>0,

P (¢Y<G<N>) < 33) <P (¢Y(G<O>) < x) :

par la propriété de réduction de variance de la proposition - et notamment de la re-
marque . Asymptotiquement nous avons donc P(¢y (a (N)) < z) < Ploy(a o )) <w)—¢€
umformement sur les Y tels que P(¢y (GV)) < 2) < P(dy (G) < ) — 2¢ pour tout & > 0
fixé.

Biais et estimation de la variance. La puissance de I’approximation forte donnée par
le théoreme B l nous permet d’établir le résultat suivant concernant le biais et 1’estimation
de la variance du processus empirique raké :

Proposition 3.3.10. Si F vérifie B, , ou @ alors pour tout Ny € N,

Vn N
limsup — max su ‘E IP’( ) P <C,
n—>+o£) Un OSN<No fe)Ig (DI =P()

limsup - sup ‘COV(P%N)(J“),P%N’(Q)) ~ Leon@™ (), 6™ (g))| < \/gc%
n s

n—+w Un fgeF

) n
lim sup — sup
n—+40 Un feF

Var(BYM) (7)) — L Var@(£))| < \/fc@f,

ot C >0 et (vp)nenx sont donnés par le théoréme et 0% = sup . x Var(f(X)).
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Démonstration. (i). Le théoréme implique pour tout f € F,

(B -P) (1) - = . ) (3.27)

\/ﬁn

ol G%N)(}" ) est une suite de versions du processus gaussien GV)(F) définie par () et la

G (f) +

suite aléatoire ri") = ||R£1N) || vérifie
N N N N i)
) <61 + [l0el]|5 < 16|17 + 2Mpvm,  lm D < Cps.

n—>+x0 Uy

Nous devons faire attention a ’espérance, la variance et la covariance de 'erreur d’approxi-
mation RS (F). Puisque G%N)(}" ) est un processus gaussien centré, le biais de IP’%N)(]-" ) est
borné par

(N)
sup Y2 [B[PV(£)] = P(f)] = sup 1E[R%N)(f)]‘ <E l“’ ] (3.28)
feF Un feF | Un Un

On se fixe des parameétres K > 0,0y > 1 aussi grands que l'on souhaite et on pose a, =
vKlogn. Pour v > 1,6 > 0,0 > 1 et k € N* on pose les événements

Ay =N < (Co+opa}y B = UIEM I <ant, Cor = {4 "an < IGM||x < 0*an .

D’apres le théoréme d’approximation forte appliqué au parameétre 0y, P(AS) < 1/n%.
Pour n suffisamment grand, v,, > a,/+4/n et par suite

1 () () (V)
—E[rM] =B |14, | +E|“—lucrp, | +E|—“—1Lac pe

U Un n Un
n + 2M W
+® r(N)
<Cyp+2+ Y El"—1¢,,|.
k=1 Un 7

D’aprés le théoréme , GW)(F) vérifie sous @ ou @,
E[||G™M||#] <+, sup Var(GM)(f)) < 0% < 40,
feF
E[[IGWF] < CF = 0% + E[|GW]|7]* < +o0,

ce qui entraine d’apres 'inégalité de Borell-Sudakov, pour toute version GSLN ) de GV ),

)\2

P(ICM |7 > A) < 2exp [ —— | - (3.29)
8C%

Ainsi en utilisant () on obtient pour # > 1 et des valeurs de n suffisamment grandes pour

avoir v, > 4Mx/\/n > 2a,/n,

(N) k
E l’”" ncmkl < Pan+ MV o) < PG| |5 > 05 ay)

Un Un,
(ekflan)Q >

< 20Fnexp <
RCZ
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et la série suivante converge vers une somme arbitrairement petite,

o [ 2 i g2(=1) 1\
S (- 5) S (P55 2)

K1 1
< nexp <— 82':;;?”) Z 20" exp(—0>F—1) < —
k=1

ol § < K/8C% — 1. 1l s’ensuit que () est finalement bornée par Cy.

(ii). En utilisant () et la décomposition biais-variance, le risque quadratique est
controlé par

BB ()~ P(H)?] - -Var @™ (5))
= BV - PUH| + - Var®N (1) + 2 Cov( G (1), BREV(1).

D’apres la premitre étape, le premier terme est de Pordre de C3v2 /n. Il nous reste & borner

les deux derniers termes. Soit € > 0, s(N) (réN))2 et n suffisamment grand pour avoir
Up > an/A/M, an = Ky/logn < 4/n. On obtient pour 6y = 2,

s s sV
02 1An +E 02 1A%ﬁBn +E 02 1AcﬁBL

n n

1§1€1£E[R( )(f)z] <E

n +2Mpyn ] )
< (Cop+e)?+ [W/ﬁ] P(A;) +E lSUQ 1Be

< (Cp +26)* + <W> =+ ZE l le, .

logn

+o0
< (Cop +3e)* + ZGanQP (HG;M |7 > Hk_lan) < (Cy + 4e)?,
k=1

la série étant bornée par son premier terme n? exp(—a? /8C%) multiplié par une série conver-
gente, en utilisant a nouveau () avec K > 160%. Nous avons borné notre premier terme
par

1
—E[s{M] < C2.

1
lim sup —- sup Var (R;N) (f)) lim sup —

n—+w Uy feF n—+0w Up

Concernant le terme avec la covariance il vient

1

Cov (G (. BN()| = - B[ (RN |

< TAn(f) + TA%r\Bn (f) + TA%(\B; (f)a

Un

ol
(N)
Tp(f) = E ||G ()] = 101, D& {Ay, A, 0 By, A, 0 B}
Un
Or,

Ta, (f) <E[[6N()] (Co+ )1, | < (Co+ )orEIN (O, D).
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En utilisant le fait que P(AS) < 1/n? on voit que

2M n 3M 1
Tug, (1) < B o (250 1 ] (V) L
! Un " Un n

(M) = HG%N) |7, K et n suffisamment grand, il vient d’aprés (B.29),

Enfin pour g5, ' =
2MEr/m + (M)
Tagnp; (f) <E lgr(lN) <;\an 1pc
n

+00 (N)
- YE [gffv) <2Mf\/5+9n> ﬂcwl
k=1

Up
+0

< Zﬂ%ainp (HGW H}_ > kalan) <e.
k=1

La borne établie ci-dessus ne dépend pas de f. Au final,

E[®000) - P?] -2V (G(N)(f))‘ < \/fceo—f.

. n
lim sup — sup
n—+w Un feF

(iii). Etendons I’étape précédente au cas de la covariance. Avec la premiére étape, pour

n suffisamment grand nous avons que

Cov (B (1), P (9)) — B [B(1) = PUNEN(9) - Plo))]

n

— (B (N1 - P()) (BN (9)] - Pl9))| < G322
Avec les bornes établies a 1’étape 2, on a
B[B00) - PONED 0) -~ Pla))] - 1 Cov (6%(7).6))

< E[[GMNRD )] + E[ |6V @RY ()] + B ([BY (DRD ()

n

2 1
< —supE [’G;N)(f)‘ rﬁlN)] + EE (S%N))

2 2 1
< —(Cy + 5)0_7:\/71)71 + —(Cp + 5)21)7%.
n ™ n

3.4 Reésultats non-asymptotiques avec deux partitions

ment

Motivation. Dans le cas oli on applique le Raking-Ratio itérativement et périodique
m

sur un nombre fini de partitions, la loi du logarithme itéré établie par la proposition
est insatisfaisante pour montrer que la mesure IP’%N)(]-" ) converge quand N — +oo. En effet,
la borne donnée exige de prendre un n tres grand pour compenser des valeurs de N méme
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petites, a cause de la dépendance exponentielle en NV issue de cette proposition. Or comme
nous avons précédemment dit que 'algorithme se stabilisait dans ce cas en un nombre fini
et tres petit de tours, nous avons ’espoir de trouver une borne plus satisfaisante qui prend
en compte le fait que ’on ratisse périodiquement.

Notation. Nous allons étudier le cas du ratissage de deux partitions A = {Ay,..., A, }
et B = {Bi,...,Bn,}, le cas de plusieurs partitions se montre de maniére similaire. On
peut exprimer la mesure empirique associée a la méthode du Raking-Ratio avec des suites
(aﬁi\?)lggml, (b;{\;))lgjng de la maniére suivante. Pour tout 1 < i < mj et 1 < j < my,
al) = Pu(A;), % = Po(B;), si N est pair alors aly " = P(A;)/ 302 b P (1a,08,),
bg}y’” bg\;), et si N est impair alors a( +1) ;N;), b;J\ZH) P(Bj)/ > a(N)IP’ (14;~B;)-

Pour tout N € N* la mesure empirique ]P’gl )(f ) s’exprime donc avec les coefficients introduits
précédemment par

PN (f) = Z Z a0 B (fLan,).

Elle vérifie comme attendu IPELQN*l)(Ai) = P(A;) et IP’@N)(B]) = P(B;j) pour tout N € N*.

)

Résultats. Ireland et Kullback[50] ont montré que les suites a,,; et b( ) convergeaient

quand N — +o0 vers des réels a(oc) et b(oo) pour tout 1 < ¢ < mj et 1 < j < my. Puisque

la mesure P,, converge presque stirement Vers P pour les mdlcatrices des ensembles A; n B,
(00) b m)

et que P vérifie naturellement I'information auxiliaire, nécessairement les réels a,, ;. b,
.. 0 OO CX)

sont de limite 1 quand n — +00. On pose PY7 (f) = Dii<my j<ms @ nl)b( P, (fla;~B,;) la

mesure associée au Raking-Ratio apres stabilisation i.e. quand N — +o0. Le résultat suivant

(N)

montre que la mesure empirique rakée Py,
de probabilité P.

converge quand N — +00 vers la vraie mesure

Proposition 3.4.1. Pour tout N,n € N*,

B — B < M max oy D05 — o787,

n,i nj nz n,j

P — P[]+ < 4/ + My e o ) 1],

ot les mazimums sont pris pour 1 <1< mj et 1 < j < ms.

Démonstration. Pour tout n, N € N*,

m1 m2
PR —B{llr = sup 3, 3 (@ b3 = a8, Pu( L)

i=1j=1

mi1 Mo
< My max |an]\pb(N) Oq)bgff;” Z Z P,(A; n Bj)
i=1j=1
M;max|a )b(N) ;OOZ nj|
i,

IBY — Pllr < [P — Pull= + [Py — Pl|7.
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D’aprés la loi du logarithme itéré donnée par la proposition , ||P,—P||F < \/LL(n)/2no%.
De plus,

mi Mo

[P — P, I = sup SN @)~ DPa(fla,ns,)
1=17=1
< M}-max\anZ ng;) 1].
0.

3.5 Résultat asymptotiques avec deux partitions

3.5.1 Expression du processus gaussien raké

Motivation Nous allons étudier plus précisément le cas particulier ou on applique le
Raking Ratio en boucle sur deux ensembles A et B. Dans le cas particulier du mélange de
deux information auxiliaire, 'expression (| ) se simplifie.

Notation. On conserve la méme notation que la partie précédente : on note (P 4g)i,; =
P(4|B;), (Ppja)i; = P(Bj|A;) et
G[A] = (G(Al)a BERE) G(Aml))t7 ]E(l) [f] = (E[.ﬂAlL s 7E[f|Am1])t s
G[B] = (G(Bl)7 S 7G(Bm2))tv E®) [f] = (E[f‘Bl]v s vE[f‘Bmg])t :
L’expression du processus associé a la méthode du Raking Ratio dans le cas de deux in-
formations auxiliaires est donnée par la proposition suivante. Nous conviendrons pour la

proposition suivante qu’une somme dont la borne supérieure est négative est nulle et qu'une
puissance négative d’'une des deux matrices P 43P pj4 ou P 4P 45 est nulle.

Proposition 3.5.1. Soit N € N. §i N est pair alors
t

N/2—
GM(f) =G(f) - Z (PuaPap)* - EV[f] - P aE@[f]) | G[A]

t
N/2—-2

—| D ®PasPs)" - EP[f] - PysE[f]) + (P4sPs) > 'E@[f] | GIB],
k=0

et si N est impair alors

() =G — | Y PaaPas) - EV] - PraEOL]) + (PaaPas) ¥ V2EDf]
k=0
| S PusPu - EDf] - PasED () | GlB]
k=0

Démonstration. Nous montrons ce résultat par récurrence double. Pour N =0 et N =1 la
proposition est vraie compte tenu du fait que G(©) = G par définition et G(Y) = G. Supposons
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que la propriété soit vérifiée pour un rang N, N + 1 avec N pair. Alors

GVH(f) = GV (f) —EX[f]" - VB,
GF(f) = GA(f) — ED[f) - G [A],

ou

GNIB] = (CNV(BY),... .GV (B,
G4 := (GVD(4y),..., GV D (4, ).

Gréce a la notation matricielle, on peut dire que

N
Ny

GNI[B]l =GIB] — | Y. (PujaP.as) (P — Ppjaldm,) + (PsaPap) *Pya | GlA]
k=0

t
1
(PAisPp)" (Idm, — P 45Ps4) | GIB]

|
T

b
Il

0
= — [(PB\APAIB)N/2PB\A]t G[A] + [(PAIBPB\A)N/ZT G[B].

En réunissant les termes qui factorisent G[A] et G[B] dans les expressions de G+ (f) et
GWN*D[B] on retrouve l'expression voulue au rang N + 2. On fait de méme pour le rang
N + 3. O

On note pour tout N > 0 les matrices 51 palr(f) Sﬂmpalr(f) € My, 1(R) et 52 palr(f) S’élyrzlpalr(f) €
M, 1(R) définies par

N
SN () = Y (PuaPap)t - ED[f] - P aEP[f]), (3.30)
k=0
N
2 1mpa1r = Z PA|BPB\A : (E(Q) [f] - P.A|BE(1) [f]): (331)
k=0
Séj\[/;e)ur(f) Sé 1r31pa1r (PA\BPB\A) +1E(2) [f]7 (332)
S pain (F) = S+ (P aP ) VHED[f]. (3.33)

Le lien entre ces matrices et le processus itératif est donné par la proposition . En
conservant la convention adoptée plus haut, pour tout N € N*,

€N () = G — (S50 () €l - (s8:2() 6Bl (3.34)
CEN(f) = G(f) — (ST (1) GLA] - (SSmihe(D) €181 (339)

3.5.2 Limite du processus gaussien raké

Matrices limites. Intéressons-nous & la convergence des matrices définies ci-dessus et
leur limite éventuelle. Par soucis de simplicité, nous ne noterons pas nécessairement que ces
matrices dépendent de f.

64



Lemme 3.5.2. Les matrices P 43P pj4 et P 4P 45 sont stochastiques et leur mesure inva-
riante est respectivement P[B] := (P(B1),...,P(Bm,))! et P[A] :== (P(A1),...,P(An,))".

Démonstration. Les matrices P 45 et P4 étant stochastiques il en va de méme par stabilité
du produit pour les matrices étudiées. Par symétrie, il en va de méme pour P 4P 4 5.
Vérifions que P[A] est mesure invariante de la matrice P 4P 45

(PIA]" - PgaPap)e = Y, P(Ai)- (PaaPap)in= Y, P(A)- ( > (PBA)z‘,l(PAB)l,k>
l

i<my i<my <ma
= ), P(4)- < > P(Bl|Ai)P(Ak|Bl)>

i<my 1<mo
= ) P(B)P(Ax|B) = P(Ay).

I<msg

De la méme maniére, on montre que P[B] est la mesure invariante de la matrice P 45P3.4.

Nous ferons I'hypothese supplémentaire dans tout le raisonnement qui suit :
Hypothése (d’ergodicité). Les matrices P 4P pja et PpiaP 45 sont ergodiques.

Remarque 3.5.1. L’hypothése d’ergodicité nous permetira de montrer la convergence de la
méthode de Raking Ratio. Elle est en particulier vérifiée si les matrices P 45 et P4 sont
strictement positives. Une condition suffisante qui peut correspondre a certains cas d’études
est que les événements A; N Bj soient tous de probabilité non nulle.

Puisque les matrices P 4 5Pp14 et PpaP 45 sont stochastiques d’apres le lemme il
existe des matrices U,V € GL,,, (R), U, V' € GL,,,(R) et A € My, 1, A’ € My, 1 vérifiant
V=U1tV'=U" et

1 OMy py o 1 OMy gy o
PB'APA‘B -v (OM 1,1 A 1 > ‘/’ PA'BPB‘A -U <0M 1,1 A/2 ) v
m1—1, mo—1,
(3.36)

On peut supposer que les matrices U, U’ contiennent des 1 sur leur premiére colonne (puisque
c’est un vecteur propre associé a la valeur propre 1) et par conséquence les matrices V, V'
contiennent respectivement sur leur premiére ligne les vecteurs P[A], P[B] (puisque d’aprés
le lemme m ces vecteurs sont les vecteurs propres a gauche associées a 1 des matrices
concernées).

Lemme 3.5.3. Les matrices A, A’ vérifient

: k _ : 'k _
kETOO A - OM7n171) kErj-lOC A - 0M7n271 :

Démonstration. On note A = D + N et A’ = D’ + N’ la décomposition de Dunford des
matrices A, A’. Il existe des matrices A, A’ diagonales, des matrices P, P’ inversibles tels que

D = PAP7 !, D' = PPA'P'~L.

En particulier, les éléments diagonaux de A et A’ sont de module strictement inférieur a 1
(puisque c’est le cas des valeurs propres de A, A’ et donc de D, D’) donc

lim A* =0, lim A% =0,

k—+o0 k—+o0

65



ce qui entraine que
lim D* =0, lim D* =o0.

k—+w k—+o0

Enfin, on note n et n’ les indices de nilpotence de N et N’. Alors, puisque les matrices D, D’
commutent respectivement avec les matrices N, N :

n—1 n—1
AF = <I?>NjD’“‘j, AR =y (k> N D',
i=o \J i=o

Les matrices A*, A’* s’écrivent comme une somme finie de termes convergeant vers la matrice
nulle quand k tend vers I'infini. Ces matrices convergent donc vers la matrice nulle. O

Lemme 3.5.4. Les matrices stochastiques P 4P 45 et P 4 5P g4 vérifient :
(PujaPap)* - EV[f] = P aE@[f]) = Opm,,, 1

(PasPsa)" - (E@[f] = P osED[f]) = O, .-

lim
k—+00
lim
k=00
Démonstration. D’apres le lemme et par ergodicité les matrices ((PB|APA\B)k)k et
PLA]* P[B]
(P4Pg 4)¥)i convergent respectivement vers : et : . D’une part, P[A] -
PlA]" PB]'
E(l)[f] = Zj1<m1 P(A;)E[f|Aj,] = E[f] et d’autre part

P[A]-PuaBEP[f]= Y P(A;)PeaE®@[f]); = Y, P(A; 0 B)E[f|A), n By = E[f].

Jisma Jjisma
J2<ma
La premiere relation est donc montrée. La seconde se démontre mutatis mutandis. O

Remarque 3.5.2. En notation matricielle et d’aprés le lemme cela revient a dire que

1 0m
v L=t ) Y (ED[f] = Py AE@[f]) = Oua,n
<0Mm11,1 Op,,, ) (EVf] = PraEP[f]) = Om,, 4
1 Ors ) X
U <0Mm2171 OMm;:) V' (ED[f] - PusEOf]) = Ou,, .

On est donc a méme de déterminer la convergence des matrices intervenant dans la méthode
du Raking-Ratio définies plus haut. En particulier les matrices associées a G[A] et celles
associées & G[B] ne sont pas les mémes :

Proposition 3.5.5. Les matrices S»(]X) (f) et Sgi\iszair(f) pour i = {1,2} définies par les

%, DALT
relations (), (), () et () sont convergentes. Si on note S; pair(f) €t Si impair(f)

les limites des matrices SZ(J;ZW(f) et Sgﬁv)mair(f) pour i = {1,2} alors on a les relations

Sl,impair(f) = SLpair(f) + E(O’l) [f]7 S2,pai’r(f) = S?,impair(f) + E(Og) [f];

avec EOI[f] := (E[f],...,E[f])! € My, 1(R) pouri = 1,2. De plus, il existe 0 < A1, \p < 1,
une constante universelle K > 0 tels que pour toutes normes vectorielles ||-||mq, ||-|lms Sur
R™ et R™2, pour tout i = 1,2 et N € N*|

sup [[S0), () = Sipair(D)|| < KMAY, (3.37)
feF my
(N) N
sup S50 air (1) = Siimpar ()| < KMZA
feF m2
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Démonstration. Les matrices Id,,,—1 — A4 et Id,,,—1 — A sont inversibles (puisque 1 est une
valeur propre de multiplicité 1 pour les matrices P 4P 453 et P 45Pp4) d'ott

N+1 0y
Py 4P k=U< “"1-1)1/
kgo( BlAP 4B) Oui 11 SN

_ N +1 0M1,7n1—1
=U (OMmlLl (Idml—l - A)_l ’ (Idm1—1 - AN+1)) v,

N
_ U N + 1 OMI m 1 U
Z PA‘BPBLA a U <0Mm21,1 (Idm2*1 - A/) (Iiim2 1= A/N+1) V '

En utilisant le lemme (et notamment la remarque de ce lemme), on a que

(N) 0 OMl.m,l—l
S ,palr(f) =U <0Mm11’1 (Idm1—1 _ A)—l . (Idm1—1 _ AN+1)> V- (E(l)[f] - PB\AE@) [f])a
/ 0 0 1,mg—1
Sg:]n)qpmlr(f) =U <OM - (Idm - A/)_Al/[(fdm - A/N+1)> v’ (E(Q) [f] - PA\BE(I) [f])

Les deux matrices ci-dessus convergent d’apres le lemme respectivement vers les ma-
trices

SN =V (0,0 o)V EOU - PaEA]). 339

Sa mpair(f) = U’ <0M,il 1 (Id:f;";zf;,)l) Vi EP[f] - PasEVL). (339)

Les convergences des matrices Sl impair €0 82 pair vers des matrices S1 impair €t 52 pair €t les
relations entre les différentes matrices limites données par la proposition se déduisent du
fait que, comme rappelé dans la preuve du lemme @, les matrices ((Pp4P A|B)k)k et

. P[A]* P[B]* .
P 4 s5Pg )" t t t t trai
(( AlB B\A) )i convergent respectivement vers (P[A]f) e (P[B]f> ce qul entralne
que

 im (PyjaPap)* - EX[f] = ECV[f], lim (PasPpsa)* - E@[f] = ECD[f].
— 400 k—+o0

Montrons maintenant que la premiere concentration donnée par () est vraie, la suivante
se démontre mutatis mutandis. Soit A\; = p(A) + € avec ¢ > 0 suffisamment petit pour
avoir A\; < 1. Il existe alors une norme || - || sur R™ =1 vérifiant [||A||| < A;. On note
|| - || la norme qui & x = (x1,...,%m,) € R™ associe |x1| + |[(z2,...,zm,)|| et || - |||
sa norme subordonnée. Cette norme matricielle vérifie en particulier pour toute matrice

0 Omy.
Be Ml (on, o, 57 ) Il = IIBIl- Aloss,

Hs(fiz)aur Sl,pair(f)

/ 0 0 ’ )
o Cone a2 V][ 2010 - Pzt

mp—1,1

< (Admy -1 = A) 7Y AV KBS [f] = P aE@[f]]]oo,

ou K1 > 0 vérifie || ||' < K1||+||e- Le premier facteur ne dépend ni de N, ni de F. Le second
facteur est majoré par )\f[ *1 tandis que le dernier facteur peut étre majoré par 2K Mr.
Finalement,

sup [ S0 () = S ()| < 21Ty = A7 EL VAN
€
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L’inégalité () résulte de 1’équivalence des normes. O

Processus gaussien limite. Nous allons donner et démontrer le résultat principal de
cette partie. Il justifie la convergence de la méthode de Raking Ratio et donne I’expression
du processus limite quand le nombre d’itérations tend vers l'infini. Malgré la différence des
limites des matrices 1 et 2 donnée par la parité, le processus limite est le méme. Autrement
dit, la différence est compensée en termes de processus.

Théoréme 3.5.6. La suite de processus (GWV))n converge presque strement dans (°(F)
quand N tend vers Uinfini vers le processus gaussien centré G(®) indexé par la classe de
fonctions F et défini par

GO (f) = G(f) = St pair(£)" GLA] = S impair(f)' - G[B].
De plus, il existe K > 0 tel que
drp(GM), G™)) < Kv/N max(A, A2)V/?,
ot 0 < A1, Ay < 1 sont donnés par la proposition .

Remarque 3.5.3. Ce théoréme peut étre vu_comme l’équivalent stochastique de la vitesse
déterministe obtenue par Franklin et Lorentz |4 3] vis-d-vis de Ualgorithme de Sinkhorn. Une
recherche plus poussée qui combinerait les deux résultats pourrait renforcer ces résultats.

Remarque 3.5.4. Les matrices P 45, P4 ainsi que les vecteurs E[ f|A], E[f|B] ne sont pas
connus sans information supplémentaire. Ils peuvent étre néanmoins estimés uniformément
sur F quandn — +00 afin d’évaluer les distributions de GIY) et G(*) et de pouvoir établir des
tests statistiques ou des estimateurs. Enfin, les constantes K, A1, Ao dépendent des matrices
stochastiques P 43, P4  elles peuvent donc étre estimées avec une vitesse en 1/y/n en

probabilité et fournissent une évaluation de la borne d’erreur de dpp(GWY), G(*)).

Démonstration. D’apres la proposition , le processus empirique associé a la méthode du
Raking Ratio converge respectivement dans les cas pair et impair vers les processus gaussiens

(00) (00) , e
centrés Gy Gippair indexés par F et définis par

GSE(f) = G(f) — Stpair(f)" - GLA] — Szpaic ()" - G[B]
= G(f) — S1pair(£)" - GLA] — (Sz.immpaic (F) + ECD[F]) - G[B]
= G(f) — ECD[f]' - G[B]
G o (F) = G(f) = Stimpair () - GLA] — Szimpaic(f)" - G[B]
= G(f) — (S1pain(f) + ECVLN - GLA] — S mpaie(f)" - GLB]
= G)(f) —ECV[f]" - G[A].

—/

Ces processus sont les mémes car EO-V[f]t - G f1>... G(A j = E[f]G(1) =0 et

<my
EO2[f]* - G[B] = 0 d’on G = G™ En utlhsant @7 et (), on obtient presque

pair impair*
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stirement les inégalités

N N
162 = GERlr = || (SChas’ = Stpair) GLA] + <s§pa? Sapuie) GIBI|

N—
<my_max [G(A)] |15} Sl,pairnf

+ma Ilnax ‘G( )| ||52 palr SQ;Paer]:

ooy

< CZmax(\, \p) V72,
IGEN+D G |7 < CZmax(Ay, Ao)V 71,

impair

ou C = 2max(K, K')Mz(my + m2), Z = max;—1,.._m, JG(A;)] + max;—1 . m, |G(B;)| et
0< K,K’, 0 < A1, A2 < 1 sont donnés par la proposition O

En conclusion G(®) est le processus limite quand on fait tendre n — 400 puis N — +0o0.
Méme si n est grand, il serait judicieux de prendre des valeurs faibles pour IV afin de s’assurer
d’avoir des bornes de majoration satisfaisantes.

3.6 Exemples numériques

3.6.1 Calcul d’une moyenne rakée

Exemple d’une moyenne rakée. La maniere usuelle de calculer la moyenne de X1, ..., X,
est d’additionner les données X; multipliées par les poids w; = 1/n. Si on a une information
auxiliaire P[AN)] = (P(AgN)), . .,P(A%VN))) pour 1 < N < Ny on vaut changer itérative-

ment les poids initiaux w; par des nouveaux poids wEN tels que Z?Zl w™) et

P w1 (x) = PAf),

pour tout 1 < N < Ny et 1 < j < my. Il faut avoir en mémoire que cela n’implique pas que
S w ( )]15472)( X;) = P(AE.NZ)) avec Ny # Ny et 1 < j < N,. Pour cet exemple on prend

Ny = 2, AP = {A}, Ay, A3}, B = {B1, By} et on génére des variables aléatoires normales X;
avec des variances fixées 02 = 0.1 et tel que la probabilité et I'espérance conditionnelle sont
données par le tableau suivant :

P(Al M Bj) Al A2 A3
By 0.2 |1025 0.1
By 025 | 0.1 | 0.1

TAB. 3.1: Probabilités des ensembles

E[JXLAZ M BJ] A1 A2 A3
By 0.75 | -0.5 1
By 0.5 | 0.25 | -0.5

TaB. 3.2: Espérance conditionnelle
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En particulier,

P[A] = (P(A;), P(As), P(A3)) = (0.45,0.35,0.2),

P[B] = (P(By), P(By)) = (0.55,0.45),

P(X) = E[X] = 0.225,
E[X|A] = (E[X|A1], E[X]As], E[X|A3]) ~ (0.611, —0.286, 0.25),
E[X|B] = (E[X|B1], E[X|B]) ~ (0.227,0.222).

On génere n = 10 valeurs et on obtient les données suivantes :

X; Al B
0953 | 1|1
0975 | 1|1
0.058 | 1 |1
-0.766 | 2 | 1
-0.644 | 2 | 1
0819 | 2 | 1
0.028 | 2 | 2
0.627 | 2 | 2

1.04 311
-0.904 | 3 | 2

TAB. 3.3: Variables aléatoires générées

Dans ce cas la moyenne usuelle correspond a la somme de tous les X; sur 10, c’est-a-dire
qu’on assigne un poids 1/n = 0.1 & chaque X; et on obtient P, (X) ~ 0.055. Quand on rake
une fois on assigne les poids 0.15,0.07,0.1 aux individus appartenant respectivement aux
ensembles A;, Ao, A3. La moyenne rakée pour N = 1 vaut

P(A;) P(A3) P(As)
PM(X) =0.15 x +0.07 x +0.1 x ~0.2.
" ( ) Pn(Al) Pn(A2) PH(A?))

Quand l'algorithme est stabilisé les poids finaux sont donnés par le tableau suivant :

w™ | A | A4 As
B, (015 [ 0.024 | 0.029
B, | X |0139 ] 0.17

TAB. 3.4: Poids rakés finaux

Notons que la croix dans le tableau signifie que I'on n’a pas géénré de variable aléatoire
appartenant & A; N By di a la faible valeur de n. La moyenne rakée finale est ]P’gfo) (X) ~0.212
qui est plus proche de P(X) que la moyenne usuelle P, (X).

3.6.2 Calcul de S pair(f) €t S2impair(f)

Pour déterminer de maniére numérique les limites S pair(f) €t S2 impair(f) il est possible
de faire une décomposition spectrale des matrices stochastiques P 45Pp4 et PgaP 45 et
de supprimer la valeur 1 de la matrice contenant les valeurs propres. Plus précisément :
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Proposition 3.6.1. On note ¥ Uapplication qui, ¢ une matrice A admettant pour décom-

1 O) P~ avec B € GL,(R) vérifiant 1d,, — B € GL,(R), lui

position spectrale A = P (0 B
, . . . . 0 0
supprime la valeur propre 1, i.e. lui associe la matrice P

—1
0 B)P . Alors,

St pair(f) = ¥ ((1d = (P aP ) ") - BV [f] = PraE?[f]),
SQ,impair(f) = w ((Id - w(P.A|BPB\A>)_1) ' (E(Q) [f] - P.A\BE(l) [f])

Démonstration. Avec les relations (B.36), (B.3§) et (), il suffit de vérifier que

-1
1 OMLWI,1 _ 0 0M1,m171
(oot ™)) ) Goul i)
-1
1 OMl,mZ—l _ 0 OM1,m271
(lmelon o ™)) )= oul whion)

Ces relations sont immédiates par définition de . O

Il est possible d’estimer les matrices S1 pair(f), S2,impair (f) en utilisant le résultat précédent
avec les estimés empiriques de Py 4, P 45 et de EO[f], E@[f].

3.6.3 Simulation du processus empirique raké

Un moyen de tester numériquement nos résultats théoriques est de générer des variables
aléatoires tout en ayant la main sur I'information auxiliaire. Nous avons pris deux parti-
tions A = {Ay,...,An,} et B = {Byq,...,B;,} dont nous pouvons controler la taille et
la probabilité d’appartenir aux ensembles de ces partitions. La simulation génere des va-
riables normales de méme variance paramétrable, appartenant avec probabilité P(A4; n B;)
a l'ensemble A; N B; et de moyenne dépendant de I’ensemble auquel la variable appartient.
L’objectif de cette simulation était de vérifier que la loi asymptotique des estimateurs rakés,
par exemple de la moyenne ou de la variance des X;, suivait bien la loi limite donnée par
le théoreme B.5.6 quelque soit les parametres d’entrée du programme. Par la méthode de
Monte-Carlo on voit numériquement d’une part le processus empirique raké aslN) converger
vers une gaussienne pour des valeurs n grandes et d’autre part la variance estimée tendre
vers la variance théorique que 'on peut calculer & partir des données d’entrée modifiables.
La figure suivante illustre ce comportement en générant N = 10000 échantillons de taille
n = 700. La courbe rose représente la loi du processus empirique a,(id) autrement dit la

moyenne des X; centrée et normalisée. La courbe bleue représente la loi de ozglN)(id) pour
un N qu’on a fixé a 'avance.On observe une diminution de variance en ayant appliqué la
méthode du Raking-Ratio comme le prouve la proposition . La courbe rouge correspond
a la densité de Var(G(V)(id)) calculable grace & la proposition puisque les probabilités
d’ensemble des partitions et ’espérance des X; sur ces ensembles ont été fixées par notre
programme.
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3.6.4 Fonctions de répartitions rakées.

Soit (X,Y’) un vecteur gaussien centré de matrice de covariance (31 jl). On considere
lestimation jointe et rakée des deux fonctions de répartition Fx, Fy. On apporte comme
information auxiliaire la valeur de ces fonctions aux points de Uintervalle [—2,2] avec un
pas de 0.5. La classe F sur laquelle nous travaillons est composée des fonctions de la forme
[z y) = Tj_p (), ftY(x y) =1 ](y) pour t € R donc I’hypothese @ est respectée.

Pour Z = X,Y on pose FZ ) =Dz< P ({Z }) la fonction de répartition empirique
rakée N fois et on écrit Z1) < -+ < Zy,) les statlsthues d’ordre. Afin d’exploiter au mieux

Iinformation, nous utilisons N = 2m — 1 pour étudier F’ )((er et N = 2m pour étudier F}(,A[L) :

si 1j_y ¢ est une information auxiliaire on a d’apres cette convention que F)((Nrf (f) = Fx(t)

et Fy\fl)(t) = Fy(t). On consideére la statistique

n—1
N N
d(Zrz = Z (Z(i+1) — Z3)) Fé,n)(z(i-&-l)) — Fz(Zi+1))|,
im1

qui approxime sur [Z(l), Z(n)] la distance L! entre F' g\;) et Fz. On note #(ZNJ la proportion
aléatoire de couples de ’échantillon qui ont été mieux estimés par la méthode du Raking-
Ratio, c’est-a-dire la proportion d’individus ou F g\;) est plus proche de Fz que FéOT)L Le ta-
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bleau suivant fournit des estimations par Monte-Carlo de D(ZNTB = E[d(ZNTZ] et p(ZNyz = ]E[#(ZAQ]
a partir de 1000 simulations basées sur des échantillons de taille n = 200 :

AR AR AT
X | 0.084 | 0.058 | 0.065 | 0.752 | 0.724
Y | 0.085 | 0.043 | 0.053 | 0.731 | 0.681

Ce tableau montre quelques améliorations, spécialement pour N = 10. Pour des valeurs n
trop petites, il ne semble pas toujours pertinent d’attendre la stabilisation de I’algorithme que
l'on dénote par N = oo. Nos résultats théoriques nous apportent des garanties uniquement
pour des petites valeurs de IV et des grandes valeurs de n. On peut observer graphiquement
que F g\;) passe forcément par les points connus. La figure suivante représente les fonctions
de répartition empirique rakées en vert et non rakées en violet. Les courbes rouges et bleus

représentent respectivement Fx, Fz.

3.7 Apprentissage de 'information auxiliaire

3.7.1 Introduction

Motivation. Supposons que le statisticien ne dispose pas de la vraie probabilité des
ensembles d’une partition donnée, mais dispose d’une source d’informations lui permettant
d’avoir une estimation de cette probabilité plus précisément que s’il utilisait son propre
échantillon. Cette source peut étre de différents types : enquéte préliminaire sur un large
échantillon de personnes, traitement d’une base de données, achat de données supplémen-
taires a moindre cofit, connaissances d’un expert ... Nous supposons dans notre modele que
seule 'estimation de 'information auxiliaire est transmise par la source. Cette hypothese as-
sure une rapidité d’acquisition des données et permet une pluralité de sources d’informations
et donc une diversité de partitions. Il s’agit d’une situation courante dans le domaine des
statistiques, car les technologies actuelles, telles que la transmission en continu de données,
permettent la collecte et la transmission de telles informations en temps réel. Le statisticien
peut utiliser ces informations acquises comme information auxiliaire, méme si elle constitue
une estimation de la véritable information. La méthode du Raking-Ratio permet de combiner
des informations partagées de plusieurs sources. La principale question statistique de cette
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partie est de savoir si le statisticien peut toujours appliquer la méthode du Raking-Ratio en
utilisant ’estimation des probabilités d’inclusion plutot que la vraie comme information auxi-
liaire. Nous montrerons que la réponse a cette question est positive a condition de controler
la taille minimale des échantillons des différentes sources d’informations auxiliaires.

Notation. Pour N > 0 soit Py [AM)] = (P (A, ... P (AL))) un vecteur aléatoire
suivant une loi multinomiale avec ny essais et de probabilités d’événements P[AN)] =
(P(AgN)),...,P(Agj\?)). Ce vecteur aléatoire correspond a lestimation des informations
auxiliaires de la N-éme source basée sur un échantillon de taille ny = ny(n) » n pas
nécessairement indépendant de Xi,..., X,, . Nous étudions le comportement asymptotique
du processus empirique raké qui utiliserait Py [A(N )] comme information auxiliaire au lieu de
P[AM)]. En définissant la séquence (ny)y=1, nous supposons que ces informations peuvent
étre estimées par différentes sources qui n’auraient pas nécessairement la méme taille d’échan-
tillon mais conserveraient quand méme une taille d’échantillon supérieure a n. On note
B (F) = {IF’%N)( f) : f € F} la mesure empirique rakée avec information auxiliaire apprise
définie récursivement par @%0) =P, et pour tout N > 0, f € F,

N my (A(.N)
N _ N\
B = 2 s 40
j=1 P (Aj )

]TDSLN_I)(f]lA(N)).
J

Cette mesure empirique satisfait I'information auxiliaire apprise puisque
BOO[AM] = BV (47, BV (AG)) = Byy[AM)].

Nous définissons ale)(}" ) = {&%N)( f) : f € F} le processus empirique raké avec informations

auxiliaires apprises définies pour tout f € F par
M (f) = VB () = P(f)- (3.40)

Pour cette partie, nous adopterons les notations qui suivent. On note Kz = max(1, Mx) et
pour Ny > 0,

. . N) )
= min min P A( m = su m n = mm n > n.
p(No) 1<N<Np 1<j<my ( J )7 (No) OgNENO N (No) 1<N<No N
3.7.2 Résultats principaux

Préliminaires. On suppose dans cette partie que F vérifie E et . Nous fixons Ny >
et nous notons A,, A}, > 0 les supremums suivants

Anzmax( sup ||&£LN)||}‘7 sup |04$LN)||}'>’
0<N<Ny 0<N<Ny

N
A= sup  sup |l (AN,

ISN<No 1<jsmpy

ou o/N(A;N)) =, /nN(IP”N(Ag-N)) - P(A(N))). Immédiatement, par I'inégalité de Hoeffding on
a que pour tout A > 0,

P (A, > ) < 2Ngmn,) exp(—2A7) . (3.41)
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On donne les décompositions de anV)(f ) et oz(N)(]-" ) qui seront utilisées dans les preuves qui
vont suivre. En utilisant la définition de o (F) donnée par (@) on obtient que
my P(A(_N))
(N) — J (N—1)
an (f) =+/n N, v En 1 - P(f1
(f) <]Z—1 P (A7) ( AJ(-N)) ( A;N))

J

= X g (PSR 0 = P el (5] a2

j
De la méme maniére en utilisant la définition de &) (F) donnée par () on obtient que

my 4 P(f1,mn)
0 = 3 gy ) ~ gy (0740 ().
(3.43)

Inégalité de Talagrand. La proposition suivante borne la probabilité que le supremum
||&$¢N)|| 7 dévie d’une valeur donnée. Il s’agit du pendant de la proposition .

Proposition 3.7.1. Pour tout No e N, n >0 et t > 0, sous l’événement By, n, on a

]P’( sup  ||aM||F > t)

0<N<Ng
< NP [ |30 "2 + 2N} DNo)PNo)
X 1Yo ay |l F > o0MMY(Ny) €XP| — .
aNom 3’3 )KNo(l +1/4/n)No o) 2nmiy K%

(3.44)

Sous I’hypothése et ’événement By, n, ton a pour toutt > 0,

2 2
N(No)P ()
P su a,, >t | < Dit"° exp(—Dot?) + 2N3m ex —70 , (3.45
(o5um, 188 > ) < Dt et + 205 exp gy ol ) (349

ott D1, Dy > 0 sont définis par () Sous @ et l"événement By, n, il existe to,C > 0 tels
que pour tout tg <t < C4/n,

2 2
~ N(No)P(Ny)t
P su atvn) >t) < Dy exp(—Dat?) + 2Ngmny) exp | — g2 3.46

(OSNENUH n Il 3exp(=Dat”) 011 (No) SXP Qnm(N )K2 (3.46)

ou D3, Dy > 0 sont définis par ()

Remarque 3. 7 1. La proposition prouve que si F vérifie ou alors presque
strement Han ||]—' = O(+y/logn).

Démonstration. Nous prouvons (), () et (B.46) respectivement aux étapes 1, 2 et 3.
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Etape 1. Soit 0 < N < Ny. Gréce & () on peut écrire que

e (208 Ve + 0 )
P([aV||F > 1) <P N0
P(N) — [N
<]P><A/ - w tpN) ) ( )||}_> tp(N) )
= " 2m(N)K]: 4m(N)K]:(1 +t/\/ﬁ)
tP(Ny) DNy

SPA, >, —= M(No) _P(No) ) ]P’( > :

< n Qm(NO)K; || H]: 4m(N)K;(1 +t/\/ﬁ)

(3.47)

Avec () et par induction de (), on trouve que

(|| (N)H P||la || pé\ffv) N2 n(NO)p(zNo)t2
a F> t) < a F> + MN)eXP|l —————5 | -
NN KN (1 4t/ /)N 07 (No) 2nm?y K%

La borne de la derniére inégalité croit avec N ce qui entraine () Puisque
G (F) = an(F) = i (F), (3.48)

on peut appliquer I'inégalité de Talagrand pour contréler la probabilité que ||84,(10) || = dévie
comme décrit dans les deux étapes ci-apres.

Etape 2. D’aprés le théoréme si F vérifie @, il existe une constante D = D(cg) > 0
telle que pour ¢t > 0,

Dt \"™ —2t*

P (|[@ |5 > t) < =) 3.49
1591 0) < (5727 ) (57 (3.49
Les inégalités () et () entrainent () pour tout 0 < ¢ avec Dy, Dy > 0 définis par

DpN() Yo p2N0

(No) (No)
Dl:NO( N N 1) ;o Da= 2Ny 7-3No+1° (3.50)

voaNom e KN+ 72No 2N KN *

Etape 3. D’aprés le théoréme , si F vérifie @ il existe D = D(Mg,bg,r¢,0%) > 0,19 =
to(Mg,bg,r9) > 0 tels que pour tout ¢y < t,

P (130117 > ) < exp(~Di2). (3.51)
Alors () et () implique () ou D3, Dy > 0 sont définis par
Dp2No
(No)
D3 =Ny, Dy = . 3.52
3 0 4 8N0m?fVV§)K§_-N°(1 + 202f/Mf)2N0 ( )
O

Approximation forte. Le résultat suivant établit ’approximation forte de &%N) (F) par
GWM(F).
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Théoréme 3.7.2. Soit Ny € N. Il existe dg,ng > 0, une suite (X, )nen+ de variables i.i.d.
de loi P et une suite (G, )pen+ de versions de G définis sur un méme espace de probabilité
tels que pour tout n > ng,

N [n1 1
P ( sup ||a™ = GM||F > do (vn—&- W)) <, (3.53)
0<SN<Ng T(No) n

ot GV est une version de GO construite a partir de G = G, via ()

Remarque 3.7.2. D’aprés le lemme de Borel-Cantelli, presque stirement pour n suffisam-
ment grand,

nlogn
sup [ =GN ||z < do (vn - s ) :
0<SN<Ny T(No)

La suzte v, dans le borne précédente correspond d la déviation de 04( )(f) par rapport

i GYY (.F) alors que /nlogn/n(y,) représente la déviation de oan)(]:) par rapport d

aSLN)(}"). Sous réserve que la taille d’échantillon des sources est suffisamment grande, le

théoréme implique que le vecteur aléatoire (N(O) (F),... ,&(NO)(}')) converge en loi vers
(GONF),...,GWN(F)) dans £*(F — RNo*+1Y de la méme maniére que (o o )(f) . ,a(NO)(]-'))

Démonstration. D’apres la proposition , I'inégalité () et les propositions B.2.4 et B -

il existe D > 0 tel que

P ({An > D+/logn} U {A] > D«/logn}) < 31? (3.54)

D’apres le théoréme , on peut définir sur un méme espace de probabilité une suite
(X )nenx de variables i.i.d. et de loi P ainsi qu’une suite (G, ),en+ de versions de G vérifiant
la propriété suivante. Il existe ny,d; > 0 tels que pour tout n > nq,

1

H”( sup ||oz$bN) - G%N)H]-‘ > dlvn) < 3920

0<N<Ng

ott G')_est une version de G™) construite & partir de GYY) = G,, via () Pour mon-
trer (@) il reste & prouver, grace a (), que pour tout n suffisamment et pour un certain

do > 0,
1 2
P( sup [[a) — M|z > doy | Ogn) < .
0<N<N, T(Ny) 3n

Soit 1 < N < Ny. La décomposition de a%N) et a%N) donnée respectivement par ()

et () entrainent que

&%N)(f)— Z N )(A(N)( (N— 1)(f]l (N)) (f]l (N)))
= J
P AN) A(N
_;,_a(N 1)(f]1 (N)>< NNE z ~ )
J

n )(AN) P(N 1) Al

(ASN)) (N 1) A(N) . f]lA(m)
J’_

(A

N) P%Nf N IED(N 1)

W
— P(f]lAg_m) ( 7(1

(
J
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Avec () pour N = 1 on a en particulier que

- sy oA P(f1 )
G0 () — oD (f Z (71,0) (Pm(AJ ) — P(4; )) Jr\/7 a) ' (a0

Pa(ASY) )

qui est uniformément bornée par

]:< m(N)K]:AIn n
pvy — An/vn\ ny)

Let Cn .y = 4mn K7/ (p(vy) — An/y/n)?. L'équation () entraine aussi que

A2 A (A,
@M (F) — ™ (F)]l5 < Con <||aN“—a<N-1>|f+"+"(+m>.

(1+ Apn/v/n). (3.56)

n

Par récurrence sur la derniére inégalité et en remarquant que pour tout n > 0, my)Kx / (Povy—
An/y/n)? =1, on a que

& [ A2 AN+
1A () — M ()17 < O 1A —a<1||f+<N_1>cgN1< +<f>>,

% ’I’L(N)

alors l'inégalité () implique immédiatement que

FM () — oM (f N LEL AL (An +4/n)
A7) — oM ()1 < N (ﬁ+m )

Puisque la borne de la derniére inégalité croit avec N on trouve que pour tout ¢t > 0,
P( s 1600 - ol le > 1)

1<SN<No
A2 A (A
<P Co — J+M >t], (3.57)
(P(No) — An/v/m)*No \ V/n VT (No)

avec Cy = N@ (4m(NO)K].-N0)N0 > 0. Il existe mny > 0 tel que pour tout n > no on ait

D~/logn/n < p(ngy)/2 < 1/2. Pour n > ny on a d’apres () et () que

P( sup |a;N><f>—a;N><f>||f>t)

1<SN<N,

2N,
1 [nvg) [ Pvg)  D*logn
]P’(AnDl)IPA’ F 0
> m + ( n = 5 n 4N0C0 \/ﬁ
2N,
<i+]p A >1\/W tp(zvé’) 7D210gn
\3n2 n 2 n 4]\[06‘10 \/ﬁ .

En utilisant () a nouveau, la derniére inégalité implique

2
P (s 190~ e Dllr > 1) < 2

1<SN<N,
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pour tout n > ng et

4No+1Cy D nlogn Dlogn
th = —x + :
p(Né)) T (No) Vn

Par définition de v, il existe dy > max(d1,4NU+1COD/p?]]\\;s)) et n3 > 0 tels que pour tout

n>ns,
nlogn
do | vn + & > divy, + ty.
T(No)
Alors () est prouvé pour dy = ds et ng = max(ng,n1,ng). O

3.7.3 Applications statistiques

Motivation. Tout test statistique utilisant le processus empirique peut étre modifié
pour utiliser information auxiliaire afin de renforcer ce test. Il suffit de remplacer dans

Pexpression de la statistique du test le processus a, (F) par oy (F) sinous avons la véritable

information auxiliaire ou par av (F) si nous avons une estimation de cette information.
Les deux paragraphes suivants donnent un exemple d’application dans le cas du test de la
moyenne et du test du 2. Dans ces deux cas, on transforme la statistique de ces tests et
on garde la méme décision de rejet. Dans le premier cas nous montrons que le nouveau
test statistique a le méme risque o mais une puissance améliorée. Dans le second cas, nous
prouvons que le risque de premiere espeéce diminue et que sous (Hi) la nouvelle statistique
diverge vers I'infini comme la statistique du test du x? usuel.

Test de la moyenne. On note O'}N) = Var(GN)(f)) la variance du processus gaussien

raké GWV) évalué en f € F. Ce test sert & comparer la moyenne d’un échantillon & une
valeur donnée lorsque la variance de I’échantillon est connue. L’hypothése nulle est (Hp) :
P(f) = Py(f), pour une certaine fonction f € F et une mesure de probabilité Py € £*(F).
La statistique usuelle de ce test est

g — yiBald) = Bf).

n
af

Sous (Hp), la statistique Z,, suit asymptotiquement la distribution normale standard. Nous
rejetons 'hypothése nulle au niveau « lorsque |Z,| > t,, to = ®(1 — «/2) avec ¥ la fonction
probit. Notre objectif est de savoir si les statistiques suivantes

(V) B(N)
70 _ Jaln (f)(;) Po(f), Zw _ /b (f)(;) Po(f),
s s

(N)

améliore le test de la moyenne. Puisque la loi P est inconnue, les variances oy et oy ' pour
N > 1 sont généralement inconnues. Néanmoins, un estimateur consistant de ces variances
peut étre utilisé pour calculer Z,,, Zle) et Z(lN). Le paragraphe suivant donnera un exemple
concret de cette derniére remarque. Faire cela ne changera pas le comportement asymptotique

des variables Z,, Z,(ALN), Z(LN) que hypothese (Hp) soit vérifiée ou non. Les tests statistiques

| Zn| > ta, |Z7(1N)| > ta, |Z,(LN)\ > t, ont le méme risque de premiere espece puisque sous (Hy)
ces variables convergent toutes vers N(0,1). La proposition ci-dessous montre que le test
est effectivement amélioré quand on utilise les statistiques avec information auxiliaire. Elle
montre en particulier que le ratio du risque 8 du test usuel sur celui du test amélioré diverge
vers l'infini.
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Proposition 3.7.3. Supposons que Var(GWV)(f)) < Var(G(f)) et que nlog(n) = o(n(ny))-
Sous (Hy), pour tout a € (0, 1) il existe une suite Uy, e n(P(f)—Po(f))? (1/0;N) - ]./O'f)
telle que pour n suffisamment grand,
P(|Z,| < ta) P(|Z,| < ta)
P(25")] < ta) P2 <ta)

Démonstration. D’apres le théoréme et , on peut construire une suite de variables
(Xn)nenx id.d. de loi P et z, ~ N(0,1) tels que pour n > ny pour un certain n; > 0,
P(Z,) < 1/n? avec

Zn = {lan(D/os = zal > unb J{10$0 (D)o = 20l > un}

ou u, est une suite de limite nulle. L’approximation forte implique que

> exp(U,), exp(Up,). (3.58)

(N)
< lo . n | Sta
im P(|Zn] < ta) =1, lim P(2n ] Nt ) =1, (3.59)
0 P(|2, + My /of| < to) O P(| 2, + My o] < ta)

avec M,, = \/n(P(f) — Py(f)). Si on note f, ,2 la fonction de densité de N'(u,0?) alors

HD(|Zn + Mn/af| < t(x) = 2t01[ inf ]mel

_ta 7ta

- 2t o,
- V2T

P(|z0 + M /0{V| < to) < 2ta sup  far,
[~ta,ta]

2t, (N) 9
< NoTS exp (—(Mn/af —ta) ) .

exp (—(Mn/af + ta)2) ,

ce qui entraine que

P M, <t 1 1 1 1
(J2n + "/((T]CL a) > exp | M? " 2t o| M| ™ T
P(lzn + Mp/o; | < ta) of af of of

Pour n suffissamment grand, il existe une suite U, > M? (1/0;1\[) - 1/crf) telle que
n——+0o0

P(|z, + Mn/0f| < ta)
P(|2n + Mo /o] < ta)

Alors (B.59) et (B.6() entraine (B.58). O

= exp (U,). (3.60)

Test de la moyenne dans un cas simple. Pour calculer ZT(LN) or Zy(LN) on a besoin de

I’expression de ™. Pour illustrer comment 'obtenir nous travaillons dans un cas simple,
quand l'information auxiliaire est donnée par les probabilités de deux partitions ayant cha-
cune deux ensembles. Plus formellement, pour k € N* on définit A1) = A = {4 A®} et

AR — B = {B, B®}. En utilisant la proposition on peut exprimer simplement O'}N)
pour N = 1,2. Pour des soucis de simplification on note
pa=P(A), pz=P(A°), pg=P(B), py=P(B°),
pap=P(AnB), Ax=E[f|A]l-E[f], Ap=E[f|B]-E[f],  (361)
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alors,

o) = of —E[f]A]" - Var(G[A]) - E[f]A]
= o5 — papz(E[f|A] — E[f|A°])?,
0¥ = o — E[f|B]' - Vax(G[B]) - E[f|B]
— (E[fA] — Py~ E[fIB])" - Var(G[A)) - (E[f|.A] - Py - E[f|B))
— of — ppg(E[f|B] — E[f|B°])?

- (PAPX + poE(prpz pApB)) (E[f]4] - E[f|A°))2,
A

ot P 43, P3| 4 sont les matrices stochastiques exprimées simplement avec (), E[f|A],E[f|B]
est les vecteurs conditionnels données par (B.6§) et Var(G[.A]), Var(G[B]) sont les matrices
de covariance de G[A] = (G(A),G(AY)) et G[B] = (G(B),G(B")), c’est-a-dire les matrices
données par (B.69). D’apres le théoreme , le processus gaussian raké GV) converge
presque stirement quand N — 400 vers le processus gaussien G(®) qui a une expression ex-
plicite. La stabilisation de la méthode du Raking-Ratio dans le cas de deux partitions quand
N — +0 est rapide puisque la distance de Levy-Prokhorov entre GIV) et G(*) est presque

stirement bornée par O(NAY/2) pour un certain X € (0,1). On note P (F) la mesure em-

pirique rakée apres stabilisation de I’algorithme du Raking-Ratio et o) = Var(G(®)(f)) la
variance asymptotique. On définit la statistique suivante

(00)
Zr(lOO) _ \/EPTL (f)(;) PO(f) )
7y

D’apres la proposition , le test statistique fondé sur la décision de rejet |ZT(LOO)| >ty
a la méme risque o que le Z-test usuel fondé sur la décision |Z,| > t, mais il est plus
puissant quand n tend vers 'infini. Dans le cas de deux partitions, on peut donner une ex-
pression simple et explicite de la variance asymptotique. En utilisant les notations introduites
par () on a

() _ ok - paps (Pal% +peA% —paps(Aa — Ap)® — 2papAalp) . (3.62)

Iy 2
pAPBPAPE — (PAB — PAPB)

Le calcul de cette variance est faite la sous-section suivante. Si on n’ pas les valeurs données

par () on peut utiliser leur estimateur consistant pour évaluer les valeurs de a}oo). Si
A4 = Ap = 0 alors naturellement I'information auxiliaire est inutile puisque dans ce cas
O’;OO) =0y, donc il n’y a pas de réduction du risque quadratique. Si A est indépendant de B
alors pap = papp et
UJ(COO) =05 — (pAAi + pBAZB> :
bz by

Test du x?. Le test d’ajustement du x? consiste & savoir si les données de I’échantillon

correspondent & une distribution hypothétique lorsque nous avons une variable catégorielle.
Soit B = {B4y,..., B} une partition de X. L’hypothese nulle est

(Ho) : P[B] = Py[B], (3.63)
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ou P[B] = (P(B1),...,P(Bn)), P[B] = (Py(B1),- ., Po(Bm)) avec Py une certaine mesure
de probabilité. La statistique usuelle de ce test est

S PO(B )?
- 3

Sous (Hy), la statistique T}, suit asymptotiquement une loi du x? avec m—1 degrés de liberté.

L’hypothese (Hp) est reJetee au seuil a si Z, > t&™, t{™ = ®,, (1 —a) ou P, est la fonction
de quantile d’une loi x2(m). L’objectif est de savoir si les statistiques suivantes

S (B (B) — Po(Bi)” iy _ S B (Bo) — Po(B))?
§ (D Y 1V

améliore d’une quelconque maniére le test du x2. La proposition suivante montre que c’est
effectivement le cas.

Proposition 3.7.4. Sous (Hy) et pour tout a > 0,
lim P(T™M > (™) < lim P(T, > t{™) = a, (3.64)

n—-+ao n—+0

et si nlogn = o(nyy) alors

lim P(TN) > t0™) < a. (3.65)

n—+o0

Sous (Hy) et pour tout a > 0, presque sirement il existe ng > 0 tel que pour tout n > ny,
min(| T, [T, (TEV]) > 64, (3.66)

Démonstration. Notons C = (C1,...,Cp) = (1, /A/P(B1),...,15,, /A/P(Bm)). On traite
le cas (Hp) avec (i) et le cas (H;) avec (11)

(). Sous (Hy), T = an[C] - an[C]T, TV = aM[C] - o V[C]T et TSV = &V [C] -
ay [C]T. La statistique a,[C] converge en loi vers une loi normale multivariée Y ~ A'(0,X)

alors que les statistiques ol [c], ay [C] convergent en loi vers Y(V) ~ A/(0, (M) d’apres
les théoremes B.3.7 et B.7.2. D’apres la proposition , Y — BV est semi-définie positive
ce qui implique que pour tout o > 0,

PY YT > t,) 2 P(Y™ (YT > ¢,),

et par conséquence (), () par convergence en loi.

(ii). Sous (Hy), il existe i € {1,...,m} tel que Py(B;) # P(B;) impliquant
min(|T, |, [TV, TEV)) > —A2 — 2¢/nh, [Py (Cy) — P(Ch)| + n(Po(Cy) — P(Cy))>.

Par le lemme de Borel-Cantelli et () avec probabilité 1 il existe n; > 0 tel que pour tout
n > ni, A, < Dy/logn ce qui entraine que

tn <min(|T |, | TN |, TN,

= —D?logn — 2D+/nlogn|Py(C Cy)| +n(Po(Cy) — P(Cy))2
Puisque lim,,—, 4o t,_ = 400, pour tout « € (0,1) il existe ny > 0 tel que ¢, > t, pour tout
n > ng. L’inégalité () est vérifiée pour ng = max(ni,ns). O
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FIG. 3.2: Loi de T}, et T\"

La figure @ est un exemple numéri
une table de contingence avec des |
test du x? avec I'hypothése nulle (

que de la proposition sous (Hp). Nous avons simulé
probabilités fixées P[B], P[A] et nous avons appliqué le
). Par Monte-Carlo, nous avons simulé la loi de T,

avec n = 1000 ainsi que la loi de T,(Ll) avec I'information auxiliaire donnée par P[A].

3.7.4 Calcul de aj(coo) dans

Dans le cas simple, c’est-a-dire
AR = B = {B, B} pour k > 1

un cas simple

le cas ot on travaille avec A1) = A = {A, A®} et
alors on peut exprimer plus simplement les matrices et
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vecteurs intervenant dans Iexpression de G(®). On a

P — <P(AB) P(A%|B) > _ < paB/pB 1—pap/ps )
AIB =\ P(A|BY)  P(A°|BC) (pa —paB)/pg 1— (pa—pan)/rg)’

~ ( P(B]A) P(BYA)\ _ PAB/PA 1—pap/pa
P4 = (P(B|AC> P(BC|AC>> = <<pB—§AB)/pg 1—<pB—5AB>/p;)’ (3.67)
E[f|A] = (E[f|ALE[f|A°]), E[f|5] = (EL|B].ELf|B]). (3.68)
Var(G[AJ) = papy (_11 ‘11), Var(GLB]) = popy (_11 ‘11), (3.69)

Vi(f) = E[f[A] = Ppa - E[f|B]
_ (E[fA] ) _ ( pAB/PA 1 —pag/pa ) ' (E[f|B] )
E[f]A“] (pB —paB)/pz 11— (pB—DPaB)/PZ E[f|B°]

= (E[f](pa — paB) — E[f|Alpapg + E[f|B](paB — papB)) - (;}gﬁ) ;

Va(f) = E[f1B] = Pas - E[f|A]

_ (E[fB] ) _ ( pAB/PB 1 —pap/ps ) . (E[ﬂA] )
E[f|B°] (pa —paB)/pg 1— (pa—paB)/ry E[f|A“]

= BL)ps ~pas) - ELBlpzps + BUANpas —pans) - (111777)).

Les valeurs propres de P 45-Ppj4 et P a-Pgpsont let Ty =Tp = (pAB—pApB)z/pAprBpE.
Leurs vecteurs propres associés a Ty et T, sont respectivement (pg/pp, —1)" et (pg/pa, —1)*

ce qui entraine que
_ 1 pA/pA _ 1 pB/pB
U, = (1 1 , Uy = 1 71 .

Dans le cas de deux marginales, GXV) converge presque stirement vers G(®)(f) = G(f) —

Sl,paz’r(f)t : G[-A] - SQ,impair(f)t : G[B] ol

Supnir) = U () (4 _yy1) O Vi) = Cugean () (700

_ E[f|Bl(pas —paps) — E[f|Alpapg — E[fl(pas — pa)

C1,pm‘r(f) = PAPBPZPE — (pAB —papB)? 7
SQ,impair(f) = U, <8 (1 . 2—,2)1) . U;l . ‘/2(f> = CQ,im;Dair(f) <_pi;‘f;?) 5

o E[f|Al(pas — paps) — E[f|Blpzps — E[f](paB — PB)
CZ,zmpaM‘(f) - ’

PAPBPzPE — (paB — papB)?
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Par linéarité de f — G(f) et le fait que G(a) = 0 pour toute constante a € R on peut écrire
que
G(OO)(f) =G (f + pBCI,pair(f)]lA + pAC2,impair(f)]lB) 5

ce qui entraine que

o™ = Var(G™)(f))
= Var(f) + Var(ppCi pair (f)1a + pAC2, impair (f)1B)
+2Cov(f, pBC1 pair (f)1a + paC2 impair (f)1B)
= Var(f) + pApozBCf,pair(f) + pipoECQZ,impmr (f)
+ 2pApBC1 pair (f)C2impair (f)(PaB — PAPB)
+2papB (C1 pair (f) A4 + C2 impair (f)AB)

Avec quelques calculs on trouve la simple expression de UJ(COO) donnée par ()
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CHAPITRE 4

Information auxiliaire générale

4.1 Introduction

Jusqu’a présent nous avons traité le cas d’une information auxiliaire donnée par une ou
plusieurs partitions (chapitres 2 et 3). Cela n’est pas suffisant car 'information auxiliaire
peut étre plus complexe que la probabilité qu’'un individu appartienne & un ensemble d’une
partition donnée. Les deux chapitres précédents ne peuvent pas répondre a la probléma-
tique de pouvoir traiter une information auxiliaire générale. Il faut créer un outil capable
de s’adapter a tout type d’information et donc dans un premier temps définir ce qu’est une
information auxiliaire générale.

En premier lieu nous avons pensé a définir une information auxiliaire par la connaissance
de l’espérance d’une fonction, c’est-a-dire formellement la connaissance de E[f(X)] pour une
certaine fonction f mesurable et a valeur réelle. Bien qu’elle concerne des cas intéressants,
cette définition n’est pas encore satisfaisante puisque certains types d’information auxiliaire
que nous évoquerons ne sont pas concernés par cette définition. Dans un second temps, nous
avons pensé a l'information auxiliaire comme la connaissance de l'image de la loi P = PX
par une fonction vérifiant une hypothése de différentiabilité. Cette définition généralise la
définition précédente et englobe les cas manquants a celle-ci. En résumé, 'objectif de cette
partie est de créer un outil généralisant toutes les notions précédentes et qui assure de baisser
la variance quelque soit I'information apportée.

L’étude générale de l'information auxiliaire sera aussi l'occasion de traiter certains cas
spéciaux sur lesquels nous pouvons tomber lors d’une étude statistique. Par exemple, nous
évoquerons le cas ol une information auxiliaire ne correspond pas a l’espérance d’une fonc-
tion mesurable a valeurs réelles. Parmi les exemples proposés, nous traiterons le cas de
I'information auxiliaire donnée par la connaissance d’une covariance de deux variables, d’une
espérance conditionnelle ou du coefficient de corrélation.

Nous rappelons a la section @ la littérature principale ayant traité I'information auxi-
liaire d’un point de vue général. Nous définissons et traitons les deux points de vue de
I'information auxiliaire générale évoquées ci-dessus dans les sections et
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4.2 Estimateur avec information auxiliaire générale

4.2.1 Littérature

Dmitriev et Tarasenko[B4] ont étudié quand l'information auxiliaire est donnée par la
connaissance de P(g1),..., P(gm) ou quand une approximation de cette information est dis-
ponible. Ils ont déterminé la projection de la mesure empirique qui minimise la divergence
de Kullback-Leibler sur ’ensemble des mesures de probabilité vérifiant cette information.
Zhang a étudié 'information auxiliaire donnée par des espérances de fonctions supposées
nulles. Il a en particulier montré que les M-estimateurs et les estimateurs de quantile avec
information auxiliaire possédaient une variance asymptotique plus faible que les estimateurs
classiques [82], que la fonction de répartition empirique avec ce type d’information auxiliaire
était uniformément plus petite que la fonction de répartition empirique [83] et a étudié le
comportement asymptotique de la fonction quantile avec information auxiliaire [84]. Cette
vision de 'information auxiliaire correspond a celle que nous étudions a la section @ Tarima
et Pavlov [79] ont étudié de maniére générale comment modifier une statistique pour utili-
ser une information auxiliaire générale donnée par des sources d’information différentes. Ils
mettent en évidence que la corrélation entre ’estimateur d’intérét et 'information auxiliaire
intervient dans l'utilisation d’une l'information auxiliaire. Si cette corrélation ainsi que la
variance de 'information auxiliaire est connue du statisticien, il est assuré d’avoir 'estima-
teur le plus efficace en termes de variance, quelque soit la taille de Péchantillon. A Iinverse,
si celles-ci ne sont pas connues, le statisticien devra recourir a une méthode de plug-in et
sera assuré asymptotiquement d’avoir une réduction de variance optimale. A de nombreux
points de vue cet article est tres général mais il fait appel a de nombreuses hypotheses de
normalité qui sont néanmoins vérifiées dans la plupart des cas pratiques. De plus leur résultat
est de type convergence en loi et ne propose pas de vitesse de convergence. En somme, les
définitions du processus empirique avec information auxiliaire de cette partie seront des cas
particuliers de I'article de Tarima et Pavlov mais les résultats seront plus forts.

4.2.2 Estimateur de Tarima et Pavlov

Notation. De par sa généralité, les notations pour introduire les résultats de Tarima
et Pavlov sont lourdes. Nous les rappelons ici et nous ferons le lien avec les objets sta-
tistiques introduits dans la suite. Avec un échantillon Xy, ..., X,, on estime un parametre
© = (64,...,05) avec un estimateur non biaisé © = (#1,...,0s) ou S € N* désigne le
nombre de statistiques d’intéréts. L’information auxiliaire est donnée par des estimateurs
non biaisés B; = (Bi1,...,Bis,)" provenant de I sources d’information différentes pas for-
cément indépendantes, i = 1,...,I et J; désigne le nombre d’informations apportées par
la 7éme source d’information. Notre modele suppose que les B; estiment de maniére précise
B; = (Bi1,---,Bis;)". Le statisticien estime ces derniers avec des estimateurs non biaisés
B;. On note B = (Bf,...,B% ), B = (éf,,gt])t et B = (Bi,...,B,)" Si X,Y sont
des vecteurs aléatoires, on note (Cov(X,Y)); ; = Cov(X;,Y;). Les vecteurs aléatoires 0.8
dépendent de la taille d’échantillon n.

Estimateur optimal. L’idée de cet article est d’étudier une transformation de I'estima-
teur © afin d’exploiter 'information auxiliaire. L’objectif est de déterminer la valeur de la
matrice A qui minimise la variance de I’estimateur non biaisé

Or =0 +A-(B-B).
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A ~

Si la matrice V = Var(B) 4+ Var(B) est inversible alors la solution & cette optimisation est de
prendre la valeur

Ao = —Cov(6,B) - V1. (4.1)

Si la matrice V n’est pas inversible il suffit de considérer la valeur Aar = fCov(é, l§) VT, ou
At = lims_o(A'A + 61d) "1 A? est la pseudo-inverse (ou inverse généralisée) d’une matrice
carrée A. Sauf remarque de notre part nous supposerons que la matrice de covariance V est
inversible. L’estimateur optimal de © devient

0°=0+Ay-(B-B)=6-Cov(0,B)-V'-(B-B).
La matrice de covariance de cette nouvelle statistique est
Var(©°) = Var(©) — Cov(©, B) - V™! - Cov(©, B)". (4.2)
Puisque l'inverse d’une matrice semi-définie positive est semi-définie positive,
Var(6°) < Var(0). (4.3)

La pseudo-inverse d’une matrice semi-définie positive est semi-définie positive (voir corollaire
3 de [Bg]), donc cette propriété est aussi vérifiée quand on utilise la matrice A, autrement
dit,

Var ((:) — A (B— g)) < Var(©).

Si la covariance entre la fonction d’intérét et 'information auxiliaire est nulle, ¢’est-a-dire si
Cov(©,B) = 0 alors il n’y a pas de réduction de variance. Si les sources sont indépendantes
entre elles alors la matrice de covariance Var(g) est diagonale par blocs.

Estimateur adaptatif. Sous réserve d’avoir la valeur Ag le statisticien est en mesure de
calculer la nouvelle statistique ©g qui exploite I'information auxiliaire. Il est assuré que, pour
toute taille d’échantillon n fixée, d’améliorer assurément et de manicre optimale la statistique
initiale ©. Dans la majorité des cas le statisticien n’aura pas acces a la vraie valeur de Ag
puisqu’il n’aura pas & sa disposition la valeur exacte des matrices Cov(©,5) ou V ou bien
ces deux dernieres valeurs. Pour compenser ce manque d’information, on peut substituer Ag

par un estimateur consistant JAXO de celui-ci. On note ©* I'estimateur adaptatif défini par
©* =0 — Ay (B-B),
que le statisticien pourra utiliser s’il lui manque la valeur de Ag.

Hypotheses et résultats. Le résultat de Tarima et Pavlov reste général mais suppose
que certaines conditions de comportement asymptotique gaussien soient vérifiées. Nous listons
ces conditions ci-apres et supposons qu’elles sont vérifiées.

. an(@) —-0) nﬁoo & avec & ~ N(0,%11), ap, une suite de réels positifs, telle que ay, e

+0 et a%Var(@) — Y11
n—+ao0

e T=an(B—B) -5 71avec T ~N(0,%h,) et a2Cov(B,B) —> S, ;

n—+0 n—+00
e Cin = bin (EI — B;) — (; ou b, est une suite de réels positifs telle que b;, —> +00,

n—+00
G~ N(0,%05).i=1,...,1 et b2,Cov(Bi, Bi)) —> ;.

n—+00
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Notons Y12 = Cov(&, 7). Sous ces hypothéses de convergence, Tarima et Pavlov ont démontré
le résultat suivant (voir Proposition 1 et 2 de [79)]).

Proposition 4.2.1. Sia,b;,' — w; € [0, +00[ et oy = Lhy+diag(w?Xy,,) est définie positive

alors a,(6°—0) né@ N(0, 21, — %1555 5L,) et a, (0% —0) né@ N(0,511 — %1255, 84,).

Ce résultat est général par rapport aux statistiques concernées mais n’apporte pas d’infor-
mation concernant la vitesse de convergence et concerne qu’une seule statistique a la fois.

4.3 Information auxiliaire donnée par des espérances

4.3.1 Introduction

Motivation. Nous avons étudié lors des parties précédentes comment injecter dans notre
étude statistique une information auxiliaire donnée par la connaissance d’appartenir a ’en-
semble d’une ou de plusieurs partitions. Dans tous les cas, nous avons montré qu’on aug-
mentait nécessairement la qualité de nos estimations en baissant la variance des estimateurs
et la puissance de certains tests statistiques. Un probléme reste a résoudre, celle de sa-
voir comment intégrer dans nos études statistiques l'information auxiliaire apportée par la
connaissance d'une fonction quelconque P(g), voir la connaissance de plusieurs fonctions
quelconques P(g1), ..., P(gm). La question est de savoir combiner cette information pour
créer un processus empirique qui tient compte de toute cette information & la fois et qui nous
assurerait de baisser de maniere optimale la variance du processus empirique. Peut-on créer
un processus qui geére une information auxiliaire partielle, par exemple qui gere le cas ou le
statisticien posséde la connaissance des P(g1),..., P(gn) sans connaitre nécessairement les
covariances P(g;g;) ou P(fg;) ou f(X) est la variable d’intérét. Il ne s’agit pas ici du cas le
plus général que sera étudié dans la thése mais il n’en reste pas moins intéressant.

Organisation. Nous introduisons dans cette sous-section le processus empirique indexé
par une classe de fonctions mesurables a valeurs réelles permettant de répondre a ce probleme
particulier. Dans la sous-section nous établissons des résultats élémentaires comme la
baisse de variance ainsi que des résultats plus puissants tels que ’approximation forte et la
convergence faible de ce nouveau processus vers un processus gaussien centré indexé ayant
une variance plus faible que le P-pont brownien. Nous donnons des exemples d’applications
statistiques dans la sous-section qui rentre dans notre cadre d’étude. Nous finissons
dans la sous-section par étudier comment cette partie généralise certains des chapitres
précédents.

Notation. Nous supposons que le statisticien a a sa disposition la connaissance de ’espé-
rance de plusieurs fonctions, i.e. qu’il connait P(g;),V1 < i < m avec (g;)1<i<m des fonctions
mesurables & valeurs réelles. Nous supposons que la classe des fonctions {g1,. .., gm } vérifient
I’hypothese . Nous devons donc modifier la mesure empirique P,, en prenant en compte
les mesures empiriques P, (g;) de telle sorte a garder un processus centré. Il est naturel
donc de faire intervenir une combinaison linéaire des termes centrés P, (g;) — P(g;) avec
des coeflicients a optimiser afin de réduire au mieux la variance du processus empirique.
On pose le vecteur g = (g1, ... ,gm)t € F™ contenant les fonctions dont on connait I’espé-
rance P[g] = (P(g1), ..., P(gm))" et le vecteur des coefficients A = (A1,..., \y)" associés
aux termes P, (g;) — P(g;). On définit la mesure et le processus avec I'information auxiliaire
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généralisée P[g] par :

PEM(f) = Pu(f) + A - (Pulg] - Plg)),
a8 (f) = Va(PEN(f) = P(f)) = an(f) + A anlg],

avec Pp[g] = (Pn(91), .-, Pulgm))’ et anlg] = vn(Py[g] — Plg]).

Estimateur optimal. Le processus empirique a8 (F) est un cas particulier de celui de
Tarima et Pavlov. Il suffit de prendre © = P(f), © = P,(f), B =B = P[g],B = P,[g]. On
note Var(g) la matrice de variance définie pour tout 1 < ,j < m par

(Var(g))i,; = Cov(g;(X), g;(X)).

Elle correspond & la matrice V introduite précédemment. On note Cov(g, f) la matrice définie
pour tout 1 <7 < m par

(Cov(g, f))i = Cov(gi(X), f(X)).

Elle correspond a la matrice Cov((:)7 é) introduite précédemment. La valeur Ag minimisant
la variance du processus a8 (f) dépend de la fonction f. Sous réserve que la matrice de
variance Var(g) soit inversible, sa valeur est donnée grace a ({.1)) par

Ao = —Cov(g, f) - Var(g)~"
Si la matrice de covariance Var(g) n’est pas inversible il suffit de considérer la valeur
Ag = —Cov(g, f) - Var(g)".

La mesure P&(F) et le processus empirique a8 (F) avec information auxiliaire donnée par
des espérances de fonctions sont respectivement définis pour tout f € F par

PE(f) = P2 (f) = Pu(f) — Ao - aulg]
— Cov(g, f) - Var(g) ™" - (Pa[g] — Plg]),

= an(f) — Cov(g, f) - Var(g) ™" - au[g].

Comme pour l'article de Tarima et Pavlov, nous étudions ci-apres le cas ou le statisticien
n’aurait pas acces a la valeur de Ayg.

Estimateur adaptatif. Comme nous 'avons évoqué précédemment, si le statisticien
n’a pas acces & la valeur de Cov(g, f) ou celle de Var(g) alors il peut la substituer la valeur
manquante par un estimateur consistant. On note Var,(g) et Cov,(g, f) des estimateurs
consistants respectifs de Var(g) et Cov(g, f). Par exemple on peut prendre les estimateurs
suivants définies pour tout 1 < i,j < m par

(Var(g)i; = COVn(giagj)

LS ai(Xia, () - (jl ) gAXk)) <:L 3 gj<Xk>> ,

k 1 k=1 k=1
(Cov(g, f))i = Covn(gi, f)
k=1 k=1 k=1

Rg,qaoff grdfw?‘.cam 9
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Si Var,(g) est inversible il peut par exemple utiliser I'estimateur naturel

Ao = —Covy,(g, f) - Var,(g) . (4.4)

Si Var,(g) n’est pas inversible il peut par exemple utiliser I’estimateur
Ao = —Cov,(g, f) - Var,(g)™". (4.5)
Dans un tel cas, le statisticien exploitera ’estimateur adaptatif suivant

PE*(f) = Pu(f) — Ao - (Pu[g] — Plg]),
a8 (f) = an(f) — Ao - an[g],

ou IA\O est un estimateur consistant de Ag. L’exemple qui suit reprend 'information auxiliaire
apportée par la connaissance de la probabilité d’appartenir a I’ensemble d’une partition, cas
étudié au chapitre 2.

Exemple 4.3.1. Prenons g1 = 1a,,...,9m = 1a, avec (A;)1<i<m une partition de X.
On suppose que le statisticien a & sa disposition les valeurs E[g;] = P(A4;). Les matrices
Cov(g, f) et Var(g) wvalent respectivement

(Cov(g, f))i = P(A:)(E[f|A:] — E[f]),
Var(g) = diag(P[A]) — P[A] - P[A]’,
ot 1 <i<m et P[A] = (P(41),...,P(An)). La solution optimale est

Ao = —(E[f[A1],- .- E[f|Am]).

Si le statisticien connait les valeurs E[ f|A;] il n'aurait pas besoin d’utiliser I’échantillon pour
estimer B[ f] puisqu’il pourrait effectuer le calcul direct E[f] = — " | E[f|A;]E[g;]-

Hypothése supplémentaire. Nous établissons des résultats aussi bien pour le processus
ag(F) que pour le processus adaptatif a8*(F). Nous devrons donc supposer une vitesse de

convergence supplémentaire et suffisante pour I'estimateur Ag de Ag. On pose \||/A\0 —Aoll|l7 =
max;=1,..m||(Ao — Ao):|| . Nous ferons régulierement appel a 'hypothése suivante.

Hypothése (CV). Il existe Co = Co(F) > 0 tel que pour tout t > 0 et n suffisamment grand
P (IR — Aoll|x > t) < exp(—Cont?).

Cette_hypothése est naturellement vérifiée si /AXO est l'estimateur empirique de Ay donnée
par (Q; ou (@) Elle est également vérifiée si on prend un estimateur au moins aussi
efficace que ces derniers.

4.3.2 Résultats

Propriétés immédiates. La nouvelle mesure P& (F) est linéaire, par linéarité de f —
P.(f) et f — Ao(f). Elle vérifie en outre I'information auxiliaire P[g] puisque

PE[g] = (P& (gy),...,PEM0(g,,))"
=P, (g) — Var(g) - Var(g) ™' - (P.(g) — P(g)) = Plg].
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D’apres (@) la variance du processus empirique avec information auxiliaire a8 (F) est donnée
par la relation suivante. Pour tout f € F,

Var(a§(f)) = Var(f) — Cov(g, f) - Var(g) " - Cov(g, f)".

En particulier, comme (@)7 Var(ag(f)) < Var(a,(f)) pour tout f € F. La matrice de
covariance de a&(F) est donnée pour tout f,g € F par

Cov(aZ(f),a8(g)) = Cov(f,g) — Cov(g, f) - Var(g)~" - Cov(g,g)".

Qualité de Pinformation. Une idée naturelle vérifiée par la généralisation du processus
empirique avec information auxiliaire est que plus on a d’informations & disposition, plus la
variance du processus diminue. Cette idée est confirmée par la proposition suivante.

Proposition 4.3.1. Soient m < m’,g1,...,gm des fonctions mesurables de X dans R et
g=(91,---:9m), 8" = (g1, gm). Alors, Var(af(f)) = Var(af (f)).

Démonstration. 11 suffit de voir que pour A = (\y,..., \,,) on peut écrire que a&* = a,gll’A/

. , . . .. . g Al
avec A = (A1,...,A\m,0,...,0) qui sera nécessairement de variance supérieure & a2t O

Une autre question naturelle est de savoir si la qualité de I'information est améliorée si on
décompose une information donnée par une fonction réelle en somme d’autres fonctions dont
on connait ’espérance. Par exemple dans le cas de partitions, nous nous demandons ici si le
fait de connaitre P(Ay), ..., P(A,;,) ou Ay, ..., A, est une partition de A est plus efficace que
de simplement connaitre P(A). La proposition suivante montre qu’une information raffinée
ameéliore 'efficacité du processus.

Proposition 4.3.2. Soient m’ = m et g1,...,gm: des fonctions mesurables de X d valeurs
réelles qui forment un raffinement de g1,...,gm dans le sens ot les ensembles (J;)1<i<m
définies par
Vi=1,....,m, g :ZjeJig;-

forment une partition de {1,...,m’}. Alors

VfeF, Var(ag(f)) = Var(a® (f))
ot g = (gh,---,g0)"
Démonstration. Pour j = 1,...,m’ on note i; I'indice vérifiant j € J;,. Par hypothese on

peut écrire que

PEA(F) = Pa(f) + 2 NilPalgi) = P(0i)) = Pa(f) + D A (Syes, Palg)) = P()))

i

Il
-
<.

Il
-

=P.(f) + Z Ai; (Pn(gj) — Plg))-

Pour tout f € F et A € R™, P&A(f) est nécessairement de variance supérieure a P8 (f). [

Remarque 4.3.1. La proposition précédente est une généralisation de la proposition .
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Approximation forte. Si la classe de fonctions F vérifie les conditions d’entropie du
théoreme de Berthet-Mason alors nous sommes en mesure d’établir un résultat d’approxima-
tion forte du processus a8 (F) avec information auxiliaire avec le processus gaussien centré
G&(F) défini pour tout f € F par

GB(f) = G(f) + Ao - G[g] = G(f) — Cov(g, f) - Var(g) ™" - Glg], (4.6)
ot G[g] = (G(g1),...,G(gx))". Ce processus gaussien posséde la méme variance que celui du
processus o (F), c’est-a-dire pour tout f € F,

Var(G8(f)) = Var(f) — Cov(g, f) - Var(g) ™" - Cov(g, f)". (4.7)

La fonction de covariance du processus G&(F) est donnée pour tout f,g € F par

Cov(G8(f),G8(g)) = Cov(f,g) — Cov(g, f) - Var(g)~' - Cov(g, g)".

Nous mentionnons ce dernier comme le P-pont brownien avec information auxiliaire donnée
par des espérances de fonctions. Le théoréme suivant conserve le méme format que ’approxi-
mation forte de Berthet-Mason.

Théoréme 4.3.3. Si F vérifie B, , @ ou alors pour tout 0 > 0 il existe Cy >0
une suite v, de la forme v, = n~*(logn)? si F vérifie et v, = (logn)™? si F vérifie @
(avec o, 8 > 0), des variables (Xp)nens 4.9.d. de loi P et des processus (Gy)n de P-pont
brownien définis sur un méme espace de probabilité vérifiant pour tout n,

1

P (o — GElx > Covn) < -, (1)

et presque surement
laf — GRl[F = O(vn), (4.9)

ou GE est le P-pont_brownien avec information auxiliaire donnée par des espérances de
fonction défini par (4.0) via les G,,. De plus si est vérifiée alors pour tout n suffisamment
grand,

P ([laf* — GE||lF > Covn) < (4.10)

1
nf’
et presque surement

|laf* — G|z = O(vn). (4.11)

Démonstration. D’apres le théoréme de Berthet-Mason, il existe Cy = Cp(f) > 0, une suite
(X, ) nen* de variables i.i.d. de loi P, une suite (G,,),en+ de P-pont browniens construits sur
un méme espace de probabilité et tels que pour tout n,

1
3nf’
SiAg=(No1,---sAo,m) alors |[a8 —GE||x < (1+ X%, [Nosil)|lan — Gyl 7 ot (GE(F)),, sont
les P-ponts browniens avec information auxiliaire donnée par les espérances de fonctions g

construits & partir_des (G, (F)), via (@) 1l suffit de prendre Cy = (14 X,/ A,;)Co pour
conclure grace a () a l'inégalité

P (llen — GullF > Covn) < (4.12)

P(||a® — GB||F > Civ,) < —,
(llo% = GEllx > Crva) < 55
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qui entraine (@) avec Cy = (7. Pour la seconde partie du théoréme, il suffit d’établir une
inégalité de concentration pour ||a8* — a8|| . Pour tout n € N*,

[[a&* —a&l|x = [|(Ao — Ao) - anlg]ll 7 < m||anl|# [|[Ao — Aoll| 7

D’apres I'inégalité de Talagrand et I’hypothése @, il existe D = D(#) > 0 tel que pour tout
n suffisamment grand,

1 ~ Dlogn 1
B(lloll7 > v/Dlogn) < 7. P<|||A0Ao|f>ﬁ><3n9.

On a ainsi montré que

Dml
") < P(laf - GElLr > Caun)

~ Dlogn
+1P><|an||f>\/Dlogn>+P<|||Ao—Ao|f>x/ % )

qui permet de conclure & () en prenant Cy suffisamment grand pour avoir Cyv,, > Crv, +
Dmlogn/+/n. Le lemme de Borel-Cantelli appliqué a (@), () et @ > 1, nous permet de

conclure & (@) et () O

P (||O¢%* —G%H]: > Clvn +

Convergence en loi. Le résultat de Tarima et Pavlov rappelé par proposition
montre que pour f € F fixé, a8(f) converge en loi vers G8(f). La proposition suivante
renforce ce résultat en montrant que la convergence reste vraie au niveau du processus a2 (F)
qui converge faiblement dans ¢£*°(F) vers G&(F) et donne méme une vitesse de convergence.

Proposition 4.3.4. On note dpp la distance de Lévy-Prokhorov. Si F vérifie B et
alors il existe C > 0 tel que pour tout n, drp(a8,G8) < Cv,. Si Uhypothése est vérifiée
alors pour n suffisamment grand, dpp(a8*, G8) < Cu,.

La preuve de cette proposition est en tout point similaire a celle de la proposition en
utilisant ’approximation forte du théoréme et ne sera donc pas présentée.

4.3.3 Exemples

Variable de controle. La variable de contrdle est une méthode statistique utilisée pour
obtenir une réduction de la variance en utilisant la connaissance de la corrélation entre deux
statistiques (voir par exemple [62]). Concrétement, si X,Y sont des variables corrélées et
que l'on connait E[Y] alors on peut utiliser cette information afin de réduire la variance de
I’évaluation de X en considérant la variable X* définie par

Cov(X,Y)
X*=X-—""_72(Y —E[Y]).
La nouvelle variance est donnée par
X,Y)?
Var(X*) = Var(X) — W — (1 — Corr(X,Y))Var(X),

ou Corr(X,Y) = Cov(X,Y)/oxoy est le coefficient de corrélation entre X et Y. Si on
travaille sur un échantillon (Xi,Y7),...,,(X,,Y,) il est possible d’améliorer de la méme
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fagon lestimation de la moyenne empirique de X en utilisant I'information auxiliaire E[Y].
En effet, si on travaille avec la loi P = P(XY) | que notre fonction d’intérét est f(X,Y) = X
et que 'information auxiliaire est donnée par g = (g) avec g(X,Y) =Y c’est-a-dire que on
a connaissance de E[g(X,Y)] = E[Y] alors la mesure empirique avec information auxiliaire
est donnée par

Cov(X,Y)

P =) - )

(Pn(Y) = E[Y])

A~

et sa variance asymptotique Var(G(f)) est la méme que Var(X*).

Fonction de répartition. Zhang [83] a étudié le comportement asymptotique de la
fonction de répartition en présence d’informations auxiliaires donnée par des espérances de
fonctions supposées nulles. Il a en particulier montré (voir théoréme 3) que si X est une
variable aléatoire réelle dont le support est contenu dans un intervalle [a,b] et qui posséde
une fonction de répartition F' continue alors le processus af([a,b]), o ag(t) = a&(1[, )
converge en loi sur D([a, b]) vers le processus gaussien centré W ([a,b]) dont la fonction de
covariance est donnée par

Cov(W (s), W(t)) = F(min(s, t)) — F(s)F(t) - E[g[X]lx<s] - Var(g) ™" - E[g[X]Lx<]",

ol E[g[X]]lX<s] = (E[gl (X)]IXSS]v s 7E[gm(X)]1X<s>-

Vraisemblance empirique. La vraisemblance empirique est une méthode proche au
niveau du concept de la méthode du maximum de vraisemblance. Alors que cette derniere
est une méthode d’estimation nécessitant de travailler avec une famille paramétrique de lois,
la méthode de vraisemblance empirique s’affranchit de cette contrainte. Cette méthode a été
introduite par Owen [63] (voir également [64]).

Estimateur par le ratio. Le résumé de la méthode du redressement par ratio qui est
faite dans ce paragraphe provient de l'article [24] de Bernard Bru présentant les estimations
laplaciennes. L’estimateur par le ratio ou par le quotient est une méthode de redressement
utilisé pour une variable d’intérét qui suivrait une relation a peu pres linéaire par rapport
a une autre variable dont on connaitrait ’espérance. On peut trouver une présentation dé-
taillée de cette méthode dans le chapitre I11.3 de [[7]. C’est une méthode a été originellement
introduite en France vers 1740 par le magistrat Jean-Baptiste Francois de La Michodiere, a
été validée par Laplace dans son mémoire intitulé « Sur les naissances, les mariages et les
morts... » [5G] et s’est répandue dans Padministration francaise. Elle avait pour but & I’époque
de donner une approximation de la taille de la population francaise de 1’époque en partant
du principe selon Derham que « le nombre des mariages, des naissances et des morts est
proportionné au nombre des personnes qui composent une nation entiere, ou qui se trouvent
dans toute une province, ou dans une paroisse » [31]. Ainsi les intendants obtenaient une
approximation de la population d’une ville ou d’une province en multipliant le nombre de
naissances exacte obtenu a partir des registres par un facteur longuement débattu au cours
du XVIIIe siécle et qui variait selon la personne et le lieu d’intérét (ville/campagne, localité,
...). Formellement on s’intéresse a la valeur P(f) = E[f(X)] et on suppose qu’il existe une
relation presque linéaire de la forme f(X) = Rg(X)+ € ol € est une variable aléatoire centrée
indépendante de X en ayant & disposition la valeur théorique P(g) = E[g(X)]. La statistique
proposée permettant ce redressement est donnée par

Balf) = RuPlg) = 2900 (1.13
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On a estimé le coefficient de proportionnalité R = P(f)/P(g) par le rapport R, =P, (H)/Pn(g).
L’estimateur par le ratio est un cas particulier du processus empirique avec information auxi-
liaire que nous avons défini dans cette partie. En effet, I'information auxiliaire est donnée ici
par la connaissance de P(g) et la mesure empirique utilisant I'information est donnée par

PECS) = Pulf) ~ g 2 Bale) — Plo)).

En utilisant le fait que dans notre cas Cov(f,g) = RVar(g) on obtient que
PE(f) = Pu(f) — R(Pn(g) — P(g)).

L’approximation du ratio R par ]%n nous permet de retomber sur I'estimateur par le ratio
donné par la formule () En utilisant (@) on obtient que la variance du processus em-
pirique avec information auxiliaire tout comme la variance du processus empirique résultant
de l'estimateur par le ratio est donnée par

_ Cov(f,9)*

Var(GE(/)) = Var(f) — o8

= Var(f) — R*Var(g).

Jusqu’a présent nous avons supposé qu’il existait une relation de quasi-linéarité entre les
variables f(X) et g(X). Si cette relation n’existait pas, rien ne garantit que estimateur par
le ratio diminuerait la variance, pire on peut exhiber des cas ou on empire les estimations
en augmentant la variance de lestimateur par le ratio. Avec les outils d’approximation forte
on peut montrer que le processus /1 (P(¢)P,(f)/Pn(g) — P(f)) converge en loi dans £*(F)
vers le processus G(f) — P(f)G(g)/P(g) de variance

P(f) P
Var(f) — Q%COV(]C,Q) + (P(g)) Var(g).

Dans le cas trivial ot la variable g(X) est indépendante de f(X), la variance serait de

P(f)

Var(f) + (P(g)) Var(g) = Var(f)

ce qui augmente la variance, comparé au processus empirique usuel. Finalement, il serait
préférable de privilégier la mesure empirique avec I'information auxiliaire P(g) qui améliore
les estimations que 1’on soit dans un cas de quasi-linéarité ou non. Quand la covariance et la
variance ne sont pas connues on peut utiliser

PE(f) = Pu(f) =

La variance asymptotique est donnée par

~ Cov(f,g)?

Var(GE(f)) = Var(f) — 8

< Var(f).

Espérance du produit. Supposons que l'on travaille avec la loi P = P(*3Y) | que notre
fonction d’intérét est f(X,Y) = X et que Uinformation auxiliaire est donnée par g = (g)
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avec g(X,Y) = XY, c’est-a-dire que l'on a connaissance de E[g(X,Y)] = E[XY]. La mesure
empirique avec information auxiliaire est donnée par

_ Cov(XY, X)

(P, (XY) — E[XY]).
Si les valeurs Cov(XY, X) et Var(XY') ne sont pas connues il convient d’utiliser la mesure
empirique

P, (X?Y) - E[XY]P,(X)
Var, (XY)

PEE(f) =Pu(f) - (P, (XY) — E[XY]),

ol Var,, désigne la variance empirique. La variance du processus gaussien ay point f € F
sans information auxiliaire est Var(G(f)) = Var(f(X,Y)) = Var(X) tandis que la variance
du processus gaussien limite avec information auxiliaire est donnée par

~ Cov(XY, X)?

Var(G#(f)) = Var(X) Var(XY)

~

Le cas trivial o Y = 1 conduirait & connaitre E[X] et on retombe Var(G(f)) = 0. Le cas ou
Y = X revient a connaitre le moment d’ordre 2 de la variable X et dans ce cas la variance
du processus gaussien limite avec information auxiliaire est donnée par
2 21)2
- + o
Var(@E(f)) = o? — Wa — 1l T o))
pa — (p* + 0?)

ou i, 02, uy sont respectivement l’espérance, la variance et le moment d’ordre k de la variable
X.

Espérance tronquée. Supposons que le statisticien ait a sa disposition la connaissance
de l'espérance de sa variable tronquée, c’est-a-dire qu’il ait connaissance de la valeur de
lespérance E[g(X)] avec g(X) = X1a<x<p+al x<q + b1 x=p. On peut imaginer par exemple
qu’une étude préliminaire a été menée sur la variable d’intérét avec des outils dont soit une
capacité réduite, soit un mauvais paramétrage de la part de I'utilisateur ou bien encore un
dysfonctionnement a tronqué les valeurs observées. Si une seconde étude permet I'observation
non tronquée de ces valeurs, il serait alors dommage de ne pas utiliser les résultats établis lors
de l'enquéte préliminaire. On pourrait intégrer cette information auxiliaire pour améliorer
Pestimation de I'espérance des X en utilisant la mesure empirique avec information auxiliaire

Cov, (X, 9(X))

P%(f) :P'IL(X) - Varn(g(X))

(Pn(g) — E[g(X)]).

Par exemple si X ~ N(0,1) et b = —a = 1 alors Cov(X, g(X)) ~ 0.683, Var(g(X)) ~ 0.516 et
donc la variance baisse de Cov(X, g(X))?/Var(g(X)) ~ 0.903. La figure @ est une simulation
de la loi du processus empirique avec et sans l'information auxiliaire E[X1_1<x<1 +1x>1 —

]1X<—1] =0.

4.3.4 Généralisation des chapitres précédents

Information auxiliaire d’une partition. On travaille avec P = PX et notre fonction
d’intérét est f(X) = X. Supposons que 'information auxiliaire est donnée par la connais-
sance d’appartenir a un ensemble d’une partition de &X', autrement dit supposons que 'on
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F1G. 4.1: Simulation numérique du processus avec/sans informations auxiliaires

ait & disposition E[g;] = P(4;) avec g; = 14,,i=1,...,mou A = {A,..., A} forme une
partition de X. La valeur optimale Ag & estimer est Ag = (E[f|A41],...,E[f|A]). Silutilisa-
teur ne connait aucune valeur de ces espérances conditionnelles il peut les estimer grace aux
valeurs —P,, (f14,)/Pn(A;) oubien =P, (f14,)/P(A;). Ces estimateurs permettent de retrou-
ver le processus empirique avec information auxiliaire d’une partition. En effet d’apres (@),
on obtient dans les deux cas que P&*(f) = }?”;f( f) ou I@;l“( f) est le processus défini et étudié
dans la partie avec l'information auxiliaire d’une partition. Connaitre toutes les valeurs b;
reviendrait & connaitre E[f], et par conséquence que 1'on aurait a8(f) = 0 pour tout f € F.

Raking-Ratio. Supposons que l'information auxiliaire est donnée par la connaissance
d’appartenir pour tout N € N* & un ensemble (Al(-N))KmN d’une partition AXN) = {A:(LN), ce AS,JX}}
de X. Le Raking-Ratio a pour objectif d’intégrer itérativement par rapport a N I'information
auxiliaire donnée par AN en utilisant la suite de mesure empirique modifiée ]P’%N) définie
par }P’g]) =P, et

MmN+ p( A(N +1))

PO = )

& m M(f1, (N+1>)

Pour tout f € F on note a(N)(f) = \/H(P%N)(f) — P(f)) le processus empirique associé a
la méthode du Raking-Ratio. Le résultat suivant montre que notre généralisation est plus
optimale que le Raking-Ratio par rapport a I'intégration de cette information.

Proposition 4.3.5. Pour tout N € N*, il existe (bgg))isNu‘smN tel que pour tout f € F,

P (f) +Z 60 (Ba(47) — P(AD)).

i=1j=1
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Démonstration. La mesure empirique avec I'information auxiliaire d’une partition IP’S) (F) =
]P’ﬁ(l) (F) étudié au deuxiéme chapitre vérifie cette propriété. Supposons que I’hypothése soit
vérifiée au rang N. Montrons qu’elle Iest également au rang N + 1.

MN+1 P(AI(CNJFD)

PN = Y oy
= IF,7(1N)(A(N+1))

n

(N)(fﬂA(N‘Fl))

N m;

Pu(fL o) + 35 D) b (B, (AY)) — P(AD))

i=175=1

(mNJrl (N+1))
)
)

mfl P(A(N+1))
o B <A<N“>>

R

i=175=1
MmN +1 Pn(f]lA(N-*-l)

= IP)(N( (N+1)

(@) (2)
(N) (N+1) > (P”(Aj )_P(Aj )
k=1 Pn )

P = PAT))
Or,

My 41 Pn(f]]-A(N+1))

=Y At

myi1 P (f]lA(N+1>) .
_ (N+1) N+1 (z) (2)
k=1 ]P)n (A ) i=175=1

(PN (AN - paN Yy

Qo P = By (F) + SIS 0TV (B (AS)) = PAY)) avec

)]

MN+1 P(AI(CNJFI)) —Po(f1 ,vs+n))
VI<i<N, vi<j<mg, b5 =p ) -

N N
= P (4Y)
Pp(f1  ven)
N+1 Ay
V1<k<MN+1, b§V+11)€ (]\,)7(,;\[_'_1)
(A )

O

Compte tenu du résultat précédent et de la proposition on a en particulier pour tout
JerF,
Var(a{V(f)) = Var(a¥ (f)) = Var(a£(f))

oungy ={l,»n:i<N,j<m},g= {ILA<N> N e N* j <mp}.

4.4 Information auxiliaire générale

4.4.1 Introduction

Motivation. Nous avons traité le cas d’une information auxiliaire de la forme P(gy),
c’est-a-dire une information qui est ’espérance d’une fonction mesurable. Mais comme évo-
qué dans l'introduction certains cas ne rentrent malheureusement pas dans cette définition.
Par exemple I'information auxiliaire donnée par la connaissance de la variance d’une variable
ou de la covariance de deux variables ne rentre pas dans le cadre précédent puisque la va-
riance et covariance empirique ne peuvent s’exprimer comme la moyenne empirique d’une
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seule fonction, c’est-a-dire qu’on ne peut pas les écrire sous la forme P, (g). C’est également
le cas simple de la moyenne empirique conditionnelle, de I'inverse d’'une moyenne, etc... De
maniere générale, il faut considérer que l'information auxiliaire peut s’exprimer comme une
fonction compliquée a valeur réelle de la loi de I’échantillon qui est naturellement approchée
asymptotiquement par 'image de la mesure empirique par cette méme fonction. Cette fonc-
tion doit vérifier au minimum des conditions de dérivabilité afin que I’on puisse théoriquement
assurer la convergence de ce processus empirique avec informations auxiliaires générales.

Organisation. Nous introduisons dans cette sous-section le processus empirique avec in-
formation auxiliaire générale. Dans la sous-section @.4.2 nous établissons des résultats d’ap-
proximation forte et de convergence faible sur ce processus. Nous donnons des exemples
d’application aux sous-sections m, m et .4.5.

Notation et hypothéses. On fixe ty > 0. Nous allons travailler sur une classe de
fonctions H de fonctions définies sur £ (F) a valeurs réelles vérifiant les hypothéses suivantes.

Hypothése (H.i). Pour tout h € H, h(P) est défini et pour tout Q € {*(F) vérifiant
Q7 < to,

h(P + Q) = h(P) + Qo pn(P) + Rn(Q),
ot @y, : LP(F) — Vec(F) et Ry, : {7 (F) — R une application vérifiant sur une boule centrée
en lorigine B, | Ry ()| < || - ||% pour un certain q > 1.

Hypothése (H.ii). Pour tout h € H, Var(on(P)) existent.

Cette classe contient nos fonctions statistiques d’intérét et les informations auxiliaires. L’hy-
pothese [H4 signifie que les fonctions sont différentiables en la mesure P tandis que 'hypo-
these [H2d s’assurera de la bonne définition de l'objet limite. L’information auxiliaire sera
représentée par la connaissance de g1 (P),..., gm(P) ol g1,...gm € H. Cette fagon de repré-
senter I'information auxiliaire permet d’inclure les cas que nous avons cité et que ne pouvions
pas traiter jusqu’a présent. Plus de détails sont donnés dans les exemples qui suivent. On
définit le processus empirique avec information auxiliaire générale a8(#H) pour tout n € N*
et h € H par

P& (h) = h(P,) - (g[Pyn] — g[P]),

_|_
% (h) = Vn(PEA(h) — h(P))
= Vn (h(Py) = h(P) + A - (g[Pn] — g[P]))

~

ot g[Q] = (91(Q),---,9m(Q))".

Exemples de classe . Le tableau suivant donne des exemples de classes de fonctions
‘H d’intérét avec leur différentielle et reste respectives.

h(P) F en(P)
petae B "
P P ) (12 fo) 72 = 2foP(fo)
Inverselo/h; 1(’;§§)érance o) /P o)
B ey | (falasLal | (o= PUOA)La/P(A)
Produt e eptrances |1 o ot | o o)~ Ul
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TAB. 4.1: Tableau des différentielles usuelles

Une définition générale de 'information auxiliaire requiert donc d’étudier en détail la statis-
tique afin d’exprimer pour tout h € H la fonction .

Estimateur optimal. Le processus a&*(#) est comme a&*(F) un cas particulier de
létude de Tarima et Pavlov. Il suffit de prendre en effet © = h(P),0 = h(P,),B = B =
g[P], B = g[P,]. Notons X1, X5 les matrices de covariance suivantes définies par

S1(h) = Cov (91 (P), gl P]) € Mim(R),
S = Var (pgl P1) € My (R)

c’est-a-dire les matrices définies pour tout 1 < 4,5 < m par

(X1(h))i = Cov (¢n(P), ¢4, (P))
(EQ)i,j = COV (gﬁg% (P), Qng (P)) .

Sous réserve que Yo soit inversible, la valeur Ay minimisant la variance du processus a&* (h)
est donnée grace a (4.1]) par
—1
Ao =—-%1(h)- 25",

Si la matrice Yo n’est pas inversible, il suffit de considérer la valeur
Ao =-%1(h)-%5.

La mesure P&(#H) et le processus empirique ag(H) avec information auxiliaire générale sont
respectivement définis pour tout f € F par

P2(h) = h(Py) — Ao - (g[Pn] — g[P]) (4.14)
= h(P) = Z1(h) - 5" - (g[Pa] — g[P]),
ag(h) = vn (h(Pn) — h(P) — Ao - (g[Pn] — g[P])) (4.15)
=/n (h(P,) = h(P) = Zi(h) - 33" - (g[P,] — g[F])) -
Comme dans le cas précédent, nous étudions ci-apres le cas ou la valeur Ag n’est pas connue.

Estimateur adaptatif. Si la valeur Ag n’est pas connue du statisticien, celui-ci peut
utiliser un estimateur consistant Ay de Ag. Notons les matrices ¥1, € My n(R), 22, €
My m(R) définies pour tout 1 < 4,5 < m par

(X1,n(h))i = Covn(pn(Pn), ¢g,(Pn)),
(B2,n)ij = Covnlpg, (Pn), g, (Pn)),

Si X, est inversible alors le statisticien peut utiliser I’estimateur consistant naturel
Ao = —14(h) - T3L.
Si la matrice X5, n’est pas inversible il peut par exemple utiliser ’estimateur consistant
Ao = ~Z10(h) - T,
Dans tous les cas on emploie I'estimateur adaptatif suivant
PE*(h) = h(P,) — Ao - (g[Pn] — g[P)),
a%* (h) = vn (h(P,) = h(P) = Ao - (g[P.] — g[P)))
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L’exemple qui suit reprend a nouveau l'information auxiliaire apportée par la connaissance
de la probabilité d’appartenir a un ensemble d’une partition donnée mais avec les nouvelles
notations.

Exemple 4.4.1. On pose g1(P) = P(A1),...,9m = P(An) avec (A;)1<i<m une partition
de X. On étudie la statistique h(P) = P(f). Les fonctions g;, h vérifient I’hypothése H
avec op(P) = f, ¢g,(P) = 14,. On suppose que le statisticien a & sa disposition les valeurs
E[g;] = P(4;). Comme pour 'ezemple /.31, les matrices Y1 (h), 3o valent respectivement

(X1(h))i = Cov(f(X), 14, (X)) = P(A)(E[f|Ai] - E[S],
S = diag(P[A]) — P[A] - P[A],

ot 1<i<m et PlA] = (P(41),...,P(4n)).

4.4.2 Résultats

Approximation forte. Pour tout h € H, on définit le processus gaussien avec informa-
tion auxiliaire générale par

GE(h) = G (on(P)) + Ao - Glpg[P]], (4.16)

olt pg[P] = (¢g, (P), ..., ¢, (P))". Nous mentionnons de dernier comme le P-pont brownien
avec information auxiliaire générale. Si la classe de fonctions F vérifie les conditions d’entropie
de Berthet-Mason il est encore possible d’établir une approximation forte du processus ag(H)
avec le processus gaussien G8(#H). Le théoréme suivant énonce 'approximation forte.

Théoréme 4.4.1. Supposons que F vérifie B, , ou et que ‘H vérifie HA, H .
Pour tout 0 > 0 il existe Cy > 0. une suite v, de la forme v, = n~%(logn)? si F vérifie
et v, = (logn)™? si F vérifie (avec o, f > 0), des variables (X,)pen# t.7.d. de loi P et
des processus (Gy,), de P-pont brownien définis sur un méme espace de probabilité vérifiant
pour tout n,

*

o (4.17)

P(llaf — GRll# > Covn) <

et presque surement

[a§ — GE[l# = O(vn), (4.18)

&

ot GE est le P-pont brownien avec information auziliaire générale défini par (4.16) via les
G,,. De plus si I’hypothese est vérifiée alors pour tout n suffisamment grand,
1

P (Ja&* — GElln > Cova) < —,

(4.19)

et presque stirement
|a%* — GE I = O(vn). (4.20)

Démonstration. D’apreés 'approximation forte de Berthet-Mason, il existe Cy > 0, des va-
riables (X, )pens 1.i.d. de loi P, des P-ponts browniens (G,,),en+ sur un méme espace de
probabilité tels que
1
P(|la, — G > Covp) < —.
(la nllF 0Un) 3nf
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On note Ag = (Ao1,.--,A0,m). En utilisant les définitions de a8(H) et GB(H) données
par () et (4.16) on peut écrire que

llaf — GR|[n < (1 + ] IAo,iI> (llan = Gullz + llen/v/nll%)
i=1

ou les processus G&(H) sont définis avec de () a partir des G, (F). Il existe Cy tel que

1
P (||an||qf > Clvnnq/2> <25
L’inégalité () est vérifiée en prenant Cy > 0 suffisamment grand pour avoir Cyv, >
(14 351 [A0.i))(Co + C1)vp. On note que |[af* — GE||x < [lag* — aflly + |[af — GE[|x et
que

[a8* —a8|lx < [|(Ao — Ao) - V(g[Pn] — g[P])lln
< |80 — Ao|||7(2MF + ||| %/nlaD/2).

D’aprées ’hypothese @, il existe D > 0 tel que

~ _ Dlogn _ 1
]P’<|||A0—A0|||f (20 + lanllE/n =) > [ =22 @2Mr + Crvnt? 1>/2)> <3

ce qui entraine () avec Cy suffisamment grand pour avoir

S Dl
Covn > (1 + 2 |>\0,i|> (Co + Cr)v, + W (QMf + Clvnn(q*”p) )
i=1

Les inégalités (4.1§) et () découlent du lemme de Borel-Cantelli et des inégalités ()
et (ES en prenant 6 > 1. O

Convergence en loi. Comme pour le processus o8(F) dans le cas ol l'information
auxiliaire est donnée par des espérances de fonctions, le processus a8(#H) converge en loi dans
LP(H) vers G8(H) avec une vitesse de ordre de v, qui dépend de la condition d’entropie
vérifiée par F. Le résultat suivant est une conséquence de 'approximation forte donnée par
le théoreme et la preuve est similaire a celle de la proposition .

Proposition 4.4.2. On note drp la distance de Lévy-Prokhorov. Si F vérifie B et
alors il existe C' > 0 tel que pour tout n, dpp(an8, G8) < Cv,. Si Uhypothése est vérifiée
alors pour n suffisamment grand, dpp(a8*, G&8) < Cuv,,.

4.4.3 Application : covariance connue

Motivation. Plagons-nous dans le cas ou le statisticien connait la covariance entre une
variable d’intérét X et une autre variable aléatoire Y et que celui-ci souhaite estimer 1’espé-
rance de X. Autrement dit nous travaillons avec la loi P = P(X:Y) et I'ensemble H = {h, g}
avec la fonction h(P) = P(fo), fo : R> — R définie par fy(z,y) = z et la fonction auxiliaire
g(P) = P(fogo) — P(fo)P(g0), go : R? — R définie par go(z,y) = y. L’hypothése HA est

vérifiée avec les fonctions

(Ph(P) = va Rh(Q) = 07 SOQ(P) = 9o, RQ(Q) = 07
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d’apres le tableau @ L’hypothese [H=2d est vérifiée si X, Y et XY admettent des moments
d’ordre deux. Par conséquence, les matrices ¥ (h), X9 sont respectivement données par
¥1(h) = Cov(X, XY — E[X]Y — E[Y]X),
Yy = Var(XY — YE[X] — XE[Y]).

D’apres (), la mesure empirique avec l'information auxiliaire donnée par Cov(X,Y) est
donnée par

Cov(X, XY — YE[X] — XE[Y])
~ Var(XY — YE[X] — XE[Y])

PE(h) = P,,(X) (Cova(X,Y) — Cov(X,Y)), (4.21)

avec Cov,, la covariance empirique. Si le statisticien n’a pas accés aux valeurs de X1 (h) ou Xy
il pourra utiliser des estimations en utilisant la connaissance de la covariance. Par exemple
la matrice ¥1(h) peut étre estimée par la valeur suivante

S1(h) = Pp(X2Y) — P, (Y) (P2 (X) + Var, (X)) — 2P, (X)Cov(X,Y),
3y = Var, (XY) + P2(X)Var, (Y) + P2(Y)Var, (X)
— 2(Pn(X)Covy (XY, Y) + P (Y)Covy (XY, X)) + 2P, (X )P, (Y)Cov(X,Y),

avec Var,, la variance empirique. Asymptotiquement la variance du processus gaussien limite
sera donnée par

Cov(X, XY — YE[X] — XE[V])?
~ Var(XY — YE[X] — XE[Y])

Var(G&(h)) = Var(X) (4.22)
Un autre exemple qui pourrait étre intéressant est la connaissance du fait que les variables
aléatoires X,Y sont indépendantes et donc que la covariance entre les variables est nulle.
Malheureusement, si X,Y sont indépendantes alors ;(h) = 0, ce qui n’apporte aucune
baisse de variance de ’estimation de l'espérance de X. Si les variables X,Y sont des lois
normales, on peut également montrer que X1 (h) = 0 et donc encore une fois qu’il n’y a pas
de baisse de variance.

Information donnée par Var(X). Si Y = X, c’est-a-dire si la variance de X est
connue alors il est nécessaire que X admette un moment d’ordre 4 et la mesure empirique
avec 'information auxiliaire et la variance du processus gaussien limite données par (),

() deviennent

Cov(X, X?) — 2E[X]Var(X)
-~ Var(X2? - 2XE[X])
[Cov(X, X2) — 2E[X]Var(X)]?
Var(X? — 2XE[X])

P&(h) =P, (X) (Var, (X) — Var(X)),

Var(G&(h)) = Var(X) —

Cette information peut étre supposée connue dans le cadre de certains tests statistiques,
comme nous le préciserons apres. Nous donnons ci-aprés quelques exemples avec des lois
usuelles.

Loi multivariée de Poisson. Un vecteur aléatoire suit une loi multivariée de Poisson
si ses marginales suivent des lois de Poisson unidimensionnelles. Cette distribution a été
proposée par Campbell en 1934 [25]. En 1964, Holgate [1§] permet d’exprimer une variable
de Poisson bivariée a ’aide de trois variables univariées de Poisson indépendantes. Pour plus
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F1G. 4.2: Loi de a,(X1) et a8(X;)

de renseignements concernant cette loi, voir 'article de Morin [61]. Formellement, (X,Y)
suit une loi multivariée de Poisson s’il existe X1, Xo, X3 tels que X = X7+ Xo,Y = X7+ X3
avec X; ~ P()\;) indépendantes deux & deux pour i = 1,2,3. Nous supposons que nous
connaissons la covariance Cov(X,Y) = A\ et que Ay # 0 auquel cas nous retombons sur des
variables indépendantes, cas évoqué précédemment. Si I'on souhaite estimer ’espérance de
X avec I'information auxiliaire, les valeurs de ¥, 35 sont données par

El(h) = /\1, Yo =M + 2/\% + A2 + A1 A3 + Ao s,
La formule () de la variance asymptotique devient

i
AL+ 2202 + Ao + A Az + Ao

Var(G8&(h)) = A\ + Ao —

La figure @ est une illustration numérique du processus empirique sans et avec I'informa-
tion auxiliaire de la covariance. Les parametres utilisés pour cette simulation sont A\; =
0.2623, A2 = A3 = 0.1. La courbe bleue représente la loi du processus empirique avec 1’in-
formation auxiliaire et la rose celle sans. On utilise une méthode de Monte-Carlo avec des
échantillons de taille n = 1000.

Généralisation a d’autres lois. On peut appliquer la méme idée pour des variables
X,Y définies par X = X1 + X5,Y = X7 + X3 avec X; ~ £()\;) deux & deux indépendantes.
Pour estimer 'espérance de X avec 'information auxiliaire, les valeurs X1, ¥ sont données
par

5 (h)_g s = MDA+ 833
BTN T NSNS '
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F1c. 4.3: Formule de Wolfram alpha

La variance asymptotique du processus avec informations auxiliaires est donnée par

1 4N3N3
A2 A2\ + A2 4+ A202 + 8A2M2)°

Var(G&(h)) =

On peut remarquer que plus la valeur A\; est faible, plus la réduction de variance sera impor-
tante. Si les X; suivent une loi normale ou uniforme, ¥1(h) = 0 et il n’y a donc pas réduction
de variance. Les valeurs des variances et covariances ont pu étre calculées grace au logiciel
Wolfram Alpha. La figure est une capture d’écran de la formule permettant d’obtenir les
valeurs dans le cas ou les X; suivent une loi exponentielle. Il suffit de changer la distribution
pour obtenir les valeurs de X (h), X9 dans le cas ot les X;,4 = 1,2, 3 suivent une autre loi.

4.4.4 Application : espérance conditionnelle connue

Motivation. Placons-nous cette fois-ci dans le cas ou le statisticien connait une espé-
rance conditionnelle E[Y|A] = P(Y14)/P(A). On peut imaginer par exemple qu’une étude
préliminaire a moindre cofit a été menée sur une variable spécifique aupres d’une certaine
partie de la population et que I'on souhaite utiliser les résultats de cette étude afin de ren-
forcer nos statistiques. Nous travaillons avec la loi P = P(X:Y) et Pensemble H = {h, g}
avec la fonction h(P) = P(fy), fo : R?> — R définie par fo(z,y) = x et la fonction auxiliaire
g(P) = P(gola)/P(A),go : R? — R définie par go(x,y) = y. L’hypothese A est vérifiée
avec les fonctions

on(P) = fo, Rn(Q) = 0, ¢y(P) = (fo = P(folA))1a, |Re(Q)] < ||Q|7-

L’hypothese [H=d est satisfaite si les variables X et Y14 admettent des moments d’ordre 2.
Les valeurs X (h), Xo sont données par

1 (h) = = Cov(X, (Y — E[Y]A])14)

P(A)
= E[XY|A] - E[X|AJE[Y]A] = Cov(X,Y|A),
1
Yo = P(A)2Va1"((Y —E[Y|A])14)
= P(lA) (]E[Y2‘A] —E[Y\AF) _ \@11;((11/4'&,4).

Encore une fois, si Y est indépendante de X sur I’événement A alors X1(h) = 0 et il n’y a pas
de réduction de variance. Si le statisticien n’a pas accés aux valeurs de 31 (h), Xs il pourra
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les estimer respectivement par

$1(h) = Py (XY14) ;Df’(ﬁ)X]lA)E[YM]’
o 1 (P,(Y2L) ,
S= i (rarEAP).

La mesure empirique et la variance asymptotique finale sont respectivement données par

Pg = IP)n(AX’) - P(

n

A)Cov(X,Y[A) (P,(Y1a)

Var(Y|A) (Pam MHM»
P(A)Cov(X,Y|A)?
Var(Y]A) '

Var(G&(h)) = Var(X) —

Information donnée par E[X|A]. Si Y = X alors cela revient a dire que nous connais-
sons l’espérance de notre variable d’intérét conditionnée a appartenir a ’ensemble A. Les
valeurs de % (h), X2 sont simplement exprimées par

Var(X|A
Zl(h) = \/ﬂr(){LA)7 EQ = P)((AA))
La valeur X1 (h) peut étre estimée par f]l(h) = P"(XQHA)H;]LE([X(JA]QP"(A) et la variance asymp-

totique finale est donnée par
Var(G&(h)) = Var(X) — P(A)Var(X|A).

La figure Q est une simulation numérique de ’estimation de la moyenne empirique d’une
variable X suivant une loi normale centrée réduite quand on injecte 'information E[X|—2 <
X < 2] = 0. Dans ce cas, les valeurs X1, Xy valent approximativement % (h) ~ 0.774, 35 ~
0.811, la réduction de variance est de 0.739.

Information donnée par P(B|A). Supposons maintenant que la variable Y indique
lappartenance & une sous-population, é.e. Y = 1p et que l'on connait E[Y|A] = P(B|A).
Par exemple, on pourrait envisager que des experts ont mené une étude afin de connaitre
le taux d’infection ou d’une maladie dans une certaine partie de la population et que cette
information puisse étre utilisée dans une nouvelle étude. Les valeurs X1, 35 et la variance
asymptotique sont données par

S, = P(B|A)(E[X|A n B] — E[X|A4]).
5 _ PBIA1 - P(BlA))
2 = P(A) )
P(A n B)(E[X|A n B] — E[X|A])?
1— P(BJA) '

Var(G&(h)) = Var(X)

4.4.5 Application : coefficient de corrélation connu

Motivation. Soient X et Y des variables admettant des moments d’ordre 2. Supposons
que nous sommes dans le cas ou le statisticien connalit le coefficient de corrélation entre les
variables aléatoires X et Y, c’est-a-dire la quantité p(X,Y) = Cov(X,Y)/oxoy. Supposons
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F1G. 4.4: Loi de a,,(X) et a8(X)

également que celui-ci souhaite estimer 1’espérance de X, c’est-a-dire que h(P) = P(X). La
fonction d’information auxiliaire est donnée par
P(XY) - P(X)P(Y)

9P = P - PP - PV

Cette fonction est différentiable en la mesure P et admet pour différentielle appliquée en G,

G(XY—P(Y)X-P(X)y)-2

drg(G) - ¥) (GO -2P00X) | G0 2P
Ox0y

Var(X) * Var(Y)

L’hypothese [H est vérifiée et [H2d 1'est si les variables X, Y et XY admettent des moments
d’ordre deux. Les valeurs de ¥ et X5 sont données par

31 = Cov(dpg(G), pn(P))
_ Jxlgy (Cov(XY, X) = P(Y)Var(X)) - 25
Yo = Var(dpg(G))
v <XY ~ P(Y)X - P(X)Y _p(X.Y) <X2 _2P(X)X  Y2- P(Y)Y))
Var(X) Var(Y)

_ pXY) (COV(XQ,X) N Cov(Y?2 - 2P(Y)Y, X))
Var(X) Var(Y) ’

OxX0y 2

Si le couple (X,Y) suit une loi normale multivariée, 33 = 0 donc il n’y a pas réduction de
variance.

4.4.6 Régression linéaire et information auxiliaire

Motivation. On se place dans le cadre d’un modele de régression linéaire simple. On
suppose que la relation suivante est vérifiée : Y = By + 81X + € avec ¢ ~ N(0,0?). Nous ne
faisons pas d’hypothese sur la loi de X. La variable ¢ représente des erreurs potentielles, telles
que des erreurs de prélevement de données (liés a un matériel défectueux par exemple). On
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suppose que les variables X et € sont indépendantes. Les estimateurs classiques des moindres
carrés sont données respectivement par

~ ~ ~  Cov,(X,Y)
=P, (Y) - 5P, (X), —
Bo=BulY) = BBa(X), =
Sous ce modele ces estimateurs vérifient le théoréme central limite suivante
2 2 2
~ c o E[X?] ~ c ol
Vi) 5 N (0505 ) vaG-a 5w (0575 )

Régression avec information auxiliaire. On suppose qu’on travaille avec la loi P =
P(X5Y) et que nos fonctions d’intérét sont données par

ho(Q) = Q(g0) — 1 (Q)Q(fo),
o Q(po) — Q(fo)Q(g0)
BT T O
avec fo(z,y) = @ go(:v y) = y,po(z,y) = xy. Avec ces notations, By = ho(P), 51 = h1(P)

et Bo = ho(Py), [31 = hy(P,). Ces applications vérifie I'hypothése FHA sous réserve que la
variance de X soit non nulle. Les fonctions de cette hypothése sont données par

©ho(P) = go — h1(P) fo — P(X)n, (P) = go — B1fo — P(X)pn, (P),

1
P)=——+——=(po— P(X)go — P(Y
Lphl( ) P(XQ) — P(X)2 (pO ( )gO ( )fo)
PXY) - P(X)P(Y) (o
— —2P(X .
(e —prxpe. o~ 2P00)

Supposons que I'information auxiliaire est donnée par une statistique de la forme g(P) avec
dpg(G) = G(Z) ol Z une variable aléatoire pouvant étre corrélée aux parametres de notre
modele. On suppose que Z admet un moment d’ordre 2. Alors dpg(Q) = Q(Z) et

() = Cov(dphs (€, dra(®)) = -

21 (ho) = COV(dpho( ) dpg( )) COV(E,Z) — E[X]COV(dphl(G),dpg(G))
E[X]Cov(X,e2)

Var(X) ’

= Var(dpg(G)) = Var(G(Z)) = Var(Z).

= Cov(e, Z) —

Les covariances sont nulles si Z est indépendante de €. Nous allons étudier plusieurs informa-
tions auxiliaires. Ainsi toute information auxiliaire donnée par une transformée de la variable
X uniquement (’espérance ou la variance de X par exemple) n’apporte aucune baisse de
variance. Les nouveaux estimateurs de By et 5, sont dans ce cas respectivement donnés par

o = PE(ho) = ho(P) — 2 o (B,) — ()
= B - 2 g, g(p).
2
Bu = PE() = la(P) — X (g(B) — ()
=5 -2 (g, —g(p))




Espérance des Y. Supposons que 'information auxiliaire soit donnée par la connaissance
de E[Y] = Bo + B1E[X]. Cette information auxiliaire n’apporte aucune baisse de variance
dans lestimation de (1 puisque X1(h1) = Cov(dphi(G),G(Y)) = 0. Elle est néanmoins
efficace dans I'estimation de 3y. Les valeurs de X1, X5 sont données par

Y1 (ho) = Cov(dpho(G),G(Y)) = Cov(e,Y) = o2,

qui peuvent étre estimé empiriquement et respectivement par

$1(ho) = Covn(8,Y) = Covp (Y — By — B1 X, Y)

~ Covyp (X, Y)2 o

= Var,(Y) VK = Var, (Y) — 32Var, (X),

Sy = Var, (Y).

Le nouvel estimateur de 3y avec l'information auxiliaire est donnée par

go = Bo— (1 - W(Pn(y) - ]E[Y])> .

La baisse de variance asymptotique de \/ﬁ(ﬁo — Bo) par rapport a \/ﬁ(@) — fBo) est donc de
2 _

21/22 - BfVar((TX)+a2’

de lerreur est élevée et que la variance de X ou la valeur de |51] est faible. La figure @

représente en rouge \/E(BO — Bo) avec X ~ N(1,0.8%), 0% = 4, By = —2,6 = 0.5. La

diminution de variance asymptotique est donc approximativement de 3.85. Numériquement,

on trouve par une méthode de Monte-Carlo pour n = 2000 que Var(y/n(8o — 5o)) ~ 10.19 et

Var(y/n(Bo — Bo)) ~ 6.42.

Espérance du produit XY. Supposons que l'information auxiliaire soit donnée par
la connaissance de E[XY] = E[X](8y + S1E[X]) + 81 Var(X). L’estimation de Sy n’est pas
améliorée avec cette information auxiliaire puisque ¥1(hg) = Cov(dpho(G), XY) = 0. Les

Cette réduction est donc d’autant plus importante que la variance

valeurs des matrices 31, X5 intervenant dans I’amélioration de (7 sont données par

Cov(X,XYe)

¥y = Var(XY) = 82Var(X) + f7Var(X?) + ¢°E[X?],
qui peuvent étre estimés empiriquement et respectivement par
S (h1) = Var, (Y) — B2Var, (X),
S = B2Var, (X) + B2Var, (X?) + Cov, (8, Y)P,(X?)
= B2Var, (X) + B2Var, (X?) + P, (X?)(Var,(Y) — B2Var, (X)).

La réduction de variance asymptotique de 8; Vraisemblance empirique. La vraisemblance
empirique est une méthode proche au niveau du concept de la méthode du maximum de
vraisemblance. Alors que cette derniere est une méthode d’estimation nécessitant de travailler
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Fic. 4.5: Loi de v/n(By — o) et a&(hg)

avec une famille paramétrique de lois, la méthode de vraisemblance empirique s’affranchit
de cette contrainte. Cette méthode a été introduite par Owen [63] (voir é
sous information auxiliaire est de

0.4

Bi(h)/ B2 = B Var(X) + pfVar(X?) + o2E[X?]

La figure @ représente 31 avec X ~ U([0,1]), 02 =9, By = —1, 41 = 1. La diminution de va-
riance asymptotique de I'estimation de 1 est approximativement de 25.43. Numériquement,
on trouve par une méthode de Monte-Carlo pour n = 2000 que Var(y/n(8; — (1)) ~ 107.47,

Var(y/n(B1 — B1)) ~ 81.34.

Covariance Cov(X,Y). Supposons que 'information auxiliaire soit donnée par g(P) =
P(XY) — P(X)P(Y), c’est-a-dire que l'on connait la valeur Cov(X,Y) = (;Var(X). La
différentielle de cette information auxiliaire est donnée par dpg(G) = G(XY — E[X]Y —
E[Y]X). Les valeurs de X1, 35 sont données par

%1 (ho) = Cov(e, XY —E[X]Y — E[Y]X) — E[X]%1 (hy)
= —E[X]o?,
S (h) = Cov(X,e(XY —E[X]Y ~E[Y]X) _ »

Var(X)
¥y = Var(XY — XE[Y] — YE[X])
= B3Var(X?) + o*Var(X) — 4E[X]B?(E[X?] + E[X]?).

La réduction de variance asymptotique de I'estimation de §y et 51 est donnée respectivement
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F1G. 4.6: Processus empirique de I’estimation de 1 avec/sans I'information auxiliaire E[XY]

par
, B E[X]?0*
31 (ho) /%2 = Var(XY — XE[Y] — YE[X])’
S ()55 = i’

Var(XY — XE[Y] — YE[X])’

La figure @ et @ illustrent respectivement 3y et 31 avec X ~ N(0.5,0.52), o2 = 16, By =
—1,81 = 3. Les diminutions de variance asymptotique de l’estimation de [y et [; sont
respectivement de 5.13 et de 20.5. Numériquement on trouve avec une méthode de Monte-

Carlo pour n = 2000 qug\Var(\/ﬁ(BB—ﬁo)) ~ 23.65, Var(\/ﬁ(gg—ﬁo)) ~ 18.84, Var(\/ﬁ(a—
B1)) ~ 31.9 et Var(y/n(Br — B1)) ~ 11.83.
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F1G. 4.7: Processus empirique de lestimation de Sy avec/sans l'information auxiliaire
Cov(X,Y)

F1G. 4.8: Processus empirique de lestimation de ; avec/sans l'information auxiliaire
Cov(X,Y)
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CHAPITRE b

Processus empirique bootstrappé

5.1 Introduction

5.1.1 The classical bootstrap

Presentation. The bootstrap is a very popular method of statistical inference introduced
by Efron [37, B8, #0] that could be viewed as a generalization of the older jackknife method
or leave k-out methods. Given n > 1 independent random variables X1, ..., X,, with common
law P on a measurable space (X, A) let P, = L3 6y, denote the associated empirical
measure where Jx, is the Dirac measure at X;. Any statistic of interest S, (X1, ..., X,) is
symmetric in its arguments, at least in distribution, and thus can be written ¢(P,). In
practice one could face statistics that are not known to satisfy good estimation or test
properties, or with unknown limiting variance thus preventing from computing confident
bands. Each such S,, being unfortunately observed only once, moreover jointly to the same
sample, it may seem irrelevant to infer their properties. The classical bootstrap aims to learn
about unobserved properties of a statistic S,, by re-sampling X7, ..., X¥ among Xi,..., X,
uniformly with replacement. The procedure consists in iterating to estimate by Monte Carlo
methods the bias, variance or distribution of S} = S, (X7,...,X*) = o(P¥) centered at
the initially observed S, (Xi, ..., X,), where P* = %ZZ;I (SX?*. The paradigm of Efron is
that without any information on P the best way to mimic the unknown product measure
(P)* = P x --- x P of the original sample is to use the product empirical measure (P,,)" =
P, x --- x P, and to center P* at P, instead of P. However, general assumptions ensuring
non-asymptotic results are lacking to confirm such a belief, and to justify the Monte Carlo
bootstrap approach by controlling the bias carried over each boostrap experiment.

Motivation. From the mathematical statistics viewpoint a crucial question that has not
been investigated in depth is to quantify the information one really gets about the distri-
bution of S,, when bootstrapping b,, times, with b, — +00 as n — +00. Towards this aim
we address two unusual problems. The first problem is to choose b,, small enough to ensure
the joint weak convergence of b, Monte Carlo experiments and prove joint uniform Central
Limit Theorems for an infinite collection of statistics, together with non asymptotic estima-
tion properties of bootstrapped smooth statistics. The second problem is to incorporate an
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auxiliary information on P while bootstrapping, and conversely to use the bootstrap method
to simulate the behavior of an informed empirical process. The information we consider is the
knowledge of the probability P(A) of finitely many sets A or, equivalently, finitely many dis-
crete marginals of P — in survey analysis, for instance. It is incorporated by the raking-ratio
procedure we studied in [2], through an iterative modification of P,,.

Monte Carlo bootstrap. A theoretical justification of the bootstrap method is not obvious
even for a single explicit statistic S, = ¢(P,) since it strongly depends on ¢ itself. One should
evaluate how close the random experiments p(P*) and ¢(P,) are as n — +o to derive the
consequences for the subsequent estimation procedure driven by b,, conditionally independent
bootstraps. The known answers mainly concern empirical means and are asymptotic. Most
often b, = 1 when n — +00 and, for fixed n, it is left implicit in practice that taking b, large
allows to numerically learn statistical properties of ¢ (P*). Since no general study is available
at fixed n, the balanced choice of b,, to guaranty the accuracy of Monte Carlo estimates can
not be discussed. The probability distribution learned by bootstrapping being conditional
to the initial sample, the difference with the unknown distribution of p(P,) could very well
be misleading. Clearly, in the worse cases letting b, — +00 with n fixed is neither useful
nor careful due to over-fitting and biasness. Our main contribution is to show that taking
c1logn < by, < ¢o n'/5 with ¢; large and ¢, small is a non-asymptotic rigorous compromise to
control the bootstrap, in particular to estimate the variance and the distribution of a regular
enough statistic — in a tractable setting.

Asymptotic justification. The statistics S,, we consider are of additive nature in the sense
that they are sensitive to deviations between empirical and true expectations over a class of
functions F < Ly(P). They are thus determined by P,(f) = n=' X" | f(Xi), f € F, and
their behavior is led by «,(f) = /n(P,(f) — P(f)) where P(f) = E(f(X)). The collection
an(F) = {an(f) : f € F} is called the empirical process «,, indexed by F. Its bootstrapped
version is X (F) = {aX(f) : f € F} where of(f) = /n(PE(f) — Pu(f)) and PZ is the
weighted bootstrap empirical measure introduced below. What has to be established is that
conditionally to X7, ..., X,, the observed bootstrap process o (F) has the same behavior as
the unobserved empirical process a, (F) itself, for n large. Typically, with probability one «*
weakly converges to the weak limit of o, as n — 400, usually the P-Brownian bridge G(F)
indexed by a P-Donsker class F. The bootstrap method is therefore justified at the first order
if S, = ¢(P,) € RY, S* = ¢(P#) and ¢ is Fréchet-differentiable at P with linear derivative
operator ¢'(P) since then the distribution of Y;, = 1/n(S,, — ¢(P)) can be estimated by the
distribution of Y* = \/n(S* — S,,) which is in smooth cases asymptotically the same random
vector ¢'(P) - G as the limit of Y;, provided that the differential distortion ¢'(P,) — ¢'(P)
vanishes. Whenever Y,* is simulated b,, times, the distortion generates a bias and b,, should
be calibrated to avoid learning too much bias through ¢'(P,). In the general regular cases
considered at Section the weak distance between the distributions of Y,,, ¥;¥ and the
centered normal variable ¢'(P) - G or between the distributions of S}* and S,, are proved to
vanish with explicit rates depending on b,, and entropy parameters.

Weak convergence approach. Giné and Zinn [44] proved that for any class of functions
F with envelope in Ly (P) the weak convergence of a, (F) to a — Gaussian or not — process G
indexed by F is necessary and sufficient for the Efron’s bootstrap empirical process o (F)
to almost surely converge weakly to G(F) also. This very nice statement is one of the most
general results of the huge literature on the bootstrap methodology. We shall also work at
this empirical process level. For a single real valued and regular statistic S,, a more common
approach is through Edgeworth expansions, which exploits the cumulant expansion of the
distribution function, see e.g. Hall [46] or Shao and Tu [71]. Other approaches rely on Berry-
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Esseen bounds, like in Singh [73] or Mallows distances, as in Bickel and Freedman [[13]. Under
the name of Bayesian bootstrap, Rubin [69] defined an analogue of Efron’s bootstrap by
resampling according to exchangeable weights that are independent of X1, ..., X, rather than
uniformly according to P,,. In the case X = R, Mason and Newton [60] further generalized the
bootstrap by independently assigning self-normalized random weights to the original data.
If the weights are drawn independently from a multinomial distribution this reduces to the
Efron’s bootstrap whereas if the weights come independently from a Dirichlet distribution this
reduces to the Bayesian bootstrap. They established the weak convergence of this weighted
real empirical process to a Brownian bridge provided the positive exchangeable weights satisfy
a weak convergence condition. Unlike Giné and Zinn [44], their result does not handle the
case indexed by F. Praestgaard and Wellner [67] fills this gap, by still assuming that the
exchangeable weights are independent of the data, with again a similar weak limit G(F) for
an(F) and of(F), and b, = 1.

About rates. The above weak convergence of Efron’s and weighted bootstrap processes
are usually formulated in the sense of Hoffmann-Jgrgensen to handle carefully measurability
problems — see [6, 17]. The best known results — mainly [44] — are assembled in Chapter 3.6 of
Van der Vaart and Wellner [80] — see also Kosorok [p4]. The weak convergence is quantified
in terms of the bounded Lipschitz norm between the processes o (F) and G(F), with no
explicit rate. Obviously the rates could be arbitrarily slow for large F or inadequate couples
(P, F). One nice feature of our study is to provide general and explicit rates at the empi-
rical process level for typical P-Donsker classes F, with quantified statistical consequences
on any bootstraped regular statistic S*. In this direction, a few authors considered the dis-
tance between the probability measures themselves, like P¥, P, or P. For instance Shao [[F2]
proved that the bounded Lipschitz distance between the uniform empirical measure P,, on
the d-dimensional unit cube and the Efron’s bootstrap empirical measure P¥ is bounded by
O(n=Y4) if d > 2 and O(n="/?(logn)(@=1/2) if d = 1,2. This improved Beran, Le Cam and
Millar’s result [11] which only implies the convergence to zero, however in the more gene-
ral indexed by sets setting. Other metrics have been studied in the indexed by F setting.
For instance, Barbe and Bertail [] showed that various supremum type distances between
the weighted bootstrap measure P* and P on F are O(n~?(logn)'/?) in probability where
the extra logn term can be removed by following [67]. The forthcoming rates are of order
O(n="?v,,) with v, — 0 at geometric or logarithmic decay.

Organization of the chapter. The weighted bootstrap we study is defined at Section .
Our paradigm of auxiliary information from partitions is explained in Section together
with the two other bootstrap procedures to be considered. The main results are stated in
Sections 5.4 and @ More precisely, assumptions and notation are given at Section then
Section m and Section provide the strong approximation of the weighted bootstrap
empirical process iterated one and b, times respectively. A few statistical consequences are
derived in Sections and for statistics with Gaussian limits. Results of Section
show that we can apply the raking-ratio method after bootstrapping a sample in order to
simulate the asymptotic law of the raking-ratio process. The results of Section E show
how the performance of the basic bootstrap are improved by using a true information on
P. The proof of all results are postponed until Section p.4, focusing mainly on the classical
case without information then avoiding straightforward but cumbersome details for the raked
versions.
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5.1.2 The weighted bootstrap

A strong approximation approach. By strong approximation we mean a coupling of a
version of the process o (F) and a very close version G,,(F) of its Gaussian limiting process
G(F) that is valid for all large n. This is easy to apply and provides a sharp control over the
weak convergence metrics and rates. Such a Brownian coupling has been established in the
very specific setting where KMT [51] can be applied, that is when P is the uniform law on
(0,1). Alvarez-Andrade and Bouzebda [5] derived the usual almost sure rate O(n~"'/2logn)
of strong approximation by a sequence of Brownian bridges of the weighted bootstrap process

an(u) = v/n(F} (u) — Fy(u)), where
1 n n
Fn(u) = ~ Dlxicay Fiw) = > Winlix,<up, e (0,1),
=1 i=1

are the standard and weighted distribution functions respectively, with weights derived from
independent and identically distributed (i.i.d.) positive random variables 71, ..., Z,, also in-
dependent of Xy, ..., X, in the following way,

Z; L
Wi,n = 7 Tn = Z Ziv (51)
Ty i=1

provided E(Z) = V(Z) = 1 and Z; has a Laplace transform in a neighborhood of 0. By
classical arguments this induces a distance O(n~"/?logn) between F,, and F* in various weak
convergence metrics. We extend this indexed by (0,1) setting into the indexed by functions
setting, and relax the usual assumption that the resampling weights Z;/T,, are independent
of the original sample by allowing (X;, Z;) to be i.i.d. with some distribution P*>%) while
still controlling the marginal laws P of X and PZ of Z. Notice that at that level of generality
using KMT [51]] is no more possible.

The weighted bootstrap empirical process. We revisit the results mentioned at Sec-
tion by analyzing the self-normalized weighted bootstrap empirical process

() = VR(BL() = Pu(f): PH(S) = 2 Winf(X0), [eF, (5:2)

where the weights W, ,, are defined at (@) and (X1,21),...,(Xn, Z,) are i.i.d. random
vectors with distribution P(X*%) on (X, A) x (R*,B(RT)). The conditional distributions
PUZIX=2) are assumed to exist and satisfy

EZIX =z)=Var(Z|X =2)=1, zelX. (5.3)
For sake of simplicity we shall assume
PO<Z<Mz)=1, 1<Mz<+cw. (5.4)

This is not restrictive when n is fixed since for Mz = F,'(1—1/n+'b,,) the random variable
dn,(Z) = Lzi<mn Z + 1 z)>m,3 Mz behaves like Z over b, bootstrapped samples with
probability of the same order 1 — 1/n? as our non asymptotic approximations. Hence the
assumption (p.4) could be weakened by assuming light tails — like a finite Laplace transform
or a finite high order moment — at the cost of additional technicalities as n — +00 through
truncation arguments. For 7 = {l{ <y : t € R} and the uniform distribution on (0,1) in
(b.2) we recover the bootstrapped empirical process o (u) of [5] defined above, and the
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assumptions stated at Section allow any distribution P on R for this class F — not only
compactly supported ones with positive continuous density away from zero as required by
KMT approach. Moreover, we allow b,, bootstraps, which could not be handled by univariate
KMT-type results.

New results in the purely nonparametric setting. Our main Theorem is a non-
asymptotic joint strong approximation of b, = o(n'/?) bootstrap iterations of a*(F) by
independent versions of the Gaussian limit process G(F) of «a,(F), jointly to the approxi-
mation of ay,(F) itself. This allows to turn the conditionally independent and orthogonal
bootstrap empirical processes into i.i.d. Gaussian processes, which is a powerful transform.
It ensues at Propositions ‘ and an uniform Central Limit Theorem for the bootstrap
procedure (5.2) at first order rate n~/? with second order rates in various weak convergence
metrics, together with uniform Berry-Esseen type results at Corollary and distances
between distributions of S}* and S,, at Corollary , in particular an estimate of the va-
riance at Corollary . The distance in distribution between S} and S,, being controlled
simultaneously for b,, bootstraps for statistics S, built from (P,, F) the Monte Carlo weigh-
ted bootstrap itself is justified, which answers to our first problem.

5.1.3 More weighted bootstraps

Bootstrapping in the auxiliary information nonparametric setting. Our second
problem is to extend the bootstrap procedure to a less classical setting where an auxiliary
information is known or learned about P. The motivation comes from the hasty development
of distributed data. In this context it is realistic to consider a global statistical model where
several sources learn deeply about one partial aspect of P — like a discrete marginal — and
only communicate or sell their conclusions rather than their too large or confidential samples.
In [2], by assuming this partial information to be exact we studied in details the raking-ratio
empirical process obtained after N iterations of a reweighting procedure of P,, that combines
the auxiliary information given recursively by known partitions. In particular we showed that
the limiting Gaussian process has a reduced variance. Suitable notation and a few results are
recalled briefly below. In [[l] this is extended to the actually learned information provided the
auxiliary test samples are large enough. The underlying intuition connecting the bootstrap
and the raking-ratio is twofold. On the one hand a better knowledge of P may help the
bootstrap by either improving the initial P, and/or the redrawn P%. On the other hand
bootstrapping the raked empirical measure may open access to the distribution of a raked
statistic observed only once, to evaluate its lower variance, smaller bias and reduced risk.

The raking-ratio empirical process. The raking-ratio procedure consists in changing
iteratively the weights of each X; to match known probabilities of discrete marginals of P.
This algorithm was introduced by Deming and Stephan [30] and rectified by Stephan [[76] then
justified by Lewis [57], Brown [23], Sinkhorn [[74, 75] and finally Ireland and Kullback [p(]
who established the convergence to the Kullback projection. Special cases or closely related
methods are stratification, calibration, fitting after sampling, iterative proportions, and some
kind of nonparametric likelyhood. For Ny € N, and all 1 < N < Ny assume that my > 1
and AN) = (AgN), ce A%VN)) € A™~ is a partition of X such that the marginal P(A®)) =
(P(Agl)),...,P(ASYJLVN))) is known and py = minigj<my P(AEN)) > 0. Let PYY) and oY
denote the empirical measure and process associated with the raking-ratio method. They are
defined to be IP’%O) =P,, a&{” = «, then recursively, on the event Bﬁfﬂ = ﬂlstNU B%N) with
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wPAY)
]P)%N)(f) = J; P%N_l)ZA;N))P;N 1)(f1A§N)),
aM(f) = V@M (f) - P(f), feF. (5.5)

In particular, [P%N)(A;N)) = P(AE-N)) and oY) (A;N)) =0 for j = 1,...,my. By Propo-

sition , PV is the Kullback projection of pV-Y satisfying the N-th step constraint
P (AMN)) = P(AM)). Under classical entropy conditions on F, oy (F) converges weakly
as n — 400 to a centered Gaussian process G(N) defined in an iterative way similarly to aslN)
— see Proposition @ More precisely, write E(f|A) = P(f14)/P(A) and set G = G to
be the P-Brownian bridge indexed by F then define the P-raked Brownian bridge to be, for
N e N,

EM(f) = V() - 3 EAANEND (AN, fe R (5.6)

j=1
The covariance of the limiting process G?V) is
Cov(G™M(£), 6™ (9)) = Cov(G(£).G(g)) — Ry (P, f.9) (5.7)

where Ry (P, f,g) has the closed form expression given at Proposition ,

N
Ry (P.f.9) = 3 @7 (P, f) - Var(G[AM]) - 9] (P.g). (5:8)
k=1
N N
V(P ) =E[fAY]+ 3] P(PD)-E[f]A"],
I=k+1
with P(P, 1) a signed finite sum of [ x [ matrices depending on [ and the values P(Agfl) |Ag2))
fork<ji<jo<N,i1=1,...,my, 4 =1,...,m;,, whereas

Var(G[AW]) = diag(P(A®)) — P(A®)tP(AW),
E[f|AD] = (E(f|AV).....E(f]AD))".

The asymptotic uniform variance reduction is induced by Ry (P, f,f) = 0 for all N > 1,
f € F, and all finite dimensional covariance matrices of G(N)(F) are decreasing compared

to the initial one. The strong approximation of oV by GOV) established by Theorem
shows that the bias E(]P’%N) (f))—P(f) is uniformly small and further provides rates of uniform
quadratic risk reduction over F. If recursive loops are performed among p partitions with
known probabilities, for n_sufficiently large the finite covariance matrices of a&’“” ) decrease
at each loop k. Theorem B.5.6 provides a very simple expression for GMV) as N — +00 when
raking with p = 2 partitions alternatively, which is the generic case of a two-way contingency
table with known marginals enforced.

Raking the bootstrapped empirical process. Beyond the process o defined at (@)
and (@) let us then introduce two other weighted bootstraps — a few variants satisfy si-
milar results, unfortunately with heavier notation. According to the bootstrap paradigm, in
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order to mimic the distribution of oh(lN) one has to re-sample according to the weighted P,
then apply the N-th order raking-ratio procedure to P¥. This gives access by Monte Car-
lo approaches to the unknown distribution of aglN) hence GWY) for large n, which is useful
since P is unknown. Define the raked bootstrapped empirical measure to be ]P’*(O) = P

then, recursively and conditionally to X7, ..., X,, on the event B¥No = ﬂ1<N<N0 B*( ) where
B = (i PSS (AP = 0],

ma ]P)n(Ag‘N))

ay™M(f) = \/E(R’i( ")) =Pulf), feF. (5.9)
The centering with respect to P, in (@) should be discussed. In (@) the centering P,

stands for the conditional expectation of P* and plays the role of the expectation P of P,
in the centered process a,. On the opposite, there is a bias inherent to the raking-ratio

Pji(N_l) (flA(N))a

procedure so that P _is no more the expectation of IE”%N) in (@) This bias was established
by Proposition B.3.1( to be uniformly small and vanishing, hence P was confirmed as the
targeted probability measure and the limiting process is centered. In order to simulate the
influence of this bias we center the bootstrap (@) on P,. Therefore, the N-th order raked

bootstrapped measure PZ(N) and process ai(N) use the auxiliary information Pn(.A(N )) =

(P, (AgN))7 e ,]Pn(A%?)) instead of the original P(AM)) thus

PE(AN) = Bo(A), ax™ (A =0, =1 my.

Bootstrapping the raked empirical process. A way to exploit directly the information of
partitions is to bootstrap by using a probability that is possibly closer to P than P, actually

is, namely IP’%N). Let TT(LN) /n denote the mean of Zy, ..., Z,, under the discrete measure IP’%N),

that is T\") = >y n]P’%N)({Xi})Zi. In particular, T\ =T,. Given 1 < N < Ny, define the
bootstrapped N-th order raked empirical measure and process to be, on the event B2,

PV (f an IP(N {X}) o R (X, (5.10)

" (f) = ﬁ(P;N >*<f> —PR), feF.
This reproducible imitation of «,, is a variant of (@)

5.2 Main results
5.2.1 The class F

From now on, it is assumed that X is measurable with o-field A. Notice that X is not
required to be metric separable nor A to be Borel sets in order to establish approximation
results, however this may helps differentiability properties of the statistics to be bootstrap-
ped. Let M be the set of measurable real valued functions on (X,.A) and FcFcM
satisfying E and . Condition ensures that the empirical process «, and the va-
riants defined in the previous section are point-wise separable and hence ball measurable,
which allows to restrict their weak convergence to ball measurable test maps and avoid ou-
ter probabilities — see example 2.3.4 of [80]. Write 0]% = Var(f(X)) = P(f?) — P(f)? and

U]_-—bupfe}—of < M% < +oo.
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5.2.2 Strong approximation for one bootstrap
For n € N, write L(n) = max(1,logn) and LL(n) = L(L(n)).

Proposition 5.2.1. Assume (@), (@) and either or @ There exists a finite K =
K(F, P2 > 0 such that

n
lim su ——||P* - Pl|lr <K a.s.
Démonstration. This bounded LIL is established at Section . O

In order to state the joint convergence of (ay, (F), o (F)) with rates, define

Uy = 1,0, =0~ (logn)™, v, =n"*(logn)™, if F satisfies @,
=logn, v, = (logn)™°, v, = (logn)~ ", if (F,P) satisfies @

Let formulate their joint approximation in the same way as in [12].

Théoréme 5.2.2. Assume (@), (@) and either or @ For all @ > 0 there exists
Cy > 0, ng > 0 and a probability space supporting a sequence {(X,,Z,)} of i.i.d. random
variables with distribution P*%) and a sequence {(G,,(F),G*(F))} of pairs of independent
P-Brownian bridges such that, for all n > ng,

1
P ({llan = Gnllz > Covn} v {llaf = Grllz > Covn}) < —. (5.11)
Neat assume either [V 07“ with ro > 1/2 On the same probability space there exists two
independent sequences {G,, ( )} and {G* (F)} of independent P-Brownian bridges such that,

for allm > ny,

1
(\F lmai( ||fak — Z G H]: > C@'U ) < UT’ (5.12)
i=1 n
1 A ~ 1
P Tk r;lgicqnfak DG F > Covy | < e (5.13)
= i=1 n

Démonstration. See Steps 1 and 2 at Section . The constant Cy, ng are different for each
statement. The independence of G,, and G¥ comes from Lemma . The processes G
(resp. G,,) are not pair-wise independent, whereas by construction the G;L* (resp. G;@) are
mutually independent. O

Notice that () applied with # > 1 not only implies that o} almost surely weakly
converges to G but also provides a rate of weak convergence v,. Let dpr 1(p,v) denote
the Prokhorov-Lévy distance between two random elements of ¢*°(F). The biased bootstrap
process afF (F) = {y/n(P¥(f)—P(f)) : f € F} is asymptotically unbiased, Gaussian and with
doubled variance compared to the centered empirical process, that is Var( P = 20?.

Corollaire 5.2.3. Under the assumptions of Theorem , P (F) has weak limit 2G(F)
on {*(F) and dpr, 1 (P (F),2G(F)) < Cuvy, for some C > 0 and all n large enough.

Démonstration. Since a*f = a¥ + «,, we get by () that for any # > 0, on the probability
space of Theorem it holds, for all n > ny, Haj‘LP -G, — G;’.‘LHf > 2Cyv,, with probability
at most 2/nf. Now, G,, + G* is distributed as 2G and v, > 1/n? for n large. Therefore, by
definition, dpp 1 (P (F),2G(F)) < 2Chv,,. O
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We also deduce the asymptotic independence of the coupled processes o, and o, and their
residual orthogonality is quantified by v,,.

Corollaire 5.2.4. Under the assumptions of Theorem it holds

1
limsup — sup |Cov(a,(f),ak(g))| < +oo.
n—+w Un fgeF

Démonstration. Remind that Cov(a,(f), o

law of the processes (ay,as), not on the underlying probability space. Hence a%gly (b.
and substitute G,, and G then follow the same path as the proof of Proposition B.3.1

(9)) is deterministic and depends on the joint
1

)
O

5.2.3 Strong approximation for several bootstraps

Consider now the Monte Carlo experiment of b,, conditionally independent bootstraps. Eva-
luating the weak distance between o and its limit is crucial since each new bootstrap sample
X3, ..., X} is affected by it. In order to control the global distortion in play by not using
P™ when bootstrapping a collection of estimators ¢(P,,) we first approximate jointly the
b, bootstrapped empirical processes. The coupling error being quantified in the very strong
sup-norm over F, b, has to be sufficiently small to guaranty that the confident bands for
infinitely many estimated parameters are uniformly not over-biased.

Let P* ) denote the j-th bootstrapped empirical measure built from the weights (Z; (j), ..., Zn,(;))

drawn conditionally to X7, . .., X,, from the product distribution P(Z1X=%X:) x...x p(ZIX=Xn)
Write ayy . (f) = \/ﬁ(IE”:’(j) (£)—P,(f)) the associated empirical process. For any fixed n and
1 <i < n, the weights (Z; (1), ..., Z; (»,)) thus correspond to X; in each of the b, bootstraps
and they are not independent. Let denote P(X1:21.1)»»Z1.¢en)) the ensuing joint distribution,
so that the full experiment is distributed as the n-product of it.

For b,, = 1 the following result reduces to Theorem , otherwise the joint rate of approxi-
mation is slowed down. If F satisfies (VC) then define

o o n 5v/(4+10v) o ag 5
— [ In 2 _ < [In o
wp, ( . (logn) > <log <bi>> < ( . ) (logm)~e. (5.14)

If (F, P) satisfy @ then define

Théoréme 5.2.5. Assume (@), (@) and either or @ Let b, € Ny be such that
bn/nl/5 — 0. For all 8 > 0 there exists Cy > 0, ng > 0 and a probability space sup-
porting a triangular array {(Xn, Zy (1), Zn,b,))} Of 4.4.d. random vectors distributed as
P12 Z10m) and a triangular array Gy, p, (FOn 1) = {(G;(O) (F), G;(l)(f), - G;(bn)(f))}
of (by + 1)-uplets of mutually independent P-Brownian bridges and a rectangular array
{(Xn, Zn,(1), Zn,(2), )} of random variables such that, for all n = ng, the n random vectors

in Ron+1

(Xl, Zl,(l)a ey Zl,(bn))7 ceey (Xn, Zn,(l)a ceey Zny(bn))

are i.i.d. with distribution P(X1:-Z1.0)-21.0m) and satisfy

b
" 1

P ({nan ~ G2 gl > Cown} o [JHllak g, — G s > cewn}> < (510)
j=1

J
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Démonstration. See Step 3 at Section . The coupling performed there implies that the
(b +1)-uplets Gy, p, (Fo= 1) are dependent, hence G¥, (j) and G* () are dependent if 7 # n
and independent if m = n and j # k. O

Remarque 5.2.1. Theorem allows to study the weak convergence of functionals es-
timated by b, bootstrap experiments which are conditionally independent versions of o, by
substituting the i.i.d. processes G:7(j), 7 < by, to the a;(j). Moreover, the performance is
good among a collection of statistics of interest.

If b, = b is fixed, a multiple functional Central Limit Theorem immediately follows. Define
the RP*!-valued empirical process indexed by F?*! to be

An,b(}-bH) = {(an(fo)»a:,(1)(f1)w~»a:,(b)(fb)) f = (for f1, -0 fo) € FUPIL

Consider any norm ||.|| on R**! then endow (5, | (F) = £*(F’T! — R"*1) with the distance
associated to the sup-norm [[Al[p41 = sup sezoe1 |[A(f)]]-

Corollaire 5.2.6. Under the assumptions of Theorem , for any fized b € N, the sequence
Ay (FO) converges weakly in £, (F) as n — +o0 to

Go(F**) = {(Gf5)(f0), Gy (f1)s -+, Gy (o)) f = (fo, f1,-- -, fo) € FPHYY
where GE“O), Gz"l), . ,Gz‘b) are mutually independent P-Brownian bridges.

Démonstration. By Theorem , for any K-Lipschitz bounded function ¥ on £ (F),

E(W(Anp(F1) = E(¥(Gy(F711)))
< KE(La, [ Ans(F1) = G p(F* ) lo+1) + 119]|cP(An)

(1910

< C(;Kwn +—
n

where A, is the event in () and C); depends on the norm chosen on R**1. O

Theorem also implies that the distance in distribution between A, (F*»*!) and
Gup, (FP» 1) is at most O(wy, ), which is severely impacted by b,, and requires that b, /nt5 —
0. Let dpr b, (i, v) denote the Prokhorov-Lévy distance between two random variables (p, v)
with value in £ (F).

Corollaire 5.2.7. Under the assumptions of Theorem we have
dpr b, (Mnp, (F" ), G, (F 1) = O(wy).
Démonstration. By definition of dpr ,,, () and since w,, < 1/n? for > 1/2. O

Remarque 5.2.2. Statisticians used to bootstrap far more than n times may find the restric-
tion b, /n'/> — 0 rather penalizing. However, letting b, — 00 with n fized simply simulates
the distribution of S¥ = o(P*) conditioned to P,,, which is not the desired target — especially
for small n. On the one hand, if the variance of S, = p(P,) is not small the bootstrap can
not help much as S¥ is severely biased with high probability, and with high variance itself also,
thus b, should be kept carefully small. On the other hand, if n is large and the distributions of
Sy is rather concentrated — and typically nearly Gaussian, like a mazximum likelyhood estima-
tor — then generating b, = o(n'/) resamples produces confident bands of width 1/v/by, times
the already small variance — say, o?/n — thus the Monte Carlo information is significantly
refined and relevant. This is quantified more precisely below by applying Theorem 5.2.4 to
Frechet differentiable statistics.
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The above coupling results are useful to analyze estimators S,, bootstrapped b,, times as
soon as they are smooth transforms of P, (F). For instance, in Section p.2.4 we evaluate
the variance and the distribution function of S,, by assuming a local expansion — linear with
second order error — which establishes in a wide setting a rigorous Monte Carlo bootstrap size
compromise. In Section ﬂ we derive Berry-Esseen type bounds that are valid uniformly
over F.

5.2.4 Bootstrap estimation of variance and distribution function

Motivation. Consider the bootstrap Monte Carlo procedure in which P¥ is reevaluated b,
times by redrawing each time the n weights Z; according to the conditional distribution
PUIX=Xi) When b, = 1 the bootstrapped moments of smooth transforms of a mean es-
timator P¥(f) are classically controlled by using Edgeworth expansions — even themselves
estimated, see Beran [[10]. When b, = b > 1 estimators of the moments of P*(f) have also
been studied, but not jointly, and heuristically. For instance, in the spirit of Efron [B9], by
assuming that the statistic of interest is approzimately normal Booth and Sarkar [[17] argued
that the distribution of the bootstrap estimator of its variance is approzrimately a chi-squared
distribution with b — 1 degrees of freedom. They deduce the b > 1 necessary to get a relative
error less than a fixed bound with some probability, assuming n large — for an error less than
10% with probability 0.95 about b = 800 are required. To consolidate these approrimative
statements one may adapt the convergence of transforms of the empirical mean to a centered
chi-squared distribution obtained by Chandra and Ghosh [26] through Edgeworth expan-
sions. In this vein, Babu [§] showed that the bootstrapped version of smooth transforms
of a single empirical mean has a similar weak asymptotic behavior by assuming that the
functional is three times continuously differentiable. We revisit and complement this kind of
bootstrap estimation of moments and distribution functions in the general case of functionals
of the empirical measure itself instead of one or several empirical means. This follows from
the above Brownian approximation under a generic assumption of first order differentiability
on the space of measures.

Some regularity. Consider a statistic S,, = ¢(P,,) with ¢ differentiable at P in the following
weak sense.

Hypothesis (FR). Let ¢ : {*°(F) — R be a real-valued function and ¢y > 0 such that for
all @ € £*(F) with ||Q||# < to,

P(P+Q) = ¢o(P)+¢'(P)-Q+ R(Q), (5.17)

where ¢'(P) : {*(F) — R is a linear application satisfying |¢'(P) - Q| < Mp r||Q|| and
R : £*(F) — R is an application such that for a ball B centered on the zero function, some
g > 1and Mpr < +o0 it holds |R(Q)| < Mp, 7||Q||% for all Q@ € B. Assume also that for
some k > 0, C' > 0 and all n,

S, < Cn”, (5.18)

and that 02 = Var(¢/(P) - G(F)) < +o where G is the P-Brownian bridge.

Remarque 5.2.3. Typical examples for S, are additive statistics, regular mazimum likeli-
hood estimators or a delta-method by-products. Since they converge almost surely by the strong
law of large numbers, the truncated version Syl g, |<n~ sign(Sn)n"1|g, |>n~ satisfies
and eventually coincides with S,,. The local expansion () includes Frechet differentiability
and examples pages 11-16 in Barbe and Bertail |9]. The main feature behind (iﬁ) is that it
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allows to evaluate the asymptotic variance of Sy or /n(S, —E(S,)) by bootstrapping, and
obviously the variance showing up when using Q = ay//n is o2 /n.

Examples. In the following table we make () explicit for a few classical estimators and
finite classes for which ¢ = 2 and o2 and the differential ¢'(P) - G are easily computed.
Let denote Sn,l = Pn(fo),smg = Pn(fg) (fo) n3 = P (fo]lA)/P ( ) and, for En >
exp(—n"), 0 < k < 1,

1 .
Spa = mﬂ\]}”n(ﬁ))bsn + sign(PP (fO))i [Pr (fo)l<en-

S, = o(P,) F ©'(P)-G o?
Sn {fo} G(fo) Var(fo(X))
Sn,2 {/3: fo} | G(f3) — 2P(f0)G(fo) Var(f3 (X))
Sn,3 {fO]IA, ]lA} G(follA);ft(’iJ;OM)G(A) Var((fo(X)*E(ﬁogx)\AﬂXeA)
G(fo Var(fo(X
Sn,4 {fO} B P2((fo)) W

Variance estimation by bootstrap. Write S* G) = o(P* (j)), for 1 < j < b, and ¢
satisfying () The variance of S, is estimated by

Var S*—ib 2=ib" P* ) — (P ’
arlSn) = g, Z n(i) ~Sn)” = 21(90( L)~ (B
o iz

The next statement provides a confidence band for Var(.S,,) and establishes that (nb,,/ 02)\//a\r(5;‘;)
is close to the chi square distribution x?(b,) with b, degrees of freedom for large value of n.

Proposition 5.2.8. Assume (@), (@), (FR) and either (VC) or (BR) with ro < 1/2. Let
b, € Ny be such that b,/n'/®> — 0. For a, € (0,1) define 6, = 6(an,b,) > 0 to be such that

2
(120 15 <an

n

Write £ = max(w,, (logn)¥?/n@=1/2). Then, for all § > 0 there exists Co > 0, Cp > 0 and
ng > 0 such that for all n > ny,

— 1
P (%\Var(s:;) —Var(Sp)| = 8, + Coe¥+/log n) <an+ =, (5.19)
ag
* /1
IVar(S,) — 0| < M (5.20)

Remarque 5.2.4. Observe that if a, = « € (0,1) and b, — + then 6, = 6(a,by)
is of order 2@ 1(1 — a/2)/+/b, whereas £ — 0 is most often of order w,. Here ® is
the distribution function o the standard normal. Assuming (FR) and (BR) with ro < 1/2
entails that vo > 1/2 in ) thus £Ey/logn — 0 with logarithmic decay rate and there
is no guaranteed zmprovement by taking b, larger than (1/€¥)? for a fized or very slow a,
since then the main term in the deviation bound ) remains £¥+/logn. On the opposite,
assuming (FR) and (VC) together with a, = « allows to choose b, = nP with polynomial
decay rate with power 8 < min(1/5,2a0/(10cg + 1)) and keep the main order 6, in )
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Remarque 5.2.5. Precise approximations of the chi-square distribution by the standard
normal could make the bivariate quantile function 6(a,b) tractable at appropriate joint scales
(a,b) — (0,+00) and the relationship between ay, b, and 6, more explicit. For instance, if
an > 1/n? is slow enough and b, = n® with B < 1/5 then 6, = 5,/bn/v/logn is slowly
varying with respect to n. Assuming (FR) and (VC), &¥ has_first order _rate (b3 /n)* thus
for B small enough we have b, < (8, /£¥)? which implies, by ) and ) that for some

Cy > 0 and all n sufficiently large,
P
P > M < 2an.
ny/by,

Remarque 5.2.6. If b, = b is fized large, and the class F is finite we get the same
approzimation for b as suggested by Booth and Sarkar [17] to have a relative error for
@(S;’;) less than § with_a probability greater than 1 — «, namely b ~ 20~1(1 — a/2)? /5.
Moreover, Proposition |5.2.8 provides a second order control as o — 0 of both the width and
probability of the confident interval for the variance, uniformly in n and for infinite classes.

Var(S;)
—s 1
g

Remarque 5.2.7. Combining Theorem with a crude moment bound to control ay
yields that there almost surely exists Cj > 0, ng = ng(w) > 0 such that for all n > ng,
|Var(S#) — Var(S,)| < C4(logn)/v/nb, for v > 1/2 which is not efficient in view of (@)
and far weaker than the rate 8, v/logn/(n\/b,) of Remark ‘.

Distribution function estimation by bootstrap. The following result is a DKW-type in-
equality for bootstrapped statistics. It evaluates the uniform deviation between the unknown
distribution function Fs, of S,, and the estimated empirical distribution function

b
~ 1 &
Fop(@) = 3= 20 Wsx | <aps

The shift due to the unavoidable bias B,, = S, —¢(P) makes F g less accurate on the middle
of the sample.

Proposition 5.2.9. Assume (@), (@), (FR) and either (BR) or (VC). Let b, € N, be
such that bn/nl/5 — 0. For any 6 > 0 there exists Cy > 0 and ng > 0 such that, for all
n > ng,

~ 1

P < sup |Fgx(z) — Fs, (x)] > ngn> <= (5.21)
2€ZLo n " n
~ logn 1

P| sup |Fgx(z)— Fg,(z)] > Cy <= (5.22)
o¢lom bn, n

where Ty, = (9(P) — zn, p(P) + 2,) and z, = +/0%/ny/log(b,w2/logn) if byw? > logn,
otherwise Lo, = @.

Remarque 5.2.8. Ifb, is slow then sup g |ﬁs§ (x)—Fs, (z)] = O(+/(logn)/by) almost sur-
ely. If by is fast then sup gz, |ﬁsj*; (z) — Fs, (z)| = O(y/(logn)/bn) and sup,ez, |ﬁ'5;5 (x) —

Fg (x)| = O(wy)_almost surely, with z, = +/20%2(logn)/n. In the latter case one can
state () and () differently. Let A denote the class of strictly increasing continuous
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mappings of R onto itself. Consider the Skorokhod metric on the space of distribution func-
tions — see Billingsley [14] —

d1(F,G) = inf max (sup [A(z) — x|,sup |G o A(z) — F(x)|) .
AeA zeR zeR

Since v/nBy, converges weakly to ¢'(P) -G then B, = O(4/logn/n) almost surely and it
follows from the proof of Proposition that for all n > ng,

5 logn 1
P(dl(an,FS:x:)>Cg . ) gﬁ'

5.2.5 Rates of weak convergence

Local Berry-Esseen bounds. Singh [73] — see also Section 3.1.3. of [71] — obtained
Berry-Esseen type inequalities for the distribution of a bootstrapped mean, when b = 1.
Under certain conditions he established that the uniform deviation between these distri-
butions and ® is almost-surely at most O(n~/ 2). With Edgeworth expansion techniques,
Hall [45, 46] studied the leading term of the expansion of the uniform deviation conditio-
nally to the sample and found the same rate as the statistic n=3/2[ 37| X3 +n=23"_ | X}
converges to 0 — that is also O(n~/2) if the fourth moment exists. In this section, we derive
a Berry-Esseen inequality for the bootstrapped empirical process indexed by functions, i.e.
uniform results among larger classes of statistics. The rates are slower than the O(n~'/2) for
a single smooth statistic.

Uniform Berry-Esseen bounds. Let £ be a set of Lipschitz functions defined on ¢ (F)
such that all ¢ € £ has a Lipschitz constant bounded by C; < +0o0 and the density of ¢(G(f))
is bounded by Cy < 40 for all f e F.

Proposition 5.2.10. Assume (@), (@) and either (VC) or (BR). There exists Cy >
0,n9 > 0 such that for all n > ng,

Sup sup sup P (¢ (07 (f)) < z) = P(3(G(f)) < z)| < CoC1Co0n, (5.23)
sup sup sup [P (¢ (o5, (f)) < z) = P (¢(an(f)) < 2)| < CoC1Covn. (5.24)
¢eLl feF xzeR

In particular, if 5% = inf ter Var(f(X)) > 0 then

ay (f) _ Co
supsup [P («/Var( ) - x) @) < Foray U
o (f) _ an(f) Co
ek fer P( VarF () x) P( V[ () :”) S Voo

5.3 Raking-ratio results

5.3.1 Strong approximation of o)

Fix Ny € N* and denote Py, = H%O:le,MNU = H%"Zl my. The bootstrapped em-
pirical measure associated with the raking-ratio method obeys the bounded law of iterated
logarithm.
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Proposition 5.3.1. If F satisfies or @ then there exists K = K(F,Z) > 0 such that,

limsup max n |[P*(N) — P||z < Kby, a.s.,

noto 1<N<No '\l LL(n)

where by = 1 and by, = %":1(1 + Mx/pN).

The bootstrapped empirical process a:(N) satisfies concentration inequalities with explicit
but large constants.

Proposition 5.3.2. Let Kr = max(1, Mx) and assume (@), (@) and that oY) and ai™)
are both defined for every 0 < N < Ny. For all n > 0, > 0 we have

AP3
P *(N) < 4N0+1N2M P No
(o2, a2l > & 300, (llanllr > vt
AP}
oNo+2 — o :
* 0exP < 18MZ, MEMZ (4K £)2No (1 + A/y/n) ™o
(5.25)
Under @ it holds, for n > ng and Ao < A < Do+/n,
#(V) _ 2
P (Ogr?vango [la )| 7 > A) < Dy exp(—D2 %), (5.26)
for some positive values Ao, Dy, D1, Dy. Under m it holds, forn > ng and \g < A < 2Mx+/n,
*(N) < _\Vo _ 2
P <0<%1XN0 [l 7 > )\> < D3y exp(—DaA?), (5.27)

for some positive values Ay, D3, Dy.

The of a:(N) by a version G(N) of (@) holds with larger conctants Cp.

Théoréme 5.3.3. Assume (@), (@) and either |[V{ or @ Let 0 > 0. There exists Cp,ng >
0 and a probability space supporting a sequence {(Xn, Zyn)} of i.i.d. random variables with
distribution P%) and sequences {(G%N) (]—')),G::(N) (F)} of pairs of independent versions
of GIN)(F) for all 0 < N < Ny such that for all n > ng,

1
<1SH1\lfaSXNo |k G| x > Couy | < 9 (5.28)
1
(N) _ (N)
P (K%:ag(]\]0 |y, GyV|lF > Cg’l}n> <. (5.29)

In the same spirit as Theorem we also get the following.

Théoréme 5.3.4. Assume (@), (@) and either or @ Let 0 > 0 and b, € Ny be such
that bn/nl/5 — 0. There exists Cyp > 0, ng > 0 and a probability space supporting a triangular
array {(Xn, Zy,(1ys s Zn,b,))} Of i.i.d. random wvectors distributed as PX1:2Z,)5 0 21,6m)
and a triangular array {(G:,(o) (F), GZ,(l)(‘F)’ e GZ,(b,L)(‘F))} of (b, + 1)-uplets of mutually
independent P-Brownian bridges such that, for n = ng,

#(N) _ ~#(N) 1
v <j=r?f‘3fbn 2325 Ml gy = Gy ll= > C@“’“) <
(N) () 1
P <j—I}1,?-J?:;bn KII]%&XNO Han,(j) Gn,(j)H]: > C’gwn> < p
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In particular, Theorem implies that the bootstrapped empirical process associated with
this method aj:(N) converges weakly in /% (F) to the Gaussian process GN) as the same way
as a%N). A simple way to simulate the law of the raking-ratio process is to bootstrap the
initial available sample and apply the raking-ratio method. We can therefore estimate the
covariance or variance of the raking-ratio empirical process by Monte-Carlo method without
applying (b.1). The next result is a corollary of Theorem and gives details about the
precision of these estimators :

Proposition 5.3.5. Assume (@), (@) and (VC). Let b, € Ny be such that b, /n'/®> — 0.
There exists Cy > 0,n9 = ng(w) > 0 such that for all n > ng it holds

#(N) #(N) _ (N) (N)
s, s [Elar ™ (1)at™(g)] - CovG (1), 6 g)] < Coun.

Démonstration. We adapt the proof of Proposition by replacing IP’%N) by ]P’j;(N) and
6™ by GE™ from Theorem f.3.9. O

Remarque 5.3.1. Proposition is an interesting result since we could estimate by Monte
Carlo methods the variance and covariance of the raking-ratio process, and so the efficiency of
an auziliary information, without knowing probabilities P(AWN)) for N € N*. If the auxiliary
information has a cost — for example if this information is provided by experts, statistical
learning or by data purchasing — the statistician could test the efficiency of the information
before paying it.

5.3.2 Strong approximation of a(¥)*

We defined our raked bootstrapped empirical process a:(N) by bootstrapping a,, in a
first time and raking among known partitions after. We have shown that this process has the

same asymptotic behavior as the raking-ratio Gaussian process G(™). So a natural question

is whether the behavior is the same for a;N)*, if we apply the raking-ratio at first and
bootstrapped in a second time by adding random weights. The answer to this question is
#(N)

negative, main reason being that our process ap, no longer satisfies the constraints given
by the auxiliary information P, (A(N )) and has no reason to have the same asymptotic limit
as that the non-bootstrapped process a%N). However, we can prove that a,(zN)* has the same

asymptotic behavior as a.

Proposition 5.3.6. Assume (E), (@) and either or . For all 6 > 0 there exists po-
sitive constants Cy, ng and a probability space supporting a sequence {(X,, Z,)} of i.i.d. ran-

dom variables with distribution P%) and a sequence {(Gn(f)7G%0)*(]:), e, G%NO)*(.F))}
of P-Brownian bridges such that for all n = ng,

N
0 1
P <{||an —Gullr > Cova} v [ J llaM* = GIV*||7 > Cgvn}) < (5.30)
N=0
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5.4 Proofs

5.4.1 Decomposition of o

Let express the boostrapped empirical process through the classical empirical process
indexed by an appropriate extension of F.

Step 1. In order to study o (F) from (@) it is more convenient to work with the conditio-
nally centered version & (F) that we define to be

8E(F) = VaBE(f) - ZuPul))) = % SN2 -Z)f(X), feF,  (531)

i=1

where, by recalling also (@) and (@),

~ i — T, 1 N

Bi(f) == 2 Zif(Xo), Zn="" == 7 of(f) = 7-a5(/). (5.32)
i=1 ;

Step 2. Define ¢p(z) = max(—M,min(M, z)) for z € R. Let M > 0 and write 1 the

application constant to 1 on R or X. Given f € F write hy = h;cl) — P(f)h® — hch) where,
for (z,2) e X xR,

W (@ 2) = oa, () f (@), WP (2,2) = b1, (2), WP (2,2) = fla). (5:33)
The functions of () belong to the following extension Fj of F,
Fi={h(z,2) = f(x)g(z) : f € Fu{l},g € {dn,, 1}}, (5.34)

and F; has the same entropy as F.

Lemme 5.4.1. The class F1 defined by ) is uniformly bounded, point-wise measurable,
or, = or and satisfies conditions m or with respect to P%) with the same powers as
F with respect to P, that is co, vy, bo,To.

Démonstration. Let h = fg € Fy with f € F u{1} and g € {1, ¢ps}. Clearly h is bounded by
My = Mz max(1, M) < +o0. For (z,2) € X xR, f(z) is the limit of a sequence { f,,(z)} with
fn € F, 50 h(z, z) is the limit of f,,(x)g(z) where (fn,g) € F x {1, ¢a;} which is countable and
independent of h. By (§.3) it holds PX:%)(h) = E(E(Z|X)(f(X) — P(f))) — P(f) = —P(f)
thus h— POY2) () = (Z— 1)(£(X) — P(f)) and V(h) = E(E((Z — 1)?[X)(f(X) = P(f))?) =
V(f) hence or, = or. If F is covered by N(F,e,dp) balls then F; can be covered by
2N(F,e/Mz,dpx.z)) because dg(h, fog) < Mzdg(f, fo). If F is covered by Ni(F,e,dp)
e-brackets then J; can be covered by 2N 1(F,¢,dpcx.z)) e-brackets since f_(x) @/(w@
f+(z) implies f_(z)g(2) < h(x,z) < f+(x)g(2) for g positive. Hence if F satisfies or

it is the same for F; with larger constants cy or by. O

Step 3. By (5.d) we have E(Zf(X)) = P(f) = E(ZP(f)), thus by (5.31)), &* can be split
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into

\/ﬁ&i’i(f) = Z f(Xz)Zz - Zn (Z f(XZ)>
= Y Zi(f(Xi) = P(f)) = Znv/non(f)

(2.7 (X)) - )~ X (ZP(f) - E(ZP(f)

Ve 1+ (Zn—l»f
(x

The last expression is a linear functional of the empirical process ay, “Z) built from the sample
(X1,21), ...y (X, Zy) and indexed by Fp from (@) since

I
=

s
Il
—

G (f) = afSDBY) = P(f) - XA (W) — XA R (1+ (2, - 1))
= XA (hg) = aX2(f) (Zn - 1), (5.35)

where h;l), h?, hgcg) € F; are defined by (), alo? = \/ﬁ(]P’SlX’Z) — PX2)) and PS4 =
% Z?:l 5(Xi7Zi)'

5.4.2 Proof of Propositions , and

At Step 1 we prove a law of iterated logarithm for the simpler empirical bootstrapped measure
IP* and Proposition p.2.1] follows. Then it is used to prove Proposition p.3.1 at Step 2. Finally,
Proposition is estabhshed at Step 3.

Step 1. Let ¢, = 4/n/LL(n) and fix £ > 0. By Lemma , F and Fi satisfy both @

or BR|. As a consequence, the law of the iterated logarithm holds — see Alexander [4] — and
with probability one there exists ng = ng(w) > 0 such that for n > ng,
tnl|Pn — Pllr < V207(1 +¢), (5.36)
tal|PFH7) = PED|| 7 < V207 (1 +¢),
tn|Zn — 1| = t,|PYO2) (B — PED(R@)| < /2(1 + ¢). (5.37)

Let us bound the two terms
tl|B — Pllz < tallBf — ZuPul|7 + tal| ZnPy — P||7. (5.38)
By () and (), for all n = ny we have
tal [P, = ZoPoll5 < tal[PS? = PED|| 7,2+ My +¢)
<V2Mzor(2+ Mz +¢)(1 +¢). (5.39)
Remind that F < F;. By () and () we can write for all n > max(ng, n1),

7B — Plls =t HZ =1 % 2y 1) E[f(X)]H

(W) (1) =P
+ MftnIIP’%X’Z)(h@)) - P2 (h@))l
<V2(Mzor + Mz)(1 +¢). (5.40)
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We have shown by (), ) nd m that for all n > max(ng,ni). ta|[P* — P||r <
Ko(1 +¢) with Ko = Ko(F,PX9) = \/2Mzo7(3 + 2Mz) > 0. By (5.32) we have for all
n >0,

to|[B% — P 5

Py~ Pl = R
n

According to the conclusion of Step 1 and () for all n > max(ng,n1) and € € (0,1/2) it
holds,

K,
to||PE — P||7 < 1—‘)(1 +e) <2Ko(1 +¢).
— &

Proposition is proved with K = K(F, PX%) = 2K (F, PX%)) > 0.

Step 2. Let b = v/20 7. A sufficient condition to prove Proposition is to show that with
probability one there exists K = K(F, PX%)) > 0,ny = na(w) > 0 such that for all n > ng,

tn|[P¥N) — P||5 < (Kby — b)(1 + €). (5.41)

The case N = 0 is proved by Proposition . Now let assume that this condition is satisfied
for some fixed 0 < N < Np. Then by (5.41)) for all n > nq,

tallBENTD — Pl <t [BENTY — PR 5 4, |[PEY) — P2
<t |[[PENFY _ PEM)| | 2 4 (Kby — b)(1 + ) (5.42)

Notice that mn 41 < ping) and |[PE™ (F14)]17 < MzPE™ (4). By (5.3d) and (b.41) we
have for all n > max(ng, na),

Pi™Y (f1 yoven)
J

ta|[PENHD —PE|| 2 =g, Y EEM(ANTD) P, (ANTD))

N N+1
JSMN 41 ]P);kl( )(A; " )) F
M
< 2 (ta|IPE™) — Pl 7 + tal [Py — Pl 7)
PN+1
M
< —L Kby(1+¢). (5.43)
PN+1

Remind that by 1 = by (1+Mz/pn+1). By () and () we have for all n > max(ng, n2),
tn||]P’:(N+1) Pllr < (Kby+1 — b)(1 + €) which proves Proposition by induction.

Step 3. Denote B~ )(.7-') the process defined by ﬁ,&N)(f) = \/H(IP’Z(N)(f) - IP’%N)(f)). Notice
that oY) = ﬂ,(lN) o) — a,. For all A > 0,

P (lax™lx > 33) <P(llanllz > 2) + P (llef™]lz > A) + P ([IB0]lr > A) . (5.44)
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Remind that Kr = max(1, Mx). For K < py and K’ < py — K we have
P (1815 > A)
J P*(Nfl)(f]lA(.N)) .
J

my
<P(Va )| —w—n - Fa
( SN (Al)y

m N-1
<p( SV llanllr +1IB: e A
A PO AN pND (4N T 2K

AK? AK?
<P ) A P (N-1) A
(Hoallr > o)+ 2 (183l > e

Pa(AY) P(A;™)

J

___ Vg 7 pN-1)
IP;N—U(AS,N))P" (fﬂAg'N))

)

=1,....m

+P min IP’;’;(N_U(A(.N)) <K|+P min P%N—l)(A(_N)) <K
J N 7 j=1,...,mn J
)\I(2 /\K2
<P n - P (N-1) A
(lanlle > gom )+ (I Hlr > 200
P (o™l + I8Nz > K'v) + P ([l > K'v/n)
)\K2 )\K2 )\K2
<P|(|lan 2 ) 42PNV Y 2= ) 4+ 2P ( [[aVD e
(||a I > 4mNK;> + (Ilﬂn lr > gz ) + 2P (1l Ve > o)

where the last inequality holds provided that K’ /n > AK?/2my K 7. Define

ﬂ 6(071)3 KZﬁpNa KI:pN(]-*B)'

1
IRERYND

Since py < 1/2 for any N > 1 it holds K’ > 0 and K'y/n > AK?/my(1+ Kx). By iteration,
we obtain that

A\P?
(N) N—-1 N
(11 > ) <272 (lloullr > gy )
+2VP (1189]|F > 2
m T My(AEF)N(1+ Ay/n)2N

A\P%
. (5.45)
My (4K F)N (1 + A/y/n)*N
Notice that P2 /My (4K 7)Y (14 A/4/n)?Y < 1. By using (), () and Proposition

we have, under the event that a;N) are defined for every 0 < N < Ny, that

NP ()| 7 >
+ <K§}§§Nllan |l

AP
#(N) < 4N+1 N
P (llog ™Iz > A) <4+ NMyP ('an”f 7 BN (KA (1 + WWN)

N+1 (0) AP}
4 oN+1p (||ﬁn > AR v o) (5.46)

Since BT(LO) = o and according to Hoeffding inequality we have

n A A/n
P18V F > A) <P < T~ 1’ > W) =P <|Tn —n|> MZM]-'>
)\2
< 2exp <2M§MJ2~_-> . (5.47)
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With () and () we have

AP2
P (||a*(N) A <AVHTINMNP( [|om N
A2 P
+2M* 2 exp ( — S A7A N2 A;N iN |-
I8MR{ My M5 (AKF)?N (1 + A/y/n)

The latter bound is increasing with N and P(maxo<n<n, HaZ(N) [l7>X) < Z%":O P(] \aZ(N) [l >
A) which leads to () Inequality () is a consequence of Theorem 2.14.2 and 2.14.25 of
van der Vaart and Wellner [80] whereas (p.27) is a consequence of Theorem 2.14.9 of [80)].

5.4.3 Construction of the limit Gaussian processes

Bootstrapped Gaussian processes. Remind () and () The Gaussian processes
leading the asymptotic behavior of the weighted bootstrap empirical processes are as follows.
Let G°(F;) be the PX2)_Brownian bridge indexed by Fi. The bootstrapped Gaussian
process G*(F) and the standard P-Brownian bridge G(F) — which is actually in this section
the margin process of G°(F;) on F < F; — are defined to be

G(f) = G(h§) = G(f x 1), (5.48)
G*(f) = G°(h{)) — P(HGO () —GO(hY), feF. (5.49)

By linearity one can extend G° to {hs : f € F} by setting G°(h¢) = G*(f). The following
lemma gives the joint distribution of G*(F) and G(F).

Lemme 5.4.2. If (@) and (@) hold then G*(F) and G(F) are independent P-Brownian
bridges.

Démonstration. By definition of G°(F;), the two processes G*(F) and G(F) are centered li-
near Gaussian, indexed by F such that, for all f, g € F, Cov(G(f), G(g)) = PX2 (h{Pn{)—
PO (WD) () = P(fg) — P(H)P(g). By (b.4) we have hy (X, 2) = (Z = 1)(£(X) -
P(f)) — P(f) almost surely thus (@) implies P04 (hy) = B(Z(f(X) =P(f)) — f(X))
E(E(Z|X)(f(X) = P(f))) — P(f) = —P(f). Since G° is also linear and (@) implies E((Z —
1)2|X) =1 we get

Cov(G*(f), G*(9)) = PP ((hs + P(f))(hg + P(9)))
= E((Z - 1)*(f(X) = P(f))(9(X) = P(9)))
= P(fg) — P(f)P(9).
Moreover, for all f,g € F we get, since (@) implies E(Z — 1|X) = 0,
Cov(G*(f), G(g)) = Cov(G°(hy), G (h))
= PEA((hy + P(f))(hY = P(g)))

— E((Z - )(F(X) - P(N)(9(X) - P(g)) = 0,

which proves the independence. O
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Raked bootstrapped Gaussian process. Let G(V)*(F) be the raked bootstrapped P-
Brownian bridge defined recursively by :

G*O(f) = G*(f), G*NHI(f) = G*M(f) - fllE[flAﬁ-N“)]G*(N)(A§N+1)), (5.50)

Jj=1

where G*(F) is defined by () through G°(F;). The following lemma establishes the
distribution of G*() and the independence between this process and GV) (F).

Lemme 5.4.3. If (@) and (@) hold then G*N)(F) and GWN)(F) are independent Gaussian
processes with same distribution.

Démonstration. Let f,g € F. By Lemma we have
Cov(G*(£),69(g)) =0,
Cov(G*(f),6*(g)) = Cov(G(f),G(g)).
If we assume that
Cov(G* M (f),G™M(g)) = 0,
Cov(G*M(f),G*M (g)) = Cov(G™M(f),6™M(g)),

for some N > 0 then by construction of GV)(F), G*(N)(F) respectively defined by (@)
and () we have necessary

Cov(G*NHI(f), G (g)) = 0,
COV(G*(N+1) (f), G*(N+1)(g)) _ COV(G(N-H) (f), G<N+1)(g)),
which prove the lemma by induction the same distribution. O
Bootstrapped raked Gaussia@srocess. Let G%W)(F,) be the P(X+%)_raked Brownian
)

bridge defined recursively as in ( from G%(©) = G° and the following auxiliary informa-
tion, forall N >0 and j =1,...,my,

ACD) = AP0 A%y A% — AW 0, M) (5.51)

Notice that P2 (A%(V)) = P(AM)). The bootstrapped raking-ratio Gaussian process
GW)*(F) is defined through

G (f) = oM (RY) - P(HGOM (hP) — G M), feF.  (5.52)

By linearity, one can define G%V) (h;) = GN)*(f). The following lemma gives the distribu-
tion of GIN)*(F).

Lemme 5.4.4. If (@) and (@) hold then for all GWN)*(F) and G(F) are independent
P-Brownian bridges.

Démonstration. By (@), Lemma 5.4.9 and definition of GW)*(F) given by () and we
have for all f,g € F,

Cov(GN*(f),GN*(g)) = Cov(G¥ N (hy), G* N (hy))
= Cov(G°(hy), GO (hy)) — Ry (P by hy)
= Cov(G(f),G(g)) = Rn(P™#) by, hy).

135



Let hy, he € Fy defined by h;(z,2) = fi(x)g:(z) for i = 1,2. By the definition of Ry given
by (@) we have @\ (PX-2) p) = N (P, f,) and Var(G[AM]) = Var(G[A%(M)]) since
for every 1 < j1,j2 < muy,

COV(GO(AQ’(N)), GO(A]-;(N))) _ p(X.2) (AQ,(N) A A?;(N)) . P(X,Z)(A?;(N))P(X,Z) (AO,(N))

J1 J1 J2
_ AN () % (V)
= P(AN ~ ANy — paAN PA)
= Cov(G(ANM), 6(AM)).

J2
These remarks lead to Ry (P™%) hy,hy) = Ry (P, f1, f2). Then

Rn(PXD by hg) = Ry (P 1Y — P(HR — h h) — P(g)n® — n)
= —P(f)P(g)Ry(P,1,1).

By using (@) and the fact that G(1) = 0,G™Y)(1) = 0 we have
Rn(P,1,1) = Cov(G(1),G(1)) — Cov(G™M (1), (1)) = 0.

We have shown that Cov(GV)*(f), GIN)*(g)) = Cov(G(f),G(g)). By Lemma GYO) =
G* is independent of G and if for all f, g € F,

Cov(GM*(£),G(g)) = Cov(G¥™M (hy),G(g)) = 0,

then
Cov(GNHV*(£),G(g)) = Cov(G* NV (), G(g)) = 0,

since G+ (h) is a linear combination of elements of G*)(F;). By induction, we have
proved the independence between G(N)*(F) and G(F). O

5.4.4 Proof of Theorem and

At Step 1 we prove Proposition below, by applying the strong approximation results
of [12] to PX%) and the relevant class of functions to approximate in turn the weighted
bootstrap empirical process a. At Step 2 we deduce Theorem from Proposition .
At Step 3 the previous arguments are adapted for another appropriate empirical process and
class, to derive Theorem .

Proposition 5.4.5. Assume (@), (@) and either or @ Fiz any 6 > 0. There exists
constants Cy > 0, ng > 0 and sequences {( Xy, Zy,)} of i.i.d. random variables with distribution
P2 and a sequence {(G,(F),G*(F))} of pairs of independent P-Brownian bridges, all of
these sequences being defined on the same probability space, such that for all n > ng,

1

P({”O‘n - Gn”r > Cévn} o {”8‘: - G:HI > CQUn}) < e’ (5-53)

On the above probability space there also exists independent sequences {G.,(F)} and {G* (F)}
of independent versions of G(F) such that, for all n > ng,

k
1 / _ 1
P <\/ﬁ 121152(71”\/%&% - ; Gl > Cg’l)n) < w7 (5.54)
1 a 1
_ Ak ' - | <
P (ﬁ 1211;2{71”\/%04’“ ;GZ |7 > Cg’l)n> S (5.55)
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In the following steps we use the fact that by definition of v,, and v;, there exists ¢q € (0,1/2)
such that v, n'/?7%0 < v,n'/?7%0 < n*(logn)? for all n large enough, and some « € (0,1/2),
B eR.

Step 1. Berthet and Mason [12] proved that one can construct a probability space on which
the sequence of empirical processes ., (F) can be defined together with a coupling sequence
of P-Brownian bridges G, (F) such that, almost surely, ||, — G, ||z < Cv,, for some C > 0
and all n large enough. By Lemma @ one can apply Propositions 1,2 and Theorems 1,2
of [12] to a(X 2) (F1). There exists Cy = Cy(0) > 0,19 = ng(f) > 0 and a probability space
where one can construct a sequence of independent random variables {(X,,, Z,)} distributed
as P52 and two sequences {G(F1)}, {GY (F1)} of independent PX:%)-Brownian bridge
satisfying for all n > ny,

1
P (”047(1)(72) - GQH}} > COUTL) < E (556)
P -1 max IVEa 57 — i G|l > Covs | < — (5.57)
/N 1<k<n = 71 0% ]S Gud '
We only_prove ( and () by using () We can adapt the following proof to
show ( by using 0). Let denote {G,,(F)} and {G*(F)} the processes defined respecti-
vely by (p.48) and () both built through {G9 (F1)}. According to Lemma 5.4.9, {Gn(F)}, {GE(F)}

are independent P-Brownian bridges. Since fﬂ;)?Z) (h;g)) = ay(f), inequality (p.54)) is satis-
)

fied for the first event as a special case of ( , and the second is controlled by the same
argument as below. Write C} = Cymax(2, Mx). By () one can write that for all n > ng,

1 k
P —= max ||\F G¥7 > Chuy
<\f Z 0

1<k<
n i=1

(X, Z) 0 /1.(1) _
(w?ﬁﬁfgﬁfn Vhay ;IG ()| > Che )
X,Z) (2) Z 0’ (2) ’ -
r (\/> ?Elglglkafn ( ) (\/>Oé h G h ) ” COU”)

k
( Sup max \f (X, Z) Z

fE]: 1<k<n

> C’Ovn>
> Cyv,, )

1
(X.2) 13
( sup max \F E; )

fe]—' 1<k<n

k
< M +P (\/15 Jax [II\/Ea,(CX’Z)ﬂ : % Z(Z - > Cov;> : (5.58)
i=1
The last right-hand side member of () can be bounded by
P 1 (X,2) 1 g -
<\/ﬁ max l”a l=, 7E ;(Zl > Covn> (5.59)

<P ( max ||04k )”]:1 > 2Cyv,, n1/25°> +P ( max
1<k<n
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By Hoeffding inequality and the fact that ¢ € (0,1/2) there exists n; = ny(6) > 0 such that

for all n > nq,
2n2€0 1
0 | < 2nexp (—) < —. (5.60)
) M2 6uf

(m Vi 2 Z
Moreover by () it holds, for all n > ny,

P ( max Hak ’ )||].-1 > 20011;711/2_50)

1<k<n
Z) o’ 1/2—
<P <1I<n/?§n||ak f Z GY|lF > Cov,n EO)

k
1 0 — . 1/2—¢9
+P (53,?;“@ 2,6z > Covn

k
1 1 2: o — 1/2—
< - €o .
6u? P (1?1?22' Vi = Erllz = Covnn , (61

Write GO/ = %Zf L GY" for short, so that G((),;)(fl) is a P(X'%)_Brownian bridge. By
Lemma , J1 has small entropy, bounded variance so that we deduce that E(||(G(k) l=) <

K«/logn < Cov n'/2=%0 for a finite K > 0 and all n large enough. Thus, by Borell-TIS
inequality — see annex A.2.1 of [@] — there exists ng = ny(f) > 0 such that for all n > nao,
some Cy < Cj,

P < max ||(G((],;)||Jr1 > C’ov;nl/z_so)

1<k<n

< Y P(I6%) 5 —E(IGG)lx) > Covpn®/2==)

(Cgv’n1/2*50)2 1
<2 —— Ll | < —. 5.62
nexp ( 2MZoZ, 6ul (5.62)

n

The bounds (), () and () imply that for all n > max(ng,n1),
1
P < max l|\/7akx Z)||}-1

1 &
- 7z
V/n 1<k<n ki;(

then () follows from () with ng = max(ng,n1,n2) and Cy = Cj,.
Step 2. Now we prove ( and () of Theorem y adapting the following

proof we can also show (p.11)). According to Proposition p.4.5, there exists a constant
Co = Cp(0),n0 = ng(f) > 0, a sequence {(X,,, Z,)} of i.i.d. random variables with distribu-
tion P(X7) | a sequence {G/,(F)}, {G¥ (F)} of independent P-brownian bridge satisfying, for
all n > nyg, () and

- Cins) <3

0
2uf,

k
/ 1
P (\/ﬁ 121]?2( ||\/7 2 1(Gz ||]: > OO’Un> < e (563)
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By the definition of & given at (),

\/ﬁk o<k<n .
=1

k
1 /
]P’( max [[Vkajf - ) Gf ||]:>3Covn>

k koo
max VE&E =) G¥ || > 3Coun
(fkne\kq” T, k 1:2:1 |7 0 >
k
*/
i 2
<fk,b?3,§<n” (Vkat - 2, €0)lr > c)
+F (7 e (7 iG*'” > Cov (5.64)
\/ﬁk 9<k:<n T P i IF 0Un | - .

According to Hoeffding inequality there exists n; = nq(6) > 0 such that for all n > nq,

P, o)< X p(Feg)< 3 rumoum

k:2/4) 1
<2 - < —. (5.65)
. Zk; , ( kM2 > 4n?

Combining () and ()7 we obtain that for all n > max(ng,nq),

k
, 1
N (xf ;Gf NF > QCovn> <55 (5.66)

(w o R
Using again the definition of ey we see that
k
1 k «
k
< —1/2+¢¢
<P (n nrgngzzﬂ” \F Z G} I > Covn

VE (;fk - 1)’ > n) . (5.67)

With the same calculations as () — but on the class F — we show that there exists
ng = na(f) > 0 such that for all n > ng :

—HP’( max

kn,o<k<n

1
—1/24¢€
P (n 245 max “\F Z GY|lr > Covn> <o (5.68)

né)\

By () and Hoeffding inequality, there exists n3 = nz(6) > 0 such that for all n > ng,

kK T,—k
IE”( max \/E(k—1>‘>n80>=]?< max k ‘>n80>
kn,o<k<n T kn,o<k<n

T, vk
T, — k €0 k 1
éP(maX b '>n >+]P’< max >2> < - (5.69)
1<k<n k in

\/E 2 n, 9<k<n Tk
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By (5.64), (5.64), (5.67), (5.69) and (5.69), we have proved (5.13) with ng = max(ng, n1, 72, n3)
and Cp = 3Cy. Note that we needed that n > max(ng, ks ), where k, g = [2MZ(In8 + (1 +

0)Inn)] which is true for all n > ng, ny large.

Step 3. Let P(X:Z1:Zv.) be the joint probability distribution of (X,Z41, ..., Zp,) where

X has marginal P then each Z; has conditional marginal PZ1X and is independent of Zji

conditionally to X, for 0 < j' < j < b,,. Consider the class defined by

Fb, = {hj(f,g)(x,zl,...,zbn) = f(x)g(zj) 1<j<by, feFu {1},9 € {(sz’l}}'

By (@) Fp, is uniformly bounded by Mz max(1, M) and by (@) we have o, = oF.
The pointwize measurable property is justified as follows. For j < b,,, rewrite h;(f, g) € Fp,
into f(x)g;(z) with f e Fu{l}, gj = gomj, g € {1,¢m} and m;(2) = z; is the j-th unit
projector, z € RP». Given (z,2) € X x Rb»if f(z) is the limit of {f,(z)} with f, € F then
hji(f,g) is the limit of h;(fy,g) where (fn,g;) € F x U;L{la ¢m o m;} which is a countable
family. These properties are inherited by the recombined class

H, = {hi()) = b0 () = P(ORS (F) = b (£),1 <G < b, f € F}
where hﬁl)(f) = hj(fa by ), h§2) (f) = hj(]-a by ), hES)(f) = hj(f, 1), that is

WY () @21, m,) = F@)oan (57), WP (@21, ,) = du, (%),
hg-g)(f)(x, 21y ..y 20, ) = f(2).

We adapt the proof of Propositions 1 and 2 in [12] according to the following strategy.
Consider a sequence &, — 0, to be chosen at the end, and write N(&,) the covering number
in Ly (P) driven by (VC) or (BR). We control the relevant indexing class Hy,, by a covering of
F used simultaneously for the b,, bootstrap samples. The centers of balls used to cover F are
denoted f, for k = 1,..., N(e,). We associate to each center fj the b, functions h;(fz)(z, 2),
for j = 1,...,b, and also ho(fx)(z,2) = fx(z). For any fixed j = 0, ..., b,, the centers h;(fx),
for k =1,...,N(e,) are then used to construct the P-Brownian bridge G:,(j) indexed by the
functions h;(f) and thus by F. It suffices to determine G:’(j)(hj(fk)) close to ay; ) then
to extend it by using a union bound for the modulus of continuity of G:;(o) which is their
common distribution. The extension is built independently as j varies since the processes
G:’ ) for j =0,1,...,b, are orthogonal. More precisely, consider the column vector Y defined
by Yir = hj(fe)(X,Z1,..., Zp,) + P(fr) indexed by (j,k) with j fixed first then running
increasingly among the indexes k. Thus Y_= Y (X, Z4,..., Zp, ) is a centered random vector
of size (b, + 1)N(gy,). Clearly, thanks to (@), as already seen in the proof of Lemma ,
any function h;(f) € Fp, is at Ly(PX:%1+%en)) distance Ce,, of one of the N(g,) centers
h;(fr) at least, for some C' > 0. The covariance matrix ¥, = (Cov(Yj &, Y 1) (k)57 k1)) Of
Y is very sparse since it is given by

Cov(h(fi)(X, 21, s Zv, ), by (i )(X, 21,00, Z,)) = O
if 7 # j' and, recalling Lemma ,
Cov(h;(fi)(X, Z1, s Zv,), hi (fw (X, 21, 0 Z,)) = Cov(fi(X), frr (X))
otherwize. Next, on the same probability space, we approximate the i.i.d. sum

1 &
= }/M }/7, = Y(Xi,Z'L', 1 7"',Z'L', by, )
\/ﬁ; (1) (bn)
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by a coupled Gaussian vector U with the same covariance matrix 3, as Y, thanks to Zaitzev’s
construction. For any k the coordinates Uj j, for k =1,...,N(e,) are used to jointly define
pointwize the P-Brownian Bridges G* (])( Ir) = Ujk. NOW by replacing everywhere in [[L2]
the vector size N (&) with the current one (b, + 1)N(e,) that we write b,, N (e, ) by changing
constants, we readily obtain the probability bound

bn
P ||a7”;j —G;(j |\f>e;’;j +g;’:)j +5+t
(9) ) (4) (4)

Jj=0

5\/5 C t
<12 2 . a c3l”
< b N(en)”exp ( bf/2N(sn)5/2> + by exp (—catr/n) + by exp < =

where, for independent Rademacher random variables €; (;,

1
— e (B (F) = hi(9)(Xi, Ziays o Zio)
f.9eF,dp(f,9)<en i—1

e:’(j) =E ( sup

and

) =E < sup i) (i () = GZ,(j>(hj(g))D

f.9eF,dp(f.g)<e
are the suprema of the increments of length e, at most, for the symmetrized empirical
process 04;‘; ) and the Gaussian process G: () respectively. Therefore the same concentration
inequalities as in [12] under (VC) or (BR), moment bounds and discussions to optimize the
parameters ¢ and § can be reproduced by turning n into n/b> in the most critical first
exponential term above, and remarking that only constants change through, at times, the
fact that 1 < log (n/b3) < logn. This is why the approximation rates () and () finally
show up. By construction the initial and bootstrap Gaussian processes thus built have the
desired covariance structure — they are independent P-Brownian Bridges indexed by F.

5.4.5 Proof of Theorem and
#(N—

The process a;kl(N) (F) could be seen as the process an,
AW gince

aEN(f) = V@M (f) = Pu(f))
my P, (AM)
=+/n (Z WP:(N—l)(flAgw)) — P”(flA_g,N))>

1)(.7-' ) corrected with partition

J 1]P) ¥ )
P4 N v
g PE=T 407 Agm)(a VD) — Ealf1A7 ok N0 (4FY)),

where E, [f|A] = H;g (1/;‘)). We denote the following random variables :

P, (AN
) _ (() C1 () = BalF1AN] - E[f]AD)
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Then,
aEM(f) = a0 o gy () + TV(F),
mN
N - N B N
PM(f) = 3N o™ 0 g 5(F) — (1+ gl (£az™ =D (A,

j=1

By successive iterations we get

atM(f) =@ 0 gy o0y (f) + F(f), (5.70)
F%N) Z F(k) Dk+1) o vy (f))-

Let introduce the same notations than the Chapter 3. For all f e F, N < Ny for some fixed
Ngand j =1,...,my we denote

o) () = (F = ELAAT D0, () = 572 b (1),
and function classes

Finy = dayo ooy (F),

Hoy= U U 6w e dusn o odm(F),
1<ESN 1<jsmy
F(): U F(N), 7‘[0: U H(N)

0<N<Ny 0<SN<Ng
The following lemma establishes that the bootstrapped process o (.F( N)) is the main process
contributing for ;™ (F) and £ %) is an error process. It is the equivalent of Lemma .

Lemme 5.4.6. Assume (@), (@) and either or , For any £,0 > 0 there exists
ne,g > 0 such that, for alln > neg,

1
(¥ 2
P (Ogglvag 1FSF > 5%) <5

Fix 0|i > 0. Now we prove Lemma at Step 1 and afi y it at Step 2 to prove Theo-

rem . In Step 3, we describe how to prove Theorem

Step 1. Let bound the terms of error :

(N) #(N—1)  4(N) N-1
0 < [FnA D) = Pn T (47) |\an||f+||a*< >||
_ (M) (V)
= [P ) ZEUATIAT - st
" P, (AM) Vipn = |laml|F’
N
IFle < 3 s 1Y a2 1>o¢mo¢<k+1>o o den/|
k=1 j=1
+ max ([0 p05] gl 1o (4))])

< (k) ((N) (N) (N))
Sy max (o Pl (PN + (14 PO ),

M- < #(N) ((No) (No) (No) (No))
cmax (P |r < Sy, _max oz ™, (PO + Q) + PNIQEY)
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where PiY) = maxocren maxi<jcm, P4l Q4 = maxocken maxi<jcm, [ )| For e €
(0,1/2) there exists ng > 0 such that for all n > ng, v, > 4Sn, (1 + 2Mz)n®/(v/npn,)-
Then, for every n > ng we have

]P’( max ||F |f>§vn> <P< max |a:(N)|HO>nE/2)

0NN, 0<N<Ng

Ang/4 AM el
+ 2P <P7§N°) > "> + 2P (Q;N(l) > f”) . (5.71)
\/ﬁpNo \/ﬁpNo

According to Lemma and Proposition there exists ng = no(#) > 0 such that for
all n > ng we have

1
+(N) AR
v <0<%52(N0 e llp > m ) e (572)

Moreover there exists n; = n1(f) > 0 such that for all n > nq,

4n=/t
(No) < < s/4) #(N) /4
IP’(P >\/ﬁp )\IP’ [lanllz > n +P o hax [l )|z > n

1
+IP’< max |||z > IPNO) (5.73)

0<N<Ng 6n?’

AM e/4

P (@0 > ) < (Jlanlr > ) 4+ Jllr > Y2 )
\/ﬁpNo 2

1

<o (5.74)

By (), (5.72), () and (), Lemma is proved with n¢ g = max(ne, ng, n1).
Step 2. By Lemma we can apply Lemma , Theorem and Theorem to

Fo. Since these two last theorems are based on the Berthet and Mason strong approximation
of a,(F) to G(F), the following Gaussian approximation is satisfied. For some constant
Co = Cp(0) > 0 and ng > 0 one can build on a probability space (2, 7,P) a version of
the sequence {(X,,, Z,)} of i.i.d. random variables with distribution P(X*%) and a sequence
{GX(F)} of independent P-Brownian bridges in such a way that, that for all n > ng, ()
holds and

1
N
P (1l = G2llz, > Conal o | mas P> Conaf) < 550 679)
Let denote {G®™)(F)} the N-th raked P-Brownian bridge defined by (5.50) built through
{GZ*}. This construction implies GO — GZ*. Successive iterations given by () give
M) _GEN| < |Jak — GE|| 7, + maxoen<n, [|[F || 7. By () we have for

maxi<N<N, ||an
all n > ny,

P ( max ||a:(N) - G,(IN)H]: > ZC'Ovn>
1I<SN<Np

1
* vk (N) -
< P(Han Gn”]:() > Co’l)n) +P (OSHJ\lfaéxNo ||Fn H]: > Co’l)n) < nd’

We have proved () of Theorem [.3.3 with Cy = 2Cj > 0.

Step 3. To prove Theorem 5.3.4 we only need to extend the notations of previous steps and
use Theorem p.2.9 instead of Theorem @ at Step 2.
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5.4.6 Proof of Propositions , and

Assume (FR) and either @ or @ Introduce, on the probability space of Theorem ,
for j=1,...,by,
*
n,(0 Yn.) T ¥
no—fR<ﬁ>7 Rn,j=¢ﬁR<Jﬁ 7 (5.76)

n(0) = Qn and P* © = P,,. Let define the following events,
for large enough constants C, Cg > 0,

with the notational convention a*

=

n

5= (1) {max (Il 17, 167 1) < Crv/logm}

b
*
Il
.
I
)

oo}

3 %

I
T

<
Il
o

{llaf ) = Gl I < Cown

Likewise, on the probability space of Theorem 7 which coincides with the previous one
for b, = 1 and w,, = v,, consider R,, = v/nR (a,/+/n) and

Ay = {max (lanllz, 1Gal 7 I}l IGEI|F) < C1v/logn
By = {|lan — Gullx < Covn} 0 {llegy — Ghll7 < Cavn}.

For any fixed # > 0 we have, with respect to the two distinct probability distributions and
their associated ng, P(BS) < 1/3n? and P(B*C) < 1/3n? for all n > ng. Choose n; > 0 such
that for all n > ny and the fixed ball B c ¢*(F) from (FR), we have

a* by Oé* . +Ol*
A < { :/’%0) e B} N 7’“(”\% ~0 ¢ B},

Jj=1
«@ o+«
Anc{"el’j’}m{” EB}

Vn Vn

By () for all n > ny, on the event A* it holds, for j =1,...,b,,
1
*
no g
1

o' (P)- (an )y T an ) + %Rn,j,

S:,(o) = ‘P(P:A,(o)) = p(P) + ¢'(P) -« Ry 0,

Sn iy = ePp ;) = o(P) +

Sl-5l-

and, for j =0,...,b,,

max (I¢'(P) - afs (), 1¢'(P) - G5, ;))]) < Mp#Cr/logn,

(log n)?/?

q
R7]<Mp]:C =17

On the event B it is true that |¢/'(P) - (O‘Z,(j) G (]))| < MprChwy, for j = 0,...,by,.
By Proposition E ~ reduced for N = 0 to the usual concentration inequality — it holds
P(|lan|l7 > A/n) + buP(||a||7 > M/n) < 1/3n? for all n > ny, and a small enough
A > 0 depending on B. By the Borell-Sudakov deviation inequality similar bounds hold for
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|G (j)||; thus P(A*¢) < 2/3n?. Concerning the bootstrap resampling, if n > ny, on the

event A* we then have the following equalities, for j = 1,...,b,,
S* - S ()., L g 7
n,(j) ~ Pn0) = ¥ (P)- W + %( nj — Bno)- (5.77)

Finally, the real random variables Yn*(j) = ¢'(P)-G* ) for 5 = 0,...,b, are independent,
centered and Gaussian with common variance ¢2 > 0. Similar relations as above hold in the
probability space of Theorem on the event A,, which is also such that P(AS) < 1/3n?
for n > ng,» and entails

o, 1 ,

14,5, =1 P+ —|=—1 P)-a, + Ry). 5.78

0= tae (P 22) = L0 P ot ) (5.78)

On the event B,, we have |¢'(P) - (a, — G,)| < MpxCov, and P(BS) < 1/3n?. Also,

Y, = ¢'(P) -G, and V¥ = ¢/(P) - G} are independent, centered Gaussian_with variance

0% > 0. We are now ready to prove Proposition @ at Step 1, Proposition p.2.9 at Step 2
and Proposition p.2.1( at Step 3.

Step 1. It is important to point out that o (IP* (0)) and ¢(PP,,) below have the same distribu-

tion as S, but are not defined on the same probability space. Let us first work on the space
of Theorem . Consider the event C,, = A,, n B,,. The normal random variable ¢'(P) -G
being centered we have

o —E(lc, (¢'(P) - G)?) = E(Lce (¢'(P) - G)?)

< VI~ BGIE(P) 6 < Yo

where p4 is the fourth moment of the standard Gaussian distribution. Moreover,

E(lc,(¢'(P) - G)*) = Var(lc, (¢'(P) - G)) = E(1c, (¢/(P) - G))?

0.2

— E(Lee(¢'(P) - 6))” < 2.

no
By () we have

|Var(S,) — Var(1Lc, Sn)| = [Var(Lee Sp) — 2E(1g, Sn)E(Lce S|
2

2K
<31~ PG < —5.

Now, by denoting R, = «a, — G} that is a centered process indexed by F, and ¢, =
E(lc, (¢'(P) - Ry + Ry,)?) it holds
Var(Le, (¢'(P) - on + Rn)) = Var(Le, ¢'(P) - G)|
= [Var(Le, (¢ (P) - Ry + Ra)) + 2Cov(Le, ¢ (P) - G, 1o, (9 (P) - Ry + Ry))|
<&+ 204/&. (5.79)

By proceeding as in [2] — in particular the arguments establishing (3.27) of that paper — we
readily get that for some dy > 0 and n large enough,

sup Var(lg, R, (f)) = sup E(l¢, R, (f)?) < E(||Rn\|2f) < dov2. (5.80)
feF feF
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According to Theorem 2.14.9 of [@], under (VC) or (BR) there exists Cx > 0 such that for
n large enough, E(||a,||3) < Cr which implies

2 Cr
At Ellanl[F) < 2= (5.81)

Combining () and (), for n large enough, it follows from (FR),
&n < M 2E(|[Ry|[%) + 2Mp 7E(||R,[[3) *E(R) " + B(R})

doCr\"? c
< do(MpJ:Un)Q + 2Mp Fvp, (;qi:) + — prn

E(lc, R2) <

<di&, (5.82)

for some d; > 0 depending on (P, F) and & = max (v2,1/n971) — 0. By () and ()
we can find nz > 0,C3 > 0 such that for all n > ng,

|Var(¢'(P) - an + Rp) — 0°| < di&) + 204/ di&it < C30/ & (5.83)

Next, in the space of Theorem p.2.5 consider C* = A* ~ B¥. By (), (5.77) and ()

one can write, on the event A%

by
- % ) (( (P} (5)) — 9% ()% = Var(p(P,)))
1 on 2
_ EZ}l(go/(P) )+ Bos = R ) = Var (¢/(P) - + Ry)

One can find C4 > 2M1237}-C’102 and ny4 > ny such that for all n > ng and 1 < j < b, on the
event C¥ we have

’(@/(P) . O‘:,(j) + R, ;+ R'rL,O)2 - Y:?j)’

- ’(@’(P) cak )+ R+ Rao)? = (¢(P) Gi,(j>)2’

N

@ (P)- (ak ;) — GL )| |¢(P) - (af 5y + GE )
+ (R + Rno)® + 2[Ry j + Ruol 10'(P) - a ]

< Cy&ln/logn (5.84)
Where = max(wy, (logn)??/na=V/2). Since \/&F < &* for all n large we get by ()
)

and (p.84) that for some C5 > Cy, ns > max(ns,ns) and any n > ns such that A* n B¥ is
satisfied, it holds
_— 1 &
n|Var(S;}) — Var(S b— Z (J)) — 02| + C5&+/log n. (5.85)

Notice that Z?’;l ©2(P)-G* ., has the same distribution as o2x2(b,). By () we have,

n,(4)
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for all n > ns,

b,

< ‘Var(S*) Var(S )‘ 0+ fm/logn>
N IR

1
<P <2
o =

2
X (bn) 1 1

> 5) +P(AXY) + P(BFY)

We have shown that () is satisfied for Cy = C5 and ng = ng. According to Tchebychev
inequality, P (|x?(bn)/bn — 1| > 8) < 2/b,02. Take 6° = 2/a,b, and_a, = 1/n(logn)? with
¢ > 1/2. Since (log n) /\/nbn > wp+/log n/n eventually in n, Remark follows from ()

and Borel-Cantelli lemma since, provided that n > ng,
P (IVar(S%) — Var(Sa)| > Cy/v/bn)
P <|\/fa\r(5;’;) — Var(S,)| > o2 (

1 +C’0wm/logn - 3
N n S T

Step 2. As a consequence, by the concentration inequality we get

|Fs, () =P ({Sp <2} n A, n B,)| <P (AS) + P (BY) < 3

no
e logn\ cl+ C
Yn = Max (( in> ,vn> , Cr> Mp)]:%,
and observe that y, — 0. We have, by (FR),
P{S, <z} n A, B,)
P ({20 (P)-Go <2 = e(P) = J=p/(P)- (00 = G) = J=Fuo| 0 v 0 B
[ ( P) C;"yn) LD <\/ﬁx_(f(P) + Cg‘yn>] . (5.86)

The length of the latter interval is of order 2d,,(z) where, for some C, > Cy and all n large
enough,

Con (@ —e(P))?
dp(z) < mexp( n 502 , TeR.

Therefore we conclude the deterministic fact that

Fs (z)— <\/ﬁx_w(}3)>‘ <dp(z) + % zeR.

a

The empirical distribution function FY* of variables Y* ;) can be compared to ® by using
the DKW inequality. Whatever the probability space, hence on the previous one, we have

T 2 fo?logn
— < — = R
P <i2£ Fys(z)— @ (0)‘ > 5n> <5 b s (5.87)
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By () and () it follows, on the probability space of Theorem , for any interval Z,
2
P <sup Fy* (vn(z — ¢(P))) — Fs, (x)’ > 0, +supd,(z) + ne)

xel zel

Fs, (z) — @ (\/ﬁx_f(mﬂ > sup dn () + 50) _ 2

2
<—+P (sup
0 xel n?

zel

Finally we study the bootstrap empirical distribution function ]?'S:x:. For y, <y} = max(yn,w,) —
0 we have

" Y*
P) _ ,(9)

mB*cﬂ{ NG

where we write T ) = o(P) + Y*( )/\/ﬁ and €, = UC;‘y,”;/\/ﬁ On the event A* n B¥

the empirical distribution function FY* can be compared to Fs* through FT*( ) (x—epn) <
J

by,
oCF \y/g} _ ﬂ { S* ) —T:’(J_)‘ < sn},

7=0

Fgx (z) < FT*( ) (x + €5,) and hence
ks »

Fyx (V(z — o(P)) — 0CFy¥) < Fgx (2) < Fys (V(z — o(P)) + oCfy?) .

Therefore we can attest that on the probability space of Theorem it holds, for any Borel
set Z < R, any 6* > 0 and d,, = J,, + sup,cz dn(x) + 2/n?,

]P’(sup FS*( ) — Fs, (13)‘ > 6" —|—5n—|—dn>

zel
2
<ne+P<AiﬂB* {ilelng*() an(x)]>6;“+6n+dn})

< 25 + P (41052~ {sup|Fig (@)~ s (Ve = o(PD)] > 82 45, )

zel

< §+P<max (sup’s )‘,sup|§2(m)|> >5:+5n>

zel xel

where 5i(z) = ﬁy* (Vn(z — gp(P)aCé"y;’;) - ﬁyj (v/n(x — ¢(P))) are local empirical

Gaussian increments. By applying (b.87) again, we conclude that

P(sup Fs*( )—Fs, (x)’ >4k +5n+dn)

zel

4 4
<—+P - , + o) = — .
7 + (max (ilég |sn (x)’ ilélz) |sn (x)}) > n) i (5.88)

where s (z) = ® (v/n(z — p(P)/o) £ Ciyk) — @ (y/n(x — ¢(P))/o) are local deterministic

Gaussian increments and
8% > max <sup sy, ()], sup |s$(az)|> .
el zel
It remains to evaluate 6 and sup,.s d,,(z) for Z including ¢(P) and Z far from ¢(P) while

comparing the sequences 6,9, d,, y, w,. First assume that w, > +/(logn)/b, and define
T =Ton = (p(P) = 2p, 0(P) + 2,) where z, = 1/02/n/log(b,w2/logn). We have Cyy,, =
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Covn, Ciyp = Cyw, for all n large enough provided that ¢ > 1 is large enough under (VC)
and ¢ > 1 under (BR), hence sup,z,  dn(z) < Dyv, < Dyw, and in the same way we

see that 0% < D; w,, for some constants Dy > 0, D¥ > 0 whereas 8, = Dgr/(logn)/b,_<
Dyw,, by the current assumption, so that we clearly have &} + d,, + d,, < Dpw,, and ()
implies () for an appropriate choice of constants Cy > Dy and ng with respect to the
previous ones. On the complement intervals 7 = 7§, the largest increment is achieved at the
boundary — that is at © = ¢(P) + 2, and no more at x = p(P) ¢ Z§,, — and, by symmetry,

SUPger, ,, dn(T) < Dyv,, exp(—nz2/20%) = (Dyvn/wn)+/(logn) /b, < Dyv,. We similarly get
that 0% < D;wn exp(—nz2/20%) < D}+/(logn)/b, and this time d, is of order ¢, thus
0% + 0y, +d,, < Dgr/(logn)/b,. Whenever we have everywhere a rate d,, of order 4/(logn)/by,

or w, faster than 4/(logn)/by,.

Step 3. According to Theorem 7 there exists Cy > 0,n1 > 0, a sequence {(X,, Z,)} of
i.i.d. random variables with distribution P(X%) and a sequence of {G*(F)} of P-Brownian
bridge such that for all n > ny, P(4,) < 1/n? with

An = {llon = Gul|7 = COvn/4}U{HO‘z = Grll7 = Covn/4}.
Then we have for all n > ng
1
P(o(3(7) < ) < P (6(G2(N) <2+ {CuChon ) + P(4,)
1 1
<P(¢(Gr(f)) <) + 1000102071 + o

Similarly,

P(¢(Gy(f)) < x) — CoC1C2v, < P ((é(GZ(f)) <x— leCoClvn>

<B(3(a3(f) <o) + .

By definition of v,, for some ny > 0 and all n > na, 1/n? < CoC1Cavy,/4. Thus (5.23) holds
for ng = max(ny,ng). The same arguments yield

supsupsup [B (6 (an(f)) < ) ~ B(S(G(f)) < )| < 3 CoCrCivy.
¢eLl feF xeR

thus inequality () follows.

5.4.7 Proof of Proposition

Let 6 > 0. Proposition below is proved at Step 1 then Proposition is pro-
ved at Step 2. Like &X*(F) given by ()let us define the process &SALN)*(}") by &%N)*(f) =

(T,SN) / n)agN )% (f). The following proposition establishes the strong approximation of ax (F)
to GNV*(F).
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Proposition 5.4.7. Assume (@), (@) and either (VC) or (BR). There exists Cgp,ng > 0,
a sequence {(Xn, Zp)} of i.i.d. random variables with distribution P%) and a sequence

{(GL(F), G%O)*(}")), e ,G%NO)*(]-')} of P-Brownian bridges, all of these sequences being de-
fined on the same probability space, such that for all n > ng,

N 1
<{Ilan —Gnllz > Covn} v U {1 - G*|| - > Cavn}> <5 (5.89)

N=0

Step 1. By Lemma - one can apply Theorem 2.1 of [E] to (aiY?) M (F,) the N-

th raked emplrlcal process of al) defined by (@), the law P(X:%) and the auxiliary

information A%(®) defined by (p.51|). There exists C; = Co(f),n0 = no(f) > 0 and a
probability space which supports a sequence of independent random variables {(X,, Z,)}

distributed as P%) and a sequence {Gy, 2.0) (F1),---, Go(No) (F1)} of process of independent
PX7)_raked Brownian bridge satisfying for all n > ng,

1
(X,Z2)\(N) _ 0,(N) _—
F (oé?vasto (an™" G lle > COU") < mnf’ (5.90)

Since ay, (f) = (a%X’Z))(O)(hgc?’)) then () implies immediately

1
P(llan = Gullz > Covn) < 5. (5.91)

Let decompose &%N)*(f) as the same way as ()
A () = (@) NG ~ BT (@)™ (1)
— ()M (1) (1 + (T,gm I — 1)) , (5.92)

where h;l), A hg{o’) are defined by () Let C} = C{(0) = Comax(1, Mr). By ()7 ()
and definition of GIV)*(F) given by () it holds for all n > ny,

(N)# _ (V)= /
P <O<I§1Va<XN |, Gy V¥ ||lF > Covn>

™)

3
- (X,2)y(N)
< n? P <0<%3L<XND (s ) | 7, > CO”n) . (5.93)

Last term of () can be bounded as the same way as () By () and definition of ¢

we have for all n > ng,

n

(N)
P max - 1 H(a > Covn,
0<N<Ny n Fi
(X,2))(N) 12 TN
) —€ 5
<P (@) Mz, > Coran? =) + P (| max Vit~ 1] >

™ 0<N<N

(N)
1
<5 +P (HG‘};(N)HH > c()vnnl/H) +P < max \F‘
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We do the same calculations as () By Borell-Sudakov there exists ny = n1(6) > 0 such
that for all n > nyq,

1

P(||GY M| 7 > Cyv,n'/?7%) < e

(5.95)

Since \/ﬁ(T,(LN)/n -1) = (ale’Z))(N)(l X @1, ), Proposition 3 of [E] implies that there exists
ny = n2(0) > 0 such that for all n > na,

1
e (X,2)\(N) e
>n ) <P <0<I§1vagN0 [[(as YN |7 > n ) < vy (5.96)

By (), (), (), () and (p.9G) we have shown that () is satisfied with ng =

max(ng,n1,ng) and Cp = CJ.
Step 2. According to Proposition there exists Cy = Cp(f) > 0,n9 = no(0) > 0,
a sequence {(X,,Z,)} of ii.d. random variables with distribution P(X*%) and a sequence

{(G,(F), GSLO)*(}')), . ,G,(ZNO)*(]:)} of P-Brownian bridges, all of these sequences being de-
fined on the same probability space, such that for all n > ny,

No

~ 1

P ({Han ~Gullr > Cova} 0 [ 1847 — G095 > covn}> <l e
N=0

In particular for all n > ng,

1

P(||on, — Gyllr > Covp) < e

(5.98)

To prove () we use the same method as the proof of Theorem . We write

IP’( max |lalM* — GM*|| £ > SCovn)

0<N<N

n
_ Y s (N)w e (N)®
<P (,mx, Ly 1 = GV > 2Cav

L _ (N)=*
P (oé?vixzva 7™ 1’ G ll7 > Covn ) - (5.99)

From one hand, using () one can say that for all n > ny,

n
" laWNE _ gV)*
P (o, 7 198 = 61 > 2000
(N)
L |

<]P’< max ||&$LN)*G£LN)*||]:>COIJ”>+IP’< max
n

0<SN<Ng 0<SN<Ng

> 1/2)
1

< b (X,2)y(N)
Sgat P <O<HJ\1/1XN0 [|(cs 2| 7 > \/ﬁ/2> . (5.100)

By Proposition 3 of [E] there exists ny = n1(0) > 0 such that for all n > ny,

]P’( max ||(a XYMz > ﬁ/z) < (5.101)

0<N<No 5nf’
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By (510(1) and (B.IOi) we have shown that for any n > max(ng,n1),

2
(N _ gIN*|| £ > QCovn) < . (5.102)

P (0<Na<No T(N) H 5n

From the other hand, we write
P ( max
0<N<Ny

(N)* 1/2*6
<P <O<III\1[3<XNU |Gy, * |7 > Covpn ) L P <

n
() 1‘ IGV*|| 7 > Covn>
n

0<SN<Ny

> n) . (5.103)
T(N ’

By definition of ¢ and Borell-Sudakov inequality, there ny = mny(f) > 0 such that for all
n > na,

1

]P)( G* C n 1/2—8) < )
163l > Coan -

(5.104)

There also exists ng = ng(6) > 0 such that for all n > ns,

(0<N<N0

y (5.103), (51041) and (L’).lOd) it holds that for any n > max(na, ns),
11651 o) <

IP’( max
0<N<Np T(

By () (), () and () we have shown () with ng = max(ng,ni,ng, ng)

and Cy = 3Cy > 0.

1
€ X, Z)\(N 5
T(N) ‘ >n > <P <O<%ZXNO|(Q§L NN 7 > 2n ) < s (5.105)

2

= (5.106)
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Etude du processus empirique avec information
auxiliaire

RESUME

Cette thése porte sur Iétude du procéssus empirique avec information aux-
iliaire, c’est-a-dire une information que l'on aurait a priori ou bien que l'on
aurait obtenu griace & une source d’information. Nous montrons dans cette
thése comment modifier le processus empirique pour prendre en compte une
information auxiliaire. Nous démontrons aussi gu’apporter une information
auxiliaire au niveau du processus empirique permet d’améliorer la qualité des
estimations statistiques ainsi que la puissance de tests statistiques usuels. Le
premier chapitre regroupe les principales définitions ainsi que les résultats im-
portants utilisés dans cette these. Dans le second et troisiéme chapitre, nous
étudions le cas particulier oit 'information auxiliaire est respectivement donnée
par la probabilité d’ensembles d’une ou de plusieurs partition(s) donnée(s). En
particulier, le troisiéme chapitre se focalise sur la méthode du Raking-Ratio,
méthode trés utilisé en statistique permettant de combiner la connaissance de
la probabilité d’ensembles de plusieurs partitions. Dans le quatriéme chapitre,
nous généralisons la, définition d’information auxiliaire tout en conservant la
possibilité d’établir des résultats d’approximation forte, au prix d’une perte de
généralisation. Dans le dernier chapitre, nous établissons I'approximation forte
du processus empirique dans le cas de la méthode bootstrap et nous combinons
la méthode bootstrap avec celle du Raking-Ratio.

ABSTRACT

This thesis deals with the study of the empirical process with auxiliary in-
formation, that is to say information that one would have a priori or that one
would have obtained with a source of We show in this thesis how
to modify the empirical process to take into account auxiliary information. We-
also show that providing auxiliary information at the empirical process level
improves the quality of statistical estimates as well as the power of standard
statistical tests. The first chapter contains the main definitions as well as the
important results used in this thesis. In the second and third chapter, we study
the particular case where the auxiliary information is respectively given by the
probability of sets of one or more given partition(s). In particular, the third
chapter focuses on the method of Raking-Ratio, a method widely used in statis-
tics to combine the knowledge of the probability of sets of several partitions. In
the fourth chapter, we generalize the definition of auxiliary information while
retaining the possibility of establishing strong approximation results, at the cost
of a loss of generalization. In the last chapter, we establish the strong approx-
imation of the empirical process in the case of the bootstrap method and we
combine the bootstrap method with that of the Raking-Ratio.
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