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Introduction générale

Les signaux hyperfréquences (ou micro-ondes) sont les ondes électromagnétiques dont la gam-
me de fréquence généralement admise est comprise entre 1 GHz et 300 GHz [1]. Les gammes de
fréquence auxquelles ce qualificatif est appliqué ne sont pas définies précisément et peuvent varier
d’un auteur à l’autre [2-4]. Cette gamme hyperfréquence est comprise entre celle des radiofré-
quences et celle des infrarouges dans le spectre électromagnétique [5, 6]. Ces signaux jouent un
rôle indispensable dans le domaine des télécommunications, que ce soit pour la téléphonie mo-
bile, la télévision, le Wi-Fi [7] ou encore la transmission satellitaire [8, 9]. Pour l’ensemble de ces
applications omniprésentes dans la société actuelle, ce sont les signaux hyperfréquences qui vont
servir de porteuses pour transmettre l’information sur de plus ou moins longues distances.

Les signaux hyperfréquences sont également utilisés dans le domaine de la radiodétection pour
détecter la présence, la localisation ou même la vitesse d’un objet [10, 11]. Pour cela, la propriété de
réflexion des ondes électromagnétiques est exploitée : lorsqu’une onde électromagnétique change
de milieu ou rencontre une surface, l’onde est alors, au moins partiellement, réfléchie. Ce signal
réfléchi peut être mesuré et analysé pour déterminer la présence d’un objet, et même calculer sa
vitesse ou la distance à laquelle il se trouve.

Enfin, un dernier domaine qui illustre l’importance des signaux hyperfréquences est celui de la
médecine. Ils sont notamment utilisés pour la détection de tumeurs cancéreuses [12, 13] et pour le
traitement de certaines pathologies [14].

Les signaux hyperfréquences sont donc omniprésents dans le monde qui nous entoure, au point
que cela en devienne problématique. En effet, même si le spectre des hyperfréquences s’étale de
1 GHz à 300 GHz, certaines fréquences sont plus adaptées pour certaines applications, et il est gé-
néralement plus simple technologiquement de travailler à basse fréquence, si bien que beaucoup
d’applications utilisent encore des fréquences inférieures à 6 GHz [15-17]. Ainsi, la bande de fré-
quence de 1 à 6 GHz, appelée « Sub-6 », est particulièrement prisée en grande partie en raison des
caractéristiques de propagation des signaux à ces fréquences. En effet, dans cette bande de fré-
quence, les ondes peuvent toujours se propager à travers certaines surfaces, notamment les murs,
ce qui peut être indispensable pour certaines applications. De plus, les signaux de cette bande de
fréquence ne subissent pas d’atténuation importante par temps de pluie, contrairement à des si-
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2 Introduction générale

gnaux de fréquence plus élevée [18].
En outre, utiliser la même fréquence pour différentes applications peut générer des problèmes
d’interférences [19]. Il faut donc répartir les différentes gammes de fréquences entre les diffé-
rents domaines d’utilisation et mettre en place des normes pour que les communications puissent
s’établir sans se perturber mutuellement. Pour l’ensemble de ces raisons, le domaine des hyperfré-
quences fait actuellement face à un encombrement important des bandes de fréquence inférieures
à 6 GHz [20] et un de ses défis majeurs sera de trouver des solutions à cette saturation. Une des
solutions étudiées est l’utilisation de gammes de fréquences plus élevées [21-23]. Cependant, cela
demande de relever certains défis technologiques liés notamment à la génération de références
hyperfréquences. Effectivement, la méthode de génération de signaux hyperfréquences la plus ré-
pandue actuellement est la boucle à verrouillage de phase (ou Phase locked-loop) (PLL) [24]. Elle
réalise une multiplication d’une fréquence de référence basse par un certain facteur N. Mais il y
a un inconvénient lié à cette méthode de synthèse : dans la plupart des applications, il est primor-
dial de conserver autant que possible la qualité du signal hyperfréquence, c’est-à-dire sa pureté
spectrale. Une des grandeurs physiques qui permet d’évaluer cette pureté spectrale est le bruit de
phase [25]. Or dans le cas d’une multiplication idéale d’une fréquence par un facteur N, son bruit
de phase théorique augmente proportionnellement à N2, soit de 20 · logN en dB [26, 27]. À cette
inévitable augmentation du bruit de phase vient s’ajouter le bruit des différents éléments du sys-
tème de synthèse de fréquence. Synthétiser une fréquence élevée en multipliant une référence de
fréquence basse par un facteur important impacte donc négativement la pureté du signal généré de
façon inéluctable. Les oscillateurs générant la fréquence basse de référence sont généralement des
oscillateurs à quartz, les plus répandus étant ceux de type Oven Controlled X-tal(Crystal) Oscilla-
tor (OCXO) qui fournissent des signaux de fréquences de l’ordre de la dizaine à quelques centaines
de mégahertz [28-34].

Une autre technologie d’oscillateurs, appelée Surface Acoustic Wave (SAW) tend à se démo-
cratiser. Ils génèrent des signaux de fréquences compris entre quelques centaines de mégahertz
à plusieurs gigahertz à haute pureté spectrale [35-37]. Enfin, d’autres méthodes de génération à
haute pureté spectrale sont également utilisées comme les Bulk Acoustic Wave (BAW) [38-40] ou
les oscillateurs à saphir [41-43].

Quoi qu’il en soit, concernant les oscillateurs les plus communs, c’est-à-dire les OCXO, des
facteurs multiplicatifs de l’ordre de plusieurs centaines doivent être mis en œuvre pour atteindre
des fréquences dépassant les 6 GHz, ce qui impacte négativement le bruit de phase.

Pour cette raison, cette thèse vise à étudier les perspectives et approfondir les recherches sur
la méthode de synthèse de fréquence basée non plus sur la multiplication d’une référence basse
mais sur la division d’une référence haute. Elle est intégrée dans le cadre du projet Division de
Fréquence d’Oscillateurs Opto-éLectroniques (DIFOOL) débuté en mars 2016, qui portait sur la
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synthèse de fréquence par division de oscillateur opto-électronique couplé (ou Coupled OptoElec-
tronic Oscillator) (COEO). Le projet DIFOOL s’est cependant terminé prématurément au début
de l’année 2018, soit un an et demi après le début de la thèse, suite à la liquidation judiciaire de
l’une des entreprises partenaires, ce qui a fortement impacté la thèse : le projet devait financer les
runs technologiques des circuits conçus. Un deuxième projet, Oscillateurs opto-éLectroniques dI-
Visés Électroniquement (OLIVE), devait prendre la suite du projet DIFOOL mais n’a finalement
démarré qu’en début d’année 2020, la plupart des runs présentés dans la thèse se sont donc faits
sur les finances de mon équipe de recherche, limitant de fait les surfaces envisageables pour les
différents circuits conçus.

Les partenaires du projet DIFOOL étaient le Laboratoire Aimé Cotton, Thalès Alenia Space,
Thales Research and Technology, OSAT et enfin le LAAS où j’ai réalisé ma thèse. Une partie du
projet était orientée sur l’étude des COEO, qui sont des oscillateurs haute fréquence à haute pureté
spectrale, et une autre partie concerne la division faible bruit de ces oscillateurs, sur laquelle porte
cette thèse.

Deux COEO générant des signaux à 30 GHz [44] et à 10 GHz, conformément au cahier des
charges du projet DIFOOL, sont utilisés comme références pour les diviseurs présentés dans ce
manuscrit. Ainsi, contrairement à une PLL où un facteur de l’ordre de la centaine est nécessaire
pour arriver aux 6 GHz au-delà desquels l’encombrement en fréquence nous amène à travailler,
une simple division par 5 du COEO à 30 GHz permet déjà d’atteindre les 6 GHz.

À partir de la référence de fréquence à 30 GHz, l’objectif du projet était alors d’être capable de
générer plusieurs fréquences inférieures à 30 GHz et éventuellement aussi basse que 1 GHz pour
comparer les performances du signal synthétisé avec celles d’un signal généré par un oscillateur
de référence standard à cette fréquence. Cela signifie qu’à fréquence équivalente, le bruit de phase
du COEO transposé à 1 GHz doit être meilleur que ceux de ces oscillateurs à 1 GHz. Nous avons
notamment étudié la division fixe par trois à 30 GHz, puisque nous travaillons également avec un
COEO à 10 GHz, cela nous permettait ensuite de mutualiser les méthodes de synthèse en dessous
de 10 GHz.

Ces signaux synthétisés à partir de la référence à 30 GHz doivent en conserver autant que pos-
sible la pureté spectrale. Pour cela, nous travaillons sur la conception de diviseurs à très faible
bruit de phase résiduel tout en offrant la possibilité de réaliser des rapports de division fraction-
naires et mêmes programmables. En effet, des applications telles que la 5G en France utiliseront
massivement à terme des fréquences proches de 26 GHz, donc du même ordre de grandeur que
le COEO à 30 GHz utilisé ici, et d’autres proches de 3,5 GHz [45]. Par conséquent, un diviseur à
haute pureté spectrale, programmable et fractionnaire permettrait d’avoir accès à l’ensemble des
fréquences nécessaires en utilisant la fréquence la plus élevée en tant que référence. Un des ob-
jectifs de cette thèse est donc d’étudier les performances de différentes méthodes de division de
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fréquence et de proposer des solutions performantes et innovantes basées sur de la division plutôt
que de la multiplication.

Ce document s’articule autour de trois chapitres : dans le premier, les principales méthodes de
synthèses hyperfréquences existantes et les caractéristiques intrinsèques de chacune sont présen-
tées, puis un état de l’art est réalisé. Un des deux sujets majeurs abordé au cours de ce chapitre
est celui de la PLL, méthode de synthèse à laquelle nous souhaitons proposer une alternative. Le
deuxième sujet majeur traité dans ce chapitre est la synthèse par division de COEO, comprenant
une présentation de différentes méthodes de division.

Dans un deuxième chapitre, nous présentons les différents diviseurs de fréquences entiers que
nous avons conçus et leurs résultats de simulations et de mesures. Ils sont présentés dans deux caté-
gories distinctes : les diviseurs numériques et les diviseurs analogiques. Ce sont pour commencer
des diviseurs relativement simples, qui serviront de base pour des diviseurs plus complexes que
nous présenterons par la suite. Ils permettent d’estimer les meilleures performances que l’on peut
espérer obtenir avec des diviseurs car leur simplicité bénéficie généralement au bruit de phase.
Les différents choix de conception et de dimensionnement de ces diviseurs sont expliqués dans ce
chapitre et les résultats de simulations et de mesures y sont discutés.

Enfin, dans un troisième et dernier chapitre, le développement et la conception d’une topologie
innovante de diviseur régénératif fractionnaire sont présentés. Basée sur le principe du diviseur ré-
génératif de Miller, nous avons mis au point une topologie utilisant des diviseurs numériques fixes
dans un premier temps pour évaluer les performances, notamment en bruit de phase, de ce type
de diviseur. Ayant obtenu des résultats convaincants, une version avec un diviseur programmable
a par la suite été implémentée. Il s’agit, à notre connaissance, du premier diviseur régénératif frac-
tionnaire programmable réalisé ainsi. La conception et les résultats de mesures de ces différents
circuits sont présentés au cours de ce chapitre.
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Chapitre 1

Méthodes de synthèse de références
hyperfréquences

Introduction

Nous présentons dans cette première partie un état des lieux des principales méthodes de syn-
thèses de signaux de références hyperfréquences, puis un état de l’art est établi.

Dans une première partie, nous discutons de la synthèse par multiplication de fréquence qui,
dans le domaine des hyperfréquences, est le plus souvent réalisée avec une PLL. Nous présentons
son principe de fonctionnement ainsi que les éléments qui la constituent. Nous pointons en par-
ticulier les inconvénients que l’on souhaite contourner en changeant d’approche avec la synthèse
par division de fréquence.

Dans une seconde partie, nous discutons de cette synthèse par division, et nous détaillons plus
particulièrement la méthode de synthèse que nous proposons : la division de fréquence de COEO.
Différentes topologies de diviseurs faisant partie de trois grandes familles sont présentées. Ces
familles sont : les diviseurs numériques, les diviseurs de fréquence à verrouillage par injection (ou
Injection-Locked Frequency Dividers) (ILFD) et les diviseurs régénératifs. Nous déterminons dans
ce chapitre les avantages et inconvénients de chacune de ces familles au regard de nos objectifs
avec, par conséquent, comme contrainte principale, le bruit de phase. D’autres caractéristiques
vis-à-vis des objectifs du projet sont également à considérer, notamment la programmabilité et la
possibilité de mettre en œuvre des rapports fractionnaires.
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1.I La synthèse par multiplication de fréquence

1.I.1 Principe

Comme son nom l’indique, la synthèse par multiplication de fréquence consiste à générer, à
partir d’une référence de fréquence basse, un multiple de cette fréquence. La méthode la plus
répandue pour la multiplication de fréquence est la PLL. La fréquence de référence utilisée dans
les PLL est généralement issue d’un oscillateur à haute pureté spectrale, les plus répandus étant les
oscillateurs à quartz qui génèrent des fréquences de l’ordre de la dizaine à quelques centaines de
mégahertz [1-7].

La PLL, utilisée comme un synthétiseur de fréquence dont le schéma de principe est donné sur
la figure 1.1, est constituée d’un détecteur phase/fréquence (ou Phase/Frequency Detector) (PFD),
d’un filtre de boucle, d’un oscillateur contrôlé en tension (ou Voltage Controlled Oscillator) (VCO)
et d’un diviseur de fréquence [8].

FIGURE 1.1 – Schéma de principe de la PLL

La PLL est un système qui asservit la fréquence de sortie à celle d’entrée, ainsi, le principe
qui régit le fonctionnement d’une PLL est de comparer les phases, et éventuellement la fréquence,
du signal d’entrée et du signal de sortie dont la fréquence a été divisée par le diviseur de contre-
réaction. Tant que ces deux signaux ne sont pas en phase, le PFD va, au moyen d’une pompe
de charge et d’un filtre de boucle, faire varier la tension de commande du VCO pour modifier la
fréquence de sortie de telle sorte que, une fois divisée par le diviseur de contre-réaction, elle tende
vers la fréquence d’entrée. On parle d’asservissement de phase. La PLL tend alors naturellement
vers un état d’équilibre où les deux signaux en entrée du PFD sont en phase, la PLL est alors
verrouillée [8, 9].

Pour décrire plus en détail le fonctionnement de la PLL, le comparateur, au moyen d’une pompe
de charge [10], injecte ou draine des charges en fonction du déphasage entre les deux signaux à
ses entrées. Le filtre de boucle permet de déterminer les caractéristiques de l’asservissement de
phase : amortissement, bande passante... Il atténue également les produits d’intermodulation indé-
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sirables issus du PFD. Ces produits d’intermodulation sont des composantes fréquentielles para-
sites apparaissant lors de phénomènes non-linéaires. Le VCO génère un signal dont la fréquence
est proportionnelle à la tension continue à l’entrée du VCO et qui, lorsque la PLL est verrouillée,
est le signal de sortie dont la fréquence sera le multiple souhaité de la fréquence d’entrée. Enfin,
le diviseur de fréquence génère une fréquence de sortie inférieure à sa fréquence d’entrée [11], il
peut être entier ou fractionnaire. C’est lui qui fixe le rapport de multiplication de la PLL, puisqu’en
divisant la fréquence du signal de sortie par un certain rapport de façon à ce qu’elle soit la même
que la fréquence d’entrée, le rapport du diviseur de la chaîne de contre-réaction est égal au facteur
de multiplication de la PLL.

Soit fref la fréquence de référence générée par l’oscillateur de référence et N la valeur du
diviseur de la boucle de contre-réaction, la fréquence fout du signal synthétisé par la PLL est :

fout = N× fref (1.1)

La PLL permet donc de multiplier une fréquence de référence par le facteur du diviseur. Il est
possible de réaliser une multiplication soit entière soit fractionnaire, en fonction du type de diviseur
utilisé dans la boucle de contre-réaction.

Un des défauts de la PLL est de présenter une bande passante limitée. Elle présente plusieurs
plages de fonctionnement. Tout d’abord la plage de capture, qui comprend les fréquences pour
lesquelles la PLL passe d’un état non-verrouillé à verrouillé. Ensuite la plage de maintien, qui cor-
respond aux fréquences pour lesquelles une PLL déjà verrouillée reste verrouillée. Par définition,
la plage de maintien englobe la plage de capture. Lorsqu’une PLL sort de sa plage de maintien,
un phénomène de décrochage est observé, c’est-à-dire qu’elle se déverrouille, et le VCO retrouve
sa fréquence libre. Deux causes peuvent être à l’origine de ce décrochage : soit une saturation du
VCO, soit une saturation du PFD. Concernant le VCO, la plage de maintien correspond à la plage
de fonctionnement du VCO, donc la plage où il peut fournir une fréquence proportionnelle à sa
tension d’entrée. Pour ce qui est du PFD, si les deux fréquences en entrée deviennent trop diffé-
rentes l’une de l’autre, il ne peut pas drainer ou fournir suffisamment de charges pour que le VCO
corrige cette différence, la PLL décroche alors.

Maintenant que le principe de fonctionnement de la PLL a été présenté, nous allons introduire
une notion importante pour la suite : le bruit de phase dans la PLL.

1.I.2 Bruit de phase dans la PLL

Comme évoqué dans l’introduction générale, le bruit de phase est une des grandeurs physiques
permettant d’évaluer la pureté spectrale d’un signal. Nous l’exprimons en dBc/Hz puisqu’il ex-
prime un rapport de puissance entre la puissance du signal à la porteuse (« carrier » en anglais d’où
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FIGURE 1.2 – Illustration des grandeurs impliquées dans le calcul du bruit de phase

le dBc) et la puissance du signal dans une bande de 1 Hz relativement à la porteuse, comme illustré
sur la figure 1.2. Pour préciser cette distance à la porteuse, nous utilisons la notation suivante pour
exprimer un bruit de phase : XdBc/Hz@Y Hz avec X la valeur de bruit de phase et Y la distance à
la porteuse.

On voit également sur la figure 1.2 qu’il y a deux bandes latérales symétriques de part et d’autre
de la porteuse. Le bruit de phase peut être exprimé en fonction d’une seule (Single-SideBand
(SSB)) ou des deux bandes latérales (Double-SideBand (DSB)). La définition IEEE du bruit de
phase est celle du bruit de phase SSB, c’est donc celle-ci que nous utilisons par la suite. Il est
également important de comprendre qu’un bruit de phase est toujours donné en fonction de la
fréquence du signal et de la distance à celle-ci, comme on peut le comprendre en regardant la fi-
gure 1.2 : le bruit de phase proche de la porteuse n’est pas le même que celui loin de la porteuse.
D’un point de vue temporel, cette dégradation de bruit de phase se traduit en partie par une fluc-
tuation plus importante des fronts par rapport à un front idéal. C’est ce que l’on appelle la gigue
ou encore le « jitter » en anglais. Ainsi, même si sur le long terme, la période moyenne reste la
même, d’une période à l’autre, le moment où un front a lieu peut varier de manière importante
si la gigue est prononcée. Cela impacte grandement la qualité du signal, car pour servir de réfé-
rence de fréquence, il est important d’avoir une période quasi-identique d’une période à l’autre, et
donc d’avoir une gigue la plus faible possible. De plus, la représentation temporelle d’une même
gigue pour deux signaux de fréquences différentes, présentée sur la figure 1.3, nous permet de
comprendre pourquoi il est important d’exprimer un bruit de phase en donnant la fréquence du
signal étudié. En effet, pour la même gigue, le signal de fréquence la plus élevée sera d’autant plus
impacté, car la gigue est plus importante par rapport à une période du signal. Avec une période
plus grande, la gigue dégrade moins la qualité générale du signal.
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Maintenant que la notion de bruit de phase a été présentée, nous détaillons plus spécifiquement
le bruit de phase de la PLL. Lorsque la fréquence d’un signal est multipliée par un facteur N, le
bruit de phase est rehaussé de 20× logN. Cette augmentation est inéluctable car nous venons de
voir que le calcul du bruit de phase d’un signal est directement lié à la fréquence de ce signal [12].
Il faut ensuite prendre en compte le bruit résiduel des différents éléments de la PLL qui se cumulent
et participent à des degrés divers au bruit de phase global [8], comme présenté sur la figure 1.4.
C’est sur ce bruit de phase résiduel que des optimisations pourront être apportées, dans une certaine
mesure. Ainsi, au plus proche de la porteuse, c’est le bruit de la référence multipliée (donc le bruit
de la référence auquel s’ajoute les 20× logN ) qui est prédominant. Très loin de la porteuse, le bruit
de la PLL rejoint le plancher de bruit. Entre les deux, les différents éléments de la PLL contribuent
plus ou moins au bruit total en fonction de la distance à la porteuse et du design du circuit. Les
éléments de la PLL participant majoritairement au bruit de phase sont généralement le PFD et le
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VCO [9].

Nous allons à présent établir un état de l’art de la PLL afin de comparer les performances de
ces dernières.

1.I.3 État de l’art de la PLL

Un état de l’art au sujet des PLL est pertinent puisqu’un des objectifs de la thèse est d’offrir
une alternative à celles-ci, et nos résultats sont en partie voués à être comparés à ceux des PLL.
La caractéristique la plus étudiée est le bruit de phase puisque l’objectif principal est d’offrir, pour
les fréquences très élevées, une alternative plus performante sur cet aspect que les PLL. Nous
utiliserons comme facteur de mérite (ou Figure of Merit) (FoM) celui issu de la définition suivante,
souvent utilisé dans les publications sur les synthétiseurs de fréquence :

FoM =

∣∣∣∣L(∆ fBdP)−20 · log
(

fref

(∆ fBdP)

)
+10 · log

(
PDC

1mW

)∣∣∣∣ (1.2)

où L(∆ fBdP) représente le bruit de phase mesuré à ∆ fBdP, fréquence relative à la porteuse (géné-
ralement à 1 MHz pour les PLL). fref représente la fréquence centrale de la plage de fréquences
synthétisée par la PLL et PDC la puissance dissipée par le circuit. Nous prenons la valeur absolue de
la valeur obtenue pour simplifier l’explication, ainsi un FoM plus élevé traduit de meilleures per-
formances. Nous utilisons ce FoM pour la plupart des synthétiseurs de fréquence par la suite car en
contrepartie de sa simplicité, il est utilisable pour n’importe quel synthétiseur de fréquence dont on
connaît la fréquence synthétisée, la consommation et le bruit de phase. Les performances des PLL
peuvent ainsi être comparées avec celles des diviseurs. De plus, le fait de diviser fref par ∆ fBdP per-
met de comparer plusieurs FoM entre eux, même si le bruit de phase n’est pas mesuré à la même
distance de la porteuse (à condition toutefois que le bruit de phase ait une pente de −20 dB/dec).
Bien entendu, de par sa simplicité, ce FoM occulte bon nombre d’autres paramètres pertinents de
synthétiseurs de fréquences, mais il donne une bonne indication de leurs performances en bruit de
phase en fonction de leur consommation, qui sont les deux principaux critères sur lesquels reposent
les conceptions de nos diviseurs de fréquences. Les caractéristiques de PLL à facteurs entiers sont
présentées dans le tableau 1.1 et celles de PLL à facteurs fractionnaires sont présentées dans les
tableaux 1.2 et 1.3. Elles sont toutes relativement récentes, datant de 2013 à 2020, et sont assez
représentatives de la diversité existante parmi les PLL, avec des finesses de gravure différentes, des
caractéristiques fréquentielles variées et des topologies diverses.

Les points communs que l’on peut cependant noter sont que l’ensemble des PLL présentées ici
synthétisent des signaux hyperfréquences, qu’elles sont réalisées en technologie CMOS (sauf une)
et qu’elles sont, pour la plupart, présentées comme « faible bruit » dans les articles correspondants.
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TABLE 1.1 – État de l’art de PLL entières

Références [13] [14] [15] [16] [17] [18]
Technologie (nm) 28 65 65 65 65 180

Bande-passante (%) 5,3 5,9 8 17,2 21,7 14
Fréquence centrale (GHz) 54,65 20,025 2 27,9 2,3 10,33

Bruit de phase@1 MHz (dBc/Hz) −96 −102 −136 −105 −125,2 −113,5
Référence de fréquence (MHz) 2280 45 500 N/A 50 50

Référence « Spur » (dBc) −61 <−40 N/A N/A −67 N/A
Puissance dissipée (mW) 10 23,6 126 33,6 3,7 39

Surface puce (mm²) 0,19 3,04 1,48 0,56 0,36 0,55
FoM (dBc/Hz) 180 174,35 181 178,65 186,5 176,5

TABLE 1.2 – État de l’art de la PLL fractionnaires

Références [19] [20] [21] [22]
Technologie (nm) 65 28 40 65

Bande-passante (%) 17 28 64,5 26,6
Fréquence centrale (GHz) 3,5 6,4 2,5 3

Bruit de phase@1 MHz (dBc/Hz) −109 −118 −110 −115
Référence de fréquence (MHz) 78 104 50 40

Référence « Spur » (dBc) −69 −70 N/A N/A
« Spur » fractionnaire (dBc) <−65 <−54 N/A N/A

Puissance dissipée (mW) 6,9 18,9 10,7 13,3
Surface puce (mm²) 0,24 0,5 0,5 0,21

FoM (dBc/Hz) 171,5 181 168 173,3

TABLE 1.3 – État de l’art de la PLL fractionnaires (suite)

Références [23] [24] [25] [26]
Technologie (nm) 65 65 SiGe bip. 65

Bande-passante (%) 20,6 13 30 93
Fréquence centrale (GHz) 29 4,64 80 3,75

Bruit de phase@1MHz (dBc/Hz) −112,6 −120 −94 −96
Référence de fréquence (MHz) 78 40 1000 50

Référence « Spur » (dBc) N/A −70,8 N/A N/A
« Spur » fractionnaire (dBc) N/A −59,2 N/A N/A

Puissance dissipée (mW) 26,9 6,2 1557 4
Surface puce (mm²) 0,28 0,2 1 0,084

FoM (dBc/Hz) 187 188,3 160 162,5

Une première chose plutôt générale à noter est que le bruit de phase de la PLL est mesuré
loin de la porteuse, ici 1 MHz, puisque proche de la porteuse, c’est le bruit de la référence qui
prévaut et qui n’apporte donc pas d’information sur la PLL elle-même. En effet, dans la littérature,
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le bruit de phase des PLL est généralement donné à cette distance de la porteuse. C’est pour cela
que dans le FoM utilisé, la fréquence centrale du synthétiseur est divisée par la fréquence relative
à la porteuse à laquelle le bruit de phase est mesuré. Cela permet de mettre en exergue les syn-
thétiseurs ayant un bon bruit de phase proche de la porteuse. Comme évoqué dans l’introduction
générale, il apparaît que la plupart des références de fréquences utilisées dans ces PLL génèrent
des signaux de quelques dizaines à quelques centaines de mégahertz. Ensuite, nous voyons qu’il
est aujourd’hui possible de générer des fréquences élevées avec les technologies les plus fines tout
en conservant un niveau correct de bruit de phase pour une PLL [13]. Il semble également res-
sortir de ce tableau que générer des fréquences plus élevées a un impact négatif sur le bruit de
phase. En effet, si l’on essaye de relever une tendance, il semble que pour une finesse de gravure
identique, plus la fréquence centrale d’une PLL est élevée, plus son FoM est détérioré. Or, une
fréquence centrale élevée devrait en théorie correspondre à un FoM moins élevé (donc meilleur),
cela veut donc dire que cette augmentation de la fréquence centrale entraîne une dégradation im-
portante d’une autre caractéristique de la PLL, comme le bruit de phase ou la consommation. De
plus, on constate d’après ces tableaux que la synthèse fractionnaire dégrade davantage le bruit de
phase que la synthèse entière, ce qui s’explique en partie par une complexité accrue des diviseurs
fractionnaires, ce qui implique un plus grand nombre de composants utilisés donc plus de contri-
buteurs en bruit. Enfin, pour tenter de généraliser sur l’aspect qui nous intéresse le plus, on peut
avancer qu’en ramenant les bruits de phase des différentes PLL entières à une fréquence de 10 GHz
(avec la formule 20× logN), ils sont compris entre 105 dBc/Hz@1 MHz et 122 dBc/Hz@1 MHz.
Pour les PLL fractionnaires, en transposant mathématiquement leur bruit de phase à une fréquence
de 10 GHz, ils vont de 87,5 dBc/Hz@1 MHz à 121 dBc/Hz@1 MHz. Pour le reste, nous estimons
qu’il est complexe d’extraire des tendances précises sur une caractéristique précise de ces PLL
puisque toutes les caractéristiques sont généralement interdépendantes et que c’est principalement
l’application pour une PLL donnée qui détermine laquelle des caractéristiques sera favorisée.

Maintenant que les PLL ont été décrites en détail, nous allons présenter la méthode de synthèse
alternative au centre de nos recherches, à savoir la synthèse par division de fréquence.

1.II La synthèse par division de fréquence

1.II.1 Principe

Comme présenté lors de l’introduction générale, la multiplication d’une fréquence par une PLL
entraîne une augmentation du bruit de phase théorique du signal synthétisé, par rapport à celui de
la référence, de 20× logN, N étant le facteur de multiplication. Comme détaillé dans le § 1.I.2, à
cette augmentation de bruit de phase inévitable s’ajoute le bruit de phase résiduel des éléments de la
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PLL [27]. À l’inverse, diviser une référence de fréquence par un facteur N diminue théoriquement
le bruit de phase du signal synthétisé de 20× logN par rapport à celui de la référence. Nos travaux
portent sur la division de fréquence qui, à l’inverse de la PLL, utilise une référence de fréquence
élevée. Cette référence à haute fréquence et à haute pureté spectrale est divisée par des diviseurs
à faible bruit de phase résiduel pour tenter d’en conserver la pureté spectrale. Du fait de leur
complexité, les références à haute fréquence et haute pureté spectrale restent encore peu répandues
comparées aux références basses fréquences.

Dans notre cas, la référence utilisée est un COEO. Différents diviseurs de fréquences sont réa-
lisés pour opérer une division directe du signal généré par cette référence. L’objectif principal est
d’obtenir un bruit de phase résiduel aussi faible que possible pour ces diviseurs, puisque c’est sur
cet aspect que l’on souhaite avoir un avantage important comparé à une PLL. Ensuite, la possibilité
d’obtenir des rapports fractionnaires et/ou programmables a également été au centre de nos préoc-
cupations. Enfin, les derniers aspects auxquels nous avons porté une attention particulière, une fois
les spécifications précédentes satisfaites, sont la consommation de puissance et l’encombrement
du circuit.

1.II.2 Oscillateurs opto-électroniques couplés

Présenté pour la première fois en 2000 [28], le COEO est un système oscillant permettant la
génération de signaux de fréquences de la dizaine à quelques dizaines de gigahertz à haute pureté
spectrale. Son principe repose sur le couplage d’une oscillation opto-électronique et d’une oscilla-
tion optique. Il est important de ne pas confondre le COEO avec l’oscillateur opto-électronique (ou
OptoElectronic Oscillator) (OEO) [29-31]. En effet, bien qu’ils présentent des similarités puisque
pour l’OEO, la lumière d’un laser est utilisée dans une boucle à contre-réaction opto-électronique
pour générer une oscillation hyperfréquence comme présenté sur la figure 1.5, le COEO réinjecte
l’oscillation opto-électronique dans une boucle optique qui génère elle-même un signal optique
comme illustré sur la figure 1.6.

Ainsi, contrairement à l’OEO où le signal optique est issu d’un laser totalement décorrélé de
l’onde hyperfréquence, le COEO génère lui-même un signal optique pulsé, avec une fréquence de
répétition des impulsions égale à la fréquence de la boucle micro-onde. La génération optique est
obtenue grâce à un amplificateur optique. Cet amplificateur peut être un Semiconductor Optical
Amplifier (SOA) ou un Erbium-Doped Fiber Amplifier (EDFA).

Cette partie optique du montage est un type de source laser particulière appelée laser à blocage
de modes (cadre « CHEMIN OPTIQUE » sur la figure 1.6). Comme l’illustre la figure 1.7, ce laser
génère différents modes correspondant à l’ensemble des modes autorisés par la boucle. Ces modes
sont espacés d’un Intervalle Spectral Libre (ISL) constant, qui est lié à la longueur de la cavité.
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FIGURE 1.6 – Schéma de principe d’un COEO

Ensuite, la partie opto-électronique (cadres « CHEMIN OPTIQUE » et « CHEMIN ELEC. »
combinés de la figure 1.6) possède elle-même son propre ISL. Il existe alors plusieurs fréquences
pour lesquelles l’oscillation optique et l’oscillation opto-électronique sont accordées. Une de ces
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FIGURE 1.7 – Principe de fonctionnement d’un COEO

fréquences est sélectionnée à l’aide du filtre de la partie électronique. Ce filtrage, à travers la
contre-réaction, fixe l’harmonique choisi sur lequel le laser oscille et par conséquent la fréquence
du signal électrique en sortie du COEO. Il génère alors un signal micro-onde de fréquence fixe à
haute pureté spectrale en sortie de la partie électronique. C’est ce signal qui sert de référence pour
les différents diviseurs que nous allons maintenant présenter. Ces COEO sont le fruit du travail
d’autres chercheurs au LAAS et je n’ai pas travaillé sur les COEO eux-mêmes, mais je m’en suis
servi comme référence de fréquence pour les diviseurs que j’ai conçus.

1.II.3 Diviseurs de fréquence numériques

1.II.3.a Principe

Un diviseur numérique a pour principe de réaliser un comptage logique des fronts actifs d’un
signal d’horloge, et de générer un front en sortie pour N fronts actifs d’horloge.

Une des briques élémentaires permettant la mise en œuvre de diviseurs numériques est la bas-
cule D. Elle recopie le niveau logique de l’entrée D sur la sortie Q lors d’un front actif d’horloge
(montant, descendant ou les deux selon la bascule). Elle est constituée de deux verrous D comme
présenté sur la figure 1.8.
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FIGURE 1.8 – Deux verrous D constituant une bascule D

Un verrou recopie l’entrée D sur sa sortie Q pendant le niveau actif de l’horloge (haut ou bas)
et mémorise l’état de la sortie sur l’autre niveau. C’est en mettant en série deux verrous réagissant
sur des niveaux complémentaires de l’horloge que l’on crée la bascule. Par exemple, sur le niveau
bas de l’horloge, le premier verrou laisse passer le signal en position intermédiaire pendant que
l’autre verrou mémorise la sortie précédente, puis sur le niveau haut qui suit, le premier verrou
fige la valeur intermédiaire qui est recopiée en sortie par le deuxième verrou. Tout se passe alors
comme si l’ensemble réagissait sur un front montant (en fait en deux temps) en créant une bascule
équivalente. Le chronogramme présenté sur la figure 1.9 illustre le fonctionnement de la bascule,
avec le détail de chaque verrou.

clk
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Q1/D2

Q2

clk

Temps

Amplitude

FIGURE 1.9 – Chronogramme d’une bascule D avec le détail de chaque verrou

Il existe ensuite de nombreuses technologies pour concevoir le verrou D en fonction de l’appli-
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FIGURE 1.10 – Topologie verrou D en CML

cation visée. Certaines utilisent des transistors bipolaires et d’autres des transistors MOS, certaines
sont adaptées aux hautes fréquences d’autres ne le sont pas, etc. Lors de la conception des cir-
cuits, nous avons principalement utilisé la technologie Emitter Coupled Logic (ECL), elle-même
issue d’une logique de conception appelée Current-Mode Logic (CML) basées sur des transistors
bipolaires et plus précisément sur des paires différentielles. Cette logique permet d’atteindre des
fréquences de fonctionnement élevées en utilisant de faibles excursions en tension et en empê-
chant le transistor de travailler dans en régime saturé. Le principal inconvénient de ces logiques
est leur consommation importante, mais cette caractéristique est secondaire dans la conception de
nos circuits. Les paires différentielles permettent d’activer une branche ou l’autre de la paire en
fonction des niveaux logiques de commande. La plupart de nos circuits sont conçus en ECL qui
est semblable à la CML, à la différence près que des montages émetteurs suiveurs sont ajoutés
en sortie des circuits CML pour devenir des circuits ECL. Ces collecteurs communs ont l’avan-
tage de garantir un courant suffisant pour piloter des charges de faibles impédances en sortie et de
maintenir les transistors de la paire différentielle en régime linéaire. Ces techniques de conception
permettent d’atteindre des vitesses de fonctionnement plus élevées comparées à celles du CMOS
grâce à l’utilisation de transistors bipolaires et leur faible excursion de tension en sortie.

Une topologie de verrou D CML est présentée sur la figure 1.10.

Le verrou D permet de recopier sur la sortie Q l’état de l’entrée D tant que le signal d’activation
en est à l’état haut. Ainsi en cascadant deux verrous D et en inversant les signaux d’activation des
deux verrous, on obtient une bascule D comme présenté sur la figure 1.8. Les signaux d’activation
étant inversés sur les deux verrous, la bascule ne change d’état que sur les fronts montants du signal
d’horloge clk. Ainsi, lors d’un front descendant, le premier verrou recopie D1 sur Q1 tandis que
Q2 conserve l’état dans lequel il était précédemment. Ensuite, au front montant suivant, le verrou
1 désolidarise cette valeur de son entrée, en la mémorisant dans cette position intermédiaire, et le
verrou 2 la recopie sur sa sortie. On comprend alors l’intérêt de la bascule D : elle permet une
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FIGURE 1.12 – Chronogramme d’une division numérique par 2

mémorisation d’un état sur un front actif d’horloge. Nous parlerons désormais de front d’horloge
pour les fronts actifs d’horloge afin de simplifier la lecture.

Si l’on a bien saisi le fonctionnement de la bascule D, on comprend alors qu’il est aisé de
réaliser un diviseur par deux en utilisant une bascule D. En effet, comme présenté sur la figure 1.11,
en bouclant la sortie inverseuse de la bascule sur son entrée non inverseuse, nous obtenons un
diviseur par deux. Cela est dû au fait que l’état de la sortie soit inversé à chaque front montant du
signal d’horloge, ce qui équivaut à diviser la fréquence par deux comme le montre la figure 1.12.

Sur ce même principe, on rajoute ensuite des portes logiques pour « sauter » un certain nombre
de fronts de l’horloge afin d’augmenter le rapport de division. Par exemple, une topologie de divi-
seur par 3 numérique est présentée sur la figure 1.13

On obtient pour ce diviseur par 3 le chronogramme présenté en figure 1.14.

Nous utilisons ici comme état initial le cas où les sorties des deux bascules D sont à l’état
bas (deux autres états initiaux sont possibles avec la sortie de l’une ou l’autre des bascules D à
l’état haut). Les deux entrées de la porte NOR sont donc à l’état bas, sa sortie est à l’état haut. Au
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premier front d’horloge, la sortie de la bascule D de droite passe à l’état haut, celle de la bascule
D de gauche reste à l’état bas. La porte NOR a alors une entrée à l’état haut et l’autre à l’état bas,
sa sortie passe à l’état bas. Au second front d’horloge, la sortie de la bascule D de droite passe
donc à l’état bas, celle de la bascule D de gauche passe à l’état haut. La porte NOR a toujours une
entrée à l’état haut et l’autre à l’état bas, sa sortie reste à l’état bas. Au troisième front d’horloge,
les sorties des deux bascules sont à l’état bas. La sortie de la porte NOR est à l’état haut, nous
sommes revenus dans l’état initial au bout de trois fronts d’horloge et un seul front montant a été
généré en sortie, une division par 3 a donc été réalisée. Nous obtenons alors fout =

fin
3 .

C’est le principe de base qui régit la division numérique : on utilise des portes logiques pour
masquer plus ou moins de fronts et régler ainsi le rapport de division.

1.II.3.b Diviseurs synchrones

Les bascules d’un diviseur synchrone partagent toutes la même horloge et changent donc d’état
simultanément sur un même front d’horloge [32].

Comme expliqué précédemment dans le § 1.II.3, le principe est de réaliser un comptage de
fronts du signal d’horloge pour générer un front en sortie tous les N fronts d’horloge, réalisant
ainsi une division par N. Par exemple, le diviseur par 3 présenté précédemment est un diviseur
synchrone 1.13.

Cette simultanéité permet de travailler sereinement en interdisant des états parasites dus aux
temps de propagation entre bascules. En contrepartie, leur complexité s’accroît rapidement avec le
rapport de division qu’ils réalisent : il faut davantage de portes logiques pour réaliser un rapport de
division plus élevé que pour des diviseurs asynchrones. En revanche, ils présentent un avantage du
point de vue du bruit de phase : c’est la bascule D en sortie qui détermine majoritairement le bruit
de phase du signal synthétisé. En effet, [33] explique qu’entre un diviseur par 4 synchrone et un
diviseur par 4 asynchrone, une différence de bruit de phase de 3 dB est attendue car seul le bruit de
phase de la seconde bascule est significatif pour le diviseur synchrone. Cela peut s’expliquer par le
fait que chaque bascule n’évolue qu’à partir d’un même front d’horloge qui sert donc de référence
de phase pour toutes leurs sorties. Et donc chaque bascule « efface » le bruit de la précédente en se
resynchronisant sur cette horloge unique, en particulier la bascule de sortie qui devient la seule à
contribuer au bruit de sortie.. Pour un diviseur synchrone, il faut donc apporter un soin particulier
au bruit de phase de la bascule de sortie car c’est elle qui sera déterminante pour le bruit de phase
du signal synthétisé.
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1.II.3.c Diviseurs asynchrones

Les diviseurs asynchrones sont réalisés sans se soucier de n’utiliser qu’une seule horloge pour
toutes les bascules. La fréquence générée par un premier diviseur peut ainsi servir d’horloge au
diviseur suivant. Un exemple de diviseur asynchrone est présenté sur la figure 1.15. Il s’agit d’un
diviseur par 2n, n étant le nombre de bascules D utilisées en diviseur par 2. Ainsi, en cascadant
trois bascules D réalisant chacune une division par deux, on réalise un diviseur par 23 = 8.

D Q

Q

D Q

Q

D Q

Q
DFF DFF DFF

FIGURE 1.15 – Diviseur par 23 = 8 asynchrone

Ce type de diviseur est assez simple à mettre en œuvre, mais il présente plusieurs inconvé-
nients : tout d’abord, les temps de propagation dans chaque bascule s’accumulent si bien qu’à
fréquence élevée, des problèmes de synchronisation entre l’horloge principale et le signal synthé-
tisé peuvent apparaître. Cela ne pose pas de problème en soi si l’on s’intéresse uniquement au
signal synthétisé. En revanche, si ce signal synthétisé est utilisé pour réaliser une opération avec
un autre signal synthétisé à partir de l’horloge principale, ce déphasage peut impacter le fonction-
nement du circuit. De plus, les bruits de phase de chacune des bascules s’accumulent également
au fur et à mesure, si bien que le signal synthétisé peut présenter un bruit de phase important si de
nombreuses bascules s’enchaînent. Il existe cependant un moyen d’améliorer en partie ce bruit de
phase par une technique de resynchronisation.

1.II.3.c. i Technique de resynchronisation

Le fait d’utiliser des diviseurs asynchrones en cascade entraîne une dégradation progressive du
bruit de phase du signal qui accumule les détériorations de la chaîne de diviseurs.

Sur la figure 1.16, cette technique de resynchronisation est illustrée pour un diviseur en 2n

mais elle est valable pour tout diviseur asynchrone aussi compliqué soit-il. La resynchronisation
consiste à utiliser une bascule D synchronisée avec l’horloge de départ à la suite de la chaîne de
diviseurs. Ainsi, la gigue accumulée au cours de la chaîne de diviseurs est éliminée en recalant
les fronts de signal synthétisé sur ceux, propres, du signal d’horloge de départ. On parle alors de
resynchroniser le signal de sortie sur l’horloge d’entrée, ce qui permet d’obtenir une amélioration
significative du bruit de phase [34, 35].
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FIGURE 1.16 – Illustration de la technique de resynchronisation

Un des soucis principaux de cette technique est lié au problème d’accumulation de temps de
propagation dans les différentes bascules. Il peut entraîner un décalage important entre le front
d’horloge qui a déclenché la division et le front généré en sortie. Ainsi, le signal synthétisé en
sortie sera bien un sous-multiple de la fréquence d’entrée mais à cause des temps de propagation
accumulés, il se peut qu’au moment de la resynchronisation, il y ait eu davantage de périodes
sur le signal d’entrée que sur le signal de sortie. Cela n’est problématique que dans le cas où
l’on utilise un circuit en parallèle du circuit resynchronisé ayant la même horloge. Par exemple,
avec deux diviseurs asynchrones différents en parallèle utilisant la même horloge, un même front
va déclencher le début de la division, mais l’accumulation de temps de propagation ne sera pas
la même dans les deux diviseurs. Une fois resynchronisé (individuellement), il peut exister un
décalage entre les deux signaux synthétisés. Il faut donc être prudent à ce sujet si l’on souhaite
réaliser des opérations fréquentielles utilisant ces signaux. En revanche, cela importe peu pour la
resynchronisation d’un circuit dont la sortie n’est pas comparée à celle d’un circuit en parallèle
puisque c’est uniquement la position relative du front de resynchronisation par rapport au signal
resynchronisé qui va être importante. Un décalage d’une ou plusieurs périodes du signal d’entrée
par rapport au signal resynchronisé n’a pas d’impact sur la resynchronisation. En revanche, sur une
période du signal à resynchroniser, l’instant où a lieu le front de resynchronisation est important.
En effet, si celui-ci advient sur un front montant ou descendant du signal à resynchroniser, une
partie du bruit peut être transmise sur le signal resynchronisé. Il peut donc s’avérer bénéfique
d’ajouter un délai réglable sur le signal de resynchronisation de façon à pouvoir décaler un front
de resynchronisation sur un état établi du signal à resynchroniser.

1.II.3.d Diviseurs entiers fixes

Les diviseurs entiers fixes ne comportent que des portes logiques qui ne présentent aucune pro-
grammabilité, c’est-à-dire que le diviseur n’est capable de réaliser qu’un seul rapport de division.
Ces diviseurs ont donc des topologies simples et épurées en faisant un sacrifice sur la flexibilité.
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Ils permettent donc d’estimer les performances, notamment en bruit de phase, qu’il est possible
d’atteindre avec une technologie donnée, en particulier celle du diviseur par deux qui est le plus
simple d’entre tous.

1.II.3.e Diviseurs entiers programmables

Un diviseur programmable est un diviseur dont le rapport peut être codé par un mot binaire
indiquant le rapport à programmer.

Il existe diverses méthodes pour réaliser un diviseur programmable. Un exemple de diviseur
programmable est le diviseur N/N +1.

1.II.3.e. i Diviseurs NNN///NNN +++111

Comme leur nom l’indique, ils permettent de réaliser une division par deux rapports diffé-
rents consécutifs au choix mais souvent avec N = 2n. Ils sont généralement réalisés en logique
rapide (CML ou ECL) en tant que prédiviseur vers un diviseur plus complexe réalisé en logique
CMOS, plus lent mais plus facilement programmable. Ils sont réalisés à partir de bascules D et
de portes logiques, et leur programmation reste simple (entre N et N + 1 donc sur un seul bit).
Différentes topologies de ce type de diviseurs pour différents rapports peuvent être trouvés dans la
littérature [36].

1.II.3.e. ii Diviseurs programmables à comparateur

Une autre méthode pour réaliser des diviseurs programmables est de comparer la valeur d’un
compteur ou d’un décompteur à une consigne et, d’à la fois générer un front et réinitialiser le
(dé)comptage une fois la consigne atteinte. Il existe ensuite différentes méthodes pour concevoir le
(dé)compteur, réaliser la comparaison et faire la réinitialisation. Nous présentons ici deux méthodes
basées sur des décompteurs, un synchrone et un asynchrone. Le plus performant est utilisé par la
suite dans un diviseur plus complexe.

Tout d’abord, nous utilisons les diviseurs asynchrones basés sur les diviseurs par 2 en cascade
évoqués plus haut. En effet, nous avons établi que ce type de montage réalisait une division par 2n

où n est le nombre de bascules utilisées. Nous avons également expliqué que faire une division de
fréquence numérique équivaut à compter un nombre de fronts et à en générer un en sortie tous les N

fronts d’entrée pour faire une division par N. Or c’est exactement ce que réalise ce circuit, il opère
un décomptage binaire entre 2n−1 et 0. Chacun des signaux en sortie des bascules représentent
un bit de ce comptage binaire. La sortie de la première bascule D correspond au bit de poids
faible, le signal en sortie de la bascule D suivante correspond au bit de poids plus fort et ainsi de
suite. Prenons l’exemple d’un décompteur à 8 présenté dans la figure 1.17. Nous obtenons alors le
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FIGURE 1.17 – Schéma décompteur numérique à 8
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FIGURE 1.18 – Chronogramme décompteur numérique à 8

chronogramme de la figure 1.18. Un décomptage de 7 à 0 est bien opéré sur les sorties Q3, Q2 et
Q1. Afin de rendre ce décompteur programmable, il suffit d’utiliser un comparateur programmable
sur chacun des bits en sortie des bascules D et de remplacer les bascules par des bascules D à reset
(rst) comme présenté sur la figure 1.19. Le comparateur programmable génère un front montant
lorsque la valeur du mot binaire qu’il a en entrée atteint la consigne qui a été implémentée. Les
bascules D rst retournent dans leur état initial dès qu’il y a un front montant sur l’entrée rst. Ainsi,
une valeur à laquelle arrêter le décomptage est implémentée dans le comparateur et lorsque cette
valeur est atteinte, les bascules D sont réinitialisées pour que le décomptage recommence de la
valeur initiale. Par exemple, pour une division par 5, il faut programmer le comparateur à la valeur
2. En effet, il faut cinq coups d’horloge pour décompter de 7 à 2, le comparateur génère donc un
front montant tous les cinq coups d’horloge, ce qui réalise une division par 5, et ce signal sert
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FIGURE 1.19 – Décompteur 3 bits avec comparateur et bascule D à reset

B0 : 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 
B1 : 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 0 
B2 : 1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0
B3 : 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0

FIGURE 1.20 – Mise en évidence du changement d’état quand bits inférieurs à 0

également à réinitialiser les bascules D pour recommencer le décomptage.

Concernant maintenant le diviseur programmable basé sur un décompteur synchrone. Le prin-
cipe est de programmer une valeur de départ pour le décomptage, puis lorsque le décomptage
atteint 0, on charge de nouveau la valeur de départ de décomptage pour chaque bascule. Ce dé-
compteur est conçu sur le principe suivant : lors d’un décomptage, un bit donné change d’état
lorsque tous les bits qui lui sont inférieurs sont à l’état bas comme illustré sur la figure 1.20.

Ainsi, la partie encadrée par des tirets sur la figure 1.21 présente un bit de ce diviseur. Il faut
donc cascader cet étage autant de fois que l’on veut de bits pour le diviseur. Un seul bit du diviseur
est présenté pour simplifier l’explication. Les multiplexeurs recopient A sur Q quand S est à l’état
haut et B sur Q quand S est à l’état bas. Ce circuit permet de réaliser ce que nous avons illustré sur
la figure 1.20. Tout d’abord, le signal load est généré par le NOR du bit de poids fort du diviseur.
Cela signifie qu’il passe à l’état haut quand tous les bits du diviseur sont à l’état bas, donc quand
le décomptage atteint zéro. Partons donc de cet état initial où le signal load est à l’état haut. Le
MUX2 copie alors l’état de Bi sur l’entrée D de la bascule. Tant que le signal S de MUX1 est à
l’état haut, c’est-à-dire que les bits précédents ne sont pas tous à l’état bas, MUX1 recopie la sortie
Q de la bascule et MUX2 aussi car load est à l’état bas. Donc tant que tout les bits précédents ne
sont pas à l’état bas, un bit donné conserve son état. Par conséquent, dès que les bits précédents
sont tous à l’état bas, MUX1 recopie Q en sortie. Un bit change donc d’état lorsque tous les bits
qui le précèdent sont à l’état bas. Lorsque tous les bits du diviseur atteignent l’état bas, la sortie
NOR de la porte OR/NOR du bit de poids fort passe à l’état haut. Ce signal que l’on a appelé load
pilote l’entrée S des MUX2 de chaque bit. Ce passage à l’état haut de load va donc entrainer le
chargement de la valeur de départ de chaque bit et relancer le décomptage au départ.
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FIGURE 1.21 – Bit d’un décompteur

Un dernier type de diviseur programmable appelé multi-modulus sera présenté plus à part au
§ 1.II.3.f. i dans la partie consacrée aux PLL puisque c’est presque exclusivement dans cette appli-
cation que nous avons trouvé ce type de diviseur dans la littérature.

1.II.3.f Diviseurs dans la PLL

Les diviseurs utilisés dans la PLL sont généralement des diviseurs numériques car leur pro-
grammabalité est un atout majeur permettant de modifier facilement le facteur de multiplication
de la PLL. Les diviseurs utilisés dans les PLL sont assez spécifiques et ne sont généralement pas
utilisés en dehors des PLL car ils ont été pensés pour cette configuration spécifique. Nous avons
notamment démontré cela au sujet du Σ∆ dans une publication [37]. Il n’est pas possible d’utiliser
ce type de diviseur hors de la PLL puisque la dynamique « lente » de cette dernière, au regard de
la commutation des rapports de division, est nécessaire pour filtrer le signal généré par le divi-
seur Σ∆ et en extraire sa valeur moyenne (fractionnaire). Cela n’est pas le cas pour les diviseurs
multi-modulus mais quasiment l’intégralité de la littérature discutant de ce type de diviseur le fait
dans le contexte de la PLL, et très peu d’articles traitent du diviseur multi-modulus seul. Cela peut
être dû au fait que la division, en général, est étudiée dans le cadre de la chaîne de contre-réaction
de la PLL et beaucoup moins en tant que méthode de synthèse de fréquence directe, mais c’est
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FIGURE 1.22 – Schéma de principe diviseur multimodulus

particulièrement marquant concernant les diviseurs multi-modulus. Nous avons donc choisi de les
traiter dans la partie au sujet des PLL même si a priori rien ne semble empêcher leur utilisation en
tant que diviseur direct.

Nous présentons les deux types de diviseurs les plus communs dans les PLL, à savoir les di-
viseurs entiers numériques programmables multi-modulus pour la division entière, et les diviseurs
fractionnaires programmables Σ∆ pour la division fractionnaire.

1.II.3.f. i Diviseurs entiers numériques programmables multi-modulus

Pour que la fréquence de sortie soit un multiple entier de la fréquence d’entrée, un diviseur
entier numérique programmable est utilisé dans la boucle de contre-réaction. Ce type de diviseur
permet, au moyen d’une programmation, de choisir le rapport de division qu’il réalise. Une des
méthodes possibles pour les PLL servant pour la synthèse de signaux hyperfréquences sont les
diviseurs multi-modulus [38-42]. Le principe est de mettre en cascade plusieurs diviseurs dual-
modulus, c’est-à-dire qui peuvent alterner entre deux rapports de division. La méthode semblant
la plus fréquente dans la littérature sont des diviseurs dual-modulus 2/3 mis en cascade comme
présenté sur la figure 1.22 [38, 39, 41, 42].

En plus des signaux d’entrée et de sortie fréquentiels, ces diviseurs dual-modulus présentent
une entrée modi, une entrée Pi-1 et une sortie modi-1. Le dernier diviseur de la chaîne génère un
signal modn-1 à l’état haut qui se propage dans l’ensemble de la chaîne, c’est-à-dire que tous les
signaux modi sont à l’état haut dans l’état initial. Un signal modi à l’état haut autorise une division
par 3 une seule fois par cycle de division, à condition que le signal Pi-1 soit à l’état haut également.
Le reste du cycle de division, le diviseur réalise une division par 2. Ainsi, un diviseur dual-modulus
i dont le signal Pi-1 est à l’état haut divise une fois la fréquence du signal à son entrée par 3, puis
le front montant sur le signal f i généré à la fin de la division par 3 fait basculer la sortie modi de la
cellule i+1 de l’état haut vers l’état bas. Ainsi, le diviseur i ne réalise désormais que des divisions
par 2 pour le reste du cycle de division. Le diviseur i+1, si son entrée Pi est à l’état haut, poursuit
sa division par 3, puis, lorsqu’elle est terminée, la sortie modi+1 de la cellule i+2 passe de l’état
haut à l’état bas et ainsi de suite. Si Pi est à l’état bas, le diviseur i+ 1 réalise une division par 2,
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FIGURE 1.23 – Schéma du diviseur multimodulus 3 bits

et la sortie modi+1 du diviseur i+2 passe de la même manière à l’état bas sur son deuxième front
d’entrée. Une fois arrivé au bout d’un cycle de comptage, la boucle recommence, c’est-à-dire que
lorsque tous les signaux modi atteignent l’état bas, ils sont remis dans leur état initial, soit à l’état
haut. Par conséquent, pour chaque cellule dont le bit Pi-1 est à l’état haut, on génère en sortie une
période de plus de sa fréquence d’entrée par cycle de division. Cela peut se traduire par l’équation
suivante :

Tout = 2n ·Tin +2n−1 ·Tin ·Pn−1 +2n−2 ·Tin ·Pn−2 + ...+2 ·Tin ·P1 +Tin ·P0 (1.3)

= (2n +2n−1 ·Pn−1 +2n−2 ·Pn−2 + ...+2 ·P1 +P0)×Tin (1.4)

Dans cette formule (1.4), Tin est une période du signal d’entrée et P0, · · ·, Pn−1 sont, respectivement,
les bits de programmation des cellules de 1 à n. L’ensemble des rapports de division compris entre
2n et 2n+1−1 sont donc réalisables avec cette méthode.

Pour essayer de résumer simplement, les diviseurs dual-modulus vont simultanément réaliser
une division par 3 de leur signal d’entrée si le bit Pi−1 est à l’état haut et le reste du temps ils réa-
lisent une division par 2. Ainsi, si l’on compare avec un diviseur asynchrone composé de diviseurs
par 2 classiques, pour chaque cellule avec Pi−1 à l’état haut, on ajoute une période d’entrée de cha-
cun de ces diviseurs à notre cycle de division total. Cela permet d’avoir accès à tous les rapports
de division entiers compris entre 2n et 2n−1−1.

Prenons par exemple un diviseur multimodulus de trois bits composé de trois diviseurs dual-
modulus 2/3 en cascade comme présenté sur la figure 1.23.

D’après la formule (1.4), si les trois bits (P0, P1, P2) sont à l’état haut, le diviseur doit réaliser
un rapport de division de 24−1 = 15. Cela peut être vérifié sur le chronogramme de la figure 1.24,
qui présente le chronogramme du diviseur pour ces trois bits à l’état haut.

Comparé à un diviseur asynchrone 3 bits composé de diviseurs par 2 qui réaliserait une division
par 23 = 8, on voit ici que le premier diviseur rajoute 20 = 1 période, le second diviseur rajoute
21 = 2 périodes et le dernier diviseur en rajoute 22 = 4, on ajoute donc au total 7 périodes aux
8 périodes initiales du diviseur asynchrone. Une division par 15 est bien obtenue. De plus, les
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FIGURE 1.24 – Chronogramme d’un diviseur multi-modulus 3 bits basé sur des diviseurs dual-
modulus 2/3

divisions par 3 uniques des trois diviseurs sont bien visibles.

1.II.3.f. ii Diviseurs fractionnaires Σ∆

Pour réaliser une division fractionnaire par 4,5 il est possible de simplement réaliser une al-
ternance entre les rapports de division 4 et 5, ou même 3 et 6. Cependant, cette méthode très
simple a pour principal inconvénient de générer un signal de fréquence fondamentale parasite avec
tous ses harmoniques, ce qui entraîne une dégradation importante de la pureté spectrale du signal
synthétisé. Pour pallier cela, il convient d’augmenter le nombre de rapports de division parmi les-
quels l’alternance est réalisée et rendre cette alternance la plus aléatoire possible afin d’atténuer les
signaux parasites.

C’est ce que réalise un modulateur Σ∆, à savoir une alternance entre différents rapports, dont le
nombre dépend de l’ordre du modulateur, afin d’obtenir une approximation pseudo-continue d’un
signal [43]. Ainsi, un modulateur Σ∆ d’ordre n alterne parmi 2n rapports de division compris entre
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FIGURE 1.25 – Signal issu d’un modulateur Σ∆ ayant pour consigne 115,620 puis 120,801

(N−2n−1 +1) à (N +2n−1). La valeur moyenne des alternances entre les différents rapports tend
vers une valeur implémentée comme consigne au modulateur et cette valeur est comprise entre N et
N +1. Le fait d’augmenter l’ordre d’un modulateur Σ∆ permet une amélioration notable du bruit,
mais en contrepartie, la complexité du modulateur est plus importante [44]. La figure 1.25 présente
le signal issu d’un modulateur Σ∆ voué à commander l’entrée d’un diviseur entier. Le modulateur
a dans un premier temps 115,620 pour consigne puis 120,801 dans un second temps.

Une alternance entre les rapports autour de la partie entière de la consigne de division est
obtenue et la moyenne de ces rapports tend vers la consigne qui a été implémentée au modulateur.
Un diviseur piloté par un modulateur Σ∆ n’est utilisable qu’en tant que diviseur dans la boucle de
contre-réaction d’une PLL, puisque comme on peut le voir sur la figure 1.25, cela prend un certain
temps pour atteindre la consigne, or la dynamique lente de la PLL contre-balance ce problème et
réalise le moyennage du signal en sortie du diviseur piloté par le modulateur Σ∆ qui ne serait pas
exploitable en tant que tel. C’est une problématique étudiée au cours de cette thèse [37] puisque
la division fractionnaire en est un des sujets d’intérêt majeur. Nous voulions étudier au départ la
possibilité d’utiliser le diviseur Σ∆ comme un diviseur de fréquence direct avant de conclure que
la dynamique lente de la PLL est indispensable au moyennage de la fréquence du signal issu du
diviseur Σ∆ qui n’est donc pas exploitable en tant que tel. En conclusion, le modulateur Σ∆ permet,
dans une PLL, de piloter le diviseur de la boucle de réaction afin de générer une alternance rapide
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FIGURE 1.26 – Illustration de la correction en 20 dBc/Hz sur la pente en −10 dBc/Hz des diviseurs

de rapports de division dont la moyenne tend vers un rapport fractionnaire implémenté en consigne
du modulateur Σ∆. Il permet donc de réaliser de la multiplication fractionnaire une fois inséré dans
la contre-réaction d’une PLL.

1.II.3.g État de l’art diviseurs numériques

Nous avons vu dans cette partie que les diviseurs numériques présentent des particularités et
peuvent être regroupés dans différentes catégories. Il faut également savoir que la plupart des divi-
seurs que l’on trouve dans la littérature sont une combinaison de plusieurs catégories de diviseurs
présentées précédemment. Il nous a également fallu déterminer quelles sont les grandeurs que nous
souhaitions comparer entre ces différents diviseurs. La plupart des diviseurs numériques récents en
technologie SiGe BiCMOS ont pour principal objectif d’atteindre des fréquences élevées en mi-
nimisant au maximum la consommation, ainsi la plupart des publications récentes présentent ces
diviseurs sous cet aspect et n’évoque pas le bruit de phase [45-51]. Nous utilisons le même FoM
que pour les PLL de la partie 1.I.3 afin de pouvoir comparer les résultats des PLL et des diviseurs.
Cela peut sembler contre-intuitif puisque le second terme du FoM «−20 · log

(
fref

∆ fBdP

)
» opère une

correction en 20 dB/dec par rapport à la fréquence relative à laquelle la mesure de bruit de phase est
réalisée. Les bruits de phase des diviseurs présentés étant tous directement relevés à 1 kHz sur les
publications correspondantes, ils bénéficient à terme de la même correction et peuvent être com-
parés entre eux. De plus, comme le présente la figure 1.26, les diviseurs présentent généralement
une pente de bruit de phase de l’ordre de −10 dB/dec, la correction en 20 dB/dec est donc en leur
défaveur puisqu’il ne devrait être corrigés que de 10 dB/dec. Ainsi, la comparaison entre PLL et
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diviseurs en utilisant ce FoM aura tendance à sous-évaluer les diviseurs mais cela nous semble plus
acceptable que d’utiliser deux FoM différents pour la comparaison. À l’exception de [34] qui est
en technologie CMOS et [52] pour lequel la technologie n’est pas précisée, les autres circuits sont
réalisés en technologie SiGe BiCMOS, cela n’est donc pas précisé dans le tableau, seule la finesse
de gravure est indiquée dans ce cas.

TABLE 1.4 – État de l’art de diviseurs numériques

Références [53] [54] [52] [55]
Technologie (nm) 130 130 N/A 130

Rapport de division 2 64 à 127 100/2000 2
fmax (GHz) 90 49 10 10

Bruit de phase @1kHz (dBc/Hz) −98 −124 −155 −150
fout (GHz) 45 0,385 0,1 5

Puissance dissipée (mW) 61,6 92 N/A 380
Surface puce (mm²) 0,325 0,55 N/A N/A

FoM (dBc/Hz) 233 216 <235 258

TABLE 1.5 – État de l’art de diviseurs numériques suite

Références [56] [57] [34] [58]
Technologie (nm) 250 130 CMOS 350 N/A

Rapport de division 2 2 to 127 32/33 8
fmax (GHz) 5,5 100 3 20

Bruit de phase @1kHz (dBc/Hz) −159 −45 −140 −145
fout (GHz) 1,75 50 0,078 2,5

Puissance dissipée (mW) 53 122 27 400
Surface puce (mm²) 1,32 N/A N/A N/A

FoM (dBc/Hz) 266 178 223 246

Un premier élément à relever de ces tableaux est que le bruit de phase des diviseurs est donné à
1 kHz de la porteuse, contrairement à celui des PLL qui est généralement donné autour de 1 MHz.
Cela s’explique par le fait que les diviseurs numériques ont des performances proches de la por-
teuse bien meilleures que celles des PLL et atteignent donc plus rapidement le plancher de bruit
que ces dernières. Ainsi, donner le bruit de phase des diviseurs à 1 MHz de la porteuse appor-
terait assez peu d’information sur la qualité du diviseur puisque le plancher de bruit sera atteint
pour la plupart d’entre eux. En revanche, c’est typiquement aux alentours de 1 kHz que l’influence
du diviseur commence à impacter fortement le bruit de phase du signal synthétisé, il s’agit donc
d’une fréquence relative adaptée pour étudier le bruit de phase des diviseurs. Ensuite, un autre
élément notable est que les FoM de ces diviseurs sont globalement bien meilleurs que ceux des
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PLL, alors que d’après les tableaux récapitulatifs des performances respectives de ces deux types
de synthétiseurs de fréquence présentés lors de l’état de l’art 1.I.3, la consommation des diviseurs
est généralement supérieure à celle des PLL. Cela peut paraître contre-intuitif puisque les PLL
comportent elle-mêmes des diviseurs en leur sein, mais leur contribution en bruit de phase est mi-
noritaire comparée à celles des autres éléments de la PLL. Ainsi, si on utilise le diviseur seul pour
faire de la division directe, il va falloir faire des concessions sur la consommation pour obtenir
de meilleures performances en bruit de phase. Cela signifie d’après notre FoM que l’on peut ob-
tenir des performances en bruit de phase proche de la porteuse bien meilleures avec les diviseurs
numériques qu’avec les PLL.

1.II.4 Diviseurs analogiques

1.II.4.a Principe

Par comparaison avec les diviseurs numériques dont le fonctionnement est basé sur des opéra-
teurs logiques, celui des diviseurs analogiques se base sur des opérations analogiques classiques,
telles que le mélange, le filtrage, la non-linéarité, l’amplification...

Dans un souci de clarté, nous expliquons d’abord ici brièvement les différentes opérations
physiques fréquemment utilisées dans les diviseurs de fréquence analogiques.

Premièrement, le mélange de signaux, aussi appelé multiplication, est une opération non-
linéaire qui réalise le produit des deux signaux à ses entrées. Ainsi, soit deux signaux sinusoï-
daux V1 et V2, de fréquence respective f1 et f2. En mélangeant ces deux signaux, nous obtenons
mathématiquement :

cos(2π · f1 · t)× cos(2π · f2 · t) =
1
2
[cos(2π( f1 + f2) t)+ cos(2π( f1− f2) t)] (1.5)

D’après l’équation (1.5), des composantes f1 + f2 et f1 − f2 sont obtenues en résultat de mé-
lange. Il est alors possible de réaliser un filtrage pour ne conserver que la composante d’intérêt.
Deuxièmement, le filtrage consiste à exclure (coupe-bande) ou à ne conserver (passe-bande) que
les composantes d’une certaine bande de fréquence, ou à ne conserver que les fréquences au-delà
(passe-haut) ou en deçà (passe-bas) d’une certaine fréquence. Les gabarits de ces différents filtres
sont présentés dans la figure 1.27.

Finalement, le passage d’un signal pur dans une non-linéarité permet de le déformer afin d’en
faire apparaître les harmoniques, par exemple, en utilisant des transistors en régime fort signal.
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FIGURE 1.27 – Gabarits monolatéraux des différents filtres fréquentiels

1.II.4.b Diviseurs entiers à verrouillage par injection

Le diviseur de fréquence à verrouillage par injection (ou Injection-Locked Frequency Divider)
est basé sur un phénomène mis en évidence et étudié par Huygens au XVIIe siècle. Utilisant deux
pendules identiques afin d’assurer une redondance dans un souci de précision et de fiabilité pour ses
expérimentations, Huygens s’aperçoit que les deux pendules finissent par osciller exactement en
phase au bout d’un certain temps, et que si l’on perturbe ce synchronisme, il se rétablit au bout d’un
certain temps [59]. Il a nommé ce phénomène la « sympathie des horloges ». Des études récentes
ont permis d’expliquer plus précisément le phénomène et de confirmer l’intuition d’Hyugens : les
horloges se synchronisent au travers de leur support commun par les ondes qui s’y propagent [60].

Le principe de l’ILFD s’inspire de ce phénomène pour réaliser une division fréquentielle
comme expliqué par Van Der Pol en 1927 [61]. Ainsi, les ILFD comprennent un oscillateur libre
dont la fréquence est proche de celle que l’on souhaite synthétiser. En appliquant en entrée de l’os-
cillateur un signal fe dont la fréquence est un multiple N de sa fréquence d’oscillation naturelle (et
donc celle d’un de ses harmoniques), les deux signaux se synchronisent au travers d’un phénomène
semblable à celui expliqué plus haut conduisant donc à une division de la fréquence de fe par N.
Le diviseur est alors verrouillé, on parle dans ce cas d’ILFD superharmonique [62]. Ce phénomène
a également été étudié et expliqué en détail par Adler en 1946 dans le cadre des oscillateurs [63],
c’est-à-dire quand la fréquence injectée est proche de celle de la fréquence d’oscillation. Enfin, ce
phénomène est également utilisé pour réaliser de la multiplication de fréquence, le signal injecté
est alors un sous-multiple de la fréquence d’oscillation, on parle alors de « subharmonic injec-
tion locking » [64]. La figure 1.28 présente une topologie classique d’ILFD qui sert de base à la
conception de ce type de diviseur, avec une paire croisée et un filtre LC.

Ici, le circuit LC de la partie supérieure joue le rôle de résonateur. La paire croisée quant à elle
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FIGURE 1.28 – Schéma de diviseur à verrouillage par injection

peut-être assimilée à une résistance négative. Si le critère de Barkhausen est respecté, c’est-à-dire
que la résistance négative de la paire croisée compense la résistance du résonateur et que le dépha-
sage entre les deux est un multiple de 2π, alors le système peut osciller. Les principales différences
entre les différents ILFD de la littérature portent sur la méthode d’injection [65-68] ou sur l’optimi-
sation de la qualité des sous-harmoniques présents dans le circuit [69-71]. L’ILFD a été beaucoup
étudié car il permet de travailler à des fréquences relativement élevées, tout en consommant assez
peu. En revanche, il est assez limité dans les rapports de division qu’il peut réaliser et il peut être
assez encombrant car il nécessite en général l’utilisation d’inductances. De plus il ne peut pas être
large bande puisqu’il ne peut travailler qu’autour de sa fréquence d’oscillation libre. Tout cela sera
illustré lors de la comparaison entre plusieurs ILFD et les performances en bruit de phase seront
également discutées.

Maintenant que les ILFD ont été présentés, nous abordons maintenant un autre circuit dont le
principe peut au premier abord sembler proche de celui des ILFD : le diviseur régénératif.

1.II.4.c Diviseurs entiers et fractionnaires régénératifs

Le diviseur régénératif est un système bouclé qui utilise l’amplification, le mélange et le filtrage
de signaux pour réaliser une division entière ou fractionnaire de la fréquence d’entrée. Le principe,
illustré dans sa version la plus simple par la figure 1.29, est présenté par Miller en 1939 [72].

Un premier point important à noter est que, sans signal appliqué à son entrée, et tant que les
critères de Nyquist sont respectés, ce type de circuit ne présente pas d’oscillation naturelle. C’est
ce qui le distingue en grande partie des ILFD, bien que ces deux circuits présentent par ailleurs
de nombreuses similitudes et qu’un modèle a même été proposé pour unifier ces deux types de
circuits [73]. Nous avons cependant pris le parti de les présenter indépendamment dans un souci
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FIGURE 1.29 – Schéma de principe d’un diviseur régénératif du second ordre

de clarté pour la suite.

Le deuxième point majeur à comprendre est l’origine de la composante fin
2 dans le circuit, dans

le schéma 1.29. Admettons que la fréquence d’entrée fin soit définie par :

fin = A · cos(ω t +θ) (1.6)

et que la fréquence de sortie fout, qui est également la fréquence appliquée au mélangeur, soit
définie par :

fout = B · cos
(

ω t
2

+θ

)
(1.7)

où B est au départ quasiment nul. Le résultat du mélange est alors défini par :

fmix = K ·A ·B ·
[

cos
(

ω t
2
−θ

)
+ cos

(
3ω t

2
+θ

)]
(1.8)

Le filtre étant ici dimensionné pour éliminer la composante 3ω

2 , nous pouvons considérer que seule
la composante à ω

2 subsiste après le filtrage. Le facteur K ·A étant une constante, pour une ampli-
tude de fin donnée, représentant les pertes du mélangeur, il apparaît que tant que l’amplification
en sortie de la chaîne directe est suffisante pour compenser les pertes du mélangeur et du filtre,
une composante ω

2 d’amplitude croissante est appliquée en entrée du mélangeur. Ainsi, une infi-
nité de fréquences étant présentes dans le bruit ambiant, cette composante ω

2 est présente avec une
amplitude quasiment nulle au démarrage du circuit, mais étant la seule pouvant subsister de par
la configuration du circuit, elle est petit à petit amplifiée jusqu’à atteindre un état d’équilibre et le
circuit réalise alors une division par deux du signal d’entrée. Ce sont les conditions de démarrage
du circuit. Pour maintenir son fonctionnement, il faut que l’amplification dans le circuit soit maî-
trisée. Si elle est trop faible, l’oscillation n’est pas maintenue et s’atténue petit à petit et le circuit
ne fonctionne pas. Si elle est trop forte, l’amplitude du signal va croître au fur et à mesure et le
système finira par saturer. Il faut donc contrôler cette amplification pour la garder autour de l’unité.
Ce sont les conditions de maintien du circuit.

Maintenant que le principe de base du diviseur régénératif est expliqué, une topologie plus
générale comme celle présentée sur la figure 1.30 peut être étudiée.
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FIGURE 1.30 – Schéma de principe du diviseur régénératif
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FIGURE 1.31 – Schéma de principe du diviseur régénératif simplifié

Dans cette topologie, une non-linéarité suivie d’un filtre passe-bande sont utilisés pour générer
des multiples de la fréquence dans la boucle directe et de la boucle de contre-réaction. Ce schéma
peut donc être simplifié par celui de la figure 1.31 et permet d’obtenir une relation entre fin, fout et
les facteurs de multiplication de la boucle directe r et de la boucle de contre-réaction k :

fout =
r

1± k× r
× fin =

1
1
r ± k

× fin (1.9)

Ainsi, il apparaît qu’avec cette topologie plus générale, le diviseur régénératif offre la possibilité
de réaliser des rapports de division fractionnaires. Le diviseur réalisera une division fractionnaire
pour tout r différent de 1. k fixe donc la partie entière du rapport de division et r sa partie décimale.
Par exemple, pour k = 3 et r = 5, le rapport de division sera 3+ 1

5 = 3,2.

1.II.4.d État de l’art des diviseurs analogiques ILFD et régénératifs

Dans un premier temps, un état de l’art des ILFD est présenté dans les tableaux 1.6 et 1.7.
De nombreuses caractéristiques sont présentées pour avoir une idée globale des possibilités de
ces diviseurs mais, encore une fois, nous utilisons le même FoM que pour tous les synthétiseurs
précédents :

FoM =

∣∣∣∣L(∆ fBdP)−20 · log( fref)+20 · log(∆ fBdP)+10 · log
(

PDC

1mW

)∣∣∣∣ (1.10)
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afin de pouvoir réaliser une comparaison générale par la suite.

TABLE 1.6 – État de l’art des ILFD

Références [74] [75] [76] [77] [66] [78]
Technologie (nm) 65 180 90 65 180 65

Bande passante (%) 11 22,1 7,96 63 53,6 3,86
fin centrale (GHz) 78,2 17,1 62,8 40,7 9,15 549,3

Rapport de division 3 3 10 2 3 192
fout centrale (GHz) 26,06 5,7 6,28 20,35 3,05 2,9

Bruit de phase @100kHz (dBc/Hz) −105 −106 −118 −85 −111 −101
Puissance dissipée (mW) 7,88 2,69 126 5,8 5,6 172

Surface puce (mm²) 0,22 N/A 0,5 0,18 0,818 2,79
FoM (dBc/Hz) 204,3 216,8 202,4 183,8 194,1 168,9

TABLE 1.7 – État de l’art des ILFD suite

Références [79] [80] [81] [82] [69] [70]
Technologie (nm) 180 180 90 90 65 180

Bande passante (%) 67 15 31 90 5,5 10,6
fin centrale (GHz) 6,6 22,1 22,7 13,1 73 35,8

Rapport de division 3 3 6 3/5 3 3
fout centrale (GHz) 2,2 7,37 3,78 4,36/2,62 24,333 11,93

Bruit de phase @100kHz (dBc/Hz) −112 −119 −125 −125 −103 −120
Puissance dissipée (mW) 6,76 3,9 28,8 14,8 2,04 11,9

Surface puce (mm²) 1 0,59 0,7 0,18 0,46 0,22
FoM (dBc/Hz) 188 210 202 201 207 212

Un premier élément à noter est que le facteur de division des ILFD est limité de par leur prin-
cipe même. En effet, la division s’effectuant en synchronisant un signal injecté avec un de ses
harmoniques, la synchronisation dépend notamment de l’amplitude du signal injecté et de celui
de l’harmonique. Ainsi, au-delà d’un certain rang, l’harmonique est trop faible pour que la syn-
chronisation ait lieu. Les ILFD sont donc rapidement limités dans leurs rapports de division. La
publication [78] semble infirmer ce postulat, mais il s’agit d’un montage comprenant un ILFD
suivi d’une chaîne de diviseurs, qui permettent de réaliser un grand rapport de division. Ensuite,
il apparaît que les ILFD sont très prisés pour réaliser des divisions par des rapports impairs, no-
tamment trois. La difficulté à obtenir des rapports pairs vient de ce que lorsqu’une forme d’onde
vérifie la propriété f (t) =− f (t+ T

2 ) (le motif de la première demi-période est l’opposé de celui de
la seconde), et la plupart des formes d’onde s’en rapprochent, tous les harmoniques pairs sont nuls.
D’autre part, les rapports impairs sont, quant à eux, complexes à mettre en œuvre pour les diviseurs
numériques car s’il est aisé de faire de la division par deux en bouclant simplement une bascule
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D sur elle-même, il faut ajouter des portes logiques supplémentaires pour réaliser des rapports de
divisions impairs. De plus, les fronts en sortie d’un diviseur numérique étant dépendant de ceux en
entrée, il n’est pas possible d’obtenir directement un rapport de 50% avec un diviseur numérique
de rapport impair car la moitié de la période synthétisée n’est pas égale à un nombre pair de fronts
actifs d’entrée.

Pour ce qui est des ILFD, il suffit de réaliser un oscillateur dont la fréquence centrale est
proche d’un sous-harmonique impair de la fréquence d’injection, il est alors possible de réaliser
simplement une division par un rapport impair. De plus, il apparaît que les FoM des ILFD se placent
globalement entre ceux des PLL et ceux des diviseurs numériques. Il est également à noter qu’ils
ont une consommation de puissance bien inférieure à celle des diviseurs numériques. Ils offrent
donc des performances en bruit de phase moins intéressantes que celles des diviseurs numériques
mais une consommation bien plus basse.

Pour terminer, un état de l’art des diviseurs régénératifs est présenté dans le tableau 1.8. Comme
déjà évoqué précédemment, il existe de nombreuses similarités entre les ILFD et les diviseurs
régénératifs, surtout pour la topologie de diviseur de Miller qui consiste simplement à utiliser
un filtre autour de fin

2 dans la chaîne directe. Pour cette raison, certains des diviseurs que nous
classerions selon nos critères dans la catégorie ILFD sont présentés comme régénératifs dans la
littérature [82, 83]. Nous présentons dans cet état de l’art des diviseurs régénératifs conformes à la
définition que nous avons comprise de Miller, à savoir qu’ils ne présentent pas d’oscillation libre,
et qu’ils peuvent être modélisés par un système bouclé présentant une transposition de fréquence
dans la chaine directe, dans la boucle de contre-réaction ou les deux. Certains articles discutant
de diviseurs régénératifs qui présentent des caractéristiques ou innovations intéressantes ne font
pas état du bruit de phase de ces diviseurs [49, 84-88], nous ne présentons donc pas ces diviseurs
dans les tableaux suivants puisque le bruit de phase est l’aspect qui importe principalement dans le
cadre de nos travaux.

TABLE 1.8 – État de l’art de diviseurs régénératifs

Références [89] [90] [91] [92] [93]
Technologie (nm) N/A 90 130 180 N/A

Bande-passante (%) N/A 4,7 24,4 5,7 0,01
fin centrale (GHz) 0,05 60 64 40 9

Rapport de division 2,5 2,5 2 4 2
fout centrale (GHz) 0,02 24 32 10 4,5

Bruit de phase@1MHz (dBc/Hz) −154 −93,55 −117 −115 −166
Puissance dissipée (mW) N/A 68,7 4,65 31 1500

Surface puce (mm²) N/A 0,91 0,42 0,35 N/A
FoM (dBc/Hz) <160 162,7 200 180 207
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Un aspect important à relever est la possibilité de réaliser des rapports fractionnaires avec
les diviseurs régénératifs. C’est la principale raison expliquant notre volonté de le distinguer de
l’ILFD qui, par définition, ne peut pas réaliser une division fractionnaire car le signal injecté doit
être un harmonique de la fréquence d’oscillation libre de l’ILFD. Concernant les FoM de ce type
de diviseurs, ils semblent se situer entre ceux des PLL et ceux des ILFD. En comparant les tableaux
précédents, on constate que la division fractionnaire a plutôt un impact négatif sur les performances
en bruit de phase.

Conclusion

Au cours de ce premier chapitre, nous avons dans un premier temps décrit la PLL et présenté
ses limites, notamment en termes de bruit de phase. En effet, le fait de multiplier une référence
de fréquence par un facteur N dégrade inéluctablement le bruit de phase du signal synthétisé de
20× logN par rapport à celui de la référence. À cette augmentation de bruit vient s’ajouter le bruit
résiduel de la PLL, qui dépend de la contribution des différents éléments la constituant, dégradant
encore plus la qualité du signal synthétisé par rapport à celle de la référence.

Suite à cela, nous avons décrit une méthode de synthèse alternative basée uniquement sur une
division de fréquence de COEO plutôt que sur une multiplication. Nous avons donc présenté les
différents types de diviseurs pouvant prétendre à être utilisés dans ce type de synthèse. Nous avons
vu que globalement, les diviseurs semblent offrir de meilleurs performances en bruit de phase que
les PLL au vu des états de l’art que nous avons établis. Pour des puissances d’entrée de l’ordre de
celle du signal du COEO, les diviseurs numériques offrent les meilleures performances en bruit
de phase. Ils offrent, de plus, la possibilité de mettre en œuvre une programmation du rapport de
division. En contrepartie, ils consomment une puissance importante. De plus, ils sont capables
d’atteindre des fréquences élevées mais cela demande généralement de faire des concessions sur
le bruit de phase. Les ILFD permettent de travailler à plus haute fréquence que les diviseurs nu-
mériques, mais cela nous importe peu puisque l’objectif est d’être capable de réaliser une division
à 30 GHz. En outre, ils proposent des performances en bruit de phase généralement moins bonnes
que celles des diviseurs numériques pour une faible puissance d’entrée. En revanche, ils ont une
consommation bien inférieure. Parmi les autres facteurs jouant en la défaveur des ILFD, nous
relevons la limitation dans les rapports de division réalisables, l’impossibilité de les rendre pro-
grammables et leur bande passante limitée. Enfin, le bruit de phase des diviseurs régénératifs est
a priori légèrement moins bon que celui des ILFD, cependant ils ont le très grand avantage de
pouvoir réaliser de la division fractionnaire. Pour la suite, nous avons donc fait le choix d’utiliser
les trois familles de diviseurs pour la division fixe par 3 à 30 GHz afin de vérifier les conclusions
obtenues lors la bibliographie. Pour de la division large bande et plus souple que la division fixe à
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30 GHz, nous utiliserons principalement les diviseurs numériques. Enfin, pour la division fraction-
naire, nous utiliserons les diviseurs régénératifs. Pour conclure, L’ensemble de ces diviseurs offrent
a priori des meilleurs résultats en bruit de phase résiduel que les PLL ce qui est prometteur pour la
méthode de synthèse de division de COEO. Nous allons maintenant discuter de la conception des
diviseurs entiers que nous avons réalisés et de leurs résultats de simulation et de mesure.
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Chapitre 2

Synthèse par division entière

Introduction

Dans ce deuxième chapitre, nous présentons le travail de conception des différents diviseurs
entiers réalisés. Les méthodes, les résultats de simulations et de mesures de ces circuits sont éga-
lement détaillés dans ce chapitre. Dans le cadre du projet DIFOOL au démarrage de la thèse, le
cahier des charges nous amenait à travailler à des fréquences de 30 GHz et 10 GHz, puisque ce
sont les fréquences proposées par les COEO auxquels nous avons accès. Nous avons étudié la di-
vision par 3 fixe à 30 GHz, afin de pouvoir ensuite mutualiser les travaux sur la division en dessous
de 10 GHz. Suite aux conclusions présentées dans le § 1.II.4.d, nous nous intéressons en premier
lieu à la conception et la simulation des diviseurs numériques. Tout d’abord, nous présentons deux
diviseurs numériques par 2 basés sur deux types de bascules D différentes. Ensuite, nous présen-
tons différentes topologies de diviseurs numériques par 3. Ces diviseurs par 2 et 3 sont conçus
pour fonctionner à 30 GHz. Suite à cela, nous présentons un diviseur par 10 et deux diviseurs pro-
grammables fonctionnant à 10 GHz, puisque, comme évoqué dans l’introduction générale, un des
objectifs est de présenter les performances d’un signal de fréquence proche de 1 GHz obtenu par
division de COEO. Nous présentons également les résultats d’un circuit de test de la technique de
resynchronisation (§ 1.II.3.c. i). Dans un deuxième temps, les diviseurs analogiques conçus sont
présentés. Malgré les conclusions sur les ILFD du § 1.II.4.d, une topologie d’ILFD et une topologie
à la frontière entre l’ILFD et le diviseur régénératif sont présentées. Elles réalisent une division par
3 et fonctionnent à 30 GHz. Les défauts des ILFD présentés dans § 1.II.4.d sont ici moins gênants
puisque pour une division fixe de 30 GHz vers 10 GHz, leur manque de programmabilité n’est pas
un problème et leur haute fréquence de fonctionnement peut être un atout. Nous pourrons ainsi
comparer leurs performances en bruit de phase avec celles d’un diviseur numérique par 3. De plus,
comme nous l’avons expliqué dans l’introduction générale, un des axes majeurs à étudier lors de
nos travaux sont les diviseurs régénératifs, or, ces deux diviseurs analogiques se rapprochent de ce
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type de diviseurs. Le premier est un ILFD avec régénération du second harmonique et le second
est un cas particulier de diviseur régénératif basé sur un redressement double alternance.

2.I Diviseurs numériques

2.I.1 Diviseur par 2 ECL numérique VCCS

2.I.1.a Présentation

Une première version d’un diviseur par 2 numérique classique [1] basé sur une bascule D ECL
a été réalisée. Le verrou D ECL utilisé pour la bascule D de ce diviseur par 2 est présenté dans la
figure 2.1.

  

 

D

clk

D

clk

Q

Q

bias

FIGURE 2.1 – Verrou D VCCS

La paire différentielle inférieure et la source de courant constituent une (source de courant
commandée en tension (ou Voltage Controlled Current Source) (VCCS)). Les paires différentielles
supérieures étant commandées par des VCCS, nous utiliserons donc cette appellation pour cette
topologie de verrou. Lors de la conception de ce circuit, plusieurs manières de réaliser ces VCCS
qui polarisent les montages à émetteurs couplés sont envisageables. Les plus répandues sont les
miroirs de courant à base de transistors MOS ou les miroirs de courant à base de transistors bipo-
laires. Dans cette version, nous avons choisi de réaliser la polarisation avec un miroir de courant
à transistors NMOS pour plusieurs raisons. En premier lieu, nous rappelons que notre principale
priorité dans la conception de nos circuits est le bruit, or le bruit majoritaire lorsque le transistor est
utilisé en source de courant est le bruit en 1

f . D’après la littérature, le bruit en 1
f pour les transistors

MOS et bipolaires est proche pour des épaisseurs d’oxyde de l’ordre de 4 nm [2]. Les transistors
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CMOS que nous avons retenus pour servir de sources de courant présentant une épaisseur d’oxyde
de 5 nm, nous admettons qu’ils auront un niveau de bruit équivalent à celui d’un transistor bipo-
laire, mais ils offrent d’autres avantages importants. Le premier avantage concerne la simplicité à
modifier le courant dans une branche du miroir grâce au W

L du transistor. En effet, pour un courant
donné dans la branche de référence du miroir du courant et un W

L donné pour le transistor MOS de
cette branche, modifier le W

L du transistor MOS d’une autre branche du miroir modifiera le courant
proportionnellement, ce qui n’est pas réalisable avec la version bipolaire. Un autre avantage est lié
aux capacités parasites des grilles de MOS. Les grilles de MOS jouent ici un rôle de découplage,
et plus il y a de branches sur le miroir de courant, plus le signal est découplé, ce qui est bénéfique
puisqu’il s’agit d’un circuit de polarisation. Dans le cas des bipolaires, il est au contraire préju-
diciable d’ajouter des branches au miroir de courant car chacune charge davantage la branche de
référence. Le miroir de courant sert à polariser une première paire différentielle qui pilote elle-
même deux paires différentielles. Il polarise également les suiveurs en sortie du verrou D comme
nous le verrons par la suite 2.2. Comme expliqué au § 1.II.3, une bascule D, qui peut être utilisée
pour réaliser un diviseur par 2, est constituée de deux verrous D. Un diviseur par 2 constitué d’une
bascule D basée sur le verrou D présenté précédemment a donc été conçu. Nous nous référons à ce
diviseur, cette bascule ou ce verrou en tant que VCCS.

2.I.1.b Conception et résultats de simulations

Le design kit utilisé pour la conception a été dans un premier temps le kit SiGe BiCMOS
130 nm de IHP, appelé SG13S. Nous avons rapidement basculé sur le design kit SiGe BiCMOS
130 nm BiCMOS9MW de STMicroelectronics. Nous ne discutons ici que des circuits conçus avec
le kit BiCMOS9MW car ils sont les seuls à avoir été produits et caractérisés alors que les circuits
conçus avec le kit IHP ont seulement été simulés.

Il est communément admis que la fréquence de fonctionnement des diviseurs numériques ne
peut être qu’une fraction de la fréquence de transition ft du transistor [3]. Ainsi, si l’objectif prin-
cipal est seulement d’atteindre une fréquence d’entrée la plus élevée possible, on peut arriver à
des fréquences de fonctionnement de l’ordre de ft

2 [4, 5]. En revanche, si on prend en considé-
ration la dissipation de puissance du diviseur et qu’on regarde les fréquences de fonctionnement
des circuits dont la fréquence de fonctionnement a été optimisée en fonction de cette consomma-
tion, la fréquence de fonctionnement maximale est davantage aux alentours de ft

3 [6, 7]. Ainsi, des
compromis vont devoir être établis entre ces différents paramètres pour pouvoir se conformer aux
objectifs fixés par le projet. Pour donner un exemple, un des meilleurs diviseurs statiques par 2
que nous avons trouvé dans la littérature [8] présente une division correcte jusqu’à 100 GHz, soit
environ trois fois celle que nous visons. En termes de consommation, le diviseur consomme autour
de 150 mW qui est de l’ordre de grandeur de la consommation que nous avons obtenue pour nos



64 CHAPITRE 2. SYNTHÈSE PAR DIVISION ENTIÈRE

circuits (§ 2.I.2.d). En revanche, nous espérons, atteindre un niveau de bruit de phase quasiment
20 dB inférieur à celui présenté ici, soit une amélioration de l’ordre d’un facteur 10. Pour expliquer
ce facteur 10, on a ici un bruit de phase de −96 dBc/Hz@100 kHz pour une fréquence synthétisée
de 50 GHz. Nous souhaitons, dans le cadre du projet DIFOOL, obtenir un bruit de phase de l’ordre
de −130 dBc/Hz@100 kHz pour une fréquence synthétisée de 10 GHz. En transposant le bruit du
signal de 50 GHz à 10 GHz, nous obtenons −96−20 · log(5) =−110, il manque donc 20 dB pour
atteindre les −130 dBc/Hz souhaités. Ainsi, pour une fréquence de fonctionnement trois fois plus
faible et une consommation quasiment équivalente, nous souhaitons obtenir un bruit de phase dix
fois meilleur que ce diviseur. Nous pouvons donc comprendre que les objectifs fixés sont assez
contraignants et que nous allons devoir faire des compromis importants pour pouvoir les atteindre.

Dans un premier temps, nous expliquons rapidement le choix des composants pour la concep-
tion de nos circuits. Il existe trois types de transistors bipolaires dans le design kit : le moyenne
tension (medium voltage ou MV), le haute tension (High Voltage ou HV) et le haute vitesse (High
Speed ou HS). La fréquence de transition ft des familles MV et HV est de 150 GHz contre 230 GHz
pour la famille HS. Nous avons vu lors de la bibliographie que les diviseurs visant simplement à
atteindre des fréquences de fonctionnement élevées travaillent généralement à des fréquences de
l’ordre de ft

2 à ft
3 [4, 9-14]. L’objectif pour nous étant de réaliser un diviseur numérique ayant un

très bon bruit de phase, une fréquence de fonctionnement assez basse par rapport à la ft et pas
de contrainte forte sur la consommation, on peut présumer d’après ce que nous avons vu dans la
littérature que la fréquence du circuit sera de l’ordre de ft

5 , ce qui nous donne respectivement des
fréquences maximales approximatives de 30 GHz et 46 GHz. Pour rappel, la fréquence de notre
référence est de 30 GHz. Ainsi par mesure de précaution et pour garder une marge de manœuvre,
nous avons opté pour les transistors NPN HS. Concernant les transistors MOS utilisés pour le mi-
roir de courant, nous avions encore une fois un large panel proposé dans le design kit, à commencer
par un choix entre une famille de transistors MOS dont la tension drain-source maximale vdsmax est
de 1,2 V et une autre dont le vdsmax est de 2,5 V. Nous avons opté pour la seconde car, notamment
pour les suiveurs en sortie des portes, les tensions vds des transistors servant de sources de courant
peuvent être assez élevées. Ainsi, en prenant la famille de transistors MOS ayant le vdsmax le plus
important, la conception sera facilitée par la suite, car nous aurons un plus grand degré de liberté
sur la polarisation de ces transistors de façon à rester dans la Safe Operating Area (SOA), c’est-
à-dire les conditions dans lesquelles les transistors ne risquent pas de se détériorer. Parmi cette
famille de transistors dont le vdsmax est de 2,5 V, nous avions le choix entre différents transistors :
ndomos25, nhsdomos25, nrfdomos25. D’après la documentation du design kit, le ndomos25 cor-
respond au modèle « standard ». Il présente une tension de seuil (ou Threshold Voltage) (VT) de
0,43 V, un courant de drain à l’état « ON » de ION = 610µA et à l’état « OFF » de IOFF = 0,160nA.
Le nhsdomos25 est présenté comme un modèle faible tension de seuil (ou Low Threshold Voltage)
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(LVT). Il présente une VT de 0,14 V un ION de 780 µA et un IOFF de 3000 nA. Il est recommandé
pour les applications de type numériques. Le nrfdomos25 est semblable au ndomos25 mais un
anneau de garde (guard ring) entoure le transistor afin de minimiser et de contrôler les intercon-
nexions dans le substrat. Il est également possible d’utiliser un double accès sur la grille afin de
limiter la résistance de grille. Ce transistor est recommandé pour les applications radiofréquences.
Nous avons choisi le transistor ndomos25 car il est utilisé ici en tant que source de courant et non
pas en tant que transistor logique, il n’est donc pas nécessaire d’utiliser la version nrfdomos25 qui
complexifie le design et accroît l’encombrement.

Pour les résistances de la paire différentielle, un large choix de résistances était proposé. Nous
avons choisi la résistance rpo1b_rf, qui est décrite comme une résistance polysilicium P+ non sili-
ciée. De la même manière que pour les transistors MOS décrits précédemment, le suffixe rf indique
qu’un anneau de garde entoure la résistance pour le design radiofréquence. Nous avons choisi cette
résistance parce qu’elle permettait d’obtenir le meilleur compromis entre encombrement et valeur
de la résistance pour l’application en question.

La longueur d’émetteur des transistors bipolaires a été choisie pour obtenir une valeur op-
timale de bruit de phase en conservant une vitesse de fonctionnement suffisante pour diviser la
référence de fréquence. Pour cela, une étude paramétrique a été conduite sur les tailles des diffé-
rents transistors bipolaires (en modifiant évidemment les longueurs de deux transistors symétriques
conjointement) pour trouver l’optimum de bruit de phase. Ainsi, les courants, tensions et valeurs
des différents composants du verrou D VCCS conçu sont présentés dans la figure 2.2. Nous n’avons
pour ce circuit que des résultats de simulations car nous verrons par la suite qu’une version plus
performante de bascule D a été mise en œuvre (§ 2.I.2), c’est donc cette autre version qui sera
fabriquée et mesurée. Nous avons tout de même tenu à présenter la topologie de bascule D VCCS
pour montrer les résultats en bruit de phase obtenus par simulation et les comparer avec ceux de la
version du § 2.I.2.

La méthode utilisée pour simuler le bruit de phase est une mesure Periodic Noise (PNOISE)
basée sur une analyse en régime périodique établi (ou Periodic Steady State) (PSS). Lors du pa-
ramétrage de l’analyse PSS, il faut renseigner la fréquence (ou la période) du signal que l’on sou-
haite observer. Si plusieurs signaux à différentes fréquences doivent être observés, on renseigne
celui dont la fréquence est la plus basse, car sa période est la plus grande et permettra donc d’ob-
server correctement les autres signaux. Le principe de l’analyse PSS est de retrouver, si possible,
un état où les différentes variables du circuit sont identiques à deux moments distincts espacés de
la valeur de la période renseignée dans le paramétrage de l’analyse. Ainsi, lorsque l’analyse PSS
converge, cela signifie qu’il existe quelque part dans le circuit un motif périodique dont la période
est égale à celle renseignée lors du paramétrage. De plus, de par sa définition, la convergence de
l’analyse PSS garantit également que les fréquences des différents signaux au sein du circuit sont



66 CHAPITRE 2. SYNTHÈSE PAR DIVISION ENTIÈRE

I=0.472 mA

I=0.376 mA

FIGURE 2.2 – Verrou D VCCS avec paramètres composants et tensions/courants DC

des multiples de la fréquence la plus basse, autrement, nous ne retrouverions pas un état identique
à chaque période du signal le plus lent.

L’analyse PNOISE se base ensuite sur cette analyse PSS pour déterminer le bruit de phase d’un
signal spécifique du circuit incluant toutes les conversions de fréquence (contrairement à l’analyse
PSS qui sauvegarde tous les nœuds du circuit, il faut choisir un nœud spécifique pour la simulation
de bruit de phase).

Nous avons conçu une version de bascule D VCCS optimisée en bruit de phase, c’est-à-dire
qu’une analyse paramétrique fine a été menée pour obtenir les meilleures performances en bruit
de phase possibles. Comme évoqué, l’objectif à ce stade est de comparer les performances d’une
bascule D VCCS et d’une autre version de bascule D : la bascule D avec des sources de tension
commandées en tension (ou Voltage Controlled Voltage Sources) (VCVS) qui sera présentée en-
suite. Nous avons donc initialement utilisé des valeurs de composants similaires pour les parties de
circuit identiques entre les deux types de bascules D, puis une analyse paramétrique a été conduite
indépendamment sur chacune afin d’obtenir le meilleur résultat possible et ne pas en pénaliser un
des deux en voulant à tout prix conserver les mêmes valeurs. Ainsi, nous obtenons une bascule D
VCCS et une bascule D VCVS toutes les deux optimisées en bruit de phase mais dont les valeurs
sont suffisamment proches pour avoir une comparaison plus immédiate.
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FIGURE 2.3 – Bruit de phase simulé de la bascule D VCCS montée en diviseur par 2

Les résultats de la simulation de bruit de phase pour la bascule D VCCS sont présentés dans la
figure 2.3.

La simulation est menée avec la bascule D montée en diviseur par 2, c’est-à-dire que sa sortie
inverseuse est connectée à son entrée non-inverseuse. Pour cette simulation, un balun actif large
bande, présenté sur la figure 2.4, permettant d’obtenir un signal différentiel à partir d’une référence
« single-ended » a été ajouté à l’entrée du circuit.

Le buffer présenté en figure 2.5 a également été ajouté en sortie du circuit afin d’assurer la
commande d’une charge 50 Ω.

Ce balun et ce buffer sont indispensables pour permettre la caractérisation des circuits. La plu-
part des synthétiseurs de fréquence et les COEO que nous utilisons délivrent des signaux « single-
ended » : le balun en entrée permet de faire la conversion en signaux différentiels nécessaires pour
ce circuit. D’autre part, les appareils de mesures hyperfréquences présentant une impédance d’en-
trée de 50 Ω, le buffer de sortie permet de garantir une adaptation en puissance pour être capable
d’observer le signal de sortie. Bien que ce circuit n’ait pas vocation à être caractérisé expérimenta-
lement, les circuits qui le seront devront nécessairement comporter un balun d’entrée et un buffer
de sortie. Ainsi, l’ensemble des mesures expérimentales comprendront le bruit de phase ajouté par
ces éléments. Pour cette raison, pour comparer les résultats de simulations et expérimentaux, la
plupart des simulations seront menées avec un balun et un buffer, même celles des circuits ne fai-
sant pas l’objet de mesures expérimentales, dans le but de réaliser une comparaison pertinente et
cohérente entre les simulations des différents circuits. Nous préciserons clairement si ces éléments
sont présents ou non lors de la simulation. Cela signifie également qu’en fonction des caractéris-
tiques de l’application finale de nos circuits, il sera possible de s’affranchir de ce balun et de ce
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FIGURE 2.4 – Balun d’entrée

buffer. En effet, si le signal de référence est différentiel et la charge de sortie grandement supérieure
à 50 Ω, le balun et le buffer n’ont plus lieu d’être, et leur contribution en bruit de phase sera donc
retranchée au bruit de phase mesuré expérimentalement. En résumé, les conditions de caractérisa-
tion nous contraignant à utiliser un buffer et un balun, les résultats de mesures seront d’une certaine
manière un « pire cas » en termes de bruit de phase car certaines applications peuvent s’affranchir
de ces éléments. Si les simulations avec buffer et balun correspondent aux mesures, on peut alors
légitimement extrapoler que le niveau de bruit sans eux est donné par la simulation.

Il faut également préciser qu’aucun profil de bruit de phase n’a été implémenté pour la référence
de fréquence lors des simulations. C’est-à-dire que le signal utilisé pour la simulation est idéal et
que son bruit de phase peut être considéré comme parfait. Ainsi, le bruit de phase observé en sortie
correspond au bruit de phase résiduel du diviseur avec les contributions du balun et du buffer. C’est
pour cette raison que, proche de la porteuse, le bruit simulé sera bien inférieur au bruit mesuré car
c’est généralement le bruit de la source qui prévaut sur cette plage de fréquence.

Maintenant que nous avons pu estimer les performances en bruit de phase d’une bascule D tra-
ditionnelle avec la technologie BiCMOS9MW, nous allons les comparer avec ceux de la topologie
de bascule D offrant les meilleurs résultats lors de l’état de l’art : la bascule D VCVS.
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FIGURE 2.5 – Buffer de sortie

2.I.2 Diviseur par 2 ECL numérique VCVS

2.I.2.a Présentation

Cette version alternative de verrou D est présentée dans la figure 2.6. Suite à l’étude bibliogra-
phique réalisée au début de la thèse au § 1.II.3.g, cette topologie présentait les meilleures perfor-
mances en bruit de phase et reste encore à ce jour parmi les meilleures candidates sur cet aspect.
Cette topologie est issue d’un travail réalisé au LAAS, où j’ai réalisé ma thèse, sur un diviseur par
2 faible bruit, mais à une fréquence inférieure à celle des COEO puisque le diviseur de l’article
en question est réalisé pour une fréquence d’entrée de 3,5 GHz [15] et peut fonctionner jusqu’à
5,5 GHz. Le principe est de remplacer la paire différentielle et la source de courant constituant la
VCCS d’un verrou D classique par une VCVS. En effet d’après nos simulations, il s’avère que
le transistor MOS qui polarise le verrou est le contributeur majoritaire en bruit, nous avons donc
voulu utiliser une façon alternative de réaliser un verrou D qui s’affranchit de ce transistor de po-
larisation. Ainsi, cette VCVS est réalisée avec un transistor bipolaire ayant une résistance de faible
valeur connectée entre son émetteur et la masse afin de limiter la dégradation en bruit thermique de
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FIGURE 2.6 – Verrou D avec source de tension VCVS

la résistance. Le principe du verrou D est ensuite assez semblable à celui d’un verrou D classique :
on favorise alternativement une des deux paires différentielles du verrou D à l’aide du VCVS. Là
où dans un verrou D classique, on utilise une VCCS pour activer l’une des paires différentielles
en imposant un courant dans l’une ou l’autre, on choisit ici quelle paire différentielle favoriser en
augmentant ou en diminuant le VBE des transistors des paires différentielles. Ainsi, si clk est à
l’état haut, le VBE de la paire différentielle de gauche est favorisé et celui de la paire différentielle
de droite est réduit, le verrou D est donc dans un état de lecture. Quand clk est à l’état bas, c’est
l’inverse, on retrouve donc l’état de mémorisation. Il peut être noté que l’état de clk par rapport à
la paire différentielle de l’étage supérieur est inversé par rapport à un verrou D VCCS. En effet, un
état haut sur le signal clk d’un verrou D VCCS comme celle de la figure 2.2 entraîne l’activation
de la paire différentielle correspondante, avec les entrées D et D. Dans le cas du verrou D VCVS,
clk et clk sont inversées puisque c’est lorsque clk est à l’état bas que la paire différentielle cor-
respondante est active. Le fonctionnement en tant que verrou D est donc assuré mais au lieu d’un
contrôle par le courant de polarisation, on fait ici un contrôle par la tension d’émetteur. Un élément
notable de cette topologie est que les tensions continues autour desquelles vont être polarisés les
différents étages du circuit jouent un rôle majeur dans le bon fonctionnement du circuit. En effet,
le système de verrou étant ici mis en œuvre par un contrôle en tension, il faudra notamment être
vigilant aux VBE des transistors des paires différentielles, qui vont être légèrement favorisés dans
un cas ou dans l’autre, mais qu’il faudra toujours conserver dans des régimes de fonctionnement
qui ne détériorent pas le transistor. Deux verrous D VCVS sont ensuite utilisés pour réaliser une
bascule D qui servira elle-même en tant que diviseur par 2. C’est finalement en diviseur par 2 que
cette topologie est la plus simple à utiliser car en rebouclant la bascule D sur elle-même, on sup-
prime des degrés de liberté sur les tensions continues dans le circuit et la polarisation du circuit se
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FIGURE 2.7 – Verrou D VCVS avec paramètres composants et tensions/courants DC

fait naturellement à travers le VBE des différents transistors.

2.I.2.b Conception et résultats de simulations

Le verrou D conçu est présenté sur la figure 2.7 avec l’ensemble des courants et tensions de
polarisation ainsi que les valeurs des paramètres principaux des différents composants.

Pour ce diviseur par 2, nous utilisons le même buffer de sortie que pour le diviseur par 2
précédent, cependant le balun d’entrée est différent. En effet, sur la bascule D traditionnelle, la
tension continue de l’étage supérieur recevant l’entrée D est autour de 2,4 V tandis que la tension
continue de l’étage inférieur recevant le signal clk est autour de 1,6 V. C’est le VBE des transistors
qui impose cela. Le VBE des transistors utilisés ici est de 0,8 V. Ainsi, en négligeant les chutes
de tension dans les résistances des paires différentielles, nous obtenons un premier étage logique
à VDD−VBE = 3,3− 0,8 = 2,5V, et un second à VDD− 2×VBE = 3,3− 2× 0,8 = 1,7V. Dans
le cas de la bascule D alternative, les paires différentielles recevant le signal clk sont remplacées
par des VCVS, qui sont des collecteurs communs. Ces collecteurs communs vont diminuer la
tension continue d’un VBE, on peut alors supprimer un couple de suiveurs en sortie du balun, ce
qui réduira la consommation et l’encombrement. Le balun utilisé est donc sur le même principe
que le précédent mais la dernière paire de suiveurs en sortie a été supprimée comme le montre la
figure 2.8.
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FIGURE 2.8 – Balun d’entrée bascule D VCVS

Le résultat de simulation en bruit de phase du diviseur par 2 VCVS est présenté et comparé
avec celui du diviseur par 2 VCCS pour une fréquence appliquée aux diviseurs de 30 GHz dans la
figure 2.9. Les résultats sont présentés pour une corrélation de 100 sur le E5052B. La corrélation
est une technique qui permet de diminuer la plancher de bruit de l’appareil. Elle annule le bruit des
références intégrées dans le banc de bruit de phase. Plus le nombre de corrélations est élevé, plus le
bruit de ces sources est annulé. Ainsi, le plancher de bruit de phase est réduit de 10 · log(

√
ncorrel)

avec ncorrel le nombre de corrélations. Nous avons choisi pour nos mesures une corrélation de 100,
soit une amélioration du plancher de bruit de 10 dB.

Une amélioration du bruit de phase de 6 dB est obtenue avec le diviseur par 2 VCVS de 10 Hz
à 1 MHz de la porteuse puis au-delà, l’amélioration est bruit de phase est de l’ordre de 10 dB.

2.I.2.c Dessin des masques du diviseur

Une capture du dessin des masques du diviseur superposée à une microphotographie de ce di-
viseur sur la puce est présentée sur la figure 2.10. Nous avons procédé ainsi car les « dummies »
des couches supérieures de la puce cachent les métallisations des couches inférieures. Une simple
microphotographie de la puce ne permet d’observer que les PAD et les capacités, qui sont réali-
sés avec le niveau de métal le plus haut. En revanche, le reste du circuit n’est pas visible, nous
avons donc opté pour une solution hybride où une version retravaillée d’une capture Cadence est
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FIGURE 2.9 – Bruit de phase diviseur par 2 VCCS vs VCVS pour fin = 30GHz

superposée sur une microphotographie de la puce.

En excluant les PAD, le circuit mesure 158×255µm2. À gauche, les trois PAD verticaux cor-
respondent au port d’entrée du circuit. S’agissant d’un signal « single-ended », on utilise une pointe
G-S-G (Ground-Signal-Ground) pour transmettre le signal de la référence au circuit. Le premier
bloc qui suit est le balun d’entrée qui transforme ce signal de référence « single-ended » en signal
différentiel qui pilote le diviseur. Le diviseur correspond au bloc au centre. Les signaux différen-
tiels synthétisés par le diviseur sont ensuite transmis au buffer de sortie. Les sorties différentielles
de ce buffer sont chacune connectées aux PAD signaux d’une pointe G-S-G-S-G afin d’être récu-
pérées en sortie. Le PAD unique en haut à gauche accompagné de deux capacités correspond à
l’arrivée pour l’alimentation continue du circuit et les capacités servent au découplage.

Il apparaît sur cette image qu’un soin particulier a été apporté au respect de la symétrie dans
les différents blocs du circuit. En effet, l’ECL étant une logique différentielle, il en résulte que les
circuits ECL sont généralement symétriques, c’est-à-dire que les composants logiques fonctionnent
par paire, puisque la logique est basée sur les paires différentielles. Ainsi, il est important lors du
design du dessin des masques de respecter cette symétrie et de mettre en regard les composants
symétriques. Cela s’explique par le fait qu’à très haute fréquence, les temps de propagation des
signaux peuvent devenir significatifs et une dissymétrie sur deux pistes censées transmettre deux
signaux différentiels peut engendrer un déphasage entre les deux qui nuira au bon fonctionnement
du circuit. Ce décalage de phase est inhérent aux éléments parasites des différentes pistes et qui
peuvent, en cas de forte dissymétrie entre deux pistes, grandement impacter le fonctionnement
différentiel du circuit. Sans aller jusqu’à réaliser une structure centroïde, nous avons pris soin que
chaque porte logique du circuit soit aussi symétrique que possible.
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FIGURE 2.10 – Superposition du dessin des masques sur une microphotographie du diviseur par 2
VCVS
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La prise en considération des parasites liés aux éléments du dessin des masques a d’ailleurs
été une des problématiques principales lors de la conception de nos circuits. En effet, nous réali-
sons tout d’abord des simulations avec les modèles du fondeur, qui proposent différents niveaux
de précision. Nous réalisons les premières simulations avec les modèles les plus simples (appelés
« Standard ») puis lorsque la conception est bien avancée, nous utilisons des modèles plus poussés
(appelés « Accurate »). Après avoir terminé le layout, une extraction de parasites est menée. Cette
nouvelle version du circuit avec les éléments parasites ajoutés par le dessin des masques est ensuite
simulée. Il s’est avéré que ces parasites avaient un impact considérable sur la fréquence maximale
de fonctionnement du circuit. En effet, pour un circuit fonctionnant à 30 GHz, on observe géné-
ralement une baisse de l’ordre de 5 GHz sur la fréquence maximale de fonctionnement une fois
les parasites extraits. Nous avons dans un premier temps souhaité atténuer cette dégradation en
modifiant le dessin des masques, en ciblant les éléments qui ajoutent le plus de parasites et tenter
de les corriger. Cependant, les moyens de diminuer les parasites ajoutés par une ligne sont limités,
d’autant que les parasites problématiques viennent de lignes plus longues que la moyenne, et que
si ces lignes sont longues, c’est que nous n’avions pas le choix de faire autrement. Étant donné
qu’il est donc compliqué de compenser les problèmes liés aux parasites en modifiant uniquement
le layout, la meilleure solution est de redimensionner les composants du circuit en prévoyant la
baisse de fréquence maximale amenée par les parasites. Cela rend le design de circuit assez com-
plexe car il faut mener le processus de conception quasiment jusqu’à terme pour voir si le circuit
est conforme au cahier des charges. Une autre solution est de largement sur-évaluer la fréquence
maximale de fonctionnement dès le départ mais cela risque d’impacter négativement la consom-
mation ou le bruit de phase. Ainsi, nous visons une fréquence de fonctionnement maximale de plus
de 35 GHz lors du dimensionnement avec les modèles du fondeur afin d’anticiper la baisse induite
par les parasites.

Par souci de cohérence et de clarté, la plupart des résultats de simulations présentés seront
des résultats prenant en compte les parasites, car il s’agit généralement de l’estimation la plus
pessimiste en termes de simulation et il s’agit également de la simulation la plus complète et qui
se rapproche davantage des résultats de mesures. Les simulations ne prenant pas en compte les
parasites sont clairement indiquées.

2.I.2.d Protocole et résultat de mesures

Le schéma du montage pour la mesure est présenté sur la figure 2.11.

Le circuit n’étant pas encapsulé, la mesure a été réalisée à l’aide d’une station sous pointes.
Le COEO ne pouvant pas être déplacé facilement, une fibre optique a été utilisée pour acheminer
le signal optique d’intérêt jusqu’à la station sous pointes puis une photodiode transpose ce signal
optique en signal électrique à appliquer à notre diviseur. La puissance du signal synthétisé par le
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FIGURE 2.11 – Schéma du montage réalisé pour la mesure de bruit de phase
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COEO est de l’ordre de −10 dBm. Un analyseur de bruit de phase Agilent E5052B est utilisé en
sortie de notre diviseur afin de mesurer le bruit de phase du signal synthétisé. La puissance de
sortie mesurée est de −8 dBm. S’agissant d’un diviseur numérique, cette puissance de sortie reste
quasiment la même quelle que soit la puissance d’entrée car elles sont indépendantes. Le diviseur
consomme 56 mA sous une alimentation de 3,3 V, soit 185 mW. Nous avons dans un premier temps
mesuré le bruit de phase du COEO, car s’agissant d’un dispositif expérimental, il est nécessaire
de le paramétrer correctement avant chaque utilisation. Puis, une fois le COEO caractérisé, il a été
utilisé en tant que référence de fréquence pour le diviseur par 2. Les résultats de mesure du COEO
à 30 GHz divisé par un diviseur par 2 VCVS sont présentés dans la figure 2.12.

La courbe intitulée « COEO 30GHz− 20 · log2 » correspond au bruit de phase mesuré du
COEO transposé à la fréquence de sortie du diviseur. C’est-à-dire que, s’agissant d’un diviseur par
2, nous avons retranché 20× log2 = 6dB au bruit de phase du COEO que nous avons mesuré.
Cette courbe correspond donc au meilleur niveau de bruit de phase que l’on puisse obtenir après
division, car il n’est pas possible d’obtenir mieux que la référence transposée. Or, il s’avère que
la courbe du bruit de phase mesurée en sortie du diviseur est quasiment confondue avec celle-ci.
Le diviseur que nous avons conçu est donc pratiquement transparent en termes de bruit de phase
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pour une division par 2 de ce COEO à 30 GHz. On observe de plus que cela n’aurait pas dû être
le cas d’après les simulations. En effet, on voit que le bruit résiduel du diviseur VCVS est censé
être majoritaire par rapport à celui du COEO sur la bande de fréquences allant de 1 kHz à 1 MHz.
Il semble donc probable que les modèles en bruit utilisés lors des simulations soient pessimistes
par rapport aux niveaux de bruit de phase réellement obtenus. Enfin, le plancher de bruit de phase
de l’analyseur est atteint sur une bande allant de 10 kHz à environ 50 kHz. Bien que d’après la
dynamique de la courbe, il semblerait que l’on soit proche du bruit de phase réel, des niveaux plus
bas que ceux observés ici peuvent être obtenus en réalité. Une mesure du bruit de phase résiduel
du diviseur permettrait d’éviter ce problème, mais pour cela, un dispositif avec deux diviseurs
en parallèle doit être mis en place. Ainsi, en mélangeant les sorties des deux diviseurs, on peut
éliminer les contributions en bruit extrinsèque aux diviseurs et déterminer uniquement le bruit de
phase résiduels de ces derniers. Cependant, le projet DIFOOL a pris fin avant la réception de notre
premier circuit et l’entreprise chargée d’encapsuler nos circuits n’a pas été en mesure de le faire.
Par conséquent, tous nos circuits ont été mesurés sous pointes, ce qui nous a empêché de faire
les mesures de bruit de phase résiduel, puisque mesurer deux diviseurs en parallèle sans qu’ils ne
soient encapsulés est compliqué (il aurait fallu deux stations sous pointes proches l’une de l’autre,
ce qui n’est pas le cas dans la salle de caractérisation à notre disposition).

Nous avons également utilisé un synthétiseur de fréquence pour caractériser différentes gran-
deurs du diviseur. Tout d’abord concernant la puissance d’entrée, nous avons observé une division
par 2 à 30 GHz pour des puissances aussi basses que −26 dBm. Nous avons pu observer une divi-
sion correcte pour une fréquence d’entrée allant jusqu’à 40 GHz.

Si nous comparons ce diviseur avec l’état de l’art réalisé au § 1.II.3.g en utilisant le FoM pré-
senté dans cette section, nous obtenons −245 dBc/Hz pour ce diviseur par 2, ce qui le place parmi
les diviseurs numériques les plus performants de l’état de l’art. La différence avec les diviseurs
qui ont un meilleur facteur de mérite peut certainement s’expliquer par le fait que nous ne mesu-
rons pas dans notre cas le bruit résiduel du diviseur mais celui du COEO divisé. Or, ce diviseur
étant transparent pour ce COEO, nous n’obtenons pas la mesure complète de ses performances,
puisque la mesure de bruit de phase résiduel n’a pas pu être réalisée. Ensuite, l’ensemble des cir-
cuits ayant un meilleur FoM ont une fréquence de fonctionnement plus basse, il se peut donc que le
FoM choisi favorise les circuits ayant une faible consommation au prix d’une montée en fréquence
moins importante.
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2.I.3 Diviseur par 3 ECL numérique

2.I.3.a Présentation

Le schéma de principe du diviseur numérique par 3 choisi est présenté sur la figure 2.13. Il
comporte deux bascules D et une porte OR/NOR. L’ensemble de ces éléments logiques sont réali-
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clk

Q

DFF

D

clk

Q

DFF

FIGURE 2.13 – Schéma de principe du diviseur par 3

sés en ECL. Comme évoqué précédemment au § 1.II.3.b, s’agissant d’un diviseur synchrone, c’est
la bascule D de sortie qui impose principalement son bruit au signal synthétisé [16]. Nous avons
concentré beaucoup de nos efforts sur le diviseur par 3 numérique à 30 GHz, puisque, disposant
d’un autre COEO à 10 GHz, réussir à réaliser une division propre à 30 GHz permettrait de mutua-
liser les différentes opérations avec un signal à 10 GHz, qui de par sa fréquence plus basse autorise
la conception de circuit plus complexes pour la synthèse de fréquence. Différentes versions vont
donc être présentées dans cette partie et par souci de clarté, leurs spécificités sont présentées dans
le tableau 2.1 avant d’être détaillées par la suite. Ces versions sont numérotées par ordre chrono-

Version 1 1 OR/NOR différentiel + VCVS en sortie
Version 2 2 OR/NOR élementaires + VCVS en sortie
Version 3 2 OR/NOR élementaires + VCCS en sortie

TABLE 2.1 – Trois différentes versions du diviseur par 3 numérique

logique de conception, la version 1 est donc la plus ancienne et la version 3 la plus récente. Dans
une version du circuit, à laquelle nous nous référons comme la version 2, de par la limitation en
fréquence provoquée par la porte OR/NOR différentielle, nous avons pris le parti d’utiliser une bas-
cule D classique comme celle présentée au § 2.I.1 en entrée et une bascule D faible bruit comme
présentée au § 2.I.2 en sortie. La porte OR/NOR est une porte élémentaire de l’ECL, mais il s’agit
d’une porte « single-ended » vers différentiel comme le montre la figure 2.14. Or les bascules D
utilisées sont complètement différentielles. Par souci de symétrie et pour s’assurer d’avoir des im-
pédances semblables sur chacune des entrées différentielles ou chacune des sorties différentielles
des bascules D, nous avons, dans une toute première version du circuit appelée version 1, souhaité
utiliser une porte OR/NOR différentielle comme représentée sur la figure 2.15.

Nous avons donc utilisé la porte OR/NOR différentielle présentée dans la figure 2.16 [17].
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FIGURE 2.14 – Porte OR/NOR ECL élémentaire

FIGURE 2.15 – Schéma de principe du diviseur par 3 avec OR/NOR différentiel

FIGURE 2.16 – Topologie du OR/NOR différentiel
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FIGURE 2.17 – Schéma de principe du diviseur par 3 avec OR/NOR élémentaires

Cette version 1 de diviseur par 3 avec une porte OR/NOR différentielle ne permettait cependant
pas, une fois les parasites du dessin des masques pris en compte, d’atteindre les 30 GHz requis
en fréquence d’entrée pour diviser le COEO. Après différentes simulations des portes logiques
constituant ce diviseur, il est apparu que c’est la porte OR/NOR différentielle qui est limitante.
Nous avons donc réalisé la version 2 du diviseur par 3 où nous utilisons des portes OR/NOR ECL
élémentaires comme celle présentée sur la figure 2.14 à la place du diviseur OR/NOR différentiel,
les bascules D restent les mêmes.

Encore une fois, par souci de symétrie et d’équilibrage du circuit, nous avons utilisé ces portes
OR/NOR sur chacune des entrées et sorties différentielles des bascules D comme présenté dans la
figure 2.17. S’agissant de porte « single-ended » vers différentiel, la porte OR/NOR (2) est mise en
œuvre pour l’équilibrage d’impédance et ses sorties ne sont donc pas utilisées.

C’est cette topologie qui a été retenue parce qu’elle permet d’obtenir une division par 3 avec
une fréquence d’entrée d’au moins 30 GHz lors des simulations avec les parasites. Cependant,
comme nous allons l’expliquer, les mesures n’ont pas permis de caractériser correctement cette
version 2 du circuit. Une version 3 avec une bascule D classique en sortie a donc été réalisée.

2.I.3.b Conception et résultats de simulations

La version 1 de diviseur par 3 a été conçue et simulée. Cependant, nous ne sommes pas parve-
nus à obtenir de résultat de simulation concluant de ce circuit avec les parasites au-delà des 30 GHz
requis, ce circuit n’a donc pas été envoyé en fonderie. Nous avons, par la suite, conçu la version 2
où la porte OR/NOR différentielle est remplacée par des portes OR/NOR élémentaires. Dans cette
version 2, la bascule D de sortie est une bascule D VCVS et celle d’entrée une bascule D VCCS.
Nous avions fait ce choix car, comme expliqué dans le § 1.II.3.b, dans un circuit synchrone, c’est
la bascule de sortie qui impacte majoritairement le bruit de phase du signal synthétisé. Malgré des
résultats de simulations satisfaisants jusqu’à 32 GHz avec parasites, nous ne sommes pas parve-
nus à obtenir un résultat de bruit de phase correct avec le COEO à 30 GHz pour cette version. La
version 3, dont la vitesse de fonctionnement a été améliorée et le dessin des masques retravaillé, a
donc été fabriquée.
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Version 1 (OR/NOR Différentiel + VCVS en sortie)

Version 2 (OR/NOR Elem + VCVS en sortie)

Version 3 (OR/NOR Elem + VCCS en sortie)

FIGURE 2.18 – Comparaison en bruit de phase des trois versions du diviseur par 3 numérique

Un laps de temps important sépare la version 2 de la version 3 suite à l’arrêt du projet DIFOOL,
nous avons décidé de réaliser une topologie avec des bascules D VCCS en entrée et en sortie
du diviseur afin de pouvoir garantir d’avoir un circuit fonctionnel à 30 GHz, même si nous ne
bénéficions donc pas de l’amélioration de bruit de phase amenée par bascule faible bruit en sortie.
Afin de clarifier les choses, nous présentons en figure 2.18 les résultats de bruit de phase simulés
sans les parasites pour ces 3 versions (la version 1 n’ayant pas donné de résultat de simulation avec
les parasites à 30 GHz).

Ainsi la version 1 du diviseur par 3 numérique avec la porte OR/NOR différentielle et la bascule
D faible bruit en sortie offre des performances extrêmement compétitives mais nous ne sommes
malheureusement pas parvenus à la faire fonctionner au-delà de 30 GHz avec les parasites du
layout. S’agissant du premier design de la thèse, il serait intéressant, au vu de sa nette supério-
rité en termes de bruit de phase proche de la porteuse, de s’y consacrer à nouveau suite aux progrès
en conception et dessin des masques réalisés durant cette thèse. La version 2 où la porte OR/NOR
a été remplacée par des portes OR/NOR élémentaires qui a été réalisée pour le premier run offre
les moins bonnes performances. Nous étions confiants quant à la possibilité de le mesurer puisque
nous atteignions des fréquences supérieures à 30 GHz en simulation malgré les parasites. Nous
avons finalement observé une division par 3 à 30 GHz en mesure mais nous ne sommes pas parve-
nus à mesurer un bruit de phase correct. Enfin, la version 3, où la bascule D VCVS de sortie a été
remplacée par une bascule D VCCS offre finalement de meilleures performances que la seconde
version 2 avec la bascule VCVS en sortie. En effet, placer la bascule D VCVS en sortie était censé
diminuer le bruit du diviseur par rapport à une bascule D VCCS. En revanche, ce qui n’apparaît pas
ici, c’est que la version 2 a été conçue en 2016 alors que la version 3 l’a été en 2019. Ainsi, cette



82 CHAPITRE 2. SYNTHÈSE PAR DIVISION ENTIÈRE

FIGURE 2.19 – Capture du dessin des masques du diviseur par 3

différence inattendue est en grande partie liée aux progrès effectués en termes de conception et de
dessin de masque au cours de ma thèse. C’est pour cela qu’il serait d’autant plus intéressant de
retravailler la version 1, puisque avec l’expérience acquise, il serait possible de la faire fonctionner
au-delà de 30 GHz et profiter de son faible bruit de phase. La version 3 a pu être mesurée et les
résultats sont conformes aux simulations comme nous le verrons par la suite.

2.I.3.c Dessin des masques du diviseur

Une capture du dessin des masques diviseur par 3 est présentée sur la figure 2.19. En excluant
les PAD, le circuit mesure 265× 149µm2. La disposition des PAD est la suivante : le PAD d’en-
trée « single-ended » en bas, le PAD de sortie différentielle en haut et le PAD d’alimentation à
droite. Comme évoqué plusieurs fois dans cette thèse, les parasites ont été un souci majeur dans la
conception de ce circuit. Nous avons en réalité manqué la date de soumission du premier run prévu
car nous n’attendions pas un tel impact des parasites sur le fonctionnement du circuit. Nous avons
ensuite soumis la version 2 qui semblait fonctionner correctement avec les parasites mais, bien
qu’ayant observé une division par 3 pour un signal d’entrée de 30 GHz expérimentalement, nous
ne sommes pas parvenus à obtenir un résultat de mesure de bruit de phase correct de ce circuit.
Enfin, la version 3 du diviseur par 3 nous a permis d’obtenir les résultats de mesure que nous allons
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FIGURE 2.20 – Bruit de phase diviseur par 3 mesuré

présenter maintenant.

2.I.3.d Protocole et résultat de mesures

Le protocole de caractérisation est similaire à celui du diviseur par 2. Le signal optique synthé-
tisé par le COEO est acheminé par fibre optique jusqu’à une photodiode à côté de notre diviseur
de fréquence. La puissance du signal délivré par le COEO est de l’ordre de −10 dBm. Le banc de
bruit de phase Agilent E5052B est utilisé pour mesurer le bruit de phase.

On observe encore une fois des résultats légèrement meilleurs en mesure que ce qui était prévu
par les simulations. L’accord entre mesure et simulation est semblable à ce que nous observons
pour les autres circuits : proche de ce qui est attendu voire meilleur par endroit. En revanche, bien
qu’ayant des performances proches de ce qui était attendu vis-à-vis de la simulation, on voit ici que
le diviseur par 3 n’est pas transparent en termes de bruit de phase, contrairement au diviseur par
2. Cela s’explique assez naturellement par sa complexité accrue : 2 bascules et une porte logique
pour le premier contre une bascule unique pour le second. De plus, ces éléments logiques étant
interconnectés les uns aux autres, le dessin des masques du diviseur par 3 est bien plus complexe,
et nous avons été contraints d’utiliser des pistes longues dans certains cas de figure. Ceci explique
en partie les différences en termes de fréquence de fonctionnement maximale mais également de
performances en bruit de phase. En effet, pour garantir ce fonctionnement au-delà de 30 GHz, il
a fallu faire des concessions sur certains paramètres de conception pour favoriser la fréquence
maximale au détriment du bruit de phase, principalement concernant les tailles d’émetteurs des
transistors bipolaires. Plus cette taille est élevée, moins les transistors sont bruyants mais plus leur
fréquence de fonctionnement est faible. Le diviseur par 2 fonctionne jusqu’à 40 GHz avec un bruit
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FIGURE 2.21 – Schéma de principe du diviseur par 10 CMOS

de phase très bas alors que ce diviseur par 3 fonctionne seulement jusqu’à 32 GHz avec un bruit
de phase plus élevé. Il consomme 27 mA sous une alimentation de 3,3 V, soit une puissance de
89,1 mW

Si nous comparons ce diviseur avec l’état de l’art réalisé au § 1.II.3.g, on obtient un facteur de
mérite de −243 dBc/Hz pour ce diviseur par 3 ce qui le met à un niveau à peu près équivalent au
diviseur par 2 VCVS, ce qui en fait un diviseur avec de bonnes performances. Cela est dû au fait
que nous utilisons le bruit de phase à 1 kHz de la porteuse pour le FoM qui est ici bien plus bas
que prévu par la simulation.

Il serait vraiment intéressant de retravailler le tout premier design de diviseur numérique car en
sachant maintenant qu’il faut aller encore au-delà des 30 GHz lors de la simulation avec parasites
pour garantir son fonctionnement, il permettrait au regard du bruit du COEO de la figure précé-
dente, d’obtenir un diviseur par 3 à 30 GHz quasiment transparent en bruit de phase avec la légère
amélioration de la mesure par rapport à la simulation que l’on observe sur les autres circuits.

2.I.4 Diviseur par 10 CMOS numérique

2.I.4.a Présentation

Il s’agit de l’un des seuls circuits CMOS réalisés au cours de la thèse. En effet, l’ECL étant plus
adaptée pour les circuits haute fréquence, nous l’avons favorisée pour les applications à 30 GHz.
Ici, le but de ce diviseur par 10 est de réaliser une division de 10 GHz vers 1 GHz. Avec une fré-
quence d’entrée de 10 GHz, la logique CMOS est suffisante pour réaliser une division numérique.
De par son faible encombrement et sa faible consommation, nous avons préféré le CMOS au bipo-
laire pour les opérations à plus basse fréquence (à partir de 10 GHz). Ce diviseur est composé d’un
diviseur par 5 suivi d’un diviseur par 2 comme illustré sur la figure 2.21. Les bascules D utilisées
sont des bascules D CMOS dynamiques qui permettent de profiter du phénomène de stockage des
charges pour le fonctionnement de la bascule. C’est-à-dire que l’on utilise les capacités parasites
des grilles de transistors MOS pour stocker des charges et maintenir ainsi le transistor dans un état
logique donné. Ces capacités étant faibles, elles se (dé)chargent rapidement, augmentant ainsi la
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FIGURE 2.22 – Schématique bascule D CMOS dynamique

vitesse de fonctionnement de la bascule par rapport à des bascules D CMOS élémentaires [18]. En
revanche, cela induit que ce type de bascules ne fonctionnent pas correctement en dessous d’une
certaine fréquence car les charges ne peuvent pas rester stockées indéfiniment.

2.I.4.b Conception et résultats de simulations

La schématique des bascules D CMOS dynamiques utilisées est présentée sur la figure 2.22.
La topologie utilisée est issue de la littérature [19] et semble être une topologie de bascule D
dynamique répandue. La porte NAND utilisée est présentée dans la figure 2.23. Un buffer de sortie
composé d’une chaîne d’inverseurs dont la taille augmente progressivement est ajouté en sortie de
ce circuit [20]. Cela permet d’obtenir dans le dernier inverseur de la chaîne un courant suffisant
pour piloter une charge 50 Ω. La taille des transistors de chaque étage d’inverseur est multipliée
par 2,7, car il s’agit du ratio théorique optimal pour s’assurer d’un temps de propagation optimal
tout en augmentant rapidement la taille des transistors. Ce buffer de sortie est présenté dans la
figure 2.24. Enfin, le buffer présenté dans la figure 2.25 placé en entrée du diviseur permet de
remettre en forme le signal appliqué au diviseur afin de s’assurer d’avoir un signal exploitable
pour le diviseur CMOS. Les résultats de simulation en bruit de phase de ce diviseur par 10 pour
une fréquence d’entrée de 10 GHz sont présentés dans la figure 2.26.

2.I.4.c Protocole et résultat de mesures

Contrairement aux diviseurs ECL présentés précédemment, ce diviseur est entièrement « single-
ended », des PAD G-S-G sont utilisés en entrée et en sortie du circuit sur la puce comme visible
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FIGURE 2.23 – Schématique porte NAND CMOS

FIGURE 2.24 – Schématique buffer de sortie CMOS
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FIGURE 2.25 – Schématique buffer d’entrée CMOS
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FIGURE 2.26 – Bruit de phase diviseur par 10 CMOS pour fin = 10GHz
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FIGURE 2.27 – Dessin des masques complet du diviseur par 10 CMOS

sur la capture du dessin des masques sur la figure 2.27. Le dessin des masques du diviseur CMOS
seul est présenté dans la figure 2.28. Le diviseur par 10 a d’abord été caractérisé à l’aide d’un
synthétiseur de fréquence. Les résultats de mesure en bruit de phase d’un signal de 10 GHz généré
par un synthétiseur Anritsu sont présentés sur la figure 2.29. Hormis un bruit de phase proche de
la porteuse bien plus élevé que celui attendu, le reste du tracé de bruit de phase suit correctement
la tendance prévue en simulation. Bien que la source soit un synthétiseur de fréquence présentant
un bruit de phase moins bon que celui du COEO, le diviseur n’est transparent en bruit de phase
sur aucune portion de la plage de bruit de phase étudiée. Il ne serait pas intéressant de mesurer
ce diviseur avec un COEO générant un signal à 10 GHz car nous ne verrions comme ici que le
bruit du diviseur. Cela laisse entrevoir selon nous une des limitations de la synthèse de fréquence
par division : pour augmenter le rapport de division il faut ajouter des diviseurs en cascade, et
par conséquent subir la dégradation en bruit de phase qu’ils engendrent. De plus, comme évoqué
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FIGURE 2.28 – Dessin des masques du diviseur par 10 CMOS seul
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FIGURE 2.29 – Résultats de mesure bruit de phase diviseur par 10 CMOS
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FIGURE 2.30 – Diviseur ECL programmable 4 bits basé sur un décompteur asynchrone

précédemment 1.II.3.c, un rapport de division plus élevé sous-entend généralement un nombre de
bascules et portes logiques plus élevées et donc un bruit de phase d’autant plus impacté. Ainsi,
il semblerait que dans l’intérêt des performances en bruit de phase, il faille autant que possible
limiter l’ordre des rapports de division. Une autre solution envisageable pour pallier ce problème
est d’utiliser la technique de resynchronisation décrite précédemment au § 1.II.3.c. i.

2.I.5 Diviseur numérique ECL programmable sur 4 bits basé sur un dé-
compteur asynchrone

2.I.5.a Présentation

Après avoir étudié la division fixe de 10 GHz vers 1 GHz, nous nous sommes intéressés à la
division programmable à partir de 10 GHz. Le diviseur numérique ECL programmable conçu ici est
basé sur un décompteur asynchrone quatre bits. Un comparateur composé de portes XOR et d’une
porte OR/NOR compare ensuite la valeur du décomptage au mot binaire implémenté en consigne.
Le mot binaire implémenté correspond au rapport de division souhaité auquel on retranche 1, car
la remise à zéro des bascules dure une période d’horloge (empêchant par la même une division
par 0). Une fois la consigne atteinte, l’état des bascules D est réinitialisé et un nouveau cycle de
décomptage commence.
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FIGURE 2.31 – Exemple de comparaison pour la valeur (0101)2 = (5)10

2.I.5.b Conception et résultats de simulations

Nous avons conçu pour ce diviseur des bascules D réinitialisables, des portes XOR et une porte
OR/NOR ECL à quatre entrées. Le principe de ce diviseur programmable est le suivant : nous
comparons chacun des bits d’un décompteur binaire (bascules D en diviseur par 2 en cascade) à un
mot binaire en consigne. Une fois cette consigne atteinte, on vient réinitialiser toutes les bascules
D afin de redémarrer le comptage au départ. On utilise des portes XOR pour la comparaison car
lorsque les deux entrées sont identiques, on obtient un état bas, et lorsqu’elles sont différentes
on obtient un état haut. On utilise en réalité un inverseur avant la porte XOR, ainsi la valeur de
décomptage est comparée au complémentaire du mot binaire de consigne, ce qui permet de rentrer
directement la valeur du rapport de division. Pour clarifier, un exemple de comparaison est présenté
sur la figure 2.31. Si l’on souhaite diviser par (6)10, il faut programmer le mot binaire (0101)2 =

(5)10 comme consigne au comparateur à cause de la période de réinitialisation. Ainsi avec les
inverseurs, la valeur de décomptage est comparée au complémentaire de (0101)2 soit (1010)2 =

(10)10. Donc en décomptant de (15)10 à (10)10, une division par (5)10 est obtenue. Toutes les
sorties des XOR sont à l’état bas car les entrées de chaque XOR sont identiques, la consigne est
donc atteinte. Les sorties des XOR étant comparées avec un NOR, un état haut est obtenu lorsque
toutes les sorties XOR sont à l’état bas. Cet état haut en sortie du NOR servira alors de signal de
réinitialisation. Ainsi, au front d’horloge suivant, le décomptage repart du début, une division par
(6)10 est bien obtenue.

Afin d’illustrer plus clairement le fonctionnement de ce diviseur, nous nous référons à la fi-
gure 2.32.

Ainsi, on souhaite cette fois réaliser une division par (10)10. On programme donc le mot binaire
(1001)2 = (9)10 en entrée du comparateur à cause de la période de réinitialisation. Grâce aux
inverseurs, on récupère le mot binaire complémentaire de (1001)2, soit (0110)2. Donc, lorsque
notre décompteur atteint la valeur (0110)2, le signal rst, qui est un signal de réinitialisation, passe
à l’état haut et le front d’horloge suivant, l’ensemble des bits sont réinitialisés à l’état haut pour
recommencer le décomptage au départ. Ce décompteur fonctionne jusqu’à 15 GHz et consomme
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FIGURE 2.33 – Diviseur ECL programmable 4 bits basé sur un décompteur synchrone

168 mW.

2.I.6 Diviseur numérique ECL programmable sur 4 bits basé sur un dé-
compteur synchrone

2.I.6.a Présentation

Une autre version de diviseur ECL programmable a été conçue sur la base d’un décompteur
synchrone comme décrit au § 1.II.3.e. ii. La topologie d’un bit de ce diviseur est présenté dans la
figure 2.33.

Le BIT 0 permet simplement de changer d’état à chaque coup d’horloge en choisissant la valeur
de l’état de départ. Il y a ensuite trois bits comme le BIT 1 qui suivent. Ceux-là, comme expliqué
au § 1.II.3.e. ii permettent de conserver l’état d’un bit tant que tous les bits précédents ne sont pas
à l’état bas. Ensuite, lorsque tous les bits du diviseur ont atteint l’état bas, la porte OR/NOR du
dernier étage passe à l’état haut et autorise le chargement de la valeur initiale de décomptage pour
chaque bit, le cycle de décomptage recommence alors.
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FIGURE 2.34 – Résultat temporel diviseur programmable basé sur décompteur synchrone

2.I.6.b Conception et résultats de simulations

Comme pour le décompteur asynchrone, nous allons utiliser la simulation temporelle de la
figure 2.34 pour illustrer le fonctionnement du diviseur.

Le décomptage allant de la valeur implémentée à zéro, la valeur du mot binaire correspond
au rapport de division souhaité auquel on retranche 1. Ainsi, pour une division par (10)10, on im-
plémente le mot binaire (1010)2 = (9)10 comme valeur de départ de décomptage. Le décomptage
commence donc à (1010)2 puis lorsqu’il atteint (0000)2, le signal load passe à l’état haut et auto-
rise le rechargement de la valeur de départ de décomptage. Le cycle recommence et on obtient une
division par le rapport souhaité sur le signal load. Ce diviseur ne fonctionne que jusqu’à 10 GHz,
ce qui peut notamment s’expliquer par le fait que les temps de propagation y jouent un rôle ma-
jeur. En effet, le principe étant de vérifier si les bits précédents sont à l’état bas avant de changer
l’état d’un bit, il peut y avoir un temps de propagation assez important entre le bit de poids faible
et celui de poids fort [21]. Ainsi, si ce temps de propagation devient significatif par rapport à la
fréquence d’horloge, le fonctionnement du diviseur peut en pâtir. Il consomme cependant moins
que la version basée sur un diviseur asynchrone, avec 132 mW pour cette version.
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FIGURE 2.35 – Schéma de principe du circuit de test de la technique de resynchronisation

2.I.7 Circuit test de la technique de resynchronisation

2.I.7.a Présentation

Un circuit permettant de mettre en évidence la technique de resynchronisation, présentée au
§ 1.II.3.c. i, a été conçu. À ce stade, ce circuit de test n’a pas encore été appliqué au diviseur par
10 du 2.I.4 dont le bruit de phase élevé justifierait de lui appliquer cette technique. Nous voulions
d’abord le faire sur un diviseur asynchrone plus simple (en 2n) pour limiter les risques tant que le
diviseur par 10 n’avait pas été validé seul. Les aléas des runs technologiques ne nous ont ensuite
pas permis de tenter une deuxième réalisation. Le schéma de principe du circuit et les différents
éléments qui le composent sont présentés dans la figure 2.35

Il s’agit d’une chaîne de diviseurs par 2 comprenant des diviseurs ECL et CMOS. De par
sa capacité à fonctionner à plus haute fréquence, le diviseur ECL est placé en début de chaîne de
division, ainsi, la fréquence est suffisamment réduite pour que les diviseurs CMOS puissent prendre
la suite. Cela implique de mettre en œuvre des étages de conversion ECL/CMOS et également
CMOS/ECL car la bascule de resynchronisation en sortie du diviseur CMOS doit être implémentée
en ECL pour pouvoir fonctionner à la fréquence d’horloge non-divisée.

2.I.7.b Conception et résultats de simulations

La bascule ECL utilisée pour la division par 2 et pour la resynchronisation est une bascule
VCCS, semblable à celle présentée au § 2.I.1. Une légère différence existe avec la bascule présen-
tée dans cette section au niveau de la méthode de polarisation de la bascule : on utilise ici le courant
imposé par les suiveurs de sortie comme référence de miroir de courant pour les autres sources de
courant de la bascule. Cette méthode permet de simplifier la topologie et diminuer l’encombre-
ment sans impacter grandement les performances de la bascule. Les bascules D CMOS utilisées
sont une des bascules CMOS par défaut du design kit. Il existe plusieurs topologies de bascules
D CMOS par défaut proposées, nous en avons choisi une qui possède une entrée clk, une entrée
D et une sortie Q permettant de mettre en œuvre un diviseur par 2. Un balun numérique comme
ceux présentés pour les diviseurs ECL à également été placé à l’entrée du diviseur pour convertir
l’entrée « single-ended » en signal différentiel.

Comme expliqué au § 1.II.3.c. i, le déphasage du signal de resynchronisation par rapport au
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FIGURE 2.36 – Schéma de principe de la simulation du bruit de phase pour différents déphasages
sur l’horloge de resynchronisation

signal resynchronisé joue un rôle déterminant dans l’amélioration de bruit de phase amené par
cette technique. Or, le dessin des masques des bascules D CMOS du design kit étant soumis à
des contraintes de confidentialité, nous n’avons pas accès au détail du dessin des masques mais
seulement à une « boîte noire » avec une piste d’entrée et une piste de sortie. Il n’était ainsi pas
possible de réaliser l’extraction de parasites sur ces cellules CMOS. Les parasites du reste du cir-
cuit ont été inclus dans la simulation finale mais il n’était pas possible d’inclure ceux des bascules
D CMOS. C’est pour cette raison que le déphasage en mesure est différent de celui en simulation.
Les résultats de simulations pour un signal d’entrée à 5 GHz, soit une période de 200 ps, sont pré-
sentés dans la figure 2.37. Il s’agit des résultats de simulations pour différents délais sur l’horloge
de resynchronisation par rapport au signal resynchronisé comme l’illustre la figure 2.36. Cepen-
dant, rajouter ce délai n’est pas aussi évident que le présente le schéma de principe car il faut
s’assurer en réalité que les conditions d’impédances ne sont pas modifiées par l’ajout de ce délai.
Des circuits "dummies" ont donc été ajoutés pour charger le circuit auquel la cellule de délai a été
connectée pour s’assurer qu’ils conservent les mêmes conditions d’impédances que le circuit sans
cette cellule.

Les simulations concernant l’impact du déphasage sur le bruit de phase sont réalisées sans
prendre en compte les parasites du dessin des masques afin de limiter les temps de simulation.

Ainsi, on peut voir que sans déphasage, donc pour la courbe intitulée « 0 ps », nous obtenons
quasiment le meilleur niveau de bruit de phase pour les différents délais simulés. C’est cette version
qui a été envoyée en fonderie mais comme nous le verrons par la suite au § 2.I.7.d, les résultats de
mesures du circuit de resynchronisation ne sont pas conformes à ceux de simulations. C’est suite à
ce constat que nous avons simulé le circuit de resynchronisation avec un délai variable sur le signal
de resynchronisation pour en voir l’impact sur le bruit de phase. Dans un premier temps, nous
avons déphasé le signal de resynchronisation par pas de 25 ps sur une période complète. Il apparaît
ainsi sur la figure 2.37 que ce délai impacte grandement le bruit de phase. Le pire niveau de bruit
de phase est obtenu pour un déphasage aux alentours de 75 ps sur le signal de resynchronisation.
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FIGURE 2.37 – Simulation du circuit de resynchronisation pour des déphasages de 0 ps à 175 ps
par pas de 25 ps

D’un point de vue temporel, la resynchronisation autour des deux fronts d’une période du signal à
resynchroniser est présenté dans les figures 2.38 et 2.39.

Il apparaît donc sur la figure présentant la resynchronisation sur le front montant du signal à
resynchroniser qu’il y a un décalage dans l’ordre des signaux resynchronisés. En effet, on voit que
les signaux dont le déphasage est supérieur à 75 ps sont resynchronisés d’abord contrairement à ce
qui était attendu. Cela pose principalement problème pour un signal de resynchronisation avec un
déphasage aux alentours de 75 ps puisque, étant à la frontière entre deux états, le bruit de phase est
impacté négativement.

Une deuxième simulation plus fine a été réalisée autour de cette valeur de déphasage. Les
résultats de simulation pour un déphasage entre 70 ps et 80 ps avec un pas de 1 ps sont présentés
sur la figure 2.40.

Là encore, on voit que le déphasage impacte le bruit de phase, avec un niveau bruit de phase
maximal (donc le pire) pour un déphasage de 76 ps.

Concernant la version envoyée en fonderie, une comparaison de bruit de phase avec et sans les
parasites est présentée sur la figure 2.41.

Une nette amélioration de bruit de phase de l’ordre de 20 dB au maximum est obtenue proche
de la porteuse avec une augmentation d’environ 6 dB du plancher de bruit en contrepartie. Les
parasites impactent le bruit proche de la porteuse à hauteur de 3 dB mais le plancher de bruit reste
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FIGURE 2.39 – Simulation temporelle du circuit de resynchronisation pour des déphasages de 0 ps
à 175 ps par pas de 25 ps
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par pas de 1 ps

identique.

2.I.7.c Dessin des masques du diviseur

Le dessin des masques de ce circuit test de la resynchronisation est présenté dans la figure 2.42.

2.I.7.d Protocole et résultat de mesures

Ayant une porte ECL en entrée (balun ECL) et en sortie (bascule D ECL), le protocole de
mesure est le même que celui des diviseurs ECL. Une pointe G-S-G est donc utilisée en entrée
de la puce pour appliquer le signal de la référence de fréquence. Une pointe G-S-G-S-G avec une
charge 50 Ω sur une des sorties différentielles est utilisé pour transmettre le signal de sortie au banc
de bruit de phase E5052B. La différence ici est qu’il y a également une partie purement CMOS
dans le diviseur, il y a donc un PAD d’alimentation dédié à cette alimentation et un autre PAD est
dédié à l’alimentation de la partie ECL. Les résultats de mesures pour une entrée fin = 3,84GHz
sont présentés dans la figure 2.43.

Il apparait donc que cette unique version de test du circuit de resynchronisation ne donne pas
les résultats attendus, il n’est donc pas utile de réaliser le test avec un COEO. Le bruit est très
élevé par rapport à celui de la source transposée à la fréquence de sortie, avec une différence de
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FIGURE 2.42 – Dessin des masques du circuit de resynchronisation
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FIGURE 2.43 – Résultats de mesures du circuit de resynchronisation à fout = 15MHz

l’ordre de 40 dB qui peut en partie s’expliquer par un front de resynchronisation concomitant à
un front montant ou descendant du signal resynchronisé : une majeure partie du bruit est alors
transmise en sortie. Or comme le signal de resynchronisation est bien plus rapide (256 fois ici) que
le signal qu’il resynchronise, il y a de fortes probabilités que cela arrive. Cependant, les parasites
des cellules CMOS n’étant pas pris en compte, le déphasage obtenu en réalité a fortement dégradé
les performances par rapport à la simulation. Il faudrait donc ajouter un système de déphasage
réglable pour s’assurer que le front de resynchronisation arrive sur un état établi de signal resyn-
chronisé. Les simulations présentées sur la figure 2.44 ont été réalisées pour mettre ce phénomène
en évidence.

On voit le bruit de phase du signal resynchronisé en fonction du délai du signal de resynchro-
nisation par rapport au signal à resynchroniser. Nous mettons donc en évidence que le délai de ce
signal de resynchronisation peut avoir un impact considérable sur le signal synthétisé : quasiment
50 dB ici entre les deux cas extrêmes (bien que cette différence ne puisse pas être entièrement im-
putée au délai, d’autres problèmes inhérents à une première conception viennent s’ajouter). Il est
donc primordial d’ajouter un système pour moduler la phase du signal de resynchronisation pour
profiter de l’amélioration de bruit de phase souhaitée avec cette technique et prévoir la conception
d’une deuxième version d’un circuit test de la resynchronisation.
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FIGURE 2.45 – Schéma de l’ILFD conçu

2.II Diviseurs analogiques

2.II.1 Diviseur par 3 à verrouillage par injection

2.II.1.a Présentation

Un premier diviseur analogique ILFD a été conçu. Sa topologie est présentée et expliquée dans
la figure 2.45.

Le principe de cette topologie est de réaliser un mélange entre la fréquence d’entrée et la
fréquence libre de l’oscillateur. Ainsi, en mélangeant la composante la plus basse issue de ce
mélange avec la fréquence d’entrée, on obtient la fréquence de l’oscillateur. C’est pour cette raison
que ce type d’ILFD est désigné dans la publication dont il est issu comme étant à « contre-réaction
de second harmonique régénératif » [22].

S’agissant d’un diviseur par 3, si f0 est la fréquence que l’on souhaite obtenir, qui est égale-
ment la fréquence libre de l’oscillateur, la fréquence d’entrée est donc 3 · f0. Ainsi, en mélangeant
la fréquence de l’oscillateur avec la fréquence d’entrée, des composantes 3 · f0− f0 = 2 · f0 et
3 · f0 + f0 = 4 · f0 sont obtenues. La composante 2 · f0 est favorisée à l’aide d’un filtrage puis elle
est amplifiée. Elle est ensuite mélangée avec la fréquence d’entrée pour donner à nouveau la fré-
quence de sortie souhaitée. Ainsi le circuit tend vers un état d’équilibre et chacune des composantes
désirées se renforcent mutuellement vers cet état. Dans notre cas, l’oscillateur est centré sur une
fréquence de 10 GHz. La fréquence d’entrée est de 30 GHz et c’est la composante de 20 GHz issue
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FIGURE 2.46 – Bruit de phase ILFD pour différentes puissances Pin du signal 3. f0

de ce mélange qui est favorisée.

La raison pour laquelle nous avons étudié ce type de diviseur vient de notre intérêt pour l’aspect
régénératif de ce diviseur. En effet, bien qu’il s’agisse d’un ILFD car il y a une oscillation naturelle
dans le circuit, le fait de filtrer et d’amplifier le deuxième harmonique rapproche fortement le
fonctionnement de ce circuit d’un diviseur régénératif de Miller.

2.II.1.b Conception et résultats de simulations

Dans ce type de diviseur, le bruit de phase est fortement dépendant de la puissance d’injection
du signal d’entrée [23]. Les bruits de phase pour différentes puissances du signal d’entrée, appelé
3 · f0± sur la figure 2.45, allant jusqu’à la puissance maximale théorique admissible sont présentés
dans la figure 2.46.

Il s’agit ici de résultats en bruit de phase sans parasite. Ce diviseur n’a pas été envoyé en fon-
derie puisqu’il a été conçu et étudié en parallèle d’un autre diviseur (§ 2.II.2) au concept semblable
mais dont les performances se sont avérées meilleures. Si l’on compare ces résultats en bruit de
phase avec ceux du diviseur numérique par 3 présentés plus tôt, ils semblent bien meilleurs. Ce-
pendant, il faut garder plusieurs éléments à l’esprit :

— les résultats du diviseur par 3 numérique sont très fortement impactés par les parasites,
car pour augmenter la fréquence maximale de fonctionnement du circuit, il a fallu faire
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FIGURE 2.47 – Bruit de phase diviseur ILFD vs diviseur numérique pour PIN =−10dBm

des concessions sur les performances en bruit de phase. Or, les parasites ne sont pas pris
en compte ici car le dessin des masques de ce circuit n’a pas été réalisé, puisqu’un autre
circuit similaire plus performant a été conçu.

— le bruit de phase du signal synthétisé avec l’ILFD dépend fortement de la puissance d’injec-
tion du signal alors que celui du diviseur numérique par 3 est indépendant de la puissance
du signal injecté une fois synchronisé.

Pour rappel, la puissance du signal que nous récupérons en sortie du COEO est de l’ordre
de −10 dBm. Nous proposons donc sur la figure 2.47 une comparaison entre le bruit de phase
d’un diviseur par 3 numérique faible bruit et l’ILFD présenté ici pour une puissance d’entrée de
−10 dBm.

Il apparaît que pour une puissance d’injection faible comme celle imposée par l’usage d’un
COEO, le diviseur numérique offre de bien meilleures performances en bruit de phase par rapport
à l’ILFD. Nous avons par la suite voulu comparer ces performances avec celles d’un autre diviseur
proche d’un diviseur régénératif que nous allons maintenant présenter.

2.II.2 Diviseur par 3 avec second harmonique régénératif

2.II.2.a Présentation

Le diviseur présenté ici est à la frontière entre les diviseurs régénératifs et les ILFD. La topo-
logie dont nous nous sommes inspirés à partir d’un article [24] est présentée dans la figure 2.48.

Nous avons adapté ce circuit à nos besoins en remplaçant les transistors MOS de l’étage supé-
rieur par des transistors bipolaires afin d’améliorer le bruit et la montée en fréquence. Cela nous a
amené à réaliser d’autres modifications pour garantir le bon fonctionnement du circuit comme on
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FIGURE 2.48 – Schéma de base du diviseur par 3

peut le voir sur la figure 2.49.

Il n’y a pas d’oscillation naturelle dans ce circuit, nous ne le considérons donc pas comme un
ILFD mais comme un diviseur de Miller. Un peu comme le circuit précédent, nous allons utiliser les
sous-harmoniques du signal d’entrée pour tendre vers un état stable où l’harmonique sélectionné se
renforce lui-même. Ce circuit est un cas particulier de diviseur régénératif qui utilise un redresseur
double alternance pour réaliser une multiplication par 2 et ainsi récupérer le deuxième harmonique
de la fréquence de sortie. Ce deuxième harmonique est mélangé avec le signal d’entrée qui est le
troisième harmonique de la fréquence de sortie. Une composante à la fréquence de sortie est alors
obtenue en résultat de mélange, elle est filtrée et amplifiée avant d’être transmise en sortie du circuit
et en entrée du redresseur double alternance. Le redresseur double alternance fonctionne ici grâce
à la tension de seuil des transistors MOS. Ils sont polarisés exactement autour de cette valeur, ainsi,
seules les alternances positives des signaux différentiels reçus de part et d’autre du redresseur sont
conservées. Or comme l’illustre la figure 2.50, le fait de ne conserver que les alternances positives
de deux signaux différentiels génère un signal dont la fréquence est le double de celle des signaux
différentiels de départ. On tend ainsi vers un état d’équilibre où la fréquence de sortie est un tiers
de celle d’entrée.
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FIGURE 2.49 – Schéma du diviseur par 3 conçu

FIGURE 2.50 – Multiplication de fréquence par 2 avec redresseur double alternance



2.II. DIVISEURS ANALOGIQUES 109

FIGURE 2.51 – Bruit de phase diviseur par 3

2.II.2.b Conception et résultats de simulations

Nous dimensionnons premièrement le filtre à la fréquence de sortie souhaitée, c’est-à-dire
10 GHz. Ensuite, un redresseur double alternance est utilisé pour multiplier la fréquence de 10 GHz
par 2. La composante à 20 GHz obtenue est mélangée à la fréquence d’entrée de 30 GHz pour obte-
nir le signal à 10 GHz qui est par la suite filtré. On tend vers un état d’équilibre où une division par
3 est réalisée. Le bruit de phase de ce circuit est présenté sur la figure 2.51. Nous utilisons la même
échelle que pour la figure 2.46 afin de comparer les performances en bruit de phase à puissance
équivalente.

À puissance d’injection équivalente, on observe une amélioration de 6 dB avec ce diviseur par
rapport à l’ILFD, ce qui nous a conforté dans l’idée d’explorer davantage la division de fréquence
régénérative. Il faut également noter qu’à l’instar des diviseurs numériques, le bruit de phase de ce
diviseur régénératif est indépendant de la puissance du signal injecté.

Nous comparons sur la figure 2.52 les performances en bruit de phase des trois diviseurs par 3
à 30 GHz conçus pour une puissance d’injection Pin de −10 dBm, nous observons que le meilleur
diviseur est le diviseur régénératif qui est environ 8 dB plus bas que le diviseur numérique. Il faut



110 CHAPITRE 2. SYNTHÈSE PAR DIVISION ENTIÈRE

FIGURE 2.52 – Comparaison du bruit de phase des diviseurs par 3 à 30 GHz pour Pin =−10dBm

cependant garder à l’esprit l’avantage non négligeable des diviseurs numériques qu’est leur large
bande passante.

Concernant la conception de ce diviseur régénératif, les parasites ont, ici encore, eu un impact
important. D’autant plus que nous utilisons pour ce circuit un filtre passe-bande à une fréquence
précise. Or lors de la première extraction de parasites, la fréquence centrale du filtre est passée
de 10 GHz à 8 GHz et nous avons dû revoir la conception du circuit. Finalement, la version finale
du circuit pour obtenir une fréquence centrale du filtre à 10 GHz avec les parasites correspond
à un filtre centré autour de 14 GHz sans les parasites. Nous avons donc mis les deux versions
sur puce avec une dont la fréquence du filtre est centrée à 10 GHz sans les parasites et l’autre
dont la fréquence du filtre est centrée à 10 GHz avec les parasites pour s’assurer de pouvoir faire
fonctionner ce circuit avec le COEO en entrée. D’après les simulations, qui sur ces caractéristiques
ont, pour tous les circuits, été conformes aux mesures, le circuit consomme 8,53 mA sous une
alimentation de 2,5 V, soit une puissance de 21,33 mW.

2.II.2.c Dessin des masques du diviseur

Un des inconvénients de ces diviseurs analogiques réside dans l’utilisation d’inductances dont
l’encombrement est très important. Son dessin des masques est présenté dans la figure 2.53.

En excluant les PAD, le circuit mesure 651×253µm2. Comme expliqué précédemment, deux
versions du dessin des masques ont été réalisées, avec principalement des modifications sur les
éléments passifs du filtre à 10 GHz. Nous voulions que le filtre soit bien centré autour de 10 GHz
en prenant en compte les parasites pour s’assurer du fonctionnement du diviseur avec une fréquence
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FIGURE 2.53 – Dessin des masques du diviseur régénératif par 3

d’entrée de 30 GHz.

2.II.2.d Protocole et résultat de mesures

S’agissant seulement du deuxième run, je n’avais pas encore caractérisé expérimentalement de
circuit au moment de concevoir celui-ci. Une erreur de compréhension m’a donc amené à ne pas
mettre de balun sur ce circuit. Il s’avère que nous disposons d’un synthétiseur de fréquence qu’il est
possible de faire fonctionner en différentiel, mais il n’est en réalité pas conçu pour cela. Il faut donc
réaliser une manipulation particulière sur le logiciel du synthétiseur pour générer ces deux signaux
différentiels. Il s’est avéré que cela ne fonctionnait pas et faisait systématiquement « crasher » le
software du synthétiseur. Une autre solution plus simple consistait à acheter un balun externe pour
pouvoir caractériser ce circuit mais les ILFD n’étant pas les circuits que nous souhaitions étudier
davantage, contrairement aux diviseurs numériques, la mesure de ces circuits n’a finalement pas été
réalisée. En effet, d’après les simulations, les ILFD semblent être des candidats corrects pour une
première division à haute fréquence mais leur manque de flexibilité (bande passante limitée et pas
de programmabilité) nous enjoint à davantage nous intéresser à d’autres topologies de diviseurs.
Nous avons donc fait le choix de plutôt financer des runs supplémentaires que d’acquérir un balun
externe pour la caractérisation des ILFD.
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Conclusion

Dans ce deuxième chapitre, les différentes topologies de diviseurs que nous avons conçus et
pour la plupart mesurés sont présentés. Les simulations de l’ILFD ont conforté les conclusions
du § 1.II.4.d, c’est-à-dire que leurs performances en bruit de phase sont moins bonnes que celles
du diviseur régénératif pour la puissance fournie par le COEO à 30 GHz. Concernant la division
numérique, un diviseur par 2 VCVS s’avère être transparent en bruit de phase pour le COEO à
30 GHz, la qualité du signal synthétisé est donc quasiment la même que celle de la référence. Par
la suite, plusieurs topologies de diviseurs par 3 numériques ont été conçues, avec pour objectif
de mettre la bascule D utilisée pour le diviseur par 2 présenté précédemment en tant que bascule
de sortie. Le diviseur par 3 numérique conçu étant synchrone, c’est cette bascule de sortie qui
influe majoritairement sur le bruit total de la bascule. Cependant, nous ne sommes pas parvenus à
obtenir de mesure fonctionnelle de diviseur par 3 VCVS avec le COEO à 30 GHz en entrée. Une
mesure avec un synthétiseur de fréquence a été réalisée, le COEO ne délivre juste pas suffisamment
de puissance pour déclencher le diviseur. Un diviseur par 3 avec une bascule D plus classique a
donc été caractérisé à 30 GHz. Pour ce qui est de la division de 10 GHz vers 1 GHz, le diviseur
par 10 présente des résultats moins bon en mesure qu’en simulation et il en est de même pour le
circuit test du principe de resynchronisation. Aucun effort particulier n’a été fait pour le bruit de
phase de ce diviseur par 10, sachant que c’est la technique de resynchronisation qui est censée
pallier l’accumulation de bruit dans la chaîne de diviseurs. Mais elle demandera une attention
particulière lors d’une nouvelle conception, notamment en ce qui concerne le déphasage entre
signal de resynchronisation et signal resynchronisé qui a notamment conduit à la défaillance de
cette première version. Les résultats de ce chapitre sur les diviseurs numériques ECL nous ont
permis d’envisager de les inclure dans une topologie originale de diviseurs fractionnaires que nous
présentons dans le chapitre suivant.
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Chapitre 3

Synthèse par division fractionnaire
régénérative

3.I Introduction

Nous avons tiré plusieurs conclusions de l’ensemble des mesures et simulations présentées jus-
qu’à maintenant. Tout d’abord, nous avons établi que les diviseurs numériques offrent de bonnes
performances en bruit de phase (§ 1.II.3.g) et peuvent dans certains cas même être transparents
avec le COEO à 30 GHz à notre disposition (§ 2.I.2). De plus, leur large bande passante est un
atout important comparé à des diviseurs analogiques puisque cela offre plus de flexibilité vis-à-vis
des applications. Concernant maintenant les inconvénients de ces diviseurs, leur consommation et
leur bruit sont interdépendants, par conséquent nous observons généralement une consommation
importante pour les diviseurs faible bruit (§ 1.II.3.g). Nous avons également vu que pour réaliser
un rapport de division élevé avec des diviseurs numériques, il fallait souvent utiliser plusieurs di-
viseurs asynchrones en cascade, ce qui avait pour effet de dégrader le bruit de phase (§ 1.II.3.c). Il
faut alors utiliser la technique de resynchronisation qui est une piste prometteuse pour l’améliora-
tion de bruit de phase des circuits asynchrones (§ 1.II.3.c. i).

Les ILFD ne semblent pas adaptés à la synthèse de fréquence à partir de référence faible bruit
puisque, d’après nos résultats (§ 2.II.1) et la littérature en général (§ 1.II.4.d), leurs performances
en bruit de phase sont assez mauvaises, en particulier pour une faible puissance injectée, et le
COEO ne délivre justement pas un niveau de puissance très élevé, de l’ordre de −10 dBm. De
plus, ils ont une bande passante limitée ce qui contraint les applications où ils peuvent être utilisés.
Enfin, ils offrent très peu de flexibilité qui était une des caractéristiques principales à favoriser lors
de la conception de nos diviseurs.

Les diviseurs régénératifs sont bien plus prometteurs sur cet aspect puisqu’ils permettent no-
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tamment de réaliser des rapports fractionnaires (§ 1.II.4.c). De plus, d’après l’état de l’art réalisé
pour ces diviseurs (§ 1.II.4.d), ils présentent des performances en bruit de phase compétitives vis-
à-vis des autres types de diviseurs.

3.II Présentation et démarche

Nous avons donc voulu étudier plus en détail le diviseur régénératif fractionnaire de Miller
dont le principe est présenté au § 1.II.4.c. Nous étions parvenus au modèle simplifié du diviseur de
Miller présenté sur la figure 1.31 lors de la présentation des diviseurs régénératifs au § 1.II.4.c.

Ayant principalement travaillé sur les diviseurs de fréquence jusqu’à présent, nous avons eu
l’idée de remplacer les multiplieurs du modèle de Miller par des diviseurs comme présenté sur la
figure 3.1. Suite à cela, nous avons mené une recherche bibliographique pour voir si l’idée avait
déjà été exploitée, et nous sommes parvenus à ne trouver seulement que quelques occurrences s’en
rapprochant dans la littérature [1-7] mais pas nécessairement sous la forme proposée ici. Dans
cette liste exhaustive des articles que nous avons trouvés, le bruit de phase n’est quasiment jamais
évoqué, en particulier concernant les diviseurs fractionnaires.

fin fout
X

Y

FIGURE 3.1 – Schéma de principe du diviseur régénératif avec une approche numérique

Le rapport de la chaîne directe fixe la partie entière du rapport de division et le rapport de la
chaîne de contre-réaction fixe sa partie décimale. C’est donc l’inverse de la topologie avec des
multiplieurs, où le facteur de la chaîne directe fixe la partie décimale du rapport de division et le
facteur de la chaîne de contre-réaction fixe sa partie entière.

Les diviseurs que nous utilisons, dans notre cas, sont des diviseurs numériques, puisqu’ils
offrent la possibilité d’être rendus programmables, et par conséquent de réaliser une division frac-
tionnaire programmable. De plus, nous avons vu qu’il est possible d’obtenir de bons niveaux de
bruit de phase avec ces diviseurs (§ 2.I.2). Une modélisation numérique ainsi qu’un calcul de
spectre du signal synthétisé sont proposés par la suite.
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3.II.1 Approche avec un XOR en entrée

Dans un premier temps, s’agissant de diviseurs numériques, nous allons décrire le système avec
une approche numérique, c’est-à-dire qu’une porte XOR est utilisée pour la comparaison entre fin

et Y à la place du mélangeur initial. Ainsi, si on considère le XOR comme un inverseur commandé,
il recopie fin tant que Y est à l’état bas et fin tant que Y est à l’état haut. Le diviseur de la chaîne
directe génère un front montant sur fout tous les F fronts montants sur X . Le diviseur de la chaîne
retour génère quant à lui un front montant sur Y tous les G fronts montants sur fout. Au premier
cycle, le signal fin est comparé à Y = fin

F ·G . Le signal Y change d’état deux fois, un front montant
et un front descendant, sur une même période F ·G. Ces deux changements d’état vont modifier
X pour le cycle suivant, à savoir que X va être inversé deux fois sur cette période. De plus, c’est
un front montant sur X qui va engendrer un front montant sur fout et qui va lui-même générer un
front montant sur Y , qui va immédiatement refaire changer l’état de X , le repréparant aussitôt pour
un nouveau front montant alors que ça aurait dû être un front descendant. Le changement d’état
suivant de F a donc lieu au front fin suivant, soit une demi-période de fin plus tôt comme présenté
sur la figure 3.2. Le diviseur F a compté deux fois en une période et demie de fin, ce qui peut aussi
s’exprimer par : une demi-période de fin a été « absorbée » lors de l’opération. Ainsi, pour chaque
front sur Y , une demi-période du signal fin est soustraite par rapport au signal fin pour générer le
signal X , ce qui a lieu deux fois par période F ·G. On peut alors écrire l’équation suivante :

F ·G ·TX = (F ·G−1) ·Tin (3.1)

qui conduit à :

TX =
F ·G−1

F ·G
·Tin (3.2)

De laquelle on tire :

X =
F ·G

F ·G−1
· fin (3.3)

Puis :
X
F

= fout =
1

F− 1
G

· fin (3.4)

Soit :
G ·Y = fout =

G
F ·G−1

· fin (3.5)

Et enfin :
Y =

1
F ·G−1

· fin (3.6)

Si l’on sort à présent du cas idéal, plusieurs paramètres peuvent influer sur le rapport de division du
diviseur fractionnaire. Tout d’abord, les temps de propagation, en décalant les fronts, peuvent dans
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FIGURE 3.2 – Analyse temporelle du cas où le rapport de division est F− 1
G

certains cas impacter le rapport de division. En effet, admettons que la fréquence soit suffisamment
élevée pour que le temps de propagation entre fin et Y soit de l’ordre d’une demi-période de fin,
les fronts sur fin et Y se compensent alors et le changement d’état sur X est annulé avant d’avoir
pu dépasser le seuil de détection du diviseur suivant comme présenté sur la figure 3.3. Dans ce cas,
on supprime un front sur X par rapport à fin et une demi-période est ajoutée sur X à chaque front
sur Y . On peut alors écrire les équations suivantes sur le même modèle que précédemment :

X =
F ·G

F ·G+1
fin (3.7)

Y =
1

F ·G+1
fin (3.8)

fout =
1

F + 1
G

fin (3.9)

En pratique, en augmentant encore la fréquence, les temps de montée et descente des compo-
sants deviennent limitants et conduisent à la fréquence maximale de fonctionnement.

Nous avons par la suite souhaité exprimer littéralement les spectres des signaux temporels
présentés dans cette partie.

3.II.2 Spectre du diviseur fractionnaire

Nous commençons par les définitions temporelles et spectrales de plusieurs signaux nécessaires
pour exprimer les spectres par la suite ainsi que quelques résultats connus :
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FIGURE 3.3 – Analyse temporelle du cas où le rapport de division est F + 1
G

— Le sinus cardinal :
sinc(x) =

sin(πx)
πx

(3.10)

— Le spectre d’une fonction déphasée :

u(t− t0)−→
F

U( f )e−j2π f t0 (3.11)

— Le spectre d’un train de Dirac de période T qui est aussi un train de Dirac, de période 1
T et

multiplié par 1
T :

δT (t)−→
F

1
T

δ 1
T
( f ) (3.12)

(On simplifie ici la notation en écrivant fT une fonction non périodique f , périodisée avec une
période T .)

Une convolution avec un Dirac est équivalente à une translation autour du Dirac :

u(x)?δ(x− x0) = u(x− x0)

alors qu’une multiplication avec un Dirac est équivalente à l’échantillonnage de la fonction à
l’instant du Dirac. Ainsi, un coefficient de Fourier est un échantillon de spectre.

Si l’on périodise un motif u(t) avec une période T , on obtient :

uT (t) =
∞

∑
k=−∞

u(t− k T ) = u(t)?
∞

∑
k=−∞

δ(t− k T ) = u(t)?δT (t) (3.13)
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et le spectre (discret) de ce motif périodisé en fonction du spectre (continu) de ce motif seul est
alors :

uT (t) = u(t)?δT (t)−→
F

U( f ) · 1
T

δ 1
T
(t) =

1
T

U( f ) ·δ 1
T
(t) (3.14)

On retrouve donc le coefficient de Fourier de la fonction périodisée à partir de l’échantillonnage
du spectre du motif seul. Le fondamental (k = 1) est à la fréquence 1

T , il vient alors :

ck(uT ) =
1
T

U
(

k
T

)
(3.15)

Enfin, un dernier élément à considérer pour exprimer le spectre du signal synthétisé est l’in-
terchangeabilité entre un produit simple et un produit de convolution entre temps et fréquence :

u(t) · v(t)−→
F

U( f )?V ( f ) (3.16)

u(t)? v(t)−→
F

U( f ) ·V ( f ) (3.17)

Ainsi, périodiser d’un côté (t ou f ) avec une période T (≡ ?δT ) revient à échantillonner de
l’autre ( f ou t) avec une période 1

T (≡ ?δ 1
T

) et multiplier l’amplitude par 1
T . Dans le cas d’une

transformée de Fourier discrète (ou Discrete Fourier Transform) (DFT), qui transforme justement
une période d’une fonction périodique et échantillonnée en une période d’un spectre échantillonné
et périodique, un phénomène de repliement apparaît alors sur le spectre calculé qui ne fait pas
partie du spectre originel.

Nous rappelons à présent que le spectre de la fonction porte est un sinus cardinal :

rect
(

t− t0
∆

)
−→
F

∆sinc(∆ f )e−j2π f t0 (3.18)

Ainsi, si l’on part d’un signal d’horloge de période T avec front montant en t = 0, cela équivaut
à recopier périodiquement une porte de largeur T

2 décalée de T
4 vers la droite toutes les T s :

clk(t) = rectT

(
t− T

4
T
2

)
(3.19)

Donc son spectre est

ck(clk)=
1
T

T
2

sinc
(

T
2

k
T

)
e−j2π

k
T

T
4 =

1
2

sinc
(

k
2

)
e−j2π

k
4 (3.20)

Un calcul par DFT périodise le spectre qui nous intéresse (mais qui n’est pas périodique).
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Donc si on veut vérifier que le calcul théorique du spectre non-périodique correspond au spectre
périodique calculé par DFT sur N points, il faut prendre en compte la périodisation du spectre qui
provoque des recouvrements entre motifs adjacents. Ainsi :

cDFT
k (uT ) = ck(uT )+

∞

∑
i=−∞

ck+iN(uT )+ ck−iN(uT ) (3.21)

Le signal généré en sortie du diviseur F avec les rapports de division F et G a toujours une
période sous une des deux formes suivantes où F1 est le nombre de périodes d’horloge pendant
lequel la sortie du diviseur F est à 1, et G1 est le nombre de périodes du diviseur F pendant lequel
la sortie du diviseur G est à 1 :

— Cas 1 : deux demi-périodes d’horloge sont enlevées, le rapport de division est alors F− 1
G .

On retire une première demi-période, on obtient donc
(
F1− 1

2

)
périodes d’horloge à 1 puis

(F−1) périodes d’horloge à 0. À travers la contre-réaction, on ajoute (G1− 1)×F1 pé-
riodes d’horloge à 1 puis F−1 périodes d’horloge à 0. Ensuite, on retire une seconde demi-
période, on obtient donc

(
F1− 1

2

)
périodes d’horloge à 1 puis (F−1) périodes d’horloge à

0. À travers la contre-réaction, on ajoute cette fois (G−G1−1)×F1 périodes d’horloge à
1 puis (F−1) périodes d’horloge à 0.

On peut donc exprimer ce signal de la façon suivante :

sm(t) = rect

(
t− F1

2 + 1
4 − t0

F1− 1
2

)
+

G1−1

∑
i=1

rect

(
t− F1

2 + 1
2 − iF− t0
F1

)
(3.22)

+ rect

(
t− F1

2 + 1
4 −F G1 +

1
2 − t0

F1− 1
2

)
+

G−G1−1

∑
i=1

rect

(
t− F1

2 + 1
2 −F G1 +

1
2 − iF− t0

F1

)

— Cas 2 : deux demi-périodes d’horloge sont ajoutées, le rapport de division est alors F + 1
G .

On ajoute une première demi période, on obtient alors
(
F1 +

1
2

)
périodes d’horloge à 1 puis

F−1 périodes d’horloge à 0. À travers la contre-réaction, on ajoute (G1−1)×(F1 périodes
d’horloge à 1 puis (F − 1) périodes d’horloge à 0. On ajoute ensuite une seconde demi-
période, on obtient alors

(
F1 +

1
2

)
périodes d’horloge à 1 puis F−1 périodes d’horloge à 0.

Puis à travers la contre-réaction, on ajoute (G−G1−1)× (F1 périodes d’horloge à 1 puis
(F−1) périodes d’horloge à 0.
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On peut alors exprimer le signal de la façon suivante :

sp(t) = rect

(
t− F1

2 −
1
4 − t0

F1 +
1
2

)
+

G1−1

∑
i=1

rect

(
t− F1

2 −
1
2 − iF− t0
F1

)
(3.23)

+ rect

(
t− F1

2 −
1
4 −F G1− 1

2 − t0
F1 +

1
2

)
+

G−G1−1

∑
i=1

rect

(
t− F1

2 −
1
2 −F G1− 1

2 − iF− t0
F1

)

D’où les spectres continus d’une seule période :

— Pour le cas 1 :

Sm( f ) =
(

F1−
1
2

)
sinc

[(
F1−

1
2

)
f
]

e−j2π f
(

F1
2 −

1
4+t0

)
+

G1−1

∑
i=1

F1 sinc(F1 f ) e−j2π f
(

F1
2 −

1
2+iF+t0

)

+

(
F1−

1
2

)
sinc

[(
F1−

1
2

)
f
]

e−j2π f
(

F1
2 −

1
4+F G1− 1

2+t0
)

(3.24)

+
G−G1−1

∑
i=1

F1 sinc(F1 f ) e−j2π f
(

F1
2 −

1
2+F G1− 1

2+iF+t0
)

— Pour le cas 2 :

Sp( f ) =
(

F1 +
1
2

)
sinc

[(
F1 +

1
2

)
f
]

e−j2π f
(

F1
2 + 1

4+t0
)
+

G1−1

∑
i=1

F1 sinc(F1 f ) e−j2π f
(

F1
2 + 1

2+iF+t0
)

+

(
F1 +

1
2

)
sinc

[(
F1 +

1
2

)
f
]

e−j2π f
(

F1
2 + 1

4+F G1+
1
2+t0

)
(3.25)

+
G−G1−1

∑
i=1

F1 sinc(F1 f ) e−j2π f
(

F1
2 + 1

2+F G1+
1
2+iF+t0

)

Une fois périodisés avec les périodes F G±1, les spectres deviennent en appliquant 3.14 :

— Pour le cas 1 :

ck(sm) =
F1− 1

2
F G−1

sinc

(
F1− 1

2
F G−1

k

)
e−j2π

k
F G−1

(
F1
2 −

1
4+t0

)

+
F1

F G−1

G1−1

∑
i=1

sinc
(

F1

F G−1
k
)

e−j2π
k

F G−1

(
F1
2 −

1
2+iF+t0

)
(3.26)

+
F1− 1

2
F G−1

sinc

(
F1− 1

2
F G−1

k

)
e−j2π

k
F G−1

(
F1
2 −

1
4+F G1− 1

2+t0
)

+
F1

F G−1

G−G1−1

∑
i=1

sinc
(

F1

F G−1
k
)

e−j2π
k

F G−1

(
F1
2 −

1
2+F G1− 1

2+iF+t0
)
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— Pour le cas 2 :

(F G+1)ck(sp) =

(
F1 +

1
2

)
sinc

(
F1 +

1
2

F G+1
k

)
e−j2π

k
F G+1

(
F1
2 + 1

4+t0
)

+
G1−1

∑
i=1

F1 sinc
(

F1

F G+1
k
)

e−j2π
k

F G+1

(
F1
2 + 1

2+iF+t0
)

(3.27)

+

(
F1 +

1
2

)
sinc

(
F1 +

1
2

F G+1
k

)
e−j2π

k
F G+1

(
F1
2 + 1

4+F G1+
1
2+t0

)

+
G−G1−1

∑
i=1

F1 sinc
(

F1

F G+1
k
)

e−j2π
k

F G+1

(
F1
2 + 1

2+F G1+
1
2+iF+t0

)

Et en réarrangeant puis en simplifiant :
— Pour le cas 1 :

ck(sm) =
F1− 1

2
F G−1

sinc

(
F1− 1

2
F G−1

k

)
e−j2π

k
F G−1

(
F1
2 −

1
4+t0

) [
1+ e−j2π

k
F G−1 (F G1− 1

2)
]

(3.28)

+
F1

F G−1

G1−1

∑
i=1

sinc
(

F1

F G−1
k
)

e−j2π
k

F G−1

(
F1
2 −

1
2+iF+t0

) [
1+ e−j2π

k
F G−1 (F G1− 1

2)
]

— Pour le cas 2 :

ck(sp) =
F1 +

1
2

F G+1
sinc

(
F1 +

1
2

F G+1
k

)
e−j2π

k
F G+1

(
F1
2 + 1

4+t0
) [

1+ e−j2π
k

F G+1 (F G1+
1
2)
]

(3.29)

+
F1

F G+1

G1−1

∑
i=1

sinc
(

F1

F G+1
k
)

e−j2π
k

F G+1

(
F1
2 + 1

2+iF+t0
) [

1+ e−j2π
k

F G+1 (F G1+
1
2)
]

Ainsi, pour F = 3,F1 = 1,G = 5,G1 = 2, les spectres présentés sur les figures 3.4 et 3.5 sont
obtenus à partir de ces équations.

3.II.3 Approche avec un mélangeur en entrée

En numérique, la cellule d’entrée est un XOR, tandis que c’est un mélangeur en analogique. On
remarque d’ailleurs que la cellule de Gilbert est un XOR d’un point de vue numérique ECL et un
multiplieur du point de vue analogique. Nous étudions donc le système présenté sur la figure 3.6
avec un mélangeur à la place du XOR et dont les différentes composantes ont été déterminées
avec les équations analogiques régissant un système bouclé. Nous retrouvons bien les mêmes fré-
quences qu’avec l’approche numérique, si ce n’est qu’en sortie du mélangeur, il y a en théorie deux
fréquences résultantes. Pour cette raison, les diviseurs régénératifs fractionnaires de la littérature
présenté au §3.II nécessitent l’utilisation d’un filtre en sortie du mélangeur ou d’un mélangeur
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FIGURE 3.4 – Spectre du signal synthétisé pour F = 3,F1 = 1,G = 5,G1 = 2 dans le cas où deux
demi-périodes sont retirées (cas 1)
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FIGURE 3.5 – Spectre du signal synthétisé pour F = 3,F1 = 1,G = 5,G1 = 2 dans le cas où deux
demi-périodes sont ajoutées (cas 2)
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et

et

FIGURE 3.6 – Schéma de principe du diviseur régénératif avec une approche analogique

SSB afin d’éliminer une de ces composantes. Dans la topologie que nous proposons, le diviseur
étant un diviseur numérique, il compte F fronts montants à son entrée et génère un front (montant
ou descendant) en sortie. Il réalise donc une sélection de l’une ou l’autre de ces fréquences et le
système tend vers un état stable. Par conséquent, bien qu’un filtre apparaisse sur la figure 3.6 pour
souligner le fait que seule une des composantes du mélange est conservée, il n’y a pas en pratique
de filtre dans la topologie que nous proposons puisque ce sont les diviseurs numériques qui réalise
cette sélection de fréquence.

Il faut bien distinguer le fait que le système se verrouille sur un des deux états possibles, soit
fin

1− 1
F ·G

, soit fin
1+ 1

F ·G
en sortie, et le fait que, pour chacun de ces états, seul un ensemble de fréquences

existe pour cet état.

Commençons par un des cas le plus simple avec F = 2 et G = 2 présenté sur la figure 3.7.

Pour illustrer ce qui est expliqué au paragraphe précédent, le système se verrouille ici sur la
composante fin

1− 1
F ·G

= 1·109

1− 1
2×2

= 1,333GHz. Ce qu’il faut bien comprendre c’est que l’autre fré-

quence, à savoir fin
1+ 1

F ·G
= 1·109

1+ 1
2×2

= 800MHz est un autre état vers lequel le diviseur peut tendre
mais ces deux fréquences ne coexistent jamais.
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Suite à cette convergence vers un état d’équilibre donné, on voit qu’un nouveau jeu de fré-
quences devrait apparaître en sortie du mélange. Cependant, seulement une de ces composantes
peut amener le système à un état stable. En effet, dans le premier cas présenté sur la figure 3.7 où
le système est dans l’état avec un rapport de division de F− 1

G , une composante à 666,666 MHz et
une composante à 1,333 GHz sont obtenues à l’issue du mélange. Cependant, on voit que la com-
posante à 666,666 MHz ne fait pas tendre le système vers un état d’équilibre. En effet, après avoir
été divisée par le diviseur de la chaîne directe, nous obtiendrions une fréquence de 333,333 MHz
en sortie, puis, après le diviseur de la chaîne de contre-réaction, une fréquence de 166,666 MHz
avant le mélangeur. En mélangeant cette fréquence avec celle d’entrée, nous ne retrouvons pas les
composantes issues du mélange à l’origine, le système est donc instable pour cette fréquence. En
revanche, pour l’autre fréquence, on voit que le système tend naturellement vers un état stable,
c’est donc cette fréquence qui est conservée et les approches analogique et numérique donnent la
même conclusion sur la fréquence retenue. Dans le second cas, présenté sur la figure 3.8 où, cette
fois, c’est l’état avec un rapport de division de F + 1

G qui est conservé, le même phénomène est
observé, à savoir que seule l’une des deux composantes issues du mélange, ici 800 MHz, fait tendre
le système vers un état stable. Grâce aux diviseurs numériques, on peut s’affranchir du filtrage in-
terne, normalement nécessaire au fonctionnement du diviseur régénératif initial 1.30 et réaliser des
diviseurs fractionnaires large bande. Après avoir étudié cette méthode de division d’un point de
vue théorique et constaté les nombreux avantages qu’elle présente, à savoir une large bande pas-
sante, la possibilité de réaliser des rapports fractionnaires et, s’agissant de diviseurs numériques,
la possibilité d’y intégrer de la programmabilité, nous avons conçu une première série de diviseurs
pour évaluer les performances de cette topologie.

3.III Diviseurs régénératifs fractionnaires par 1,25, 2,5 et 4,5

3.III.1 Présentation

Nous avons dans un premier temps réalisé trois diviseurs régénératifs à rapport fixe. Un diviseur
par 1,25, qui ne comporte aucun diviseur dans la chaîne directe et deux diviseurs par 2 en cascade
dans la boucle de contre-réaction. Un autre diviseur par 2,5 avec un diviseur par 2 dans la chaîne
directe et un diviseur par 2 dans la chaîne de retour. Enfin, le dernier est un diviseur par 4,5 avec
deux diviseurs par 2 en cascade dans la chaîne directe et un diviseur par 2 dans la boucle de contre-
réaction. Comme évoqué plus tôt au 3.II.1, il apparaît que les rapports de division présentés ici
correspondent à la composante fin

1+ 1
F ·G

en sortie de mélange, soit un rapport de division de F + 1
G

entre fin et fout.
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FIGURE 3.9 – Porte XOR/cellule de Gilbert utilisée dans les diviseurs régénératifs

3.III.2 Conception et résultat de simulation

Pour ce circuit nous avons conçu une cellule de Gilbert qui, pour rappel, joue le rôle de mélan-
geur d’un point de vue analogique ou de XOR d’un point de vue numérique. La topologie avec les
valeurs des principaux paramètres sont présentées dans la figure 3.9.

Les diviseurs par deux utilisés sont des diviseurs numériques VCVS comme ceux présentés au
§ 2.I.2.

Pour les simulations, nous avons d’abord voulu vérifier si ce type de diviseur fonctionnait
comme lors des simulations idéales sans utiliser de filtre. Sur la figure 3.10, les résultats temporels
du diviseur avec F = 2 et G = 2 pour un signal ayant une fréquence d’entrée de 10 GHz sont
présentés.

On voit donc que les résultats sont conformes à ceux observés lors des simulations idéales.
Seulement, nous annonçons dans le titre un rapport de division de 2,5, or on observe bien un
rapport de division de 1,5 comme lors des simulations idéales. C’est parce que le diviseur passe
d’un état à l’autre et donc d’un rapport de division à l’autre au-delà d’une certaine fréquence. Ce
phénomène est illustré sur la figure 3.11 pour un diviseur avec F = 2 et G = 2. Les deux rapports
de division possibles sont F− 1

G = 1,5 puis F + 1
G = 2,5. Il apparaît donc lors des simulations avec
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FIGURE 3.10 – Simulations temporelle et spectrale du diviseur régénératif F = 2 et G = 2

V1 V2

Signal d'entrée 
Résultat du mélangeV1 V2 V1 V2

Seuil détection div. 2
fin=12GHz fin=13GHz fin=14GHz

FIGURE 3.11 – Changement du rapport de division autour de fin = 13GHz
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les modèles du fondeur le phénomène évoqué plus tôt de changement du rapport de division autour
d’une fréquence donnée. En dessous de 12 GHz, la simulation est conforme à ce que nous obtenions
dans la simulation idéale avec une division par F− 1

G = 1,5. Autour de 13 GHz, il existe donc une
plage de fréquence ou les deux rapports coexistent de manière anarchique et le diviseur n’est pas
exploitable à cette fréquence. Ensuite au-delà de 14 GHz, le système se stabilise autour de l’autre
rapport de division plus élevé qui permet donc de travailler avec des fréquences intermédiaires
plus faibles. En pratique, le diviseur régénératif divise donc par F + 1

G à partir de cette fréquence
de transition jusqu’à sa fréquence maximale de fonctionnement. Un des principaux problèmes est
que cette fréquence de changement de rapport est liée au temps de propagation dans le circuit,
au temps de montée et de descente des transistors, au seuil de détection des portes logiques... Il
peut donc s’avérer compliqué d’anticiper cette fréquence de manière précise. Cela n’est en réalité
pas réellement limitant pour utiliser cette topologie puisque nous avons vu que, hormis sur une
plage de fréquence très restreinte, le diviseur se stabilise autour d’un état ou de l’autre et que tous
les rapports sont réalisables pour un état ou l’autre. Ainsi, tant que l’on conserve une certaine
marge aux alentours de la fréquence de changement de rapport où le signal synthétisé n’est pas
exploitable, on pourra réaliser la division fractionnaire souhaitée. Les trois topologies réalisées ici
étant relativement semblables, nous avons toujours trouvé la fréquence de changement de rapport
autour de 13 GHz. L’objectif étant d’utiliser ces diviseurs à 30 GHz, le rapport de division à cette
fréquence est donc F + 1

G , c’est pour cela que nous nous référons à ces diviseurs avec ce rapport
de division.

3.III.3 Dessin des masques du circuit

Les dessins des masques des trois diviseurs sont présentés sur les figures 3.12, 3.13 et 3.14.

Nous voulons démontrer avec ces différentes topologies que le principe fonctionne et que nous
parvenons à réaliser une division fractionnaire, large bande à haute fréquence. Nous voulons éga-
lement démontrer que nous pouvons changer la partie entière ou la partie décimale du rapport
de division et que réaliser de la division fractionnaire autour de 1 était possible, ce qui peut-être
intéressant pour générer différentes fréquences proches les unes des autres à partir d’une même
référence.

3.III.4 Protocole et résultats de mesures

Le protocole de mesure est le même que pour tous les diviseurs ECL présentés jusqu’à mainte-
nant, à savoir que le signal du COEO est acheminé par fibre optique jusqu’à la station sous pointe.
Ce signal « single-ended » est transmis sur le balun d’entrée du circuit. Sa fréquence est alors di-
visée par le circuit. Le bruit de phase du signal synthétisé est ensuite mesuré sur une des sorties
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FIGURE 3.12 – Dessin des masques du diviseur fractionnaire par 1,25
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FIGURE 3.13 – Dessin des masques du diviseur fractionnaire par 2,5
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FIGURE 3.14 – Dessin des masques de diviseur fractionnaire par 4,5
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FIGURE 3.15 – Bruit de phase du diviseur fractionnaire par 1,25 pour fin = 30GHz
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FIGURE 3.16 – Bruit de phase du diviseur fractionnaire par 2,5 pour fin = 30GHz

différentielles du circuit en mettant une charge 50 Ω sur l’autre. Les résultats de mesure du diviseur
par 1,25 pour un signal d’entrée de 30 GHz généré par un COEO sont présentés dans la figure 3.15.
Ceux du diviseur par 2,5 sont présentés dans la figure 3.16. Enfin, ceux du diviseur par 4,5 sont
présentés dans la figure 3.17.

Seul le diviseur par 2,5, qui semble pourtant le plus basique, nous obtenons bien la fréquence
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FIGURE 3.17 – Bruit de phase du diviseur fractionnaire par 4,5 pour fin = 30GHz

attendue en sortie et le rapport de division est correct mais nous obtenons des résultats inatten-
dus avec un bruit de phase supérieur à celui obtenu en simulation. Nous n’avons pas su expliquer
cela, d’autant que la topologie de diviseur par 4,5, qui est relativement semblable bien qu’un peu
plus complexe, donne des résultats de mesure conformes à la simulation. Nous obtenons de très
bons niveaux de bruit de phase pour le diviseur par 1,25 qui est quasiment transparent en bruit
de phase, ce qui en fait un diviseur très intéressant car faire des divisions fractionnaires avec une
partie entière égale à 1 permet de générer plusieurs fréquences proches les unes des autres ce qui
peut être très utile dans différentes applications. Pour le diviseur par 4,5, nous obtenons de bons
résultats avec une mesure conforme à la simulation et un niveau de bruit de phase relativement
bas. Il s’agit à notre connaissance des premiers diviseurs régénératifs fractionnaires à faible bruit
de phase n’utilisant aucun système de filtrage interne. Cela n’exclut pas le fait qu’un filtrage sera
nécessaire en sortie pour ne garder que la fréquence souhaitée. Nous n’avons pas trouvé de divi-
seurs régénératifs fractionnaires présentant des niveaux de bruit de phase aussi bas. Nous n’avons,
pour l’instant, présenté que des diviseurs n’utilisant que des rapports pairs pour des raisons de
simplicité, car la division paire est très facile à mettre en place avec des diviseurs numériques en
cascadant des diviseurs par 2. Cependant, le principe a été validé en simulation pour des diviseurs
impairs également. L’avantage du rapport 2 dans la boucle de contre-réaction est que, quel que soit
le rapport de la chaîne directe, la moyenne de fréquence du signal synthétisé est directement égale
à cette fréquence. Cela s’explique par le fait que, par définition, quel que soit F , une période de
fout est la moitié d’une période du signal après le diviseur G de contre-réaction. Par conséquent, le
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FIGURE 3.18 – Comparaison des signaux de sortie pour G = 2, G = 4 et G = 5

principe de fonctionnement du diviseur est tel que l’on retire ou que l’on ajoute une demi-période
sur chacune de ces périodes. On obtient donc directement la fréquence souhaitée. Pour G 6= 2, on
a également G périodes sur fout sur une période F ·G, mais il n’y a toujours que deux périodes sur
les G périodes qui sont modifiées durant cette période F ·G, donc cela créé une asymétrie pour tout
G différent de 2, un filtrage est donc nécessaire.

La figure 3.18 illustre nos propos en présentant la forme du signal de sortie pour différentes
valeurs de G avec de haut en bas G = 2, G = 4 et G = 5 avec F = 2 dans tous les cas. On voit
donc clairement qu’il n’y a que pour le cas où G = 2 que le signal de sortie est toujours identique
d’un front montant à l’autre, ce signal est donc exploitable tel quel. Pour toute autre valeur de G,
le motif entre deux fronts montants consécutifs peut varier et c’est la fréquence moyenne sur une
certaine durée qui correspond à la fréquence souhaitée.

Un autre élément à prendre en compte est le rapport cyclique obtenu après la division de la
boucle de contre-réaction. En effet, ce signal étant utilisé pour réaliser une comparaison avec un
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FIGURE 3.19 – Comparaison des spectres de signaux carrés en fonction de leur rapport cyclique

XOR, son rapport cyclique est important. Quel qu’il soit, la division fractionnaire s’opère mais la
qualité du signal de sortie est moindre avec un rapport cyclique plus faible. Ceci s’explique par
le fait que la transformée de Fourier d’un signal carré est un sinus cardinal. Dans le cas d’un
signal carré ayant un rapport cyclique de 50%, et qui est donc parfaitement symétrique, on a
f (t) = − f (t + T

2 ), donc les harmoniques pairs sont nuls. En revanche, pour un signal dont le
rapport cyclique n’est pas de 50%, ses harmoniques pairs ne sont pas nuls. Ceci est illustré sur la
figure 3.19, où les spectres de trois signaux carrés avec des rapports cycliques respectifs de 50%,
25% et 1% sont présentés.

Ainsi, un rapport cyclique de 1
n sur le signal temporel induit une annulation du ne harmonique

sur le spectre. Les harmoniques entre deux harmoniques nuls sont alors modulés par un sinus
cardinal.

Un signal carré de période T , de rapport cyclique α et déphasé de t0 est défini comme suit :

clk(t) = rectT

(
t− t0
αT

)
(3.30)

Son spectre est alors :

ck(clk)=αsinc(αk) e−j2π
k
T t0 (3.31)

Ainsi, plus le rapport cyclique d’un signal carré est faible, plus la puissance du signal est
répartie entre les différents harmoniques qui le composent. En cas de mélange, un signal avec un
faible rapport cyclique donnera un résultat bien moins propre puisque, d’abord, les harmoniques
pairs ne sont plus annulés, et de plus, la puissance du signal est répartie de façon quasi équivalente
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entre les harmoniques. Ce phénomène entraine une augmentation du nombre de composantes dans
le signal résultant, avec une amplitude d’autant plus grande pour les harmoniques que le rapport
cyclique est faible. Cela est principalement problématique pour le diviseur G puisque le signal qu’il
synthétise est utilisé pour un mélange. Pour le diviseur F , cela dépendra de l’application, mais s’il
s’agit par exemple d’une horloge, cela importe peu car le rapport cyclique n’est pas un élément
contraignant dans ce cas de figure. Étant donné que faire suivre n’importe quel diviseur par un
diviseur par 2 numérique permet de rétablir un rapport cyclique de 50%, il est tentant d’utiliser
cette solution pour obtenir un signal en sortie du diviseur G avec un rapport cyclique toujours égal
à 50%, mais elle empêche de réaliser des rapports impairs dans la boucle de contre-réaction.

Le principe de diviseur régénératif basé sur des diviseurs numériques ayant été validé, nous
avons décidé d’augmenter la complexité du circuit et de réaliser un diviseur régénératif fraction-
naire programmable.

3.IV Diviseur régénératif fractionnaire programmable

3.IV.1 Présentation

La division régénérative fractionnaire programmable est extrêmement intéressante puisqu’elle
permet de générer de nombreuses fréquences différentes à partir d’une seule référence. Ainsi, si
un faible bruit de phase est obtenu avec ce type de diviseur, cela donne accès à de nombreuses
références de fréquence de bonne qualité à partir d’une référence fixe, bien que, pour obtenir la
fréquence souhaitée en sortie du diviseur fractionnaire, un filtrage est nécessaire, et son bruit sera
donc a prendre en considération également. Le diviseur que nous avons conçu possède un diviseur
par 4 fixe dans la chaîne directe et un diviseur programmable de 1 à 16 dans la boucle de contre-
réaction. Cette division par 4 dans la chaîne directe a été choisie arbitrairement, mais elle permet
tout de même de réduire la fréquence du signal en entrée du diviseur programmable. Il serait tout
à fait possible de mettre également un diviseur programmable dans la chaîne directe et de réaliser
alors une division par un rapport dont on choisit la partie entière et la partie décimale. Cependant
cela complexifie le circuit pour assez peu d’informations supplémentaires. Nous avons donc choisi
de fixer la partie entière de la division et de programmer la partie décimale pour un réglage plus
fin.

3.IV.2 Conception et résultat de simulation

Le schéma de principe du diviseur régénératif fractionnaire est présenté dans la figure 3.20.

L’objectif étant de réaliser une division à partir du COEO à 30 GHz, les rapports de division et

http://www.rapport-gratuit.com/
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FIGURE 3.20 – Schéma de principe du diviseur régénératif fractionnaire programmable conçu

fréquences correspondantes sont présentés dans le tableau 3.1

Valeurs théoriques

G
Rapports
division

fout
(GHz)

1 5,0000 6,000
2 4,5000 6,667
3 4,3333 6,923
4 4,2500 7,059
5 4,2000 7,143
6 4,1667 7,200
7 4,1429 7,241
8 4,1250 7,273
9 4,1111 7,297

10 4,1000 7,317
11 4,0909 7,333
12 4,0833 7,347
13 4,0769 7,358
14 4,0714 7,368
15 4,0667 7,377
16 4,0625 7,385

TABLE 3.1 – Valeurs théoriques du diviseur régénératif programmable pour fin = 30GHz

Les simulations se sont avérées assez complexes puisque le circuit est lui-même assez com-
pliqué pour un circuit hyperfréquence. Le diviseur par 4 de la chaîne directe est composé de deux
bascules D VCCS classiques, puisqu’ici ce ne sont pas particulièrement les performances en bruit
de phase qui nous importent principalement mais surtout de démontrer la faisabilité d’un tel divi-
seur.

Le diviseur programmable est celui présenté au § 2.I.5. Pour la programmation du diviseur,
nous avons voulu aller au plus simple, il s’agit donc d’un décompteur asynchrone basse fréquence
fonctionnant sur 4 bits comme présenté sur la figure . La figure 3.21 présente les différents éléments
utilisés pour ce circuit de programmation.
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FIGURE 3.22 – Schéma du verrou D CMOS élémentaire utilisé pour le circuit de programmation

Il est composé de quatre bascules D CMOS élémentaires constituées chacune de deux verrous
D CMOS comme celui présenté sur la figure 3.22

Un décompteur binaire de 15 à 0 est mis en œuvre en cascadant quatre de ces bascules D.

On utilise ensuite un verrou D comme celui présenté sur la figure 3.22 sur chaque bit pour
conserver l’état du décompteur sur une valeur au choix en connectant toutes les entrées hold de ces
verrous ensemble et chaque entrée D sur un des quatre bits du décompteur. Une série d’inverseurs
est ensuite utilisée pour interfacer ce circuit CMOS avec le circuit ECL qu’il programme, afin de
s’assurer d’avoir un niveau de tension suffisant pour obtenir un état haut en entrée du diviseur
programmable. Pour rappel, le diviseur programmable utilisé ici réalise des rapports de division
dont la valeur est supérieure de un par rapport à la valeur programmée, on réalise donc ici des
divisions de 1 à 16.

L’intérêt de ce circuit de programmation est de n’utiliser que deux PAD pour la programmation
du circuit (le signal d’horloge du circuit de programmation et le signal de maintien de la valeur) au
lieu de quatre PAD en utilisant une programmation série plutôt qu’une programmation parallèle.
Nous n’avons pas simulé le circuit dans sa totalité car la vitesse de fonctionnement du circuit de
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FIGURE 3.23 – Dessin des masques du diviseur fractionnaire programmable

programmation et celle du diviseur sont trop différentes, les simulations étaient donc trop longues
alors que d’autres options sont disponibles. Nous avons donc simulé le circuit de programmation et
le diviseur régénératif indépendamment. Nous nous sommes simplement assurés d’avoir un niveau
de tension suffisant pour réaliser un état haut en connectant le circuit de programmation sur le
diviseur programmable. Pour rappel, le diviseur programmable fonctionne jusqu’à 15 GHz lors
des simulations avec les parasites pris en compte. Les diviseurs par 2 utilisés dans la chaîne directe
ont été mesurés pour une fréquence d’entrée allant jusqu’aux alentours de 40 GHz. Ainsi, avec
une fréquence d’entrée de 30 GHz, le signal de la boucle de contre-réaction atteint une fréquence
maximale de 7,5 GHz qui ne pose pas de problème pour le diviseur programmable.

3.IV.3 Dessin des masques du circuit

Le dessin des masques du circuit complet est présenté sur la figure 3.23.

Les six PAD « prog+VDD » reçoivent les signaux de programmation et d’alimentation, qui sont
amenés par une pointe avec six doigts pouvant être pilotés individuellement. Les PAD « RFin » re-
çoivent le signal hyperfréquence à 30 GHz et les PAD « RFout » transmettent les signaux synthétisés
par le diviseur vers le banc de mesure de bruit de phase. Les deux PAD supérieurs de « prog+VDD »
sont connectés au circuit de programmation CMOS qui permet de choisir et de modifier le rapport
du diviseur programmable de la boucle de contre-réaction. On observe facilement les quatre bits
issus de ce circuit de programmation.
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FIGURE 3.24 – Mesure en bruit de phase diviseur régénératif programmable synthétiseur 30 GHz
pour G = 2

3.IV.4 Protocole et résultats de mesures

Ce circuit nécessitant beaucoup de signaux de commande en plus des entrée et sortie hyper-
fréquences classiques, nous avons utilisé une pointe avec six doigts pouvant chacun acheminer
un signal. Cette pointe permet d’acheminer les alimentations pour les circuits CMOS et ECL, le
signal de programmation et le signal de maintien du circuit de programmation CMOS. Nous uti-
lisons donc quatre des six doigts sur la pointe. Pour le reste, le protocole est identique à celui des
autres diviseurs ECL avec le COEO à 30 GHz ou le synthétiseur de fréquence Agilent en entrée et
le banc de bruit de phase Agilent E5052B en sortie. Nous ne sommes pas parvenus à obtenir de
résultat de mesure de bruit de phase satisfaisant avec le COEO car la puissance délivrée par celui-
ci n’a pas suffi à faire fonctionner le diviseur correctement. Nous avons cependant pu réaliser une
mesure de bruit de phase avec le synthétiseur de fréquence Agilent pour une fréquence d’entrée de
30 GHz. Ainsi, les mesures en bruit de phase du diviseur régénératif fractionnaire programmable
pour une fréquence d’entrée de 30 GHz sont présentées en figure 3.24 pour G = 2, soit un rapport
de division de 4,5 ( fout = 6,666GHz) et en figure 3.25 pour G = 11, soit un rapport de division de
4,0909 ( fout = 7,333GHz).

Un bon accord entre simulation et mesure est obtenu. Il est important de signaler que quelques
rapports de division n’étaient pas fonctionnels à 30 GHz même avec le synthétiseur de fréquence.
La grande majorité des rapports impairs pour G ne fonctionnent pas, hormis les rapports 1 et
11. Nous avons observé une division exacte pour tous les rapports de division excepté G = 9 à
une fréquence d’entrée de 25 GHz. Le relevé des raies fréquentielles principales sur une plage
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FIGURE 3.25 – Mesure en bruit de phase diviseur régénératif programmable synthétiseur 30 GHz
pour G = 11
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FIGURE 3.26 – Mesure du spectre diviseur régénératif programmable synthétiseur 25 GHz pour G
de 1 à 16

de fréquence de 15 MHz (plage de fréquence maximale du E5052B) pour les différents rapports
de division à fin = 25GHz est présenté sur la figure 3.26. Les fréquences attendues pour cette
fréquence d’entrée sont présentées dans le tableau 3.2.

Nous avons également pu réaliser des mesures de ce diviseur avec un COEO générant un signal
à 10 GHz comme signal de référence. L’ensemble des rapports de division sont fonctionnels à cette
fréquence, nous présentons les résultats de certaines mesures en bruit de phase sur la figure 3.27.
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Valeurs théoriques

G
Rapports
division

fout
(GHz)

1 5,0000 5,000
2 4,5000 5,556
3 4,3333 5,769
4 4,2500 5,882
5 4,2000 5,952
6 4,1667 6,000
7 4,1429 6,034
8 4,1250 6,061
9 4,1111 6,081

10 4,1000 6,098
11 4,0909 6,111
12 4,0833 6,122
13 4,0769 6,132
14 4,0714 6,140
15 4,0667 6,148
16 4,0625 6,154

TABLE 3.2 – Valeurs théoriques du diviseur régénératif fractionnaire programmable pour fin =
25GHz

FIGURE 3.27 – Mesure du bruit de phase du diviseur régénératif programmable avec COEO
10 GHz pour G = 3/5/9/11
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D’une part, nous ne sommes pas parvenus à obtenir une simulation du bruit de phase pour
G = 14 malgré une convergence de la simulation PSS sur la période attendue. Cela est peut-être dû
au fait que la plus grande période commune à l’ensemble du circuit sur laquelle le PSS converge
est égale à (F×G+1) ·Tin, soit 57 ·Tin avec Tin étant la période du signal d’entrée. Il faut ensuite
paramétrer sur la simulation PNOISE l’harmonique du signal PSS pour lequel nous voulons déter-
miner le bruit de phase, il s’agit donc ici du 14e harmonique de ce signal. D’autre part, l’accord
entre mesure et simulation est bon avec un bruit légèrement plus bas en simulation qu’en mesure
sur la plage de 1 kHz à 1 MHz puis un peu au-delà ensuite. Ce type de diviseur ayant été assez peu
étudié, et à plus forte raison en termes de bruit de phase, nous avons pris le parti de comparer les
résultats du COEO à 10 GHz divisé à ceux d’une PLL récente synthétisant un signal à 2,4 GHz,
décrite comme faible bruit [8]. Ainsi à 10 kHz de la porteuse, le bruit de phase de la PLL est de
l’ordre de −115 dBc/Hz contre −125 dBc/Hz à −132 dBc/Hz pour le diviseur. On note donc un bruit
de phase 10 dB à 17 dB plus bas pour le diviseur.
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Conclusion

Une topologie originale de diviseur régénératif fractionnaire, inspirée du diviseur régénératif
de Miller, a été conçue et fabriquée. Une première série de diviseurs fractionnaires fixes a été
caractérisée. Hormis un des diviseurs, les résultats de mesure en bruit de phase sont conformes à
ceux de simulation. Les diviseurs de fréquence fractionnaires autre que Σ∆ étant très peu répandus
dans la littérature, nous n’avons pas été en mesure de comparer nos résultats avec des topologies
équivalentes. En revanche, on observe de très bons niveaux de bruit de phase pour le diviseur par
1,25 qui est quasiment transparent, on retrouve le bruit du COEO transposé à la fréquence de sortie.
Le diviseur par 4,5 donne aussi de bon résultats de bruit de phase, conformes aux simulations, avec
une dégradation maximale de l’ordre de 10 dB entre le bruit de phase idéal théorique et le bruit
de phase mesuré. Seul le diviseur par 2,5 donne des résultats de mesures inattendus au regard
des résultats de simulation. Il fonctionne correctement mais le bruit de phase est de l’ordre de
10 dB supérieur à celui attendu. Nous n’avons pas su expliquer cette différence de performance,
d’autant que les autres diviseurs donnent des résultats conformes aux simulations et que les trois
diviseurs sont similaires, seul le nombre de diviseurs dans la chaîne directe ou la chaîne de contre-
réaction change. Cependant, si ce diviseur par 2,5 avait un niveau de bruit de phase semblable à la
simulation, il n’y aurait une dégradation du bruit de phase par rapport au bruit de phase idéal que
de l’ordre de 5 dB, avec un maximum de 10 dB. Ayant obtenu de bons résultats avec des diviseurs
fixes, nous avons exploité la possibilité de rendre programmable le rapport fractionnaire à travers la
programmation du diviseur de retour sur 4 bits. Nous n’avons cependant pas pu obtenir de résultat
de mesure à partir du COEO 30 GHz à cause de la trop faible puissance délivrée de ce dernier,
mais une mesure à 30 GHz a été effectuée à partir d’un synthétiseur plus classique. L’ensemble des
rapports sont fonctionnels pour une fréquence d’entrée inférieure à 25 GHz et le diviseur a aussi pu
être caractérisé avec le COEO à 10 GHz en entrée, où des niveaux de bruit de phase aux alentours
de 10 dB supérieurs au bruit de phase idéal ont été mesurés. Il s’agit, à notre connaissance, de la
première caractérisation en bruit de phase d’un circuit comme celui-ci.
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Conclusion générale

Au cours de cette thèse, nous avons travaillé sur la synthèse de références de fréquences élevées
à faible bruit de phase. À l’issue d’une étude bibliographique sur ce domaine, nous avons orienté
nos efforts vers la synthèse de fréquence par division dans l’idée d’atteindre des niveaux de bruit
de phase très faible. Nous avons tenté, dans un premier temps, de couvrir aussi largement que
possible la division de fréquence. Pour cela, les méthodes de division de fréquence, applicables
pour les hyperfréquences, ont été étudiées et un état de l’art a été réalisé pour chacune d’elles.

Dans un second temps, nous avons restreint un peu le champ de recherche en choisissant les
principes de diviseurs nous paraissant les plus intéressants pour nos besoins et plusieurs diviseurs
ont été conçus. Nous avons d’abord réalisé des diviseurs entiers et fixes afin de limiter la complexité
des circuits et déterminer les performances de bruit de phase qu’il était possible d’atteindre pour
chaque topologie. Plusieurs diviseurs numériques et analogiques ont été fabriqués et caractérisés.
Pour la division numérique, un diviseur par 2 transparent vis-à-vis de la pureté spectrale du COEO
à 30 GHz a été réalisé. Un niveau de bruit de phase de −119 dBc/Hz@1 kHz est ainsi obtenu pour
le signal à 15 GHz synthétisé. La version du diviseur par 3 numérique pour laquelle nous avons pu
mesurer un bruit de phase donne un niveau de bruit de phase de −110 dBc/Hz@1 kHz pour le signal
à 10 GHz synthétisé. Cependant, de bien meilleures performances semblent envisageables dans de
futures versions puisque la simulation de la version de diviseur par 3 avec une porte OR/NOR
différentielle et une bascule D VCVS en sortie prédit une amélioration en bruit de phase de l’ordre
de 10 dB par rapport à la version mesurée basée sur une bascule D VCCS, moins performante.
Nous ne sommes pas parvenus à simuler cette version au-delà de 30 GHz une fois les parasites pris
en compte, mais il semble réaliste de produire une version fonctionnelle à cette fréquence sur une
technologie plus fine comme une BiCMOS 55 nm comme présenté à l’annexe I.

Concernant les divisions numériques de rapports plus élevés, nos travaux nous amènent à pen-
ser que c’est une voie nécessitant d’être approfondie. Nous n’avions pas cherché à optimiser les
performances en bruit de phase du diviseur CMOS par 10 puisque nous voulions mettre en évi-
dence la possibilité d’enlever la plus grande partie du bruit de phase de ce diviseur asynchrone en
le resynchronisant en sortie sur la fréquence de référence (§ 1.II.3.c. i). Cependant, seul un circuit
de test de cette technique de resynchronisation a pu être réalisé, et à cause d’une extraction de
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parasite incomplète pour des raisons de confidentialité, les résultats de mesure ne nous ont pas per-
mis d’observer cette amélioration attendue au regard des simulations. Mais nous restons persuadés
de son intérêt. La synthèse par division avec des rapports élevés reste donc un sujet à approfondir
puisque nous n’avons pas pu plus nous focaliser dessus. En revanche, la division fractionnaire est
un des aspects de la synthèse par division que nous avons étudié en détail.

Dans un troisième temps, nous avons orienté nos efforts vers la division fractionnaire directe,
puisque c’est un aspect assez peu étudié de la synthèse de fréquence. Nous avons utilisé nos divi-
seurs entiers fixes pour mettre au point une topologie originale de diviseur régénératif fractionnaire,
inspirée du diviseur régénératif de Miller. L’originalité réside dans l’utilisation de diviseurs numé-
riques à la place des multiplieurs originels, qui permettent en plus de profiter de leur large bande de
fonctionnement. Le fait qu’ils soient numériques permet également de s’affranchir de tout filtrage
inhérent à la topologie de Miller, et ils permettent également d’autoriser leur programmation. Trois
diviseurs fractionnaires fixes avec des rapports respectifs de 1,25, 2,5 et 4,5 ont d’abord été conçus
et mesurés. Les mesures du diviseur 2,5 ne sont étonnamment pas conformes aux résultats attendus
d’après les simulations, contrairement à celles des deux autres diviseurs, alors que ces trois divi-
seurs sont assez semblables. Le diviseur par 1,25 est presque transparent avec le COEO à 30 GHz
et celui par 4,5 est une dizaine de dB supérieur au bruit de phase idéal du signal synthétisé. Un
diviseur régénératif fractionnaire à partie décimale programmable a ensuite été conçu et fabriqué.
Bien que nous ne soyons pas parvenus à le caractériser avec le COEO à 30 GHz par manque de
puissance sur ce dernier, tous les autres résultats de mesure sont conformes aux simulations et dé-
montrent la possibilité de réaliser de la division fractionnaire programmable jusqu’à 25 GHz sans
détériorer trop fortement la qualité du signal de référence. Il a pu être caractérisé avec le COEO à
10 GHz pour lequel une dégradation de l’ordre d’une dizaine de dB a été observé par rapport au
signal synthétisé idéal. Il s’agit à notre connaissance de la première mesure de bruit de phase pour
ce type de diviseurs.

En conclusion, avec le développement de références de fréquence élevée à haute pureté spec-
trale, tels que les COEO, la division de fréquence faible bruit semble être une méthode de synthèse
prometteuse. Particulièrement si on la compare avec la méthode la plus commune de synthèse de
fréquence, c’est-à-dire la PLL. La division, qu’elle soit entière ou fractionnaire, offre des perfor-
mances en bruit de phase bien meilleures sans pour autant devoir faire de concession sur d’autres
aspects de la synthèse (programmabilité, bande-passante, etc).



Perspectives

Une des principales perspectives à étudier selon nous est l’ajout de boucles de contre-réaction
multiples pour affiner la partie décimale du rapport de division et se rapprocher d’une certaine ma-
nière du fonctionnement d’un Σ∆. Par exemple, en utilisant plusieurs boucles de contre-réaction en
parallèle comme présenté sur la figure 3.28.

FIGURE 3.28 – Topologie de diviseur fractionnaire régénératif et récursif parallèle

De la même façon en utilisant plusieurs boucles de contre-réaction en série comme sur la fi-
gure 3.29.

FIGURE 3.29 – Topologie de diviseur fractionnaire régénératif et récursif série
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Ainsi, en modulant le nombre de boucles de contre-réaction, on peut affiner le réglage de
la valeur décimale du rapport de division. En développant cette idée, en restant dans l’optique de
s’approcher du fonctionnement du Σ∆, on peut aussi arriver à des topologies comme celle présentée
sur la figure 3.30, dans laquelle il reste à trouver la meilleure manière de piloter le multiplexeur.

FIGURE 3.30 – Topologie de diviseur fractionnaire régénératif et récursif à alternance de rapports



Annexes

I Transposition et comparaison avec la technologie BiCMOS55

Dans le cadre d’un stage, certains circuits présentés dans la partie précédente ont été transposés
sur une technologie plus fine, à savoir la BiCMOS55. Aucun dessin des masques n’a été réalisé au
cours de ce stage, la comparaison est donc faite en ignorant les parasites. Les différents résultats
de simulation sont présentés sous forme de tableaux comparatifs avec une focalisation particulière
sur les performances en bruit de phase. Pour l’ensemble des circuits suivants, les schématiques
des circuits étudiés sont les mêmes. Cependant, les composants utilisés sont différents puisque
les design kits sont différents. Nous avons essayé, dans la mesure du possible, de conserver des
composants semblant remplir la même fonction dans les deux design kits, par exemple en utilisant
des transistors bipolaires haute vitesse pour la même application avec les design kits différents.
Ensuite, chaque circuit a été optimisé en bruit de phase pour chaque topologie tout en garantissant
une vitesse de fonctionnement d’au moins 30 GHz.

I.1 Diviseur numérique par 2 VCCS

Dans un premier temps, les performances du diviseur numérique par 2 VCCS ont été comparées
pour les deux technologies.

BiCMOS55 BiCMOS9MW
L( f )@100 Hz −109 dBc/Hz −105 dBc/Hz
L( f )@1 kHz −119 dBc/Hz −114 dBc/Hz

L( f )@10 kHz −129 dBc/Hz −124 dBc/Hz
L( f )@100 kHz −139 dBc/Hz −133 dBc/Hz
Consommation 6 mA 3,4 mA

fmax 75 GHz 40 GHz

TABLE 3 – Comparaison diviseurs par 2 VCCS BiCMOS55 vs BiCMOS9MW

Pour une consommation quasiment doublée, le bruit de phase est amélioré d’environ 6 dB et la
fréquence de fonctionnement est quasiment doublée pour la BiCMOS55.
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I.2 Diviseur numérique par 3

Plusieurs versions de diviseurs par 3 ont été comparées, nous reprenons les dénominations
présentées au § 2.I.3. Ainsi, pour la version 1, c’est-à-dire comportant une porte OR/NOR ECL
différentielle et une bascule D VCVS en sortie, nous obtenons les résultats présentés en figure 4.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −120 dBc/Hz −117 dBc/Hz
L( f )1 kHz −130 dBc/Hz −126 dBc/Hz

L( f )10 kHz −140 dBc/Hz −136 dBc/Hz
L( f )100 kHz −149 dBc/Hz −146 dBc/Hz

Consommation 22 mA 52 mA
fmax 40 GHz 33 GHz

TABLE 4 – Comparaison diviseurs par 3 version 1 BiCMOS55 vs BiCMOS9MW

Ceux de la version 2, c’est-à-dire une porte OR/NOR ECL élémentaire et une bascule D VCVS
en sortie, sont présentés dans le tableau 5.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −109 dBc/Hz −100 dBc/Hz
L( f )1 kHz −119 dBc/Hz −110 dBc/Hz

L( f )10 kHz −129 dBc/Hz −119 dBc/Hz
L( f )100 kHz −139 dBc/Hz −128 dBc/Hz

Consommation 33 mA 55 mA
fmax 40 GHz 32 GHz

TABLE 5 – Comparaison diviseurs par 3 version 2 BiCMOS55 vs BiCMOS9MW

Ceux de la version 3,c’est-à-dire une porte OR/NOR ECL élémentaire et une bascule D VCCS,
sont présentés dans le tableau 6.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −122 dBc/Hz −117 dBc/Hz
L( f )1 kHz −132 dBc/Hz −127 dBc/Hz

L( f )10 kHz −141 dBc/Hz −136 dBc/Hz
L( f )100 kHz −148 dBc/Hz −145 dBc/Hz

Consommation 26,5 mA 33 mA
fmax 33 GHz 30 GHz

TABLE 6 – Comparaison diviseurs par 3 version 3 BiCMOS55 vs BiCMOS9MW

Enfin, une dernière version qui n’a pas été présentée au § 2.I.3 a fait l’objet d’une compa-
raison entre les deux technologies. Nous l’appelons version 4. Il s’agit du diviseur par 3 avec la
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porte OR/NOR différentielle et une bascule VCCS en sortie. Ses résultats sont présentés dans le
tableau 7.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −109 dBc/Hz −104 dBc/Hz
L( f )1 kHz −119 dBc/Hz −114 dBc/Hz

L( f )10 kHz −129 dBc/Hz −124 dBc/Hz
L( f )100 kHz −139 dBc/Hz −134 dBc/Hz

Consommation 15 mA 15 mA
fmax 30 GHz 25 GHz

TABLE 7 – Comparaison diviseurs par 3 version 4 BiCMOS55 vs BiCMOS9MW

Ainsi, la technologie BiCMOS55 est avantageuse pour l’ensemble des diviseurs par 3. Ce-
pendant, on observe qu’elle l’est particulièrement pour les cas où une bascule VCVS se trouve
en sortie du diviseur par 3 (version 1 et 2), avec des améliorations de l’ordre de 11 dB dans les
meilleurs cas. De plus, nous n’étions pas parvenus à atteindre une vitesse de fonctionnement de
30 GHz en intégrant les parasites pour la version 1 du diviseur par 3 en BiCMOS9MW. Avec une
vitesse de fonctionnement de 40 GHz sans les parasites pour cette version du diviseur en BiC-
MOS55, il est garanti qu’il fonctionne au-delà de 30 GHz avec les parasites. Une technologie plus
fine semble donc être recommandée pour de futures perspectives concernant la division numérique
de fréquence autour de 30 GHz dans l’optique d’obtenir de meilleures performances.

I.3 Diviseur numérique par 10 CMOS

Les performance du diviseur numérique par 10 CMOS ont également été comparées pour cha-
cune des technologies pour voir l’impact de la technologie sur un circuit entièrement CMOS. Cette
comparaison est présentée dans le tableau 8.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −125 dBc/Hz −110 dBc/Hz
L( f )1 kHz −135 dBc/Hz −120 dBc/Hz

L( f )10 kHz −145 dBc/Hz −130 dBc/Hz
L( f )100 kHz −154 dBc/Hz −140 dBc/Hz

Consommation 4,2 mA 3 mA
fmax 15 GHz 12 GHz

TABLE 8 – Comparaison diviseurs par 10 CMOS BiCMOS55 vs BiCMOS9MW

La très grande différence de performances entre les deux technologies pour la version 3 pro-
vient de l’utilisation du type de résistances utilisées pour le design en BiCMOS55. Cependant, bien
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que donnant de bons résultats lors des simulations, les résistances utilisées ne sont pas adaptées à
l’application et leurs dimensions ne permettent pas leur intégration de manière réaliste.

I.4 Diviseur par 3 ILFD

Une comparaison des performances d’un diviseur par 3 ILFD pour les deux technologies est
présentée dans le tableau 9.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −118 dBc/Hz −104 dBc/Hz
L( f )1 kHz −128 dBc/Hz −114 dBc/Hz

L( f )10 kHz −138 dBc/Hz −124 dBc/Hz
L( f )100 kHz −148 dBc/Hz −134 dBc/Hz

Consommation 5 mA 5 mA
fmax 30 GHz 30 GHz

TABLE 9 – Comparaison diviseurs par 3 ILFD BiCMOS55 vs BiCMOS9MW

À consommation et vitesse de fonctionnement équivalente, on note une grande supériorité pour
la technologie plus fine, avec une amélioration de quasiment 14 dB. Pour les diviseurs analogiques,
utiliser une technologie plus fine permet d’améliorer les performances significativement.

I.5 Diviseur par 3 avec second harmonique régénératif

Une version du diviseur par 3 avec second harmonique régénératif a également été réalisée avec
les deux technologies à des fins de comparaison. Ces résultats sont présentés dans le tableau 10.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −117 dBc/Hz −107 dBc/Hz
L( f )1 kHz −127 dBc/Hz −117 dBc/Hz

L( f )10 kHz −137 dBc/Hz −126 dBc/Hz
L( f )100 kHz −146 dBc/Hz −136 dBc/Hz

Consommation 15 mA 16 mA
fmax 35 GHz 33 GHz

TABLE 10 – Comparaison diviseurs par 3 régénératif BiCMOS55 vs BiCMOS9MW

Là encore, pour une fréquence de fonctionnement et une consommation quasi équivalente, on
observe une amélioration notable du bruit de phase avec la technologie BiCMOS55, de l’ordre de
10 dB.

En conclusion, utiliser une technologie plus fine améliore les performances dans tous les cas,
mais l’amélioration de bruit de phase semble davantage significative pour les diviseurs analogiques.
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De la même manière que certains diviseurs entiers fixes été transposés et comparés à la technologie
BiCMOS55, certains diviseurs régénératifs fractionnaires l’ont également été. Encore une fois, seul
le dessin des masques d’un diviseur par 2 VCVS a été réalisé avec la technologie BiCMOS55, donc
seules les performances simulées sans les parasites sont comparées pour les diviseurs présentés ici.
Les diviseurs par 1,25 et 4,5 sont comparés pour les deux technologies.

I.6 Diviseur régénératif par 1,25

Les résultats des simulations sans parasite pour le diviseur par 1,25 sont présentés dans le
tableau 11.

Fréquence BiCMOS55 BiCMOS9MW
L( f )100 Hz −108 dBc/Hz −105 dBc/Hz
L( f )1 kHz −118 dBc/Hz −115 dBc/Hz

L( f )10 kHz −128 dBc/Hz −125 dBc/Hz
L( f )100 kHz −137 dBc/Hz −134 dBc/Hz

Conso 14 mA 25 mA
fmax 40 GHz 40 GHz

TABLE 11 – Comparaison diviseurs par 1,25 BiCMOS55 vs BiCMOS9MW

On observe que les résultats en bruit de phase sont assez proches pour une consommation quasi-
ment doublée pour la BiCMOS9MW. La technologie utilisée ne semble donc pas aussi significative
pour les performances que pour un ILFD.

I.7 Diviseur régénératif par 4,5

Les résultats des simulations sans parasite pour le diviseur par 4,5 sont présentés dans le ta-
bleau 12.

BiCMOS55 BiCMOS9MW
L( f )100 Hz −126 dBc/Hz −115 dBc/Hz
L( f )1 kHz −136 dBc/Hz −125 dBc/Hz

L( f )10 kHz −142 dBc/Hz −135 dBc/Hz
L( f )100 kHz −144 dBc/Hz −141 dBc/Hz

Conso 20 mA 32 mA
fmax 40 GHz 40 GHz

TABLE 12 – Comparaison diviseurs par 4,5 BiCMOS55 vs BiCMOS9MW

Pour cette topologie avec un diviseur dans la chaîne directe, la technologie utilisée impacte
davantage le bruit de phase, puisqu’on observe une différence de l’ordre de 11 dB pour la plus
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grande amélioration de bruit de phase. Le diviseur de la chaîne directe semble donc avoir un rôle
prédominant dans le bruit de phase global du diviseur.
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