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Notations mathématiques

Dans cette these, les notations mathématiques suivantes seront utilisées :

Symbole Description

k Les variables labellisées seront considérées comme appartenant a un en-
semble dans la premiére partie.

Opérateur barycentre récursif : appliqué a un ensemble, il s’agit de la
moyenne des éléments de cet ensemble. Appliqué & un ensemble d’en-
sembles, il s’agit de la moyenne des barycentres de chacun de ces ensembles.
Exemple : Soit £ = {&,, Va € [1, A]}, avec &, = {& € R, Vb € [1, B]}.
L’opérateur = peut étre utilisé sur les ensembles &, : &, = % Zle &ap; Ol

sur I’ensemble de ces ensembles ¢ : € = % ZaAzl &a.

A Les lettres ajourées seront utilisées pour noter des ensembles dans la seconde
partie.

N L’ensemble des nombres entiers.

R L’ensemble des nombres réels.

C L’ensemble des nombres complexes.

j L’unité imaginaire, telle que j% = —1.

R(z) La partie réelle du nombre complexe z.

3(z) La partie imaginaire du nombre complexe z.

/2 La phase du nombre complexe z.

v Les vecteurs sont représentés par des lettres minuscules en gras.

M Les matrices sont représentées par des lettres majuscules en gras.

[] ij Utilisé pour indexer dans un vecteur ou une matrice.

()" c* est le complexe conjugué de c.

()T La transposée d’un vecteur ou d’une matrice.

()H La transposée hermitienne d’un vecteur ou d’une matrice.

|- La valeur absolue d’un nombre réel, ou la magnitude d’un nombre complexe.

| M]|, La norme p*™¢ d’une matrice ou vecteur || M ||, = < i1 2= | [M]; \p)%.

i j Le symbole de Kronecker, tel que d;; = 1 et §; j+; = 0.

o; Un vecteur colonne de longueur appropriée tel que [6;] ;= i j
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Introduction

Contexte industriel

Cette these a été effectuée dans le cadre d’une convention industrielle de formation

par la recherche (CIFRE), en partenariat avec Valeo, un équipementier automobile. Plus

précisément, cette theése s’inscrit dans un projet de recherche et développement d’un sys-

teme "Phone As A Key" passif; c’est-a-dire un dispositif de verrouillage de véhicule ou le

téléphone de I'utilisateur est utilisé comme clé, et ou déverrouiller le véhicule ne requiert

pas d’action de 'utilisateur, si ce n’est tirer la poignée.

Ce type de systéme est soumis a de nombreuses contraintes :

Financierement, ce type d’équipement doit rester peu cofiteux, ou offrir des presta-
tions supplémentaires pour pouvoir justifier son prix, le secteur étant un secteur a

faibles marges.

Le systeme doit étre compact, les espaces dédiés a ce genre de dispositifs (intérieur

des pare-chocs, garnitures de portes et supports de toit...) étant tres restreints.

La consommation d’énergie doit étre faible : le systeme de clé étant principalement
actif lorsque le moteur est coupé, il ne doit pas décharger la batterie au risque de

I’endommager et d’immobiliser le véhicule.

En termes de précision de localisation : afin de répondre au cahier des charges posé
par I'industrie automobile, un systéme d’entrée et de démarrage passif doit garantir
que le véhicule restera verrouillé si la clé est a plus de deux metres, et ne démarrera
pas si la clé n’est pas a l'intérieur.

En termes d’indépendance de I'environnement : la localisation doit non seulement
étre précise, mais elle doit étre capable de fonctionner dans n’importe quel envi-
ronnement. Un cas généralement pathologique pour les systémes envisagés est celui
du parking souterrain, ou il est impossible de se reposer sur des systemes externes
(GNSS), et ou la complexité de 'environnement peut mener a ’apparition de nom-

breux trajets secondaires.

En termes de sécurité : le systéme doit pouvoir parer aux attaques les plus communes,

et particulierement les "relay attacks", ou 'attaquant utilise un relais pour faire croire
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au systeme que la clé est plus proche que dans la réalité.

— Enfin, le systeme doit reposer sur des technologies déja disponibles dans les télé-
phones du marché, puisque cette industrie est peu encline & ajouter du matériel (et
donc du poids, de ’épaisseur et de la consommation électrique) dans leurs modeles

pour servir de telles fins.

Pour répondre a ces contraintes, Valeo a envisagé et prototypé plusieurs approches,
basées sur plusieurs technologies présentes (ou bientdt présentes) dans la majorité des
téléphones du marché.

Bluetooth Low-Energy (BLE) était la technologie originellement envisagée pour son
ubiquité et sa faible consommation électrique.

Plus récemment, le projet a pivoté vers la technologie ultra-wideband (UWB), bien
plus adaptée a la géolocalisation a courte portée et qui commence & étre introduite sur les

modeles hauts de gamme de I'industrie téléphonique.

Bluetooth et réseaux de capteurs

Diverses approches ont été envisagées dans le cadre du projet pour localiser le téléphone
de l'utilisateur par son signal Bluetooth, telles que la cartographie des puissances percues
par plusieurs capteurs, ou l'estimation de la direction d’incidence par des réseaux de
capteurs en plusieurs points pour réaliser une triangulation.

Dans le cadre de cette seconde approche, j’ai eu pour tache le développement de diverses
technologies de support, ainsi que d’effectuer des recherches sur I'optimisation du systéme
qui avait été congu.

Le-dit systeme est un ensemble d’antennes-réseaux réparties dans la carrosserie du
véhicule afin de pouvoir estimer les angles d’incidence des signaux de la clé en plusieurs
points afin de trianguler sa position. Ces antennes-réseaux ne partageant pas de référence
de temps commune, on peut parler d’antennes-réseaux non-cohérentes.

Comme le systéme nécessite plusieurs de ces antennes-réseaux, il est nécessaire de
réduire leur colit pour arriver & un produit économiquement viable. Pour ce faire, chaque
antenne-réseau est en fait une antenne-réseau commutée, ou les capteurs de 'antenne sont
tous reliés au méme canal de réception par 'intermédiaire d’'un commutateur électronique.

Les significations des termes "antennes-réseaux non-cohérentes' et "antennes-réseaux
commutées" seront explorées en section 1.3.

Si la forme de 'antenne était déja déterminée par des contraintes physiques, 'ordre et la
durée de sélection des capteurs par le commutateur était un degré de liberté de conception
dont le choix était originellement arbitraire. L’exploration de ce degré de liberté a fait
I’'objet de mes recherches pendant les deux premieres années de ma these, et sera décrite

en premiere partie.

Ultra-wideband

Durant ma these, le projet a pivoté vers la technologie UWB. Celle-ci permet effecti-

vement une mesure précise du temps de trajet aller-retour entre deux objets disposant de
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cette technologie.

Cette maniere de localiser le téléphone offre notamment un avantage clé pour I’ap-
plication au verrouillage de véhicules : elle est en particulier moins susceptible aux relay
attacks (décrites plus précisément en sous-section 1.2.2), puisque "rapprocher" le téléphone
demanderait un canal ou transférer son message plus vite que la lumiere.

Ce changement de stratégie a ouvert de nouvelles opportunités de recherches, notam-
ment pour envisager des utilisations alternatives du matériel UWB. Ces recherches ont
permis a Valeo de déposer en juillet 2020 un brevet qui détaille une fagon de mutualiser
le matériel de localisation de source UWB, en l'utilisant pour détecter les passagers du
véhicule. Les recherches qui justifient ma présence parmi les inventeurs dans ce brevet ont

occupé la derniere année de ma these, et seront décrites en seconde partie de ce document.

Contributions

Cette these se découpe en deux parties :
La premiere partie traite de la conception de séquences de commutations pour I’estima-
tion des parametres de sinusoides par un réseau d’antennes commuté, avec les contributions

suivantes :

— Un modele pour des signaux sinusoidaux échantillonnés a des instants différents
pour chaque capteur d’une antenne est proposé, et des bornes de Cramér-Rao sont

calculées pour ce modele.

— A Daide des bornes de Cramér-Rao, des critéres d’optimisation analytiques sont

définis en fonction des instants d’échantillonnage de chaque capteur de ’antenne.

— De ces criteres sont interprétées des régles sur la facon dont les capteurs devraient étre
échantillonnés pour mener a de meilleures estimations de phases, particulierement

dans le cas ou la fréquence du signal est inconnue.

— Des stratégies de choix des instants d’échantillonnage sont définies afin de comparer

leurs performances avec les méthodes d’échantillonnage présentes dans la littérature.

— Il en ressort que les méthodes d’échantillonnage de la littérature sont sous-optimales
pour le probleme de l'estimation de phases en plusieurs points d’une onde de fré-

quence inconnue.

— Cette sous-optimalité est également montrée pour l'estimation d’angle d’incidence

avec des antennes-réseaux.

La seconde partie étudie la détection de passagers a différentes places en utilisant les
réponses impulsionnelles des canaux de propagation entre les balises UWB positionnées
dans ’habitacle.

— Une preuve de concept établit la faisabilité de cette approche innovante.

— Des prétraitements et métriques sont définis pour améliorer la classification par

machines & vecteurs-supports.
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— Une campagne de mesure menée dans le cadre de cette these a permis d’évaluer les

performances des approches proposées.

— A Paide de mesures sur un prototype, les limites du systeme liées a la sensibilité de

celui-ci a des changements dans ’habitacle sont mises en avant.

Ces contributions sont partagées dans les publications résumées en annexe A.

Plan de la these

Dans le chapitre 1, la problématique autour du choix de la séquence de commutation
dans une antenne-réseau commutée est expliquée. Les techniques les plus communes de lo-
calisation de source sont exposées, avant de détailler I’état de ’art concernant les antennes-
réseaux commutées. Le modele est introduit apres justification de ses hypotheses, puis un
exemple est donné pour illustrer le besoin auquel répond cette étude.

Dans le chapitre 2, les bornes de Cramér-Rao sont calculées, et des criteres d’optimisa-
tion adaptés a notre probléme en sont dérivés. On commente alors sur ce que ces criteres
analytiques nous révelent sur les propriétés d’une bonne séquence de commutation.

Dans le chapitre 3, on explique plus précisément le concept de séquence de commuta-
tion, et on définit des stratégies qui permettent de construire des séquences. L’influence
des stratégies et de leurs parameétres est étudiée a I'aide d’une analyse numérique des cri-
teres d’optimisation. Le critere d’optimisation principal est ensuite comparé a ’évaluation
numérique des bornes de Cramér-Rao sur ’estimation d’angle d’incidence.

Dans le chapitre 4, on aborde la seconde partie de la these, en décrivant le systeme
UWRB dédié au positionnement, avant de présenter sa nouvelle fonction dédiée a ’analyse
volumétrique de I'habitacle.

Dans le chapitre 5, on rappelle succintement le principe des machines a vecteurs-
supports, avant d’introduire des prétraitements et métriques proposés afin d’améliorer les
performances de ces classificateurs.

Enfin, dans le chapitre 6, on discute des résultats expérimentaux obtenus a ’aide de

ces prétraitements et métriques, avant de conclure.
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CHAPITRE 1

Etablissement du probleme

Terminologie

Afin d’éviter les ambiguités, définissons quelques termes qui nécessitent une attention

particuliere dans cette partie :

— Un capteur est un élément physique qui traduit I’état d’un champ a un point en un

signal électrique.

— Une antenne est un ensemble de capteurs dont les signaux sont exploités conjointe-

ment pour estimer les parameétres d’intérét.

— Un canal (de réception) est une chaine d’acquisition comportant notamment un

convertisseur analogique-numérique.

— Un motif d’échantillonnage représente 1’ensemble des instants d’échantillonnage de

chaque capteur de ’antenne.

— Une séquence de commutation représente quels capteurs sont sélectionnés a quels

instants par le commutateur.

— Une stratégie de commutation représente une méthode permettant de générer des

séquences de commutation & l’aide de parameétres.

1.1  Contexte et problématique

Le traitement d’antennes est un des champs historiques du traitement de signal, ayant
de nombreuses applications telles que I’estimation de direction d’arrivée (DOA : Direction
Of Arrival) [Krim 1996/, 'imagerie RADAR comme médicale, etc.

Traditionnellement, ces traitements présument d’antennes ou chaque capteur se voit
associé a un canal dédié; ceux-ci partagent une référence de temps commune, et échan-
tillonnent le signal aux mémes instants. Cette architecture facilite nombre d’algorithmes
en fournissant des échantillons synchrones, avec une méme référence de phase, pour chaque
capteur de 'antenne.

Cependant, si ce type de systéme est peu coiiteux dans le domaine acoustique, il en

va autrement du domaine radio-fréquences, ou les chaines de réception (superhétérodyne,
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filtres, convertisseur analogique-numérique...) ainsi que leur synchronisation sont nette-
ment plus coliteuses a divers aspects : financierement bien évidemment, mais aussi en
terme de consommation électrique et d’espace nécessaire pour les composants ainsi que les
nombreuses pistes les reliant, qui doivent répondre a des contraintes de routages particulie-
rement exigeantes. Tous ces colits sont parfois trop élevés pour le domaine de I’électronique
embarquée, ol les contraintes d’espace et de consommation ont tendance a imposer des
concessions sur les performances attendues.

Afin de réduire ces cofits, diverses techniques ont été développées autour de I'utilisation
d’un unique canal pour échantillonner tour a tour les capteurs a ’aide d'un commutateur
électronique, comme illustré dans la Figure 1.1-1. Comme les capteurs ne sont alors plus
échantillonnés simultanément, le choix d’une séquence de commutation est nécessaire pour
définir a quels instants chaque capteur est échantillonné. La Figure 1.1-2 illustre un exemple

de signal qui pourrait étre observé via un tel systéme, que ’on appellera antenne commutée.

‘ \ Canal de Estimation des -
! . , N N . .. Traitements
‘ réception | | parametres sinusoidaux | '

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 1.1-1 — Exemple d'un systéme a quatre capteurs pour un seul canal de réception. Cette
partie de la thése est consacrée a la portion encadrée du systéme.

Dans ce chapitre, nous ferons d’abord I’état de I’art des techniques d’estimation de

position en sections 1.2 et 1.3 :

— En section 1.2, nous rappellerons les grandes classes de techniques, en suivant une

structure similaire & la fagon dont [Awarkeh 2019 a approché ’exercice.

— En section 1.3, nous nous concentrerons sur les antennes commutées, qui font 'objet

de cette premiere partie.

Nous motiverons ensuite nos recherches et hypotheses simplificatrices en section 1.4. Le

modele est décrit en section 1.6, et un exemple est présenté en section 1.7.

1.2 Techniques d’estimation de position

L’estimation de position est un probleme tres ancien, avec de nombreuses applications.
La plus populaire de nos jours est probablement le Global Navigation Satellite System
(GNSS), qui est aujourd’hui une des technologies de localisation les plus répandues dans
les appareils civils malgré ses origines militaires. Ce systéme se base sur la mesure de
différences de délais de propagation de signaux provenant de sources dont la position est

connue.
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Figure 1.1-2 — Exemple d'une séquence de commutation : les tracés en pointillés représentent
le signal théoriquement mesurable de chaque capteur, et les tracés en traits pleins représentent
la partie "disponible" du signal, mesurée par le canal.

Un autre systeme de localisation d’origine militaire au fonctionnement complétement
différent est le RADAR, qui s’est aujourd’hui démocratisé avec de nombreuses applications
navales et en industrie automobile. Ces systéemes utilisaient originellement des antennes
directives qui balayaient physiquement 1’espace pour localiser leurs cibles. De nos jours,
il est plus commun d’utiliser des réseaux de capteurs omnidirectionnels, dont les signaux
sont traités conjointement pour estimer ’angle d’ou provient un signal recu.

Enfin, une technique moins connue du grand public, mais trés répandue, est ’exploita-
tion de la décroissance de la puissance d’un signal recu lorsque ’on s’éloigne de sa source.
Cette technique est notamment utilisée dans I'industrie automobile pour la localisation de
sa clé par un véhicule, afin de permettre la détection d’un utilisateur autorisé.

Dans cette section, nous expliquerons brievement les principales classes de techniques
d’estimation de position. On appellera "balise” un transmetteur dont la position est connue,

en faisant une référence spatiale pour le systéme d’estimation de position.

1.2.1 Puissance de signal recue

La puissance de signal recue (RSS : Received Signal Strength) est une mesure de
I'intensité du signal percu par un récepteur.

Dans les cas les plus simples, le signal subit une atténuation de propagation qui est
proportionnelle & d", ou d est la distance parcourue et n est un parametre dépendant de

la géométrie des lieux, et est généralement proche de 2.
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En mesurant le RSS avec plusieurs balises, il est alors possible de mesurer les distances
entre chacun d’entre eux et un transmetteur de position inconnue, pour déduire sa position

par trilatération [Shehu Yaro 2018].

Dans l'industrie automobile, 'atténuation de signaux radio a basses-fréquences est

utilisée pour mesurer la distance entre le véhicule et sa clé.

Cependant, dans des milieux de propagation plus complexes, il se peut que le RSS
évolue différemment en fonction de la distance, particulierement si une ligne de vue n’est
pas garantie. Pour pallier cela, des techniques dites "d’empreintes" ont été mises au point
‘Beder 2012]. Un systéme d’apprentissage automatique est alors entrainé avec des mesures-
terrain afin de pouvoir identifier la position de la source a partir d’'un vecteur de RSS

mesuré avec plusieurs balises.

En fonction de la précision attendue et de I’environnement, des calibrations peuvent

étre nécessaires.

1.2.2 Délais de propagation

La mesure de délais de propagation est une méthode particulierement intuitive comme
solution au probleme d’estimation de position. En effet, la vitesse de propagation d’une
onde étant pratiquement constante dans un milieu donné, connaitre le délai de propagation

entre deux transmetteurs revient a connaitre la distance entre eux.

Cette technique est d’autant plus avantageuse dans le cadre du projet auquel cette
these se rattache, a savoir la localisation d’une clé passive. En effet, elle est, par nature,

insensible aux attaques par relais :

Dans une attaque par relais, un attaquant positionne un transmetteur a proximité de la
clé d’origine du véhicule. Le signal enregistré par ce transmetteur est communiqué via un
canal annexe vers un relais qui répetera ce signal a proximité du véhicule. Si des mesures
appropriées n’ont pas été prises, le relais peut étre confondu avec la clé par le véhicule.
Selon la maniere dont la position est estimée, le véhicule pourrait alors croire que la clé

est a la position du relais.

Cependant, dans le cas de la mesure de délais de propagation de signaux radio, il
n’existe pas de canal pratiquement réalisable qui permettrait de réduire ce délai, et donc

de faire passer une clé pour plus proche qu’elle ne I'est réellement.

Cette technique est généralement la plus contraignante & mettre en place : pour me-
surer le délai de propagation entre deux transmetteurs, ils doivent partager une référence
temporelle commune ; ou alternativement mesurer le délai de propagation d’un aller-retour
(en compensant le temps de traitement du transmetteur qui répond au premier). Cette
technique demande donc un fort degré de coopération entre ’objet a localiser et les balises

pour fonctionner.

Cette mesure de délai aller-retour est notamment la technique utilisée par la technologie
UWB [Cetin 2012].
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1.2.3 Différences de délais de propagation

La mesure de différences de délais de propagation, comme celle utilisée par le systeme
GNSS [Van Diggelen 2009/, en revanche, est sujette a ce type d’attaque. Ce type de

systéme est généralement utilisé lorsque la mesure de délais de propagation est impossible.

Dans le cas du GNSS, 'utilisation de cette technique est justifiée par le fait que main-
tenir la synchronisation entre les horloges atomiques embarquées par les satellites et les
horloges des récepteurs GNSS serait pratiquement infaisable. La technique de la mesure
aller-retour n’est pas non plus exploitable : a la fois parce qu’émettre depuis un appareil
portable jusqu’a un satellite n’est généralement pas viable économiquement et d’un point
de vue encombrement, et parce que de tels signaux pourraient facilement étre écoutés et

localisés par un tiers.

Dans un systéeme d’estimation de position d’une cible par différences de délais de
propagation, sa distance d; avec chaque i€ des I balises de positions respectives (; est
estimée & un décalage identique A pres. On peut alors construire un systéme de I équations

de la forme :

di = | = Gilly + A (1.1)

Résoudre ce systeme permet d’estimer la position ¢ de la cible.

Cette technique, si elle ne demande pas nécessairement de coopération entre les balises
et 'objet a localiser (comme illustré par le systéme GNSS), nécessite tout de méme un

protocole dédié pour permettre la mesure des différences de délais de propagation.

Remarque : dans le cas du systeme GNSS, le systéme d’équation est exprimé similai-
rement, mais ¢ n’est généralement pas seulement un vecteur position (z,y, z), mais inclut
aussi 'instant de mesure ¢t. Un récepteur GNSS estime donc l'instant auquel il a pergu les

signaux des satellites en méme temps que sa position.

1.2.4 Triangulation

La triangulation est une méthode trés ancienne d’estimation de position, avec des

applications connues au XVIIeme siecle.

Elle consiste a former un triangle composé d’un segment connu et du point dont on
souhaite mesurer la position. En mesurant les angles du triangle a chaque extrémité du
segment connu, on peut appliquer de simples formules trigonométriques pour déterminer

la position du point.

Par exemple, en deux dimensions (illustré par la figure 1.2-3) : soient A = (0,0),

B = (d,ﬁO) et X = (z,y). Soient o = XAB et B = XBA. Alors z = d% et
Sin O sin &«

y= sin(a+p3) °
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A d B

Figure 1.2-3 — Exemple de triangulation.

Un inconvénient de cette technique d’estimation de position est que, a précision an-
gulaire équivalente, sa précision dans la direction de (AB) diminue lorsque X s’approche
de la droite (AB), et sa précision dans 'axe (“H'TB,X ) diminue lorsque X s’éloigne du
segment [AB].

Dans le cas pathologique ou X appartient a (AB), sin(a+ ) = 0 et il est alors
impossible de résoudre une position unique, méme lorsque I’estimation d’angle d’incidence
est parfaite.

Pour mesurer les angles a partir de plusieurs points, diverses techniques peuvent étre
utilisées. Une des plus anciennes dans le domaine radio est 1'utilisation d’antennes forte-
ment directives pivotées physiquement pour trouver ’angle maximisant la puissance du
signal.

Une autre technique basée sur 'amplitude des signaux est le systeme de Watson-
Watt [Oestreich 2012] : dans sa configuration la plus simple, deux antennes dont le spectre
de directivité forme un 8 sont positionnées perpendiculairement 'une a l'autre. L’angle
d’incidence d’un signal peut alors étre estimé en prenant ’arc-tangente de la puissance
percue par une antenne divisée par la puissance percue par 'autre. Plus précisément, ce
systeme permet d’estimer sur quelle droite se trouve la source, et une antenne supplémen-
taire est généralement nécessaire pour déterminer la direction.

L’estimation d’angle d’incidence par Pseudo-Doppler [Aloi 2009] se base originellement
sur une antenne placée sur une plateforme rotative. Par effet Doppler, la fréquence du
signal requ augmente lorsque 'antenne se déplace vers la source, et diminue lorsqu’elle
s’en éloigne. Il est alors possible d’estimer ’angle d’incidence du signal. Les systemes
d’estimation d’angle d’incidence par Pseudo-Doppler modernes remplacent généralement
la plateforme rotative par un cercle de K antennes, et un commutateur est utilisé pour les
échantillonner tour a tour. Ceci est virtuellement équivalent & échantillonner une antenne
sur plateforme rotative dont la vitesse de rotation serait fs/K tours par seconde, ou fs
est la fréquence d’échantillonnage en Hz.

Une des techniques les plus populaires aujourd’hui est ’exploitation des décalages de
phases dans des antennes-réseaux, décrite en section 1.3.

L’estimation de ’angle d’incidence d’un signal peut généralement se faire quel que soit
le signal en question, et peut donc étre réalisée de maniére unilatérale.

Remarquons que les RADAR, mentionnés plus haut, exploitent généralement une com-

binaison d’estimation d’angle d’incidence et de mesure du délai de propagation.



1.2. Techniques d’estimation de position 13

1.2.5 Antennes-réseaux

Une antenne-réseau, aussi appelée réseau d’antennes ou réseau de capteurs, est un
ensemble de capteurs dont les positions relatives sont connues et dont on souhaite traiter
les signaux conjointement.

L’estimation d’angle d’incidence a l’aide des déphasages observés entre les signaux
mesurés par plusieurs capteurs de positions connues est une technique qui intéresse de plus
en plus I'industrie, comme illustré par l'inclusion grandissante de ce type de techniques
dans les spécifications de protocoles sans-fil, généralement sous les appellations de "DOA"
et "DOD" ("Direction of Arrival" et "Direction of Departure" respectivement).

Lorsqu’'un signal & bande étroite traverse le réseau, les signaux mesurés a chaque an-
tenne sont décalés dans le temps (et donc déphasés) en fonction de la distance de chaque
antenne & la source. Pour faciliter les calculs, il est commun d’approximer le front d’onde
sphérique comme un plan, la longueur du réseau de capteurs étant généralement bien plus
petite que la distance entre le réseau et la source.

Les avantages principaux de cette technique sont sa plus haute précision ainsi que sa
capacité a estimer la direction d’arrivée en présence de trajets multiples.

De nombreuses méthodes ont été développées pour permettre ’estimation de ’angle
d’incidence d’un signal.

La formation de voie [Steyskal 1989]| est une des techniques les plus connues : en dé-
phasant de maniere appropriée les signaux recus a chaque antenne, puis en sommant les
signaux déphasés, il est possible de rendre une antenne-réseau directive sans la modifier
physiquement. Il est notamment possible de réaliser ces traitements via des circuits dé-
diés que 'on appellera beamformers. Sa résolution angulaire est cependant limitée, cette
approche étant 1’équivalent spatial du périodogramme |[Marcos 1998&].

Ce type de systéme peut également étre utilisé en émission, et sert notamment en
télécommunications pour effectuer un multiplexage spatial [802 2013], ol une station de
transmission unique communique au méme instant avec plusieurs transmetteurs sur la
méme bande de fréquences, en les séparant par leur position géographique.

D’autres algorithmes, tels que les méthodes a haute-résolution ESPRIT et MUSIC
[Krim 1996/, exploitent la matrice de covariance spatiale des signaux de chaque antenne
pour estimer la direction d’incidence des signaux recus avec une bonne résolution angulaire.

Pour évaluer la matrice de covariance, les K antennes d’une antenne réseau sont tradi-
tionnellement échantillonnées simultanément par autant de canaux de réception qui par-
tagent une méme référence de temps.

Cependant, il n’est pas toujours possible de remplir de telles conditions. De ce constat
émergent deux domaines d’étude : les antennes-réseaux non-cohérentes, et les antennes

commutées qui font I’objet de la premiére partie de cette these.

1.2.6 Antennes-réseaux non-cohérentes

Dans le domaine des antennes-réseaux non-cohérentes, on s’intéresse au cas ou la

contrainte principale est qu’il est impossible de fournir une référence de temps commune
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pour les signaux de toutes les antennes d’un réseau.

Pour traiter ce type de problémes, il est courant de décomposer ’antenne-réseau globale
en plusieurs sous-réseaux ou la cohérence (partage d’une méme référence de temps) peut
étre maintenue.

S’il peut étre tentant de compléetement séparer le réseau non-cohérent en plusieurs
réseaux cohérents, [Ricken 2004/, [Wen 2014/, [Suleiman 2018] et [Tirer 2020] montrent
a l'aide de modeles adaptés qu’il reste avantageux de traiter conjointement les données
de toutes les antennes, et qu'une telle approche offre de meilleures performances que des

traitements indépendants.

1.3 Antennes-réseaux commutées

Les antennes-réseaux commutées répondent au probléme de faisabilité d’associer chaque
antenne a un canal de réception dédié, généralement a cause du cofit élevé que peuvent
avoir les canaux de réception et leurs mécanismes de synchronisation.

Des les années go, des solutions ont été proposées pour réduire le nombre de canaux
nécessaires.

Sheinvald 1995] propose de traiter ’antenne-réseau comme un ensemble de sous-
réseaux composés d’autant de capteurs qu’il y a de canaux de réception. Des estimateurs
de I’angle d’incidence des signaux pour de tels systemes sont proposés, et I’exemple d’un
systéme a cinq antennes pour deux récepteurs est simulé.

‘Wahlberg 1991] propose de pondérer les signaux des antennes pour mesurer différentes
combinaisons linéaires de la matrice de covariance de ’antenne-réseau compléte avec un
récepteur unique. Il propose ensuite d’évaluer la-dite matrice de covariance a partir de
ces combinaisons, pour pouvoir appliquer les algorithmes classiques d’estimation d’angle
d’incidence.

[Sheinvald 1999] généralise cette approche a deux canaux de réception, en modélisant
et généralisant le systeme de poids par des prétraitements variables dans le temps. Cette
idée est reprise par [See 2001, qui propose d’échantillonner séquentiellement les sorties
d’un beamformer analogique avec un seul canal de réception.

See 2003/ propose plus tard de se passer du beamformer analogique, en échantillon-
nant séquentiellement chaque capteur de I'antenne-réseau a l’aide d’'un commutateur. Une
correction des phases des vecteurs directeurs typiquement utilisés dans I’algorithme MU-
SIC est alors proposée pour permettre I’estimation d’angle d’incidence.

‘Wang 2019 explorera la méme idée sous 'optique de la cyclostationnarité. Il est
cependant remarqué qu’une commutation entre chaque échantillon nécessite un commu-
tateur rapide, sans quoi la fréquence d’échantillonnage diminue fortement. Il est alors
proposé d’échantillonner les K capteurs de 'antenne-réseau en K blocs, ou chaque bloc
dure 1/K de la durée totale d’échantillonnage, pour augmenter le nombre d’échantillons
pouvant étre capturés.

[Aloi 2010] compare les performances d’algorithmes d’estimation d’angle d’incidence

basés sur les différences d’amplitudes, des fréquences et de phases pour des antennes-
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réseaux uniformes-circulaires dont les 8 capteurs sont échantillonnés en 8 blocs. La mé-
trique d’erreur utilisée transforme ces algorithmes en classificateurs qui découpent ’espace
en 8 segments de 45° centrés sur leur antenne-réseau.

Remarquons que dans chacun de ces travaux, la fréquence du signal dont on estime
I’angle d’incidence est considérée comme connue. Nous expliquerons en section 1.4 que
cette hypothese n’est pas toujours valide, et peut mener a des erreurs d’estimation des
phases, et donc a des erreurs d’estimation d’angle d’incidence.

Comme mentionné en sous-section 1.2.4, les systemes RADAR combinent généralement
estimation de délai de propagation et estimation d’angle d’incidence. Pour réduire le cofit et
I’encombrement de tels systémes, en mentionnant notamment des applications a I'industrie
automobile, un ensemble de travaux a été réalisé sur ’exploitation d’antennes-réseaux
commutées pour la partie réception d’'un RADAR & onde continue modulée en fréquence
(FMCW : Frequency Modulated Continuous Wave).

Dans [Lee 2004al, un systéme a antenne-réseau commutée est proposé. Le signal
FMCW est émis a autant de reprises qu’il y a d’antennes, et une seule antenne est sélec-
tionnée a chaque itération de I’émission. [L.ee 2004b| propose une estimation robuste dans
ce contexte. Des bornes de Cramér-Rao pour ce systéme sont proposées dans [Lee 2003/,

et [Lee 2010/ teste le-dit systéme expérimentalement.

1.3.1 Bluetooth 5.1 : Extension a tonalité constante

Avec la démocratisation des smartphones, de nouvelles applications & la localisation de
source sont apparues, telles que la localisation a 'intérieur de batiments, ou 1’utilisation
du smartphone comme clé passive. Pour répondre a ces nouveaux besoins, les standards
de communication les plus populaires évoluent.

La spécification de Bluetooth 5.1 introduit notamment ’extension a tonalité constante
(CTE : Constant Tone Extension) pour permettre 'application d’algorithmes d’estimation
d’angle d’incidence de maniére standardisée.

Différentes études ( [Cominelli 2019, Kumar 2020, Toasa 2021]) ont déja été menées
sur les performances que la CTE peut offrir en estimation d’angle d’incidence. Ces études
indiquent généralement un écart-type de 1° a 2°.

Alternativement, [Zand 2019| propose d’exploiter les sauts de canaux périodiques de
Bluetooth pour mesurer les écarts de phases entre les transmetteurs en balayant les fré-
quences de la bande de 80MHz utilisée par le protocole, bien que chaque mesure indivi-
duelle soit réalisée avec une bande maximale de 2MHz. Cela permet d’estimer les délais

de propagation entre eux et donc de réaliser une mesure de distance.

1.4 Motivations et hypotheses

Les principales originalités de ce travail sont la recherche de méthodes et critéres pour
permettre la conception de séquences de commutation efficaces, ainsi que la prise en compte

des contraintes matérielles dans la construction desdites séquences de commutation.
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Nous nous concentrerons sur 1’optimisation des séquences de commutation pour le cas
classique de lestimation des parameétres de sinusoides (pulsations, phases et amplitudes).
Bien que ce type de probléme existe dans de nombreuses applications, nous utiliserons
Iestimation d’angle d’incidence de signaux Bluetooth [Cominelli 2019| comme application
de référence ; cette application justifie certaines de nos hypotheses simplificatrices, et nous
servira & choisir les valeurs des parametres utilisées dans nos simulations, sans perte de
généralité pour nos conclusions.

Le but industriel de ces recherches était de permettre a Valeo d’améliorer un sys-
teme de localisation de téléphone a courte portée alors en cours de prototypage, basé sur
I’estimation d’angle d’incidence de ses signaux Bluetooth en plusieurs points autour du
véhicule.

Cette section présente les différentes hypotheses de cette étude, ainsi que les contraintes

imposées par le systeme de mesure qui les motivent.

1.4.1 Signaux sinusoidaux

Une des hypotheses faites dans cette étude est que les signaux transmis par les sources
a localiser sont des sinusoides tout au long de I'intervalle de mesure. Cette hypothese est
justifiée par 1'utilisation commune dans l'industrie de sinusoides pour répondre aux pro-
blemes d’estimation d’angle d’incidence ; I'introduction dans la spécification de Bluetooth
5.1 [Bluetooth Special Interest Group (SIG) | de la CTE étant un exemple probant de ce

choix industriel.

1.4.2 Perte d’échantillons a la commutation

Parmi ces contraintes, la plus forte est que le fait de commuter d’un capteur a 'autre
n’est pas instantané : un délai de stabilisation est requis et entraine la perte des échan-
tillons qui sont échantillonnés pendant ce temps. Le probléme est connu et mentionné
dans des standards tels que la spécification de Bluetooth 5.1 [Bluetooth Special Interest
Group (SIG) |, ou la section sur la CTE mentionne notamment les moments ou les an-
tennes commutées devraient échantillonner leurs capteurs, sans s’étendre sur leur ordre
d’échantillonnage.

Enfin, s’il est possible de se soustraire & cette contrainte, cela est cotiteux (et va donc a
I’encontre du but recherché d’obtenir un systéme a bas cofit) : nécessitant un commutateur
suffisamment rapide pour effectuer une transition compléte en moins de temps qu’une
période d’échantillonnage, ainsi qu’'une chaine de pilotage du commutateur suffisamment
précise pour garantir que la transition soit faite exactement entre les deux échantillons

attendus.

1.4.3 Méconnaissance de la fréquence porteuse

Dans ces travaux, on présume que les fréquences des sources sont inconnues, ou connues

avec trop peu de précision, menant a un besoin de les estimer. Par exemple, la spécification
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de Bluetooth autorise des déviations de +75kHz autour de la fréquence centrale nominale,
faisant de cette derniere une moins bonne estimation que celle qui peut étre calculée pour
un rapport signal/bruit (SNR : Signal to Noise Ratio) rencontré en pratique, comme on

le montrera plus loin.

On justifie le besoin de connaitre précisément la fréquence par deux raisons :

— En estimation d’angle d’incidence, la fréquence fait partie des parametres utilisés
dans le calcul des vecteurs directeurs, dont les valeurs seront donc faussées par 1’er-
reur sur la fréquence. Cependant, cette raison n’est que rarement valable, car les
déviations tolérées dans les standards sont généralement faibles devant la fréquence
centrale, comme c’est le cas pour Bluetooth ou la déviation est 5 ordres de grandeur

plus petite que la fréquence centrale.

— Lorsque les capteurs ne sont pas échantillonnés simultanément, une estimation pré-
cise de la fréquence du signal est nécessaire pour pouvoir estimer la différence de
phase entre les signaux pergus par les deux capteurs. En effet, les phases doivent
étre estimées pour un instant commun. Une différence entre la fréquence estimée et
la fréquence réelle des signaux entrainera une erreur proportionnelle dans ’estima-
tion de leurs phases. A titre d’exemple, une déviation de 50kHz sur la fréquence
centrale est autorisée par la spécification de Bluetooth, mais décale la phase mesu-
rée de 5% de tour pour chaque microseconde de distance & la référence de temps
(a savoir, & un échantillon d’intervalle pour un échantillonnage & 1MHz). Bien que
ce probleme peut étre ignoré dans les systemes associant K canaux de réception a
K antennes, ou les signaux sont acquis simultanément, il peut causer des erreurs
non-négligeables pour les systemes commutés, ou les échantillons associés a deux
capteurs peuvent étre suffisamment distants dans le temps pour que I'erreur qui est
ainsi introduite par la méconnaissance de la fréquence soit plus importante que celle

introduite par le bruit.

1.4.4 Optimisation des séquences de commutation

A notre connaissance, aucun autre travail dans la littérature ne s’est intéressé a la
conception de séquences de commutation pour améliorer I'estimation des parametres de
sinusoides mesurées par une antenne commutée a un seul canal. Nous montrerons que le
choix d’une séquence peut avoir un impact profond sur les performances des estimations

de phase et de fréquence, que nous illustrerons par un exemple en section 1.7.

La contribution principale de ce travail est de fournir un outil d’optimisation de sé-
quences de commutation, en répondant a la question suivante : "dans quel ordre et pendant
combien de temps les capteurs d’une antenne devraient étre sélectionnés pour obtenir la

meilleure estimation possible des parametres d’une somme de sinusoides".
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1.5 Plan de la partie

La méthode proposée pour atteindre ce but commence par le calcul des bornes de
Cramér-Rao (CRB : Cramér-Rao Bounds) pour les parameétres du modele; des critéres
d’optimisation scalaires sont alors définis pour les estimations d’amplitudes, de pulsation et
phases respectivement. L’expression analytique de ces critéres nous permettra de décrire
quelques régles pour concevoir des séquences de commutation efficaces, et d’en dériver
des stratégies qui fournissent un moyen de générer ces séquences. Enfin, ces stratégies
seront comparées aux bornes inférieures théoriques ainsi qu’aux séquences résultant d’une
recherche quasi-exhaustive.

Cette partie suivra le plan suivant :
— Le modele est introduit en section 1.6.

— Un exemple illustrant 'influence du choix de motif d’échantillonnage sur ’estimation
paramétrique est fourni en section 1.7.

— Les bornes de Cramér-Rao sont calculées en section 2.1;

— et des critéres d’optimisation en sont tirés en section 2.2.

— Les concepts de séquences et stratégies de commutation sont introduits en section
313

— et les performances obtenues avec les séquences proposées sont évaluées en section
3.2.

— Le critere d’optimisation des estimations de phases proposé en 2.2 est comparé aux
bornes de Cramér-Rao sur l'estimation d’angle d’incidence en section 3.3.

— Une adaptation de 'estimateur MUSIC pour ’estimation des fréquences d’une somme

de sinusoide par une antenne commutée est proposée en section 3.4.

— Enfin, on conclue cette partie en section 3.5.

1.6 Modéle

1.6.1  Modéle de signal

En supposant que chaque capteur k percoive un signal qui peut étre décomposé comme

la somme de I exponentielles complexes, on peut écrire le modeéle sans bruit ainsi :

I
sE(t) = Z A; %k exp(jwit), (1.2)
i=1
ot w; € R, A;, € RT et ;1 € [0, 27] sont les parametres du modele.

Montrons que ce modele permet de formuler, entre autres, des problemes d’estimation
d’angles d’incidence en 2D ot des chemins multiples sont empruntés par les signaux de
plusieurs sources. Pour cette application, qui préoccupe notamment le projet de Valeo
décrit en introduction, on suppose que chaque source émet une sinusoide pure a une

fréquence qui lui est propre, et qui est méconnue du récepteur.
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Soit une antenne planaire composée de K capteurs, libellés de 1 & K avec ¢ = (2, yx)”

K
pour positions respectives, dont le barycentre se situe en % > Go= (0,00
k=1

°me émettant un signal sinusoidal de pulsation w;. A cause

Supposons [ sources, la ¢
du milieu de propagation, le i®™¢ signal atteint ’antenne par L; chemins, caractérisés par
leur angle d’incidence (a;;) et leur amplitude (5;;).

Pour chaque chemin, on peut aussi écrire I'instant d’arrivée au barycentre de ’antenne

( (0)

7;,’); ainsi que le délai de propagation (7j(c;;)) entre le barycentre de I'antenne et le
k™€ capteur. En supposant que les sources se trouvent en champ lointain et que le signal

se propage avec une célérité c, le délai pour le k"¢ capteur peut étre écrit en fonction de

(@) = 2T ( “) . (1.3)

c sin «

I’angle d’incidence :

On peut alors écrire le signal sans bruit comme suit :

L;

I
=y 5zl€XP(sz (t — 7(aup) — T;?))- (1.4)

i=11=1
Cette équation peut étre réécrite sous la forme du modele 1.2, ou les amplitudes com-

plexes A; pe¥ik contiennent I'information nécessaire a ’estimation d’angles d’incidence et

sont écrites : ;
o : ) 0
Ai @ik =3 "B eXP(_Jwi(Tk(ai,l) + T@'(,z)))a (1.5)
=1

Pour la suite de cette partie, nous nous focaliserons sur les bornes des variances des esti-
mations de w;, A; 1 et ¢; ;. En effet, ces parameétres peuvent étre utilisés pour estimer des
DOA (les instances de ’équation (1.5) formant un systéme d’équations pouvant étre utilisé
pour calculer ¢y ;), mais ont 'avantage de ne pas nécessiter de présumer une géométrie

d’antenne pour étre évalués.

1.6.2 Modéle des mesures

Une différence clé entre les systemes traditionnels (qui associent un canal a chaque cap-
teur) et le systéme mono-canal étudié est que, alors que le premier fournit des échantillons
simultanés pour chaque capteur, les instants d’échantillonnage difféerent d’un capteur a
I’autre pour le second. Introduisons donc une notation qui nous permet de raisonner sur
les motifs d’échantillonnage : les ensembles d’instants d’échantillonnage.
k,eme

En supposant que Nj échantillons soient tirés de la sortie du capteur, soit Ty =

{tkn,Vn € [1,Ni]} I'ensemble des instants d’échantillonnage de ce capteur, si bien que

trn soit le n®me échantillon pris sur le k°™€ capteur.
Similairement, x, , représente le n®™¢ échantillon mesuré & la sortie du k™€ capteur,
et s’écrit :
Thp = Sk(tkn) + €kn, (1.6)

ol €g p est tiré d'un bruit gaussien complexe additif supposé spatialement et temporelle-

ment blanc, de variance o2.
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Autrement dit, soit x le vecteur regroupant les échantillons xy,,, : x suit la loi normale
N (s,0%I), ol s est le vecteur regroupant les valeurs sg(tg ).

Remarquons que, malgré 'orientation de cette étude sur les systemes mono-canal, le
modeéle ainsi que les bornes qui en seront dérivées sont indépendants du nombre de canaux
de réception, tant que ce nombre est inférieur au nombre K de capteurs.

Différents systémes peuvent étre modélisés par 'imposition aux ensembles T de contraintes.
Par exemple, si un systeme est doté de M canaux de réception, alors l'intersection des en-
sembles d’instants d’échantillonnage de tout groupe de M + 1 capteur doit étre I’ensemble

vide.

1.7 Exemple préliminaire

Ici, nous présentons une simulation qui montre I'intérét des travaux menés sur ’opti-
misation du choix de la séquence de commutation, dont on montrera le profond impact
sur les performances d’un estimateur.

Pour illustrer ce fait, nous avons choisi I’exemple simple d’une source unique, avec
un bruit gaussien. Les mesures sont effectuées sur une antenne a 4 capteurs, avec un
commutateur suffisamment rapide et synchrone pour garantir qu’aucun échantillon ne soit
endommagé par l'opération de commutation. Par souci de simplicité, nous observerons
uniquement l'estimation de fréquence (en rappelant que la qualité de celle-ci impacte
également la qualité des estimations de phases).

La performance des séquences de commutation est évaluée a ’aide de 'estimateur au
maximum de vraisemblance (MLE : Maximum Likelihood Estimator). Le MLE est défini
par :

g(x) = argmax log py(x), (1.7)

ol pp(x) est la probabilité du signal mesuré x en supposant que les parametres du signal
étaient 0.

Rappelons que dans ce cas (source unique dans un bruit blanc gaussien), maximiser
le critere du MLE revient & minimiser la distance euclidienne entre le signal mesuré et
le signal attendu. Pour estimer la fréquence d’un signal sinusoidal, cela est équivalent a

maximiser 1’énergie de la transformée de Fourier en temps discret du signal :

K | N, 2

Z Zxknexp( J27TI/tT> . (1.8)

klnl

=
/\

La simulation utilise les parametres suivants : K = 4 capteurs, une fréquence d’échan-
tillonnage 17" = 1, une source de pulsation w; = 0.27 correspondante a une fréquence
normalisée v; = 0.1, un méme nombre d’échantillons N = 32 pour chaque capteur et un
SNR de 10dB.

Pour cet exemple, on se contente d’observer des séquences simples, illustrées dans la
figure 1.7-4, ou 'on commute toujours d’'une antenne & la suivante dans le méme ordre.
Les séquences different par le nombre d’échantillons pris entre chaque opération de com-

mutation. La Figure 1.7-5 représente le critére Z(v) associé a chacune de ces séquences :
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1. Commuter au capteur suivant entre chaque échantillon : cette séquence souvent

K
adoptée par la littérature requiere >, N — 1 opérations de commutation.
k=1

2. Commuter au capteur suivant tous les IV} échantillons : cette séquence ne requiere
que K — 1 opérations de commutation, et enregistre d’un seul bloc tous les échan-

tillons d’'un méme capteur.

3. Commuter au capteur suivant tous les Ny /2 échantillons : cette séquence requiére
2K — 1 opérations de commutation, enregistrant deux blocs distincts pour chaque

capteur.

7/ ! Ve 7/
Séquence 1 | Séquence 2 Séquence 3
I

Figure 1.7-4 — Séquences de commutation utilisées dans I'exemple préliminaire.

Transformée de Fourier discrete d'une sinusoide (f=0.1)
échantillonnée en 128 points par 4 capteurs

—— Séquence 1
120 A —— Séquence 2
ﬂ n —— Séquence 3

100 A

80 A

X(v)

60 A

40

20 A

0.1 0.2 0.3 0.4 0.5 0.6
Fréquence

Figure 1.7-5 — Comparaison des transformées de Fourier a temps discret du signal avec trois
motifs d'échantillonnage différents.

La performance de 'estimateur est principalement affectée par le repliement spectral
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ainsi que par la largeur des pics de son critére. Sur la figure 1.7-5, on peut constater que les

trois séquences de commutation résultent en des critéres Z(v) remarquablement différents :

— Commuter entre chaque échantillon résulte en un pic tres fin, mais cause du replie-
ment spectral. Ceci est di au fait qu’en commutant de cette maniére, les signaux
de chaque capteur sont effectivement sous-échantillonnés : leur fréquence d’échan-
tillonnage devient la fréquence d’échantillonnage du canal, divisée par le nombre de

capteurs.

— Echantillonner chaque capteur d’un seul bloc de Nj, échantillons résout le probléme
de repliement spectral, mais fournit un pic bien plus large. Cette faible résolution
fréquentielle est causée par la réduction de la longueur de la fenétre d’observation,

qui est réduite de K N, a N échantillons.

— La séquence intermédiaire, ot chaque capteur est échantillonné en deux blocs, offre
un bon compromis : il n’y a plus de repliement spectral, mais le pic reste fin. Des
lobes secondaires importants apparaissent tout de méme a cause de la fonction de

fenétrage relativement atypique a laquelle ce motif d’échantillonnage correspond.

Cet exemple montre que le motif d’échantillonnage peut avoir une influence majeure
sur les performances d’un estimateur, motivant le travail que nous allons présenter plus

loin.



CHAPITRE

Criteres d’optimisation

Le but de cette étude est d’optimiser les motifs d’échantillonnage pour I’estimation des
parametres de signaux sinusoidaux mesurés par une antenne commutée.

Afin de définir des criteéres d’optimisation, nous avons choisi d’établir les bornes infé-
rieures sur les performances que pourrait atteindre un estimateur non-biaisé.

Plusieurs techniques existent pour obtenir de telles bornes, les CRB et les bornes de
Barankin [Barankin 1949, McAulay 1971] étant parmi les plus communes.

Si les bornes de Barankin offrent des bornes plus proches, particulierement en régime
a faible SNR, elles n’offrent généralement pas des bornes interprétables analytiquement.
Les CRB fournissent généralement des expressions analytiques plus simples, qui se prétent
mieux a 'optimisation.

Puisque notre application garantit un SNR élevé (nous reviendrons la-dessus en sous-
section 2.1.4), nous utiliserons les CRB afin d’obtenir des critéres d’optimisation analy-

tiques interprétables en section 2.2.

2.1 Bornes de Cramér-Rao

En premier lieu, calculons les CRB pour l'estimation des amplitudes, phases, et pul-
sation quand applicable, de plusieurs signaux de méme fréquence.
Les CRB offrent une borne inférieure de la matrice de covariance d’un estimateur non-

biaisé @ d’un vecteur ligne de parameétres 0 (E [BA} = 0) : la matrice de covariance X5 =

A T /4 N
E [(0 — 0) (0 — 0)} de 0 est supérieure (dans l'ordre des matrices semi-définies positives
de Loewner) a la matrice CRB, calculée comme l'inverse de la matrice d’information de
Fisher (FIM : Fisher’s Information Matrix) :

vx, x" (85 — CRB)x > 0. (2.1)

Une propriété intéressante de la CRB, observable dans I’équation (2.1) en prenant pour
x une colonne d; de la matrice identité de taille appropriée, est que les variances des esti-

mations des parametres sont individuellement bornées (par en dessous) par les coefficients

23



24 Critéres d’optimisation

diagonaux leur correspondant dans la matrice CRB :
67 (25 — CRB)§; > 0 < O‘[QA] > [CRBJ, ;. (2.2)

Par définition, les coefficients de la FIM F sont ’espérance des dérivées secondes de la

log-vraisemblance [(x]@) du signal x en supposant un vecteur-parametres 6 :

_ 0%1(x6)
[F]i,j =k [a[g],a[g]j]

7

(2-3)

Dans le cas particulier ot x suit la loi normale N (s(f),X;), la formule de Slepian-
Bangs [Slepian 1954, Bangs 1971] permet de calculer les coefficients de F de maniére plus

simple :

SH S
[F],; = 2Re (5[0] 25_18?0]) . (2.4)

i
Quand le bruit est blanc, on peut appliquer des simplifications supplémentaires ou les
coefficients [F] ;; peuvent étre écrits comme la somme des informations de Fisher fournies

par chaque échantillon. Dans notre cas d’un bruit complexe de variance 202,

K N
[F]@j = Z Z [Fk,n]iyj7 (2.5)
n=1

k=1

avec

. i 88]6,”* 6Sk7n
[Fk,n]z‘,j - O,QRG ( 8[0]1 6[0]j> . (26)

Les coefficients de la FIM dans le cas de sources multiples sont donnés en annexe B.

Concentrons-nous a présent sur le cas d’une source unique

1wtgn
)

Sk = Ape're (2.7)

qui permet d’obtenir des bornes simples et interprétables. Nous avons calculé les CRB

pour deux cas :

— lorsque la pulsation w est connue, avec le vecteur parametres @ = (A1, ..., A, ©1, ..., PK),

— lorsque la pulsation est inconnue, avec le vecteur parametres 8’ = (Aq, ..., Ax,w, @1, ...

Les quantités (FIM, CRB, etc.) associées au cas de la pulsation inconnue seront iden-

tifiées, lorsqu’elles different de leur équivalent & pulsation connue, par une apostrophe

(+')-

2.1.1 Cas a pulsation connue

En estimation d’angle d’incidence, il est commun de considérer comme connue la pul-
sation du signal qu’on cherche a localiser. Sous cette hypothese, la matrice d’information

de Fisher est diagonale :

(2.8)

QK-
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ou les diagonales des blocs F4 et F, de dimensions K x K sont
[FA]k,k = Nk/‘fza (2.9)
Foly = AZNy /o2 (2.10)

La matrice CRB conserve la structure de F, ot les termes diagonaux des blocs CRB 4 et

CRB,, sont donnés par :

o2
CRB = —, 2.11
[ A]k,k Ny, ( )
o2
CRB = —. .
[ so]k,k AiNk (2.12)

On peut constater a travers les valeurs de ces bornes que lorsque la fréquence d’un
signal est connue, la précision de ’estimation de son amplitude ne dépend que du nombre
d’échantillons capturés, et qu’il en va de méme pour la précision de I'estimation de sa

phase.

2.1.2 Cas a pulsation inconnue

Comme on 'expliquait dans I'introduction de cette partie, il existe des circonstances
ol une source émet un signal avec une pulsation différente de la pulsation nominale, d’ou
le besoin d’estimer la pulsation w d’un signal recu.

La FIM prend alors la forme suivante :

Fyg O 0
F=|0 F, £, (213)
o f,, F,

ou F 4 reste identique & (2.9), F,, identique & (2.10), et ou

K N
Fw = Z Az Z t%n/azv (2'14)
k=1 n=1
Ny
[fogly = AL D ten/0™. (2.15)
n=1

Du fait de la structure diagonale par blocs de F/, les termes de la CRB concernant A;

A A restent les mémes que dans I’équation (2.11), et la borne CRB’ est structurée ainsi :

CRB4 0 0
CRB' = 0 CRB, crb, |- (2.16)
0 crb,, CRB

Le bloc restant de la FIM, associé a la pulsation et aux phases, est inversible analyti-
quement, comme décrit en annexe B. On obtient alors la borne suivante pour la variance
des estimations de la pulsation w :

0.2

CRB, = ———, (2.17)

> AZNAy
=1
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ou A, = Nik :Zkl (tkn — tx)? est la dispersion des instants d’échantillonnage du ke™me cap-
teur.
Le bloc CRB:O7 décrivant la matrice de covariance des estimations des phases (1, ..., ¢K),
a pour coefficients
[CRB/| = 5i,j& + CRB,G ;. (2.18)
Enfin,
[crby, o], = —CRB, ;. (2.19)

Notons qu’'un terme supplémentaire apparait dans CRB:O7 a cause de l'erreur entrainée
par erreur d’estimation de la pulsation w. Ce terme supplémentaire est positif le long de
la diagonale, confirmant I'hypotheése que les erreurs d’estimation des phases sont plus
importantes lorsque la pulsation est inconnue.

Les termes diagonaux de la CRB pour chaque type de paramétre, dans les cas a fré-

quence connue et inconnue, sont résumés dans la table 2.1

| Ae | o W
/ o2 a?
Fréquence connue X AN, N/A
2 2 o?
/ . o2 o I K
Fréquence inconnue || % N, T CRBut S AZNGA,
k=1

Table 2.1 — Termes diagonaux de la CRB pour les paramétres Ay, ¢ et w.

2.1.3 Bornes cycliques

Il est important de remarquer que les parametres o et w sont périodiques, de périodes
respectives 27 et 27 f;. Les CRB calculées plus haut bornent la variance des estimateurs
non-biaisés, mais ne prennent pas en compte leur périodicité.

Puisque les estimateurs périodiques sont bornés, il en va de méme pour leur variance
lorsque le SNR est faible; la CRB n’est alors plus valide.

Afin de prendre la périodicité des estimateurs en compte, [Routtenberg 2014| propose
de mesurer leur erreur a travers l’erreur cyclique moyenne (MCE : Mean Cyclic Error)

plutét que leur variance :

MCE@kG[O,Zw] =F Ul — eJ(@—cpk)

2} , (2.20)

[Routtenberg 2014 montre alors qu’une borne sur la MCE peut étre dérivée d’une

. cyc
borne sur la variance. CRB@y

L€[0,27] Peut donc étre dérivée de CRB,,, ainsi :

_1
CRBZ,CE[O,%] =2-2(1+CRBy,) 2. (2.21)

Pour conserver les propriétés utiles de la MCE, a savoir qu’elle est une borne inférieure

de la variance et qu’elle converge avec celle-ci lorsque leurs valeurs sont petites, méme
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lorsque la période de 'estimateur est différente de 27, on peut utiliser ’expression suivante

de la MCE pour I'estimateur de pulsation :

~ 2
MCEyepo2nf) = foE | |1 — |, (2.22)
Cette expression de la MCE peut alors étre bornée par :
1
CRB,\ 2
CRBZyeC[O,%fS] =2f2-2f} (1 + 72 w) . (2.23)
S

Remarquons que de la méme maniere que la MCE converge avec la variance quand leurs

valeurs sont faibles, les bornes cycliques convergent avec les bornes non-cycliques.

2.1.4 Validation numérique

Afin de valider les expressions analytiques des CRB, des simulations de Monte-Carlo
ont été réalisées pour estimer la variance (MSE : Mean Square Error, dans les figures,
puisque la MSE et la variance sont identiques pour un estimateur non-biaisé) et la MCE
de lestimateur au maximum de vraisemblance (MLE : Maximum Likelihood Estimator),
afin de les comparer aux CRB et CRB cycliques correspondantes.

Pour rappel, le MLE est défini par ' = argmax Ix(0") ou Ix(0") = log pg(x) est la
fonction de log-vraisemblance du signal mesuré Xoen supposant un vecteur de parametres

0, et s’écrit dans notre cas :

K Ny

LE) =33 (— log (270%) — & i~ skm(e’)ﬁ). (2.24)
k=1n=1 o

Lors des simulations, les parameétres ont été estimés par descente de gradient, en uti-
lisant la transformée de Fourier discréte (équivalente a une évaluation discrete du MLE)
pour initialiser le vecteur de parametres 6.

Les simulations ont été réalisées pour diverses valeurs de SNR, en prenant un vecteur
de parameétres de référence 8’ correspondant & des valeurs physiques tirées de notre ap-
plication (Bluetooth Low Energy) : un signal de fréquence f = 2.4GHz, arrivant sur une
antenne circulaire a K = 4 capteurs et de rayon r = 0.5m depuis la direction 6 = m,
échantillonné en N = 160 points a la fréquence d’échantillonnage de fs = 1IMHz, en com-
mutant instantanément (D = 0) d’un capteur au suivant entre chaque échantillon. 10000
itérations ont été réalisées pour chaque valeur de SNR, pour estimer MCE et variance.

Les figures 2.1-1 et 2.1-2 illustrent, pour I'estimation de fréquence et de phases respec-
tivement, les résultats de ces simulations, ou sont représentées MSE, MCE et leurs bornes
respectives en fonction du SNR.

On observe alors sur les figures 2.1-1 et 2.1-2 que les MCE, MSE et leurs bornes
respectives convergent tous en régime asymptotique a faible bruit ( [Renaux 2006]).

Des bornes plus proches en régime a faible SNR pourraient étre obtenues, par exemple

a l’aide de bornes de Barankin ( [Barankin 1949]). Cependant, notre domaine d’application
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(la localisation d’une source par ses communications Bluetooth) garantit généralement un
SNR élevé : un SNR de 15dB étant nécessaire pour obtenir un taux d’erreur binaire de
moins de 0.1% ( [Samadian 2003, Silva Pereira 2016]), le maximum toléré en communi-
cation Bluetooth avant la réjection des paquets. Les CRB sont donc suffisantes pour notre
application.

On peut en profiter pour remarquer sur la figure 2.1-1 qu’avec un SNR de 15dB, I’écart-
type des estimations de la fréquence est inférieure & 10Hz. Cette estimation est donc une
bien meilleure estimation de la fréquence du signal que sa valeur nominale, qui a une
tolérance de 75kHz pour les signaux Bluetooth.

Puisque les bornes non-cycliques convergent avec les bornes cycliques pour tous les
niveaux de bruits acceptés par notre application, et puisqu’elles permettent des simplifi-
cations analytiques utiles, nous abandonnerons maintenant les bornes cycliques au profit

des bornes non-cycliques.
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Estimator deviation and bounds for frequency estimation
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Figure 2.1-1 — Ecart-type, RMCE, et bornes associées, pour |'estimation de fréquence, en

fonction du SNR.

Estimator deviation and bounds for non-centered phases estimation
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Figure 2.1-2 — Ecart-type, RMCE, et bornes associées, pour |'estimation de phases, en fonction

du SNR.
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2.2 Criteres d’optimisation des séquences de commutation

Les bornes de Cramér-Rao ne peuvent pas étre immédiatement utilisées pour comparer

des motifs d’échantillonnage dans le cadre multivarié qui nous occupe :

— L’ordre de Loewner n’est pas total, il peut donc exister des paires de CRB A et B

non-comparables, ou les affirmations A < B et B < A sont toutes les deux fausses,

— quand bien méme de telles paires ne serait jamais rencontrées, une simple com-
paraison entre les CRB obtenues ne donnerait que peu d’information. Il est donc
souhaitable de pouvoir obtenir un rapport entre deux CRB qui ajoute une notion

d’échelle a leur comparaison.

Afin de pouvoir comparer les performances de diverses séquences de commutation,

nous avons donc choisi de leur associer des criteres scalaires, dérivés de leur CRB.

2.2.1 Définition des critéres

En premier lieu, nous avons décidé de définir 3 criteres scalaires I'y,, I'4, et I'y, pour
optimiser les estimations de la pulsation, des amplitudes, et des phases respectivement. En
effet, ces types de parameétres ont des sémantiques et dynamiques tres différentes, et réunir
leurs optimisations respectives en un seul critere nécessiterait des choix qui introduiraient
forcément des biais d’application.

Dans le domaine de la conception optimale d’expériences |Pukelsheim 2006/, plusieurs
criteres ont été définis pour établir un ordre total entre des matrices, les plus populaires

étant :

— L’E-optimalité, ot 'on cherche a maximiser la plus faible valeur propre de la FIM.
Ce critere n’a pas été retenu car, si 'on procede par bloc pour obtenir des critéres
indépendants pour chaque groupe de parametres, la covariance entre ces groupes est
ignorée.

— La D-optimalité, o1 ’on cherche a minimiser le déterminant de la CRB. Ce critere n’a
pas été retenu car, lorsque l’on traduit I'invariance temporelle dans la CRB comme
en sous-section 2.2.1.2, la structure de la CRB ne permet plus d’obtenir une forme

analytique interprétable de ce critere.
— PA-optimalité, ou 'on cherche a minimiser la trace de la CRB, ce qui revient a

minimiser la variance moyenne des estimations.

L’A-optimalité a été retenue : les criteres I',,, I'4, et I', sont donc les traces des blocs

de la CRB qui les concernent respectivement.

2.2.1.1  Critéres d'A-optimalité

Le critere pour la pulsation est donc simplement la composante relative a celle-ci de
la CRB :
', =CRB, = 7 — (2.25)
g:l AZNi Ay,
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ou Ay = Nik :VZkl (tk.n — )% est la dispersion des instants d’échantillonnage du k*™¢ cap-
teur.

Pour les amplitudes, on définit 'y comme la somme des composantes de la CRB
relatives a 'amplitude estimée pour chaque capteur (équivalent & leur moyenne & une

constante multiplicative pres) :

M=

T'y= [CRBALC,]C (2.26)
k=1
K 2
= Z X]—k (2.27)
k=1
Appliquer la méme méthode pour obtenir un critére sur les phases donne
K o2
;;1 [CRBy), ;= TN, (2.28)
dans le cas ou la pulsation est connue, et
K 2 K
g [CRB, } = ;;1 vt CRB,, ;;1 )7, (2.29)

lorsqu’elle est inconnue.

2.2.1.2 Invariance temporelle

Dans ce second cas, il n’est pas encore possible d’utiliser ce critere pour évaluer des
motifs d’échantillonnage. En effet, imposer un décalage temporel a tous les capteurs en
changeant la référence de temps globale ne devrait pas influer sur lerreur d’estimation
des directions d’incidence, le modeéle étant invariant temporellement, alors que (2.29) est
affectée par un tel décalage. De la méme manieére, le critére ne devrait pas prendre en
compte la portion d’erreur commune aux phases estimées pour tous les capteurs.

Pour mieux caractériser les performances d’un motif d’échantillonnage dans le cadre

de l'estimation d’angle d’incidence, considérons plutét 'estimateur centré

@i = @k - 57 (2'30)
obtenu en soustrayant la moyenne des phases estimées a chaque estimation de phase. Cet
estimateur est équivalent a ’estimateur non-centré du point de vue de I'estimation d’angle

d’incidence, et n’impacte donc pas ses performances. La somme des variances des phases

estimées peut étre décomposée en deux termes

K K
Z var () = Z var ((pi) + Kvar (@) , (2.31)
k=1 k=1
dont le second n’impacte pas l’estimation d’angle d’incidence.
K —
Définissons donc I', comme une borne inférieure de la premiere composante ) var ((pi)
k=1

L’estimateur <pk peut s’écrire <pk = my @, ol [mk]ze[l K] = Oik — %, et ol @ est la conca-

ténation en un vecteur des estimations Qy.
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La variance des estimateurs centrés est alors var (gpi) = my X, m;*, ou X, est la
matrice de covariance de ¢. Or, CRB,, est une borne inférieure de X, dans l'ordre de

Loewner. La variance de chaque estimateur centré ¢f, peut alors étre bornée par
var (@C{) =my 3, my" (2.32)
> m; CRB, m;". (2.33)

On arrive enfin & un critére pour optimiser I'estimation des phases. Dans le cas a

pulsation connue :

K
I'y, = Z m; CRB, m;* (2.34)
k=1
K-1& o2
= (2-35)
K kZ::l A%Nk
De la méme maniere, on obtient un critére dans le cas a pulsation inconnue :
K
I, => m; CRB/, m;* (2.36)
k=1
Ty I's
K-1& o2 o
= CRB te —1)%. :
= ,;AiNk+ wk;(k ) (2.37)

Remarquons que le critéere Ffp est temporellement invariant : remplacer les instants

d’échantillonnage tj,,, par tj , + 0 pour un décalage arbitraire ¢ laisse Ffp inchangé.

2.2.2 Interprétation des critéres

A Tl’aide des criteres définis plus haut, et réunis dans le tableau 2.2, on peut souligner
des propriétés d’un motif d’échantillonnage (le choix des valeurs ¢}, ,) permettant de mini-
miser les erreurs d’estimation. Par simplicité, supposons que les amplitudes A sont toutes
égales, hypothése raisonnable dans le cadre de I'estimation d’angle d’incidence pour des

sources en champ lointain.

Critére d'optimisation des amplitudes des phases centrées de la pulsation
pour |'estimation A ©° w
2 K 2 K 2
Fréquence connue (T) > X Y AN N/A
k=1 k=1 ,
4 ; ’ & o2 k-1 & g2 K = e T
Fréquence inconnue (I') kz_jl 57 o g_:l AN, + CRB,, kz_jl (tx — 1) S AZNA,
- - - k=1

Table 2.2 — Critéres d'optimisation pour les parametres Ay, ¢f et w.

Le critére I' 4, commun aux cas ou la pulsation est connue ou non, est minimal lorsque

le nombre d’échantillons est identique pour tous les capteurs. Le probleme de minimisation

K

min
+
NieR =1

k=1

1 K
N—kavec ZNn:N

(2.38)
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ayant pour solution Ny = N/K. T'y, est minimal sous les mémes conditions.

Quant au cas ou la pulsation est inconnue, on y trouve un critére I',, minimal lorsque la
dispersion A des instants d’échantillonnage est maximale ; impliquant que pour au moins
un des capteurs, les échantillons devraient étre répartis autant que possible dans le temps.

Enfin, le critére de phases I’Zp est la somme de deux termes : I', et I'y. Comme dé-
crit plus haut, minimiser le premier terme I', implique de prendre un nombre similaire
d’échantillons pour chaque capteur.

Le second terme est le produit de la CRB sur la pulsation et de la dispersion des bary-
centres des instants d’échantillonnage de chaque capteur. Ainsi, on devrait maximiser la
répartition des instants d’échantillonnage pour au moins un des capteurs, tout en gardant
proches les barycentres des instants d’échantillonnage de chaque capteur.

Remarquons que lorsque les barycentres des instants d’échantillonnage de tous les
capteurs sont identiques, alors le terme I's est nul, et la qualité de l'estimation de w
n’affecte alors plus la qualité d’estimation des phases centrées.

Pour résumer :

— La plupart des termes sont améliorés par une équi-répartition des échantillons entre

les capteurs.

— Les erreurs d’estimations de la fréquence sont minimisées lorsque la dispersion dans

le temps des échantillons d’au moins un des capteurs est grande.

— L’impact de cette erreur sur 'erreur d’estimation des phases centrées peut étre ré-
duit en minimisant la dispersion des barycentres d’échantillonnage. Lorsque les bary-
centres d’échantillonnages ont tous la méme valeur, I’erreur d’estimation de fréquence

n’impacte plus celle des estimations de phases centrées.
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2.2.3 Validation numérique

De la méme maniere, et avec les mémes parametres qu’en sous-section 2.1.4, des si-
mulations de Monte-Carlo ont été réalisées pour valider I'utilité des criteres proposés plus
haut.

La figure 2.2-3 représente 1’écart-type du MLE ainsi que sa borne \/E, en fonction
du SNR. Comme on pourrait s’y attendre, ’écart-type converge avec sa borne lorsque le
SNR est suffisamment élevé.

Rappelons que comme ¢ est borné (comme mentionné en sous-section 2.1.3), il en va
de méme de ¢°, et donc de son écart-type ; chose que Ffp ne prend pas en compte. I‘:O n’est

donc valide que lorsque le SNR est suffisamment élevé.

Estimator deviation and bound for centered phases estimation
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Figure 2.2-3 — Déviation des estimations de ¢, et borne correspondante , /I",, en fonction du
SNR.



CHAPITRE

Optimisation de la commutation

Dans le chapitre précédent, nous avons exprimé les bornes et critéres proposés en
fonction des instants d’échantillonnage de chaque antenne, permettant de calculer ceux-ci
pour des motifs d’échantillonnage arbitraires. Nous nous concentrerons a présent sur F:D
et Iy, les autres critéres étant nettement moins sensibles aux motifs d’échantillonnage ; et
plus particulierement sur F:O, les phases mesurées a chaque capteur étant généralement les
variables les plus importantes en estimation d’angle d’incidence.

Cependant, FZP n’étant pas convexe en fonction du motif d’échantillonnage, et a cause
du grand nombre de variables, il est infaisable de strictement minimiser F:O. Dans ce cha-
pitre, nous utiliserons des contraintes typiques du matériel radio pour réduire la dimension

de I’ensemble des motifs possibles.

3.1 Séquences et stratégies de commutation

3.1.1  Définition d’'une séquence de commutation

Afin de réduire I'espace de recherche pour optimiser I fp, le jeu des motifs d’échantillon-

nage considérés est réduit en prenant les hypotheses suivantes :

— Le canal est échantillonné uniformément avec une période d’échantillonnage T :
Vk € [1, K], Vn € [1, Ng], ten = apnTs + 0, ot arn, € Net beR.

— Il n’y a toujours qu’un seul capteur actif a la fois (soit un seul canal de réception).

— Le signal n’est observable que pendant une durée limitée (par la durée du signal
physique, ou par les capacités du systeme d’enregistrement) a N7Ts qu’on appelle la
fenétre d’opportunité. N est donc le nombre d’échantillons maximal que le systéme

peut acquérir s’il n’y a pas de pertes liées a la commutation.
— L’opération de commutation entraine la perte d’exactement D échantillons.

Sous ces conditions, on peut caractériser un motif d’échantillonnage par une séquence de
commutation, qui est définie par un nombre total de blocs M (un bloc étant un groupe
d’échantillons pris successivement sur un méme capteur), le nombre d’échantillons L., de

chacun de ces blocs, ainsi que l’indice S, du capteur sélectionné pendant la capture du

35
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m®™€ bloc. Un exemple de cette facon de décrire un motif d’échantillonnage est représenté

en figure 3.1-1.

Ly =26
S =1 D=5 D=5 D=5 D=5

— e o — ‘

Ly =30 Ly=25 |

I

| S2 =2 Sy =2 |

| L3 =35 |

| |

! S3 =3 |

| |

! Ly =24 }

| |

| S.S: |

| e

| [ ]
|
!

M
N=(M-1)D+ Y. Ly, =160

m=1

Figure 3.1-1 — Exemple d'une séquence de commutation.

Mais méme contraint de cette maniere, ’espace de recherche est encore immense. Afin
de le réduire encore, nous avons ajouté la contrainte supplémentaire suivante : tous les
blocs doivent avoir la méme taille B, a I’exception d’un bloc appelé "bloc restant" dont la
taille ne devra pas étre si grande qu'un nouveau bloc pourrait étre formé (généralement,
sa taille doit étre inférieure & B + D).

Le nombre D d’échantillons perdus lors d’'une commutation est li¢ & deux caractéris-

tiques de 'antenne commutée et de son systéme de controle :

— La plus évidente est le délai de stabilisation du commutateur : tout circuit électro-
nique agit comme un filtre, ce qui peut imposer un délai d’attente pendant lequel

les signaux des capteurs précédemment et nouvellement sélectionnés sont mélangés.

— La seconde vient du systéme de contréle du commutateur : il existe une incertitude
sur le délai entre le moment ou I'opération de commutation est déclenchée (opération
généralement logicielle, dont l'instant de départ et la durée d’exécution dépend de
nombreuses contraintes) et le moment ou le commutateur électronique recoit le signal

électrique indiquant le besoin de commuter.

Les échantillons correspondants a ce délai, durant lequel I'intégrité du signal du canal
n’est pas garantie, sont donc ignorés. S’il existe des techniques pour réduire suffisamment
ce délai pour ne pas avoir besoin d’ignorer des échantillons, celles-ci ne sont pas toujours
applicables, puisqu’elles nécessitent généralement de choisir un matériel et une architecture
spécifiquement congus pour cela, qui pourraient excéder les budgets disponibles ou étre en
contradiction avec d’autres contraintes systeme.

Comme ces échantillons sont ignorés sciemment en se basant sur un principe de pré-

caution, on peut supposer que D est une constante du systeme d’enregistrement.

3.1.2 Séquences '"naives"

Les séquences suivantes ont été proposées dans d’autres articles explorant les antennes

commutées, ainsi que dans les travaux de l'industrie que nous avons pu observer. Elles
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sont généralement le résultat d’un choix intuitif d’une séquence de commutation.

3.1.2.1  Commuter entre chaque échantillon

Un motif d’échantillonnage tres simple consiste & commuter entre chaque échantillon,
comme cela est proposé par [See 2003] et rappelée par [Wang 2019]. Tant que D = 0,
cette stratégie offre de bons résultats, puisque les instants d’échantillonnage de chaque
capteur sont tres répartis dans le temps, tout en offrant des barycentres d’échantillonnage
de chaque capteur proches les uns des autres.

Cependant, lorsque D > 0, commuter entre chaque échantillon implique le sacrifice
d’un grand nombre d’échantillons, ne laissant qu’environ N/(1 + D) échantillons sur les
N qui auraient pu étre enregistrés dans la fenétre d’opportunité.

Enfin, cette séquence de commutation offre un intervalle K (D + 1) fois plus petit dans
lequel on peut estimer la pulsation w, puisque 1’échantillonnage de tous les capteurs est
décimé par un facteur K (D + 1). Cette limitation peut étre levée en utilisant un systéme
de commutation plus rapide et une plus haute fréquence d’échantillonnage, mais cela se

ferait & plus grand cofit.

3.1.2.2 Echantillonner chaque capteur d'un seul bloc

En opposition a la séquence précédente, cette séquence est le résultat naturel d’une
tentative de minimiser le nombre d’échantillons perdus a cause des opérations de commu-
tations en en minimisant le nombre au strict minimum : avec B = {%J, on s’assure que
chaque capteur soit échantillonné d’un seul bloc ; permettant d’obtenir le nombre maximal
d’échantillons N — D(K — 1), répartis aussi également que possible entre tous les capteurs.

Cette stratégie minimise I',, (et est donc optimale lorsque la pulsation w est connue).
Ses performances sont cependant sérieusement dégradées lorsque la pulsation w doit étre
estimée.

En effet, puisque les échantillons de chaque capteur se trouvent dans un seul bloc, leur
dispersion temporelle est treés limitée, impliquant une CRB,, élevée. De plus, les barycentres
d’échantillonnage de chaque capteur sont alors tres dispersés, ce qui contribue également

a faire grandir le terme I's du critére F:a.

3.1.3 Recherche exhaustive

Le nombre de séquences respectant les contraintes formulées ci-dessus étant fini pour
une taille de bloc B donnée, il est possible d’effectuer une recherche exhaustive pour
minimiser le critére FZD. Plus précisément, pour une taille de bloc B donnée, il existe un
nombre maximal de blocs Myax = [EHLD-‘, qui peuvent étre assignés aux capteurs de
KK Mmax—K manieres différentes.

Pour une valeur donnée de B, pour tous les ordres possibles de sélection de capteurs

et pour toutes les positions du bloc restant, nous avons calculé le critere F:D ; en s’assurant



38 Optimisation de la commutation

que lorsque deux blocs consécutifs étaient pris sur le méme capteur, ils soient joints en un
seul bloc, récupérant les D échantillons qui auraient di étre perdus entre eux.
Comme l’espace de recherche grandit exponentiellement avec 1/B, nous n’avons pu

effectuer cette recherche que pour des valeurs suffisamment grandes de B.

3.1.4 Stratégies

Comme la recherche exhaustive n’est pas faisable pour les plus petites valeurs de B,
nous proposons également deux stratégies qui permettent de construire des séquences de

commutation, illustrées en Figure 3.1-2.

Rotation Rotation Reflétée
Sy 1 e __:__ S =1
s S Sl
Si:2 .......................... i e Sl:2
- T
Si:3 ...... —_—iel —_—l e —l —_—iele e —_— e 51:3
T T .
12345678 91011124 123456 654321

Figure 3.1-2 — Séquences générées par les stratégies Rotation et Rotation reflétée, avec 12
blocs pour 4 capteurs..

3.1.4.1 Rotation

La stratégie Rotation commute d’'un capteur au suivant tous les B échantillons, de
maniere circulaire. Les séquences construites par cette stratégie sont décrites par S,, =
mmod K et L,, = B (a I'exception du dernier bloc de longueur r, dans lequel sont placés
les échantillons restants de la fenétre d’opportunité).

Cette méthode présente notamment 'avantage de fournir des motifs d’échantillonnage
identiques par translation pour chaque capteur, permettant I'application facile d’algo-
rithmes reposant sur des mesures qui doivent partager un axe temporel identique par
translation entre elles (tels que ESPRIT et MUSIC [Krim 1996)).

Remarquons que les stratégies "naives" sont des cas particuliers de cette stratégie, a

savoir quand B =1, ou M = K.

3.1.4.2 Rotation reflétée

La stratégie Rotation refletée applique la stratégie Rotation aux {%-‘ premiers échan-

tillons, et y concatene le résultat de cette application dans le sens opposé, comme illustré
en figure 3.1-2.

Cette stratégie garantit que les motifs d’échantillonnage obtenus soient symétriques,
assurant que les barycentres d’échantillonnage de chaque capteur soient identiques, et donc

que le terme I'y du critére Ffp soit nul.
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Cette stratégie présente tout de méme l'inconvénient que les motifs obtenus ne sont
pas équivalents par translation d’un capteur & ’autre, rendant plus difficile la formation
de mesures multiples permettant d’estimer une matrice de covariance pour appliquer les
algorithmes tels que MUSIC.

Remarquons également que les barycentres d’échantillonnages étant identiques, ’erreur

d’estimation des phases centrées liée a I’erreur d’estimation de la fréquence est nulle.

3.2 Analyse numérique

Dans cette section, on s’intéressera numériquement a l'influence de B sur les valeurs

des criteres I',, et Ffp. Rappelons au préalable les formules de ces criteres :

N
I', =CRB, = K(Ti?, avec Ay = Ni Zk (thom — )2, (2.17 rappel)
> AZNRAy ¥ n=1
k=1
K 2
r, - KK 1 kZ::l AgNk’ (2.35 rappel)
s
K
I, =T, +CRB, > (fp —1)*. (2.37 rappel)
k=1

En premier lieu, on représentera leurs valeurs numériques en fonction de la taille de bloc
B pour les stratégies définies plus haut, pour un nombre K de capteurs et une longueur N
de la fenétre d’opportunité donnés. On s’intéressera également aux valeurs asymptotiques

des criteres lorsque K et N sont grands.

3.2.1 Influence de la taille de bloc

Tous les résultats de simulations présentés dans cette section ont été obtenus en uti-
lisant des parametres issus de ’'application a la localisation de sources Bluetooth Low
Energy. Le nombre de capteurs est K = 4, la fréquence de la source est 2.4GHz, la fré-
quence d’échantillonnage est de f; = 1MHz, la fenétre d’opportunité dure 160us, soit
N = 160. A chaque commutation, D = 3 échantillons sont perdus.

Ces parametres ont été dérivés de la partie de la spécification de Bluetooth sur I'ex-
tension a tonalité constante [Bluetooth Special Interest Group (SIG) | : elle requiére en
effet qu'une tonalité d’une durée maximale de 160us soit découpée en alternant créneaux
de commutation de 2us et créneaux d’échantillonnage de 2us ou la premiére microseconde
n’est pas garantie d’étre stabilisée. On s’autorisera tout de méme a échantillonner aux ins-
tants contre-indiqués par la spécification lorsqu’aucune commutation n’a été requise, afin
de juger les stratégies sans ignorer des échantillons qui seraient raisonnablement valides.

On suppose que A; = A; Vi, j. Les figures suivantes ont été réalisées avec un rapport
signal/bruit de 20dB.
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3.2.1.1  Avec la stratégie Rotation

Sur la figure 3.2-3, on a tracé le critere I', (défini par I’équation (2.37)) en fonction
de la taille de bloc (B) lorsque la séquence de commutation est générée par la stratégie

Rotation telle que définie en sous-section 3.1.1.

le—4 Components of the optimization criterion (I'y)

——- Ty
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i
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® ¢ Switching between every sample
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Figure 3.2-3 — Critére Ffp =TI, 4+ I'y et ses composantes en fonction de la taille de bloc B,
en utilisant la stratégie Rotation, avec K = 4,D = 3 et N = 160.

Cet exemple montre que la taille de bloc a une influence non-négligeable sur la per-
formance d’un estimateur (en rappelant que Ffp est une borne inférieure de la somme des
variances des estimations de phases centrées). On observe notamment que les séquences
"naives' (souvent proposées par la littérature) sont loin d’étre optimales : commuter entre
chaque échantillon (marqueur 'o’) ou échantillonner chaque capteur d’un seul bloc (mar-
queur ’+’) multiplient le critére par 3 et 6 respectivement par rapport & la valeur la plus
faible trouvée. Cette remarque est un facteur motivant de la recherche d’une séquence
optimale.

Pour mieux comprendre le comportement de la courbe F:O, analysons séparément les
termes I'y, et I'y de I’équation (2.37). On peut commencer par remarquer qu’aucun de ces
deux termes n’est négligeable pour toutes les valeurs de B.

Commencons par I',, en rappelant qu’on peut lire dans son expression (2.35) que ce
terme est minimal lorsque ’on maximise le nombre d’échantillons pris sur chaque capteur,

tout en assurant leur équi-répartition sur les capteurs. Par conséquent :
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— Quand la taille de bloc est petite (B < 10), le nombre de blocs grandit et donc un
plus grand nombre d’échantillons est perdu a cause des opérations de commutations,

donc I', augmente.

— Lorsque la taille de bloc est élevée (B 2 48), le nombre d’échantillons pris sur le
dernier capteur approche de zéro. Les échantillons ne sont alors plus équi-répartis,

et I', augmente.

En étudiant I'9, décrit par I’équation (2.37), il est vite apparent que minimiser ce terme

implique

1) d’essayer de faire que les valeurs des barycentres d’échantillonnage ) soient proches

les unes des autres,

2) que la dispersion moyenne des instants d’échantillonnage d’au moins un des capteurs

soit grande.

Remarquons que le cas extréme de la condition 1, ou les capteurs partagent tous le
méme barycentre d’échantillonnage, annule le terme I's, peu importe le degré de respect

de la condition 2.

La condition 2 est remplie lorsque la taille de bloc est suffisamment petite pour que les
échantillons d’au moins un capteur soient répartis sur au moins deux blocs (B < 30). A
I'inverse, lorsque B 2 35, tous les capteurs sont échantillonnés d’un seul bloc, ce qui réduit
grandement la dispersion des échantillons et fait donc grandir I's. Remarquons également

que les barycentres d’échantillonnage se rapprochent au fur et a mesure que B diminue.

En revenant a F:a, on remarque que le critere est quasi-minimal pour un grand intervalle
de tailles de bloc (10 < B < 30).

La valeur exacte de B qui minimise Ffp dépend de D : en effet, plus B + D est petit, et
plus le nombre M — 1 de commutations nécessaires grandit, et donc le nombre (M — 1)D

d’échantillons perdus.

La figure 3.2-4 illustre ce phénomeéne en affichant les valeurs optimales selon Ffp de
la taille de bloc B et du nombre de blocs M pour une stratégie Rotation en fonction du

nombre D d’échantillons perdus & chaque commutation.
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Figure 3.2-4 — Nombre de blocs M optimal et F:D correspondant pour une stratégie Rotation
en fonction du nombre D d’échantillons perdus a chaque opération de commutation.

Empiriquement, on remarque que méme pour des valeurs élevées de D, au moins K +1
blocs d’échantillons devraient étre formés, de manieére a tirer parti de la grande diminution
de I's causée par 'apparition d’un second bloc pour le premier capteur, tant que les

opérations de commutation n’occupent pas la majorité de la fenétre d’opportunité.

3.2.1.2 Comparaison des stratégies

Les figures 3.2-5 et 3.2-6 permettent de comparer les stratégies de génération de sé-
quences de commutation proposées en section 3.1. Pour aider la comparaison, la borne
inférieure I', min est représentée sur la figure 3.2-5. Celle-ci est obtenue en ignorant le
terme positif I'y, en supposant qu’aucun échantillon n’est perdu a cause des opérations de

commutation (D = 0) , et que les échantillons sont parfaitement répartis entre les capteurs

(N1 = Ny = ... = Ng = &). On obtient alors la valeur :
K—-1& o2
F@)min = T x Z 72' (3'1)
N k=1 Ay

Similairement, pour la figure 3.2-6, une borne inférieure I',, in est obtenue en utilisant
le cas ou le signal aurait été intégralement échantillonné sur un seul capteur, sans perdre

le moindre échantillon :

(3-2)

Fw,min =



3.2. Analyse numérique 43

- r¢, min

10_4 T H U
Best Sequence (argminTy)

—— Rotation
Mirrored Rotation
) F;,, Switching between every sample

-|- ;,, Sampling each antenna once

Phase criterion Iy

10—5 ] \

------

Block length B

Figure 3.2-5 — Critére de phases F:D en fonction de la taille de bloc. Comparaison a tailles
de bloc égales des stratégies Rotation et Rotation Reflétée a la séquence de commutation
optimale.
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Figure 3.2-6 — Critére de pulsation I',, en fonction de la taille de bloc. Comparaison a tailles
de bloc égales des stratégies Rotation et Rotation Reflétée a la séquence de commutation
optimale (par rapport au critére de phases).
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De la méme maniere que pour ’estimation de phases centrées, les séquences de com-
mutation "naives', représentées par les marqueurs '+’ et ’o’ sont loin d’étre optimales pour
I’estimation fréquentielle. On pourrait méme aller jusqu’a dire qu’a moins de délibérément
déséquilibrer ’échantillonnage en défaveur d’un capteur, ou d’ignorer des échantillons ga-
rantis valides, ces séquences sont les pires possibles selon les criteres que nous avons définis.

Comme on pourrait s’y attendre, la recherche exhaustive fourni de meilleurs résultats

/
(p?
pour B = 17, la stratégie Rotation Reflétée fournit une séquence identique a la séquence

en tous points sur le critere I',, et approche méme la borne I'y, . On remarque que

optimale, atteignant la valeur la plus basse trouvée pour le critere de phases.

On peut aussi remarquer que lorsque B = 7, la séquence optimale retrouve la méme
valeur qu’en B = 17. En inspectant les séquences générées, on observe que la séquence
optimale pour B = 7 génére en fait un motif d’échantillonnage identique a celui généré
par la séquence optimale pour B = 17, en prenant toujours deux blocs consécutifs sur le
méme capteur de maniére a les joindre en des blocs de plus grande taille. Bien que nous
n’ayons pas pu effectuer la recherche exhaustive pour B = 2, on peut conjecturer que la
séquence optimale serait alors celle qui prend des séries de 4 blocs consécutifs, formant

alors le méme motif que les séquences optimales a B=17et a B = 7.

3.2.2 Comportements asymptotiques des critéres

Dans le tableau 3.1, on donne les approximations des criteres en régime asymptotique
ol la taille de la fenétre d’opportunité N et le nombre de capteurs K sont grands; pour

D = 0 et des amplitudes uniformes A; = A.

Ces approximations sont données pour les motifs d’échantillonnage suivants :

— stratégie Rotation, M = K, soit ’échantillonnage de chaque capteur en un bloc

unique,

— stratégie Rotation, M = K + 1, ou le premier et le dernier bloc sont donc assignés

au méme capteur,
— stratégie Rotation, M = 2K, ou chaque capteur est visité deux fois,

— stratégie Rotation Reflétée, M = 2K, ou chaque capteur est visité dans un ordre,

puis & nouveau dans ’ordre opposé,

— le cas & K canaux de réception échantillonnant chaque capteur simultanément, avec
Ny = N/K, soit le méme nombre total d’échantillons que les autres motifs. Dans ce
cas particulier, la fréquence d’échantillonnage des K canaux est 1/K celle du canal
unique proposé pour les autres stratégies. La bande des fréquences estimables sera

donc divisée par K a cause du repliement spectral supplémentaire.
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Stratégie Paramétres || Ty, Ty | Ty | T2 F:O
i _ K? 12K? | K3 K3
Rotation M=K 1?]2 évfé g 7§2
Rotation M=K+1 E ]Tg @ & g
Rotation M =2K N ¥ || N
Rotation Reflétée | M = 2K 5 2 10| &
_ K? 12 K2

Kcanaux Nk—N/K N N3 0 N

Table 3.1 — Valeurs asymptotiques des critéres pour un grand nombre K d'antennes et un grand
nombre total NV d’échantillons. Les valeurs asymptotiques exactes sont obtenues en multipliant
I par 02; Ty, I, et 'y par 02/A%; et T, par 02/(T2A?). La ligne "K canaux" correspond
au cas d'un systéeme ol chaque capteur est échantillonné par un canal associé, si bien que
Ny = N/K échantillons sont mesurés de maniére synchrone pour chaque capteur, pendant la
méme durée totale que pour les systémes commutés représentés par les autres lignes.

Remarquons d’abord que les critéres d’amplitude (T'4) et de phase lorsque la fréquence
est connue (I'y) sont invariants par rapport a la séquence de commutation.

Lorsque chaque capteur n’est visité qu’une seule fois (Rotation, M = K), le critere de
fréquence I, est proportionnel & K2, faisant de I'y le terme dominant du critére de phases
en fréquence inconnue Ffp, qui est alors proportionnel a K3.

Lorsque le premier capteur est visité une seconde fois en fin de séquence (Rotation,
M = K + 1), T',, est réduit d’'un ordre de magnitude en K ; si bien que I'y devient du
meéme ordre que I',. F:a est alors également du méme ordre que I',.

Lorsque chaque capteur est visité deux fois dans le méme ordre (Rotation, M = 2K),
la borne I',, devient du méme ordre que la borne sur l'estimation de fréquence a un
seul capteur. Le terme I'y devient d’ordre inférieur a Iy, : Ffp devient asymptotiquement
identique a son équivalent a fréquence connue I'y,.

Enfin, I',, est identique asymptotiquement & la borne sur I'estimation de fréquence a
un seul capteur lorsque chaque capteur est visité deux fois en ordres opposés (Rotation Re-
flétée), comme lorsque tous les capteurs sont échantillonnés simultanément par K canaux
de réception. Dans les deux cas, I'y = 0 et donc I’ZP =T,.

Pour les trois derniers motifs d’échantillonnage décrits, F:O tend a ne plus étre affecté,

voire n’est plus affecté, par le besoin d’estimer la fréquence.

3.2.3 Discussion

Bien que le probleme de trouver la meilleure séquence de commutation possible pour les
criteres définis plus haut ne soit pas complétement résolu du fait de sa forte combinatoire,
les valeurs numériques et asymptotiques des criteres permettent tout de méme de mettre
en exergue des particularités qui devraient étre attendues d’une séquence de commutation
pour qu’elle fournisse de bonnes performances d’estimation.

En particulier, une séquence devrait :

— garantir une forte dispersion des instants d’échantillonnage d’au moins un des cap-

teurs,

— fournir un nombre d’échantillons similaire pour tous les capteurs,
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— offrir ces caractéristiques tout en commutant peu pour limiter la perte d’échantillons

dans 'opération.

De maniere générale, le nombre de blocs devrait étre au moins K + 1 pour pouvoir

fournir une forte dispersion des instants d’échantillonnage pour au moins un des capteurs.

La stratégie Rotation Reflétée, qui annule le terme I's, affiche des performances en
estimation de phases centrées qui ne sont pas affectées par le besoin d’estimer la pulsation,

et s’est révélée supérieure numériquement et asymptotiquement.

Bien qu’ayant des performances légerement inférieures a celle de la Rotation Reflé-
tée, la séquence engendrée par une stratégie Rotation avec M = 2K blocs a 'avantage
de fournir une structure simple. Comme les motifs d’échantillonnage de chaque capteur
sont des translations les uns des autres, ils permettent notamment 'application simple
d’algorithmes tels que MUSIC.

3.3 Estimation d’angle d’incidence

En revenant a l'estimation d’angle d’incidence a ’aide d’une antenne commutée, il est
naturel de se demander si les résultats obtenus ici sont réellement utiles a la conception

de séquences de commutation afin de réduire les erreurs d’estimation d’angle d’incidence.

Pour obtenir des bornes sur les erreurs d’estimation d’angle d’incidence, il devient
nécessaire de choisir une géométrie d’antenne, ce qui rend difficile 'obtention de résultats
génériques. De plus, les expressions analytiques de telles bornes sont trop complexes pour

permettre une interprétation analytique claire.

C’est pourquoi dans cette section, nous nous concentrerons sur I’évaluation numérique
de ces bornes pour deux géométries simples : une antenne linéaire uniforme (ULA) de
20cm de long, et une antenne circulaire uniforme (UCA) de 20cm de diameétre, toutes

deux composées de K = 4 capteurs.

Comme montré en annexe D, la FIM pour I’estimation d’un seul angle d’incidence peut
aisément étre dérivée de I’équation (1.4). On peut alors en calculer numériquement l'inverse
pour obtenir des valeurs de la borne de Cramér-Rao sur ’estimation d’angle d’incidence

CRB,, qui prennent en compte la séquence de commutation.

Les figures 3.3-7 et 3.3-8 nous permettent de comparer les évolutions du critére Ffp
et de CRB, en fonction de la taille de bloc B pour les stratégies Rotation et Rotation
Reflétée.
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Figure 3.3-7 — Critére de phases I‘:D et borne sur I'angle d'incidence CRB,, en fonction de la
taille de bloc B, pour une UCA a K = 4 capteurs de 20cm de diamétre.
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Figure 3.3-8 — Critére de phases I‘fp et borne sur I'angle d'incidence CRB,, en fonction de la
taille de bloc B, pour une ULA a K = 4 capteurs de 20cm de long.
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Ces figures montrent que F:D varie globalement similairement & CRB,, malgré le fait que
ce critere soit calculé sans connaitre la géométrie de ’antenne avec laquelle les séquences
de commutation évaluées seraient associées.

La figure 3.3-8 montre cependant que si 'on connait a 'avance la géométrie de 1’an-
tenne utilisée, il est généralement plus sage de calculer directement la borne sur ’esti-
mation d’angle d’incidence (comme dans l'annexe D), le critére I’ZD ne partageant pas
nécessairement les mémes minimas que CRB, pour toutes les géométries d’antenne.

On remarque tout de méme que pour 'ULA comme pour ’'UCA, les bornes sur la
variance de I’estimation d’angle d’incidence s’accordent avec le critere F:D pour indiquer que
les séquences "naives" (commuter a chaque échantillon, ou échantillonner chaque antenne
d’un seul bloc), décrites par les deux extrémités en abscisse des figures, offrent certaines

des plus mauvaises performances possibles.

3.4 Estimateur MUSIC et stratégies

Avec le modele présenté dans cette partie, il existe une maniére simple d’estimer les
directions d’incidence des signaux multiples, en découpant le procédé en deux étapes :
— Extraire les fréquences présentes dans le signal recu.
— Pour chaque capteur, calculer les amplitudes complexes associées & chaque fréquence,
et les utiliser avec des techniques classiques d’estimation d’angle d’incidence.
L’algorithme MUSIC est une fagon typique d’extraire des fréquences d’un signal bruité.
Montrons comment cet algorithme reste applicable pour les antennes commutées.
Soit xy,,, la p™¢ de P, mesures de taille Q enregistrées sur le k*™¢ capteur pendant la

r°™¢ observation du signal. On peut l’écrire :

xk»p = Ask7p + ek#” (3'3)
ou
A =la(wy),...,a(w),...,a(wr)], (3-4)
a(w) = [, oo ema]T
Skp = [ClykejwlAk’p, ... ,Ci,kejwiAk’p, c. ,CLkeijAk'p], (36)

erp est un vecteur de @) échantillons d’un bruit blanc de variance o2

tels que Vk € [1, K], Vp € [1, Py],Yq € [1,Q] : ng + A p € T

1 représente le motif des mesures : c’est, a une translation pres, le jeu des instants ou
les échantillons de I'observation ont été capturés. Ay, , représente la translation temporelle
imposée & la p¢ mesure du k°™¢ capteur.

Voici quelques exemples de valeurs que pourraient prendre 7 pour représenter differents

motifs possibles lorsque B = N/2K et D = 0, avec une séquence construite par rotation :

— En groupant tous les échantillons d’un capteur en une mesure :

n=10,....,(B—1)Ts,KBT,...,((K +1)B — 1)T4,
Ay = {(k = 1)BT}. (3-8)
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— En utilisant chaque bloc de chaque capteur comme une mesure :

n= [O,...,(B— 1)T5], (3'9)
Ap ={(k—1)BTs, (K + k — 1)BTs}. (3.10)

— En assignant alternativement chaque échantillon de chaque capteur a deux mesures,
on peut fournir deux mesures par capteur décimées d’un facteur 2, mais mieux

réparties dans le temps qu’en prenant naivement chaque bloc séparément :

n=10,...,(B—2)Ts, KBT,,...,((K+1)B — 2)T}], (3.11)
Ap = {(k—1)BT,,((k— 1)B + 1)T}}. (3.12)

Puisque le signal et le bruit sont indépendants, on peut exprimer la matrice de cova-

riance comme :

R = E[xx] = AR,AT + o%1y, (3.13)

ou Ry est la matrice de covariance de s, et o? est la variance du bruit.

En supposant que les sources ne soient pas cohérentes, R est définie positive, et peut
faire I’objet d’'une décomposition en éléments propres. Les vecteurs propres associés aux
Q@ — I plus petites valeurs propres deviennent alors les colonnes de la matrice Uy, qui
représente ’espace bruit du signal mesuré.

La formule du spectre de l'estimateur MUSIC peut alors s’écrire :

1
(w)UnUnHa(w).

pw) = 5 (314)

Les fréquences présentes dans le signal sont celles des maximas des I plus grands pics de
p(w).

La figure 3.4-9, illustre le spectre de 'estimateur MUSIC en fonction de la fréquence
pour un signal constitué de deux sinusoides (f; = 0.1 et fo = 0.11) dans un bruit blanc
gaussien avec un rapport signal/bruit de 10dB, échantillonné avec une période Ts = 1
en N = 160 points sur K = 4 capteurs, avec D = 3 et pour diverses valeurs de B :
B = 37 implique de ne visiter chaque capteur qu'une seule fois, et B = 17 implique de
visiter chaque capteur deux fois dans le méme ordre. Pour la courbe libellée "Blockwise"
(bloc par bloc), on a traité chaque bloc d’échantillons comme des mesures séparées ; alors
qu’on a groupé les échantillons par capteur pour former les mesures pour toutes les autres
courbes.

Dans le cas ou B = 37 comme dans le cas ou B = 17 et ou on considére chaque bloc
comme une mesure séparée (comme décrit dans les équations (3.9) et (3.10)), la dispersion
des instants d’échantillonnage est trop faible pour atteindre la résolution nécessaire a une
estimation correcte des fréquences présentes dans le signal présenté ici.

A contrario, lorsque B = 1 (commutation entre chaque échantillon), la dispersion
des instants d’échantillonnage est presque aussi grande qu’elle pourrait I’étre, offrant une

haute résolution malgré la perte de 75% des échantillons lors des nombreuses opérations
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MUSIC spectrum for 2 sines (f; =0.1, f, =0.11)
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Figure 3.4-9 — Spectre MUSIC p(27f) en fonction de la fréquence, pour diverses tailles de
bloc (B) avec la stratégie Rotation. Les lignes verticales indiquent les fréquences réellement
présentes.

de commutation. Cependant, la fréquence d’échantillonnage est divisée par K (D+1) = 16,

causant un repliement spectral trés important.

Avec B = 17 et en regroupant tous les échantillons d’un capteur en une mesure,
comme décrit dans les équations (3.7) et (3.8), on obtient un juste milieu qui offre une
bonne résolution fréquentielle, sans pour autant causer de repliement spectral. On peut
donc en conclure qu’il ne suffit pas d’'une bonne séquence de commutation pour obtenir
de bons résultats, mais qu’il faut aussi les traiter de maniére appropriée pour tirer parti

des avantages fournis par un bon motif d’échantillonnage.

Notons que ce juste milieu n’est applicable, du moins avec ce degré de simplicité,
que lorsque la séquence de commutation choisie permet d’obtenir pour chaque capteur un
motif qui est une translation d’un motif adéquat pour utiliser MUSIC. Pour obtenir de bons
résultats d’estimation de fréquence avec des séquences de commutation plus complexes,

des algorithmes dédiés pourraient se révéler nécessaires.
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3.5 Conclusion

Dans cette étude, on a cherché a améliorer la maniére dont les antennes-réseaux sont
échantillonnées par un canal de réception unique a travers un commutateur, ce type de
dispositif étant en train de gagner en popularité, particulierement dans le domaine des
solutions radio embarquées.

A travers le calcul des bornes de Cramér-Rao, nous avons proposé des formes analy-
tiques pour des critéres d’optimisation ; ainsi que des séquences de commutation que nous
avons évaluées a travers ces critéres. Cette analyse nous a permis de développer des regles
permettant d’obtenir de meilleures performances a matériel identique : une séquence de
commutation devrait tacher de répartir également les échantillons sur tous les capteurs,
et essayer de réduire le nombre d’échantillons perdus dans les opérations de commutation.
De plus, lorsque la pulsation devrait étre estimée, la dispersion des instants d’échantillon-
nage d’au moins un des capteurs devrait étre maximisée, et les motifs d’échantillonnage
de chaque capteur devraient partager le méme barycentre.

Nous avons proposé des stratégies permettant de générer des séquences de commuta-
tion, et avons comparées celles-ci aux séquences "naives" repérées dans les travaux pré-
cédemment menés sur le sujet. Nos résultats numériques montrent que les séquences en
questions fournissent de pietres performances, particulierement en cas de besoin d’esti-
mer la fréquence, ce que nous jugeons comme une nécessité dans le domaine des systemes
radio embarqués a faible cofit. Des stratégies proposées, la stratégie Rotation Refiétée at-
teint les performances obtenues par une recherche quasi-exhaustive, qui semble tendre a
imiter celle-ci, si ce n’est que dans la formation de motifs symétriques; alors que la stra-
tégie Rotation fournit encore des performances correctes tout en étant plus pratique pour

I’application d’algorithmes classiques tels que MUSIC.






Deuxieme partie

Détection de passagers par analyse
des réponses impulsionnelles de canal
en bande ultra-large
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CHAPITRE

Etablissement du probleme

Dans le cadre du projet Valeo ot s’est inscrite ma thése, décrit en introduction générale,
un systéme de verrouillage ou le téléphone de l'utilisateur est utilisé comme clé passive
est en cours de développement. La version actuelle repose sur la technologie UWB pour
localiser le téléphone de l'utilisateur avec précision; or ce systéeme est plus coliteux que
d’autres systémes avec un but similaire, apportant un besoin de mutualiser le matériel

employé en lui accordant des fonctionnalités supplémentaires.

L’analyse de ’habitacle et de ses occupants est un point d’intérét historique du secteur
automobile : des capteurs sous les sieges pour informer le conducteur qu’un passager n’au-
rait pas bouclé sa ceinture, a I'utilisation de caméras pour suivre le regard du conducteur
pour détecter une dégradation de son attention, de nombreuses solutions ont été dévelop-
pées pour permettre au véhicule de réagir a ses occupants sans que ceux-ci n’utilisent de
commandes explicites.

Nous avons décidé de focaliser notre attention sur ce domaine d’application, en partant
de l'idée d’utiliser les transmetteurs UWB répartis dans le véhicule afin de fournir une
analyse volumétrique de I'habitacle.

Dans la littérature, 'utilisation de RADAR, notamment basés sur la technologie UWB,
pour détecter la présence d’humains [Adib 2015, Liang 2016/, ou mesurer des signes
vitaux [Lin 1975, Staderini 2002, Venkatesh 2005], est relativement commune, et fait
partie de 'inspiration de ces travaux.

Détecter des humains via leur impact sur la réponse d’un canal dans un milieu de pro-
pagation multi-chemins a notamment été étudié dans [Miao 2020] et [Yusuf 2021/, a I'aide

de sounders qui permettent d’estimer la réponse du canal dans de multiples directions :

— Dans [Miao 2020, il est proposé de substituer les signaux UWB, généralement pres-
crits par la littérature, pour des signaux a bande (relativement) étroite (< 100MHz)

afin de réduire le colit de ce type d’approche.

— Dans [Yusuf 2021, des signaux UWB (> 500MHz) sont utilisés pour mesurer le
comportement du canal dans un milieu fortement réverbérant (une soute de bateau),
et exploiter les données obtenues pour estimer le nombre de personnes présentes dans

la piece, ainsi que détecter d’éventuelles chutes.
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Cependant, le matériel dont nous disposons n’est pas en mesure d’accomplir a la fois
son role principal et celui de RADAR, ni méme de sounder a proprement parler, ne dis-
posant que d’'une seule antenne omnidirectionnelle. Nous avons donc proposé de mesurer
les CIR entre les transmetteurs, et d’exploiter 'apprentissage automatique pour réaliser
une analyse volumétrique a partir de celles-ci.

Dans cette partie, on décrit un systeme d’analyse volumétrique de ’habitacle basé sur
la mesure de CIR entre des transmetteurs UWB répartis a 'intérieur du véhicule. On

organise cette description ainsi :
— Le systeme de mesure est présenté en section 4.1.
— Le signal collecté par ce systéme est décrit en section 4.2.
— Les objectifs sont exprimés en section 4.3.

— Le fonctionnement des machines a vecteurs-supports est rappelé en chapitre 5, ou
sont également décrits en sections 5.2 et 5.3 respectivement les prétraitements et les

noyaux proposés pour améliorer leurs performances pour cette application.

— Les méthodes de collecte de données, d’entrainement et d’évaluation des perfor-

mances sont décrites respectivement en sections 6.1, 6.2 et 6.3.

— Les résultats des expériences menées sont décrits en section 6.4, et on conclut en

section 6.5.

4.1 Présentation du systeme d’acquisition

Le prototype du systéme utilisé pour 'acquisition de la plupart des données présentées
dans cette thése est composé de 8 transmetteurs intérieurs, placés dans les garnitures de
I’habitacle du véhicule, comme illustré en figure 4.1-1. Le rdle principal de ces transmet-
teurs est celui de balises dans le cadre d’'un systeme de localisation du smartphone de
I'utilisateur du véhicule par mesure des délais de propagation. Ils sont équipés d’antennes
omnidirectionnelles.

Comme précisé en introduction, nous ne nous intéressons pas a cette fonction principale
dans cette étude.

Lorsqu'un signal radio est transmis par un transmetteur en mode émetteur, il est
soumis a des effets d’absorption, de réflexions et de réfractions en fonction des différents
matériaux traversés et des interfaces entre ceux-ci [[.i 2008], avant d’atteindre un trans-
metteur en mode récepteur.

Le signal observé par le récepteur est alors une somme des réflexions du signal originel,
décalées temporellement par la différence de longueur des chemins empruntés, et atté-
nuées différemment en fonction des matériaux traversés. Le milieu de propagation peut
ainsi étre considéré comme un filtre, qui peut étre caractérisé par sa réponse a un signal
impulsionnel : sa CIR.

En mode de réception, en tant que partie de leur fonctionnement normal, chaque
transmetteur estime la réponse impulsionnelle du canal physique qui le relie a I’émetteur.

Ce calcul est en effet commun dans la plupart des protocoles sans-fil pour améliorer les

Rapport- gmfw’f.com @
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01:BUMPER FL
02:BUMPER FRONT
03:BUMPER FR
04:BUMPER RR
05:BUMPER REAR
06:BUMPER RL
07:ROOF BACK
08:ROOF FRONT
09:CENTRAL CONSOLE
10:ROOF DOOR FR
11:ROOF DOOR RR
12:ROOF DOOR RL
13:ROOF DOOR FL
14:INTERIOR MIRROR

Figure 4.1-1 — Positions des transmetteurs du prototype utilisé pour cette étude. Les transmet-
teurs représentés par des points clairs sont ceux situés a l'intérieur de I"habitacle.

résultats des traitements de démodulation appliqués pour réaliser leur fonction premiere
de transmission de données.

Les transmetteurs sont pilotés par une unité de traitement a laquelle ils envoient les
données requises pour les traitements centralisés par l'intermédiaire d’un bus Car Area
Network (CAN).

Bien que le prototype dispose de 8 transmetteurs intérieurs, le systeme commercial
envisagé ne devrait en disposer que de 3, dont les positions devraient étre proches de celles
identifiées en figure 4.1-1 par les numéros 11, 12 et 14. Les expériences présentées ici ont
été menées en exploitant exclusivement les CIR calculées par les transmetteurs 11 et 12

suite & une émission de signal par le transmetteur 14.

4.2 Caractéristiques du signal mesuré

Pour établir une preuve de concept (POC : Proof of Concept), et en raison du premier
confinement lié a Covid-19, 4 transmetteurs ont été placés autour du canapé de mon salon.
Les courbes de la figure 4.2-2 illustrent les magnitudes des CIR mesurées entre deux de
ces transmetteurs pour diverses occupations du canapé.

Les transmetteurs estiment la CIR en effectuant la corrélation discréte du signal émis
avec le signal regu, résultant en un signal complexe de 1024 échantillons, avec une période
d’échantillonnage proche de 1ns. La figure 4.2-2 est un exemple d’une telle CIR, représentée
par sa magnitude.

On remarque notamment que toutes les parties de la CIR mesurée n’ont pas la méme
importance : avant le premier pic, on a en effet la corrélation du signal attendu avec
du bruit, qui n’apporte aucune information. L’amplitude de la CIR diminue fortement
une fois le premier pic passé, portant & croire que seuls quelques dizaines d’échantillons
apres le premier pic de la CIR contiennent des informations significatives. La figure 1
de [Miao 2020] tient un propos similaire, en décrivant les premiers échantillons apres le

premier pic de la CIR comme la portion portant I'information sur les chemins multiples
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Places vides Place de droite occupée par une personne de 40kg
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Figure 4.2-2 — Magnitudes (en quantas du convertisseur analogique-numérique du systéme) des
CIR mesurées entre deux transmetteurs placés autour de deux places occupées différemment
pour chaque sous-figure. La période d’échantillonnage est proche de 1ns.

du canal.

En étudiant le systeme de plus pres, on peut remarquer que d’autres attributs des CIR

mesurées ne sont pas porteurs d’information :

— L’amplitude globale de la CIR dépend principalement du gain choisi par le controleur

automatique de gain (AGC : Automatic Gain Controller).

— Comme les transmetteurs ne partagent pas de référence de temps commune, 1’axe
des abscisses de chaque CIR est essentiellement arbitraire : I'indice du premier pic

n’est donc pas significatif.

— De la méme manieére, sans référence de temps partagée, un déphasage aléatoire ap-

parait entre chaque CIR.

D’autre part, si le matériel utilisé pour la POC permettait de transmettre la totalité
de la CIR calculée a un support de stockage, le prototype installé dans le véhicule comme
illustré dans la figure 4.1-1 ne permettait d’envoyer vers un support de stockage que 60
échantillons par transmetteur, bien que choisir quelle portion de la CIR transmettre était
possible.

Nous avons donc choisi de collecter les 5 échantillons qui précedent le maxima du pre-

mier pic, et les 55 échantillons qui le suivent ; la faible dynamique du reste de la CIR pour
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les mesures effectuées sur la premieére POC semblant indiquer que le reste des échantillons
n’offraient que peu d’information.

Ainsi, a chaque fois qu’'un transmetteur émet un signal, les autres transmetteurs du
véhicule mesurent les 60 échantillons "d’intérét" des CIR, et les envoient pour stockage a

une unité de traitement centrale.

4.3 Analyse volumétrique

L’objectif est de réaliser une analyse volumétrique de I’habitacle a partir des CIR
mesurées. Cette analyse n’était que tres peu spécifiée au début de ’étude. Divers niveaux
de granularité ont été envisagés : allant de savoir si I’habitacle était occupé de maniere
booléenne a déterminer la corpulence des occupants de chaque place.

Devant le peu de temps disponible, I’étude ayant commencé un an avant la fin prévue
de la these, nous avons choisi d’étudier la faisabilité d’une classification booléenne de
I'occupation de chaque place individuelle de I'habitacle.

La classification est un probléme classique en apprentissage automatique. Ici, on réali-
sera un classificateur a entrainement supervisé : le role du classificateur est alors de se baser
sur des exemples qui lui ont été fournis avec leurs classes associées afin de construire un
modele permettant d’estimer la classe a laquelle appartiendraient des données auxquelles
il n’a pas encore été exposé.

La CIR est conditionnée par le milieu de propagation : comme nous ’avons détaillé en
section 4.1, les changements dans ce milieu provoquent des modifications importantes de
la CIR. Par exemple, on peut imaginer le cas ou I'introduction d’un corps a une position
spécifique atténue treés fortement un trajet, tout en créant une réflexion ; ce qui se traduirait
sur la CIR par 'atténuation d’un pic et I’apparition d’un nouveau pic.

Il n’est donc pas réaliste d’espérer obtenir une solution analytique au probléeme. Nous
avons donc cherché a le résoudre par apprentissage automatique, et plus particulierement

a l'aide de classificateurs a vecteurs-supports (SVM : Support Vector Machine).






CHAPITRE

Classification par vecteurs-support

Nous avons choisi d’utiliser des SVM [Boser 1992], du fait de leur relative simplicité,
et de leurs performances correctes lors de la POC. Plus particulierement, nous avons
utilisé I'implémentation fournie par scikit-learn ( [Pedregosa 2011]), elle-méme basée sur
LIBSVM ( [Chang 2011]).

Dans ce chapitre, nous rappellerons brievement le principe des SVM en section 5.1,
avant de proposer des prétraitements en section 5.2 et des métriques alternatives pour
le noyau gaussien en section 5.3. La conception de ces prétraitements et métriques a été

informée par nos connaissances du systeme de mesure décrit dans le chapitre précédent.

5.1 Rappels sur les SVM

La classification par SVM est une méthode de classification qui consiste a rechercher
un hyperplan qui sépare les points d’un espace, de maniere que les points d’une classe se
trouvent d’un co6té de ’hyperplan, et que les points de 'autre classe se trouvent de 'autre.
L’hyperplan est choisi de maniere & maximiser la marge entre lui-méme et les points qui
en sont les plus proches de part et d’autre.

La figure 5.1-1 illustre ce fonctionnement pour un espace séparable a deux dimensions.

Figure 5.1-1 — Points de deux classes différentes dans un espace a deux dimensions. H; ne
sépare pas correctement les classes. Hs les sépare correctement, mais avec moins de marge
que Hs, qui sera donc I'hyperplan (une droite en 2D) de séparation choisi par un SVM pour
ce cas.

Dans sa formulation la plus classique, un SVM est défini par un vecteur w normal a

son hyperplan de séparation et un biais b tel que b/||w|| est la distance entre ’hyperplan
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de séparation et 'origine du repeére dans la direction de w.
L’hyperplan de séparation est ’ensemble des points x vérifiant w/x — b = 0. Les
hyperplans entre lesquels se trouve la marge, dans laquelle aucun exemple d’entrainement

Tx —b=1et wi'x — b= —1, et sont éloignés

ne devrait se trouver, ont pour équations w
d’une distance de 2/||w]|.

Soit un ensemble (x;,y;) de points d’entrainement, ou x; est le i®™me vecteur d’entrai-
nement, et y; € {—1,1} est son label. Maximiser la marge revient a minimiser ||w|| tout
en vérifiant yi(wTXi —b) > 1 pour tous les vecteurs d’entrainement :

w = argmin lw]|. (5.1)
we{w;y; (Wwlx;—b)>1Vi}

5.1.1 Espaces de redescription

Comme tous les espaces ne sont pas nécessairement séparables linéairement, une tech-
nique commune en classification par SVM est 'application de I’espace d’origine a un espace
de redescription, que ’on espére avoir une meilleure séparabilité. Cette redescription est

généralement notée ¢, et un exemple en est illustré en figure 5.1-2.

o ° O—+—+0 ° o

Données inséparables avec un hyperplan (point en 1D) de séparation unique

-OO0————0—@ *—--
01 P

Dans I’espace de redescription ¢(z) = 22, le probléme devient séparable,
et P est I’hyperplan de séparation a marge maximale.

Figure 5.1-2 — Exemple d'une redescription qui permet de séparer des données inséparables par
un SVM avant redescription.

Une autre technique commune en classification par SVM est 1'utilisation de I'astuce du
noyau (kernel trick) : comme un SVM peut étre exprimé entiérement a l’aide de produits
scalaires, il est possible de substituer le produit scalaire par une fonction dite "noyau"
K telle que K(a,b) = ¢(a)Tp(b). Cette astuce est particulierement utile lorsque K est

connue, mais pas .

5.1.2 SVM a marge souple

Lorsque les vecteurs d’entrée sont bruités, il est possible que des anomalies appa-
raissent : des vecteurs qui, malgré leur appartenance a une classe, ont des valeurs proches
des vecteurs de l'autre classe.

Ce genre de probleme est commun en apprentissage automatique. Aussi, si 'on exige

qu’un classificateur ait un taux de succes de 100% sur ses données d’entrainement, il peut
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étre nécessaire de compliquer son modele interne. Cette complication, lorsqu’elle n’est pas
appropriée, peut faire perdre le classificateur en généralité. On appelle ce phénomeéne le
sur-entrainement.

Une maniere de pallier ce probleme est 'utilisation de SVM a marge souple, qui autorise
certains vecteurs d’entrée a étre mal classifiés en les considérant comme des anomalies.
Pour ce faire, la contrainte y;(w’x; — b) > 1Vi est relachée, au profit d'une fonction de
pénalité

max(0,1 — y;(wlx; — b)), (5.2)

qui est nulle si x; est du bon c6té de la marge, et proportionnelle & sa distance a la marge
qui correspond a sa véritable classe sinon.

w est alors le vecteur qui minimise

N
1
Allwl| + N Zmax(O, 1 —yi(wlx; — b)), (5-3)
i=1
ou A est un hyper-parametre strictement positif dont I'augmentation implique une aug-
mentation de la tolérance de la marge. Pour les problemes séparables, le résultat de la

minimisation de 5.3 tend vers le résultat de 5.1 lorsque A tend vers 0.

5.1.3 SVM multi-classes

Par nature, un SVM est un classificateur binaire. Afin de pouvoir les utiliser dans
le cadre de problémes multi-classes, on combine les résultats de plusieurs SVM. Il existe
plusieurs techniques pour réaliser des classifications a N classes a I'aide de classificateurs

binaires :

— one-versus-all : pour chaque classe connue, un classificateur distinguant les éléments
de cette classe, de ceux de n’importe quelle autre classe, est construit. Il est nécessaire
que ces classificateurs fournissent une métrique de "certitude" afin de pouvoir prendre
une décision lorsque plusieurs des classificateurs binaires affirment que I’échantillon
appartient a leur classe. N classificateurs binaires sont construits, et N opérations

de classification sont réalisées a chaque évaluation multi-classes d’un échantillon.

— one-versus-one : pour chaque paire de classes, un classificateur est construit pour
distinguer entre ces deux classes. Chacun de ces classificateurs vote alors pour une
des deux classes qu’il est censé séparer. La classe ayant obtenu le plus de votes
est considérée comme le résultat de classification multi-classes. C’est notamment
le fonctionnement par défaut des classificateurs multi-classes de LIBSVM, qui ré-
soud les égalités de maniere arbitraire (par défaut). N(N — 1)/2 classificateurs sont
construits, et N(N — 1)/2 opérations de classification binaire sont réalisées par éva-

luation d’échantillon.

— graphes dirigés acycliques : cette technique ressemble a one-to-one, dans le sens ou
des classificateurs binaires sont construits entre chaque paire de classes. Cependant,

plutét que de procéder par vote, cette technique procede par élimination de maniére
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itérative. A chaque itération, une classification binaire est réalisée entre deux classes
restantes dans ’ensemble des candidats (initialisé & 'ensemble des classes connues),
et la classe "perdante” est éliminée du jeu des candidats. Une fois le jeu des candidats
réduit a une seule classe, on déclare celle-ci comme le résultat de la classification
multi-classes. N(IN — 1)/2 classificateurs sont construits, et N — 1 opérations de

classification binaires sont réalisées par évaluation.

— distributed output codes : avec cette technique, chaque classe se voit assigner un code
sous la forme d’une chaine de [log, N'| symboles binaires. [logy N classificateurs sont
construits, chacun d’entre eux assigné a un des caractéres du code. Cette technique
a été étendue a laide de codes correcteurs [Dietterich 1995] : un code correcteur
(tel qu'un code de Hamming) de longueur M est concaténé a chaque code, réalisant
des codes de longueur [logy N| 4+ M utilisés pour entrainer autant de classificateurs
binaires. A D'évaluation, le code correcteur est utilisé pour permettre de compenser

une erreur d’un ou plusieurs des classificateurs binaires.

5.2 Prétraitements

Afin de rendre les SVM invariants a 'amplitude globale du signal, ainsi qu’aux dé-
calages temporels et de phase, comme expliqué en section 4.2, nous proposons ici des
prétraitements appropriés.

Nous appelons prétraitements les redescriptions exprimées directement sous la forme
d’une fonction .

Concretement, les prétraitements que nous avons utilisés sont des compositions des
fonctions que nous allons présenter dans cette section.

Remarque d’implémentation : pour notre application, chaque vecteur d’entrée du SVM

est composé a partir de multiples CIR. Les vecteurs d’entrée du SVM sont donc le résultat
de la concaténation des CIR.
Les prétraitements présentés sont toujours appliqués aux CIR avant qu’elles ne soient

concaténées en un seul vecteur d’entrée. Les prétraitements seront nommés sous la forme

Plabel (X)-

5.2.1 Normalisations

La normalisation est un prétraitement particulierement commun en apprentissage au-
tomatique, qui vise a ce que tous les vecteurs d’entrée aient la méme norme. On peut

exprimer une normalisation LP comme

X

Ikl

pLe(x) (5-4)
Dans la plupart des cas, nous avons utilisé la normalisation en norme L? qui assure
que tous les vecteurs d’entrée aient la méme énergie. ’AGC étant la principale cause des

variations d’énergie que ’on pourrait observer entre les différentes CIR.
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Ce prétraitement permet d’empécher les classificateurs d’exploiter ’énergie globale
comme un critére alors qu’elle n’est pas représentative. On peut se représenter la norma-
lisation L? comme une projection des vecteurs sur une hypersphere de rayon unitaire.

Dans certains cas, la normalisation en norme L' plut6t que la plus classique L? peut
étre nécessaire, par exemple pour pouvoir calculer une métrique de Wasserstein, comme
on l'expliquera en sous-section 5.3.2. On peut interpréter géométriquement cette norma-
lisation comme une projection sur un hyperoctaedre.

La normalisation est généralement le dernier prétraitement appliqué aux CIR avant

leur concaténation en un vecteur d’entrée.

5.2.2 Alignement de phase

De la méme maniere que 1’énergie totale d’une CIR est principalement conditionnée
par ’AGC, la synchronisation imparfaite des transmetteurs est source d’'un décalage de
phase entre des CIR mesurées dans les mémes conditions. Ce décalage de phase n’apporte

as d’information, mais rend les frontiéres entre les classes plus complexes.
)

Pour compenser ce décalage, on utilise le prétraitement suivant, qui annule la phase

moyenne d’un vecteur en soustrayant celle-ci & la phase de chacune de ses composantes :

SOalign(X) = X €exp (_J an) ) (5'5)

n

ol sz est la phase du complexe z.

5.2.3 Alignement temporel

Comme mentionné en section 4.2, 'indice du premier pic dans la CIR n’est pas une
information significative. Pour rendre les SVM temporellement invariants, les signaux sont

alignés temporellement.

Ce prétraitement a lieu des la transmission de la mesure sous la forme d’une détection
de pic, pour sélectionner la partie de la CIR enregistrée, puisque le matériel employé n’est
de toute maniére pas capable d’enregistrer la totalité de la CIR mesurée. Il sera donc
considéré comme une des caractéristiques de ’espace d’origine, et largement ignoré pour

la suite de ces travaux.

5.2.4 Redescriptions dans RY

Certaines des métriques que nous proposons, décrites dans la prochaine section, re-
quierent des vecteurs dont toutes les composantes sont réelles-positives. Dans le domaine
du traitement de signal, les fonctions les plus typiquement utilisées pour appliquer x € C

vers Ry sont x — |z| et  — x*z. Nous avons donc utilisé les fonctions de redescription

Pabs €6 Penergy, telles que [(Pabs(x)]n = | [X]n | et [(penergy (X)]n = [X]n* [X]n
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5.3 Meétriques alternatives pour le noyau gaussien

Le noyau gaussien (aussi appelé Radial Basis Function (RBF)), est un noyau parti-
culierement populaire dans le domaine des SVM. Il permet notamment d’exprimer des
espaces de redescription de dimension infinie [Burges 1999/, ce qui facilite 'existence d’un
hyperplan séparateur.

Le noyau gaussien utilise normalement la distance euclidienne entre deux vecteurs

comme métrique :

KRBF(a, b) = exp(—y”a — b”g) (56)

Nous explorerons ici deux métriques qui peuvent étre utilisées a la place de la distance
euclidienne pour fournir d’autres résultats : la distance euclidienne a écart de phase mi-
nimal, définie en sous-section 5.3.1, et la métrique de Wasserstein, définie en sous-section
5.3.2. On substituera ces métriques a la distance euclidienne dans le noyau gaussien,
pour obtenir respectivement les fonctions noyaux Kara(a,b) = exp(—ydarz.cat(a, b)) et
Kwyp(a,b) = exp(—yW)(a, b)), dont on définira les fonctions de distance darz et W), dans
les sous-sections suivantes.

Pour chacun de ces noyaux, v € R est un hyper-parametre qui permet d’ajuster la

sensibilité du noyau.

5.3.1 Distance euclidienne a écart de phase minimal

En 5.2.2, nous avons proposé d’annuler la phase moyenne de chaque vecteur pour
réduire I'impact de celle-ci sur leur classification.

Dans le méme but, on peut définir une métrique pour le noyau gaussien ou la distance
entre deux vecteurs a et b est la plus petite distance euclidienne possible entre b et le

résultat d’une rotation par une phase constante z des composantes de a :

dar2(a,b) = min

in ael” — bH2 ) (5.7)

On peut par ailleurs démontrer, comme en annexe E, que argmin Haeiz — bH2 = /afb, ce
z€[0,27[
qui permet de réécrire (5.7) :

darz(a,b) = ac/ab _p| (5-8)

2

Remarque d’implémentation : cette métrique n’est pas directement applicable a la

concaténation des CIR, qui doivent étre alignées individuellement & leurs équivalents.
Ainsi, si a est la concaténation de N CIR ay, ..., ay et b est la concaténation de N CIR

by, ..., by, la distance entre a et b est en fait

N
dALQ,cat (a7 b) = Z dALZ (ana bn)2 (59)
n=1
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5.3.2 Meétrique de Wasserstein

La métrique de Wasserstein' est un concept emprunté du domaine du transport op-
timal [Bogachev 2012]. On peut la décrire intuitivement comme la quantité de travail
minimale pour transformer une distribution de probabilité en une autre.

Dans cette section, nous ne nous appuierons que sur le transport optimal entre distri-
butions discretes. Dans ce domaine, il est relativement commun de parler de la diminution
d’une composante associée a une augmentation de méme amplitude d’une autre compo-

sante entre deux distributions comme d’un "déplacement’ de "masse" ou d’"énergie".

N M
Soient les distributions discretes pa () = > [Val; Ojxa], (%) €t p(7) = > [ybl; Ojxy), (T)-
i=1 ' i=1 !

va € RY et y, € RY tels que |lyall1 = |lybll1 contiennent les amplitudes des masses de
Dirac composant ces distributions, alors que leurs emplacements sont contenus dans les
vecteurs x € AV et x, € BM.

On peut écrire I’ensemble des transports de g & pp :

M N
T(ya,yb) = T € RN [yal, = > [T ywl; = D [T, ¢ - (5.10)
j=1 i=1

Soit la fonction de cotit ¢ € A x B — R, on peut écrire le colit total d’un transport
N M
C(T, ¢, Xa, Xp) = ZZ[T]i,jc([xa]i,[xb]j). (5.11)
i=1j=1

Le transport optimal est alors le transport le moins cotiteux

T (10, ) = argmin  C(T, ¢, Xa, Xb). (5-12)
TET(Ya,¥b)

La métrique p*™¢ de Wasserstein pour une fonction de coiit ¢ € A x B — R, s’écrit

alors :
M 1/p
c c p
Wi Gt pm) = | 3232 [T67 e v y0)] e ([l banl) ) (5-13)
i=1j=1 ’

On remarquera que la métrique de Wasserstein pour p = 1 est le cofit total du transport
optimal.

L’utilisation de la métrique de Wasserstein a été inspirée par I'observation en temps
réel des CIR qui, pour des mouvements de faible amplitude, semblent évoluer en déplacant
une partie de 1’"énergie" de certains pics entre les composantes. Or, le transport optimal
est une discipline ou le déplacement d’"énergie" entre les composantes d’un vecteur est une

notion fondamentale.

1. L’utilisation du terme "métrique de Wasserstein", popularisé dans la littérature occidentale par [Do-
brushin 1970], est soumise a débat, particulierement en Russie ( [Bogachev 2012]). D’autres termes popu-
laires pour cette métrique sont "métrique de Kantorovich", ou encore "Earth Mover’s Distance" (distance
en déplacement de terre). L’appellation "métrique de Wasserstein" étant plus populaire en littérature oc-
cidentale, nous la conserverons ici.
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Une illustration particulierement simple de ce comportement est I’exemple de la com-
paraison de la distance euclidienne et de la métrique de Wasserstein entre deux symboles
de Kronecker 6; et 6; : ||0; — 6;||2 = 2, Vi # j, alors que Wéi’jH‘i‘j“(ai, ;) = |i—j]. On ob-
serve alors que si la distance euclidienne entre deux symboles de Kronecker non-identiques
est constante, la métrique de Wasserstein est covariante avec 1’éloignement en abscisse de
leurs pics.

Remarquons que cette métrique impose des contraintes fortes sur les vecteurs d’entrée
Va et yp, qui doivent partager leur norme L', et dont les composantes doivent étre réelles
positives. Il est donc impératif d’appliquer une normalisation L' & y, et yp.

Enfin, si

lin = g1l <liz = ja| = e([xal;, » [¥blj,) < c([Xal;, s [¥b]),), (5.14)

c’est a dire qu’il est toujours moins cotiteux d’assigner de 1’"énergie" & une composante
d’indice plus proche, alors le transport optimal de a & b est obtenu trivialement, en assimi-
lant le probléme a un probléme de transport optimal sur une dimension, avec ’algorithme
1 avec une complexité O(N + M) [Peyré 2019]. Cette condition est vérifiée par toutes les

métriques que nous proposons ici.

Input 1¥a € Rf, Yb € Rf
Output :T¢ Rﬂ\:XM
Required : [[yal1 = [[ybl1

1 T+ 0;

1 1;5+1;

N

3 [T]; 1 < min([yal;, [ybl1);

4 b [yaly — [yl

5 while ¢ < Norj < M do

6 if b < 0 then

7 141+ 1;

8 [T]; ; < min([ya]; , —b);
9 b+ b+ [Ya]i;
10 else

11 j1+J+1

12 [T]i,j A min([yb]j , b);
13 b b— [Yb]j§
14 end

Algorithme 1 : Calcul du transport optimal de a vers b

Avec quelques modifications & l’algorithme 1, on obtient I’algorithme 2 qui permet de
calculer la métrique de Wasserstein directement en O(N + M) plutét que d’appliquer la

formule 5.13, dont I'implémentation naive a la complexité O(NM).

7 . . N
5.3.2.1  Métrique de Wasserstein pour des vecteurs dans R

Comme indiqué ci-dessus, la métrique de Wasserstein est calculée entre deux distribu-
tions discrétes a 'aide d’une fonction de cofit basée sur les "positions" respectives de leurs

composantes.
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Input 1y, € Rf, Yb € ]R%
Output :de Ry
Parameters : x, € AV, xp, € BM, cc AxB — Ry, p € [1, +inf]
Required : ||yall1 = [lybll1,
liv = j1| < iz — ja| = e([xal;; , [Xb]jl) < ¢([xal;, ; [Xb}jQ)
1.d <+ 0;
21 1;5+1;m+«+ 0
3 b+« [a]; — [b]y;
4 while i < Norj < M do

5 if b < 0 then

6 11+ 1;

7 m < min([a];, —b);
8 b« b+ [a];

9 else

10 j—7+1;

11 m < min([b]j , b);
12 b+ b— [b]j;

13 end

v | ded+e([xal; o)) m;
15 end
16 d < d'/P

Algorithme 2 : Calcul de la métrique de Wasserstein entre a et b

Or, il est relativement commun pour des distributions discretes d’étre exprimées sous
la forme de vecteurs dont les "positions" n’existent pas explicitement. Il est alors nécessaire
de décomposer les vecteurs d’entrée a et b en leurs distributions respectives y, et yy, ainsi
que leurs vecteurs de positions associés x5 et Xp,.

Lorsque a € Rf et de méme pour b, une solution simple pour cela est de définir
Ya=a,yp = bet xqa =xp = (1...N). On peut alors utiliser la fonction de cofit classique
c(a,b) =]a—1b|.

5.3.2.2 Meétrique de Wasserstein pour des vecteurs dans CV

Lorsque a € CV et de méme pour b, leur transformation en leurs paires de vecteurs
respectives est moins triviale.

Ici, nous proposons de définir [ya],, = |[a], |, [yb],, = |[b],,| pour transformer les vecteurs
d’entrée en distributions discretes; et de définir [xa], = (n, @) et [xp), = (n, /[b],)
pour les vecteurs de position.

Une fonction de cotit de la forme ¢((¢,a), (j,b)) = ali — j| + ,Brklinei%ﬂa — b+ 2km|) peut
alors étre utilisée. Si a > 73, alors la contrainte donnée en (5.14) est respectée : on peut
toujours utiliser les algorithmes 1 et 2 pour calculer les transports optimaux et métriques
de Wasserstein respectivement malgré le passage en 2D des vecteurs de position.

Cette fagon d’exprimer le coiit du transport d’énergie revient a placer chaque dépdt

d’énergie sur les intersections entre un cylindre de rayon (5 et des plans orthogonaux a
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I’axe du cylindre séparés d’un distance « les uns des autres, et de mesurer le coflit entre
deux points comme la distance L! sur la surface du cylindre.

Avec la contrainte o > 73, on garantit qu’il est toujours moins coiiteux de déplacer
I’"énergie" en phase plutot que d’une composante a 'autre, sans pour autant annuler ce
cotit.

En observant les CIR, nous nous sommes apercu qu'un mouvement de faible ampli-
tude commencait par déphaser certains pics, avant de les déplacer dans le temps comme
mentionné plus to6t; ainsi, si 'on déplace un objet d’un point a l'autre, la métrique de
Wasserstein devrait grandir avec la distance de 'objet & son point d’origine dans les cas

les plus simples d’évolution de la CIR.

Conclusion

Dans ce chapitre, nous avons rappelé le fonctionnement des classificateurs par SVM.

Nous avons ensuite utilisé nos connaissances du systeme, ainsi que ’analyse des données
collectées, pour proposer des prétraitements et métriques qui permettent de définir des
espaces de redescription.

En particulier, les traitements proposés rendent les SVM invariants a 'amplification
et au déphasage des CIR, puisque ces phénomenes sont principalement dus aux propriétés
du systéme d’acquisition, et non a des caractéristiques du canal de transmission.

Parmi les métriques proposées, certaines proviennent du domaine du transport optimal,
dont les bases ont été résumées.

En particulier, 'invariance au déphasage a été exprimée de deux manieres :

— Sous la forme d’un prétraitement qui annule la phase moyenne de toutes les CIR, et
les aligne sur une référence commune (un vecteur dont toutes les composantes sont
1).

— Sous la forme d’une métrique alternative pour le noyau gaussien, qui est la valeur
minimale de la distance euclidienne entre les deux vecteurs d’entrée lorsque 1’on

impose un déphasage a toutes les composantes de I'un d’eux.



CHAPITRE 6

Mise en pratique et analyse

numeérique

6.1 Collecte des données

Afin de pouvoir vérifier le fonctionnement des classificateurs proposés et comparer
leurs performances, j’ai organisé des collectes de données. Pour ces collectes, des scénarios
(d’environnement et d’occupation) étaient mis en place, puis les données étaient collectées
dans des fichiers séparés pour chaque scénario.

Neuf collectes de données (sessions d’enregistrement de données sous plusieurs scé-
narios durant généralement une journée) ont été réalisées sur le prototype. Lors de ces
collectes, une a trois personnes (dont moi-méme) se sont installées a différentes places
dans le véhicule afin d’obtenir des mesures pour diverses occupations de I'habitacle. Les
mesures sur la POC ayant révélé que les CIR varient trés peu lorsque les personnes sont
statiques, les personnes installées ont recu pour instructions de ne pas rester statiques,

comme mesure préventive face au sur-apprentissage.

6.1.1 Sensibilité aux modifications de I’environnement

Un probléme a été soulevé par les premieres collectes de données sur le prototype, et
a mené au choix de contréler la position des éléments réglables du véhicule mentionné
en section 6.1 : les positions des nombreux éléments réglables du véhicule ont un impact
important sur les CIR mesurées.

On peut décomposer les facteurs qui pourraient influer sur les CIR en trois catégories :

— Les positions des personnes dans ’habitacle : c’est sur cet effet que I’on compte pour
pouvoir classifier les données. Au cours d’observations en temps réel des CIR, on a
pu observer que les mouvements des personnes, méme de faible amplitude, pouvaient

avoir des effets visibles sur les CIR mesurées.

— L’environnement extérieur du véhicule : nos essais n’ont pas relevé d’effet visible de
I’environnement extérieur sur les CIR mesurées lorsque les portes du véhicule sont

fermées. On peut supposer que les trajets passants par I'extérieur sont trop atténués

71
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par leur passage a travers le corps du véhicule a deux reprises pour avoir un effet

significatif sur les CIR.

— La configuration de ’habitacle du véhicule : la plupart des éléments configurables
de I'habitacle, tels que les sieges réglables, les appuis-tétes ou encore le rétroviseur
intérieur, comportent des pieces en métal, fortement réflectives aux ondes radio. De
la méme maniere que pour les personnes, changer la position d’'un élément implique

des changements de grande amplitude dans les CIR mesurées.

Ce dernier facteur représente une difficulté considérable pour notre systéme, puisque
des changements dans ’habitacle sont susceptibles d’avoir une forte influence sur les CIR,
et que la combinatoire des changements possibles rend 'espace des configurations de ’ha-

bitacle difficile a explorer.

6.1.2 Configurations d’habitacle contrdlées

Afin d’améliorer la reproductibilité de nos expériences, nous avons établi des configu-
rations contrdlées : en marquant les positions de tous les éléments du véhicule, nous avons
pu créer un environnement reproductible.

Un degré de liberté a été conservé pour tester les capacités de généralisation du sys-
téme : 4 réglages du siege conducteur (deux positions de butée, et deux positions intermé-
diaires) ont été marqués. Les configurations ainsi marquées ont été labellisées de 1 a 4, de

la position la plus reculée a la plus avancée.

6.1.3 Données collectées

Parmi les g collectes réalisées, 3 'ont été en respectant les positions controlées men-
tionnées. Lors de ces collectes, un minimum de 2000 CIR par récepteur ont été collectées

pour chacun des scénarios listés dans le tableau 6.1.

Conducteur | Avant droit | Arriére droit | Arriére gauche || Positions siege conducteur capturées
1,2,3.4
X 1,2,3,4
X 1,2,3,4
X X 1
X 1,2,3,4
X X 1
X X 1
X X X 1,4
X 1.3.4

Table 6.1 — Données capturées : a chaque ligne, la partie gauche indique de quelle maniere
le véhicule était occupé (une croix marquant la présence d'une personne a la place corres-
pondante); la partie droite indique les positions contrblées pour lesquelles des CIR ont été
capturées avec |'occupation d'habitacle décrite par la partie gauche.

6.2 Méthode d’entrainement
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6.2.1 Labellisation des données et SVM employés

Afin d’entrainer des SVM, il est nécessaire de définir des classes dans lesquelles regrou-
per les échantillons. Nous appellerons cette opération "labellisation".
Considérons que chaque siege ait un indice p (0 & 3 assignés dans l'ordre aux sieges

conducteur, avant droit, arriere droit et arriere gauche), et notons y, = 1 s’il est occupé,

et y, = 0 sinon. La labellisation la plus simple est alors lyulticlass = 23: 2Py, et peut étre
utilisée avec un SVM multi-classes. e

La méthode de classification multi-classes retenue est ’approche one-versus-one, dé-
crite en sous-section 5.1.3. Nous nous sommes également intéressés aux performances de
I’approche distributed output codes, décrite dans la méme sous-section.

Pour notre application, un des cas d’usage principaux repose sur la distinction entre
un habitacle vide ou occupé. Ce cas est couvert par la labellisation lpinary = max,e(o,3] Yp;

qui peut étre utilisée avec un SVM binaire.

6.2.2 Sélection des données pour I’entrainement et les tests

Les données collectées ont été divisées en trois ensembles disjoints :

— L’ensemble Vi ,own des échantillons en configuration controlée, constitué des échan-
tillons capturés lors de sessions ou l’environnement interne du véhicule était suf-
fisamment controlé pour étre reproductible; en excluant les échantillons capturés

lorsque le siege conducteur était en position n°3.

— L’ensemble Vs des échantillons dans la configuration contrélée restante, avec le

siege conducteur en position n°3.

— L’ensemble Vyuinown des échantillons capturés en configuration non-contrélée, ou
tous les éléments réglables a 'intérieur du véhicule sont dans des positions arbitraires

et diverses.

Une portion sélectionnée aléatoirement de Vi, own sert de vecteurs d’entrainement pour
chacun des classificateurs évalués.

Les hyper-parameétres des classificateurs (), le degré de tolérance des SVM & marges
souple, et 7, le degré de sensibilité des noyaux gaussions) sont sélectionnés en évaluant
leurs performances sur des vecteurs tirés aléatoirement de Vi 0wy (en excluant les vecteurs
d’entrainement) et de Vjose.

Enfin, les classificateurs sont évalués sur le reste des données qui n’ont servi ni a
I’entrainement, ni au choix des hyper-parametres. On analyse séparément les performances
sur Vinown, Velose €t Vunknown-

La figure 6.2-1 représente visuellement les ensembles que nous venons de décrire.

6.3 Evaluation des performances

Pour évaluer les performances d’un classificateur, il est nécessaire de choisir une mé-
trique. Soit le classificateur S(v), et Uensemble V = {Vn € [1,N]: (vyn,l, € [1,L])} des
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anown Vclose Vunknown

Vecteurs d’entrainement

Vecteurs de sélection
d’hyper-parametres

% [ ] Vecteurs de test

Figure 6.2-1 — Organisation des données d’entrainement et de test.

vecteurs de test et leurs labels associés. On peut écrire leur matrice de confusion de taille
L xL

[Csvl;; = > 1. (6.1)
{n€[1,N]): ln=i, S(vn)=4}
[ng]m. représente donc le nombre de vecteurs de V appartenant a la classe ¢, et ayant
été classifiés par S comme appartenant a la classe j.
Les jeux de vecteurs de test n’étant pas nécessairement équilibrés, la matrice de confu-

sion Cg v est normalisée en Cgy, telle que

[Cs],, = Csvl;; /> Csl, (6.2)
’ n
Le critere d’évaluation p(Cg ) peut alors étre défini comme le taux de succes équilibré

du classificateur :

p(Csw) = tr (Csv)/||Csv| (6.3)

1?
afin d’équilibrer la contribution de chaque classe de vecteurs d’entrée au critere d’évalua-

tion scalaire, qui est équivalent a la moyenne des taux de bonne classification pour chaque
classe pi(CS,V) = [CS,V]M’/Z [CS,VL’J'
J

Alternativement, puisque 1’on peut choisir de s’intéresser exclusivement a la distinction

entre un habitacle vide ou non, on peut définir la matrice de confusion binaire

bin ’ =2 o
CES‘,V) =N g\/,N ) (6.4)
> [Csvliy X [Csyl,
=2 1=2,j=2

que 'on peut alors librement comparer avec la matrice de confusion d’un classificateur
binaire a travers les traitements et critéres précédents.
Les deux métriques que l'on retrouvera dans les figures qui suivent sont le taux de

succes p, et son équivalent binaire

P (Ca) = p (Cé‘?é?)> | (6.5)
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6.4 Résultats

Un des buts principaux de cette étude était de déterminer quels traitements permet-
taient d’obtenir les meilleures performances, ainsi que de déterminer la taille de jeu d’en-

trainement nécessaire a 1’obtention de bonnes performances.

Afin de tester les différents prétraitements et noyaux envisagés en fonction de la taille
du jeu d’entrainement, nous avons utilisé une méthode de Monte-Carlo : nous avons tiré
aléatoirement des jeux de vecteurs d’entrainement de diverses tailles parmi les 66200 vec-
teurs de Vinown- Pour chaque taille de jeu d’entrainement, au moins 30 jeux ont été tirés

pour moyenner les performances.

Pour chacun de ces jeux, nous avons entrainé les classificateurs proposés, en choisissant
les hyper-parametres a ’aide de jeux de test composés de 500 vecteurs tirés aléatoirement
dans Viyewn (en excluant les vecteurs d’entrainement), et 500 tirés parmi les 19600 vecteurs
de Vejose-

/

known contenant tous les vecteurs de

Enfin, trois ensembles de test sont constitués :
Vinown non-utilisés (pour l'entrainement comme pour la sélection d’hyper-parametres),
\Y%

sélection d’hyper-parameétres), et Vypinown contenant les données capturées en configura-

’dose contenant tous les vecteurs de Vjose (& exception des 500 vecteurs utilisés pour la

tions non-controlées (23400 vecteurs).

Une matrice de confusion est alors calculée pour chaque combinaison de modele et de
jeu de test. Sauf mention contraire, les figures tracées dans cette section représentent des
valeurs moyennes des taux de succes obtenus de la sorte. La variance des taux de succes
pour chaque jeu de vecteurs de test, et chaque modele et parametres, est de 'ordre de
1.5%.

6.4.1 Comparaison des noyaux et prétraitements

Les figures suivantes représentent les taux de succes de classification tels que définis en
section 6.3. Comme ces taux ont été calculés a partir de matrices de confusion normalisées
(voir équations (6.3) et (6.5)), rappelons qu’un classificateur aléatoire tendrait vers un

taux de succes p = 1/L, soit 11% pour L = 9 comme ici, et p(bm) = 50%.

Sur les figures 6.4-2 et 6.4-3, les taux de succes de classification des vecteurs provenant
de Vi own €t VI, . respectivement ont été tracés pour divers prétraitements et noyaux en

fonction du nombre de vecteurs fournis a I’entrainement.

Le classificateur a noyau gaussien ou la métrique euclidienne a été remplacée par la
métrique euclidienne & écart de phase minimal (d = da1.2,cat), technique proposée en sous-
section 5.3.1 qu’on appellera maintenant "alignement noyau', s’illustre immédiatement
comme plus performant que le noyau gaussien standard, quels que soient les prétraitements

utilisés.
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Figure 6.4-2 — Taux de succés de classification p des vecteurs de V| en fonction du nombre
de vecteurs d'entrainement, pour un classificateur multi-classes avec divers prétraitements ¢
et métriques d utilisés avec un noyau gaussien. d(a,b) = ||a — b||2 sauf mention contraire.

Il est notamment le seul dont le taux de succes de classification de Vi atteint sa

valeur asymptotique (environ 95%) en étant entrainé avec moins de 3000 vecteurs.

Par comparaison, la méthode "naive", correspondant a I'utilisation d’un noyau gaussien
classique avec la normalisation des vecteurs comme seul prétraitement, n’atteint pas encore
les performances du classificateur avec alignement noyau, méme lorsqu’on ’entraine avec

10 fois plus de vecteurs.

Les prétraitements visant a corriger les différences de phase d’une mesure a l'autre

proposés en section 5.2 offrent de meilleures performances que la méthode "naive" sur

!
known*

6.4.2 Capacités de généralisation

Pour mesurer les capacités de généralisation des classificateurs, on évalue également

leurs performances sur V., et Viknown-

La figure 6.4-3 ol sont représentés les taux de succes des classificateurs sur V., révele

que les deux séries de prétraitements proposées en section 5.2 sont peu généralisables. Le
classificateur a alignement noyau reste tres performant, maintenant un taux de succes
d’environ 93%.
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Figure 6.4-3 — Taux de succes de classification p des vecteurs de V’,__ en fonction du nombre

de vecteurs d’entrainement, pour un classificateur multi-classes avec divers prétraitements ¢
et métriques d utilisés avec un noyau gaussien. d(a,b) = ||a — bl|2 sauf mention contraire.

La capacité de généralisation de chacun de ces classificateurs reste limitée : lorsque
I’environnement interne du véhicule change grandement par rapport aux situations dans
lesquelles ils ont été entrainés, les CIR mesurées sont fortement impactées. Les perfor-
mances des classificateurs s’effondrent alors pour arriver a des performances similaires
a un estimateur aléatoire, comme illustré par la figure 6.4-4 ou sont illustrées les per-
formances des classificateurs sur Vypinown (les données collectées avec une configuration

d’habitacle non-controlée).
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Figure 6.4-4 — Taux de succeés de classification p des vecteurs de Vyuinown €n fonction du
nombre de vecteurs d'entrainement, pour un classificateur multi-classes avec divers prétrai-
tements ¢ et métriques d utilisés avec un noyau gaussien. d(a,b) = |la — b||2 sauf mention
contraire.

6.4.3 Meétriques de Wasserstein

Les figures 6.4-5 et 6.4-6 reprennent les taux de succes des classificateurs, en ajou-
tant les performances des classificateurs ou le noyau gaussien se base sur la métrique de

Wasserstein plutot que la distance euclidienne.

Plus précisément, les classificateurs sont basés sur la métrique de Wasserstein W1
lorsque les vecteurs d’entrée du noyau ont des composantes réelles positives, et sur W
lorsque les vecteurs d’entrée ont des composantes complexes. Pour Wl(c, la fonction de cofit

est telle que décrite dans la sous-section 5.3.2 pour des vecteurs d’entrée dans CV, avec
a=4et =1

On observe alors sur les figures 6.4-5 et 6.4-6 que remplacer la distance euclidienne par
des métriques de Wasserstein n’est pas pertinent pour cette application, le meilleur des
classificateurs testés, basés sur ces métriques, ne fournissant que des performances com-
parables a un noyau gaussien classique appliqué a des vecteurs auxquels le prétraitement
Vabs & été appliqué.
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6.4.4 Méthodes de classification

En sous-section 6.2.1, nous avons avancé 1'idée d’utiliser des classificateurs opérants

sur des labels différents.

6.4.4.1 Classification binaire

Une labellisation des données proposée en sous-section 6.2.1 exprimait si au moins une

personne était présente dans I’habitacle ou non.

Nous avons entrainé des classificateurs binaires avec les mémes vecteurs d’entrainement
et les mémes prétraitements et noyaux que les classificateurs multi-classes mentionnés

précédemment.

Les figures 6.4-7 et 6.4-8 permettent de comparer les performances de ces classificateurs
binaires avec les classificateurs multi-classes présentés plus haut, en illustrant leur taux de

succes de classification binaire.

Il est immédiatement apparent sur ces figures que les classificateurs multi-classes ont
de meilleures performances que les classificateurs binaires pour répondre a la question
|

'y a-t-il au moins une personne dans I’habitacle ou non?", particulierement lorsque la

configuration de I'habitacle change légerement.
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Figure 6.4-7 — Taux de succes de classification binaire p(P™) des vecteurs de Vinown €N fonction

du nombre de vecteurs d’'entrainement, pour un classificateur multi-classes et un classificateur
binaire, avec divers prétraitements ¢ et métriques d utilisés avec un noyau gaussien. d(a,b) =
|la — bl||2 sauf mention contraire.
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6.4.4.2 Distributed output codes

Nous avons également proposé en sous-section 6.2.1 d’utiliser I’approche distributed

output codes & la classification multi-classes.

Les performances de ce type de classificateurs pour le probléme présenté sont géné-

ralement inférieures a celles d’'un classificateur multi-classes "one-to-one" tel que celui

implémenté par LIBSVM, comme illustré sur les figures 6.4-9 et 6.4-10.
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6.4.5 Filtrage sur fenétre glissante

Concentrons-nous maintenant sur le classificateur multi-classes a alignement noyau, ce

classificateur étant le plus performant parmi ceux que nous ayons essayés.

Afin d’en améliorer les performances, ainsi que de déterminer & quel point les erreurs
de classification sont proches dans le temps, nous avons appliqué des filtrages par vote
sur fenétre glissante de différentes tailles a la sortie du classificateur et mesuré les taux de

succes de ces sorties filtrées.

Soit une suite a telle que Vn € N, a, € L. Le n®™¢ résultat de la suite b définie par le

min(n, N—1)
filtrage par vote a fenétre glissante de taille IV s’écrit b, = argmax > O.an_i-
leL i=0

Les figures 6.4-11 et 6.4-12 représentent les taux de succes du classificateur a travers

des filtres par vote sur fenétres glissantes de 5, 11 et 23 échantillons.

On observe alors qu’une fenétre glissante de 5 échantillons suffit a réduire de moitié
le taux d’erreur du classificateur. On remarque cependant que méme un filtrage sur 23
échantillons ne suffit pas a complétement éliminer les erreurs, ce qui indique qu’il existe
des suites de 23 vecteurs d’entrée consécutifs qui meénent & plus de 50% d’erreurs de

classification.
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Figure 6.4-11 — Taux de succés de classification p des vecteurs de V| en fonction du

nombre de vecteurs d’'entrainement, pour un classificateur multi-classes a alignement noyau
avec filtrage par vote sur fenétre glissante.
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nombre de vecteurs d’'entrainement, pour un classificateur multi-classes a alignement noyau
avec filtrage par vote sur fenétre glissante.

6.4.6 Influence de la longueur des CIR

En section 4.2, nous avons mentionné que les portions de CIR stockées étaient compo-
sées de 60 échantillons sélectionnés autour du premier pic détecté dans la CIR. Le choix
de ne stocker que 60 échantillons est justifié a la fois par 1) des contraintes techniques,
transférer plus d’échantillons entre les unités de traitement divisant au moins par 2 la
fréquence d’échantillonnage des CIR, et 2) par la faible dynamique du signal en dehors de

cet intervalle.

Il peut étre pertinent de se demander si les 60 échantillons de chaque CIR sont néces-
saires pour obtenir une classification correcte, ou si un nombre inférieur de composantes,
qui réduirait la quantité de calculs nécessaires, permettrait d’obtenir des performances

similaires.

Afin de mesurer 'impact de la longueur des CIR sur les performances des classificateurs,
nous avons entrainé ceux-ci sur les mémes vecteurs d’entrainement, en tronquant les CIR
a diverses longueurs. Les performances des classificateurs en fonction de la longueur des

CIR ont été tracées sur les figures 6.4-13 et 6.4-14.
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Il en ressort que des performances similaires sont obtenues pour des CIR de 35 a



86 Mise en pratique et analyse numérique

60 échantillons pour tous les classificateurs utilisés. Lorsque l’espace est réduit a moins
de 30 échantillons par récepteur, les performances sont fortement réduites pour chaque
échantillon ignoré supplémentaire.

Un temps de propagation de 30 échantillons correspond approximativement a 9 metres.
Le faible impact des échantillons suivants sur la classification suggere donc que les trajets
plus de 9 meétres plus longs que le trajet direct offrent sont négligeables. Cela est compatible
avec l'ordre de grandeur des dimensions du véhicule.

L’absence de données nous empéche de réellement expérimenter sur I'ajout de dimen-
sions au dela des 60 échantillons disponibles par récepteur ; mais la présence du plateau
observé avec les données disponibles et la faible dynamique des valeurs observées sur la
premiere POC nous permet de supposer qu’ajouter des dimensions aux vecteurs d’entrée

ne permettrait pas d’améliorer les performances de maniére significative.

6.4.7 Nombre de Llecteurs-supportSI

Le nombre de vecteurs-supports utilisés par les SVM pour définir les hyperplans sépa-

rateurs entre les classes est une valeur intéressante a deux regards :

— Un plus petit nombre de vecteurs-supports est indicateur de frontieres plus simples
entre les classes, ce qui indiquerait que ’espace de redescription est plus simple a

séparer.

— Comme pour classifier un vecteur d’entrée v, il est nécessaire de calculer son produit
scalaire avec chacun des vecteurs-supports, le temps de calcul pour la classification

de v est généralement proportionnel a ce nombre.

En observant le nombre de vecteurs supports utilisés par les différents classificateurs
proposés, représentés dans le tableau 6.2, on remarque que le classificateur a alignement

noyau en nécessite généralement moins que les autres classificateurs.

Prétraitements | Métrique du noyau gaussien || Min | Max | Median
Pre dar2,cat(a, D) 1409 | 1779 | 1530
QL1 - Palign Wt (a,b) 1630 | 1906 | 1770
PL1 - Pabs Wi(a,b) 1723 | 1885 | 1791
Pr2 - Pabs la —bll2 1790 | 1918 | 1853
Palign * P12 la — bl|2 1846 | 1940 | 1894
prz2 |la — bl|2 2607 | 2706 | 2653

Table 6.2 — Nombre de vecteurs-supports pour des SVM multi-classes opérants sur divers
espaces de redescription, entrainés avec 3300 vecteurs.

On remarque également que le classificateur a noyau gaussien "naif" nécessite bien plus
de vecteurs supports que tous les autres. Ce phénomene est probablement di au fait que
ce classificateur est le seul dont I’espace de redescription ne traduit pas 'invariance en

phase globale du probleme.
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6.5 Conclusion

Dans cette étude, on a montré la faisabilité de la détection de passagers dans un
véhicule par 'analyse des CIR mesurées entre les équipements UWB du véhicule.

Apres avoir décrit le systéme et les raisons pour lesquelles il paraissait faisable de I'uti-
liser pour classifier 'occupation d’un habitacle, nous avons utilisé des SVM pour effectuer
cette classification, et proposé divers prétraitements et noyaux alternatifs, basés sur nos
connaissances du systéme pour tenter d’en améliorer les performances.

A Daide de données capturées a cet effet, nous avons réalisé I'entrainement de classifica-
teurs avec différents jeux d’entrainement afin d’évaluer les performances qu’ils pourraient
offrir. Un des noyaux proposés, un noyau gaussien ou la distance euclidienne a été rem-
placée par une distance euclidienne & écart de phase minimal, s’est démarqué des autres
en termes de performances, avec un taux de succes moyen tendant vers 95%.

En enregistrant des données pour différentes configurations des éléments réglables du
véhicule, nous avons montré que ces éléments réglables pouvaient avoir un profond impact
sur les performances des classificateurs.

Cependant, nous avons aussi obtenu des taux de succes de classification satisfaisants
pour des configurations inconnues lors de ’entrainement, sous condition que des mesures
prises dans des configurations similaires aient fait partie du jeu d’entrainement du classi-
ficateur. Le classificateur exploitant la métrique a écart de phase minimal atteint un taux
de succes moyen de 93%.

A la suite de cette étude, d’autres classificateurs que les SVM pourraient faire I’objet
d’études similaires pour comparer leurs performances. Cependant, nous jugeons priori-
taire d’étudier dans quelle mesure les SVM déja proposés ici peuvent étre généralisés par
I'utilisation de jeux d’entrainement plus complets.

La forte sensibilité des CIR aux changements de la configuration de ’habitacle semble
étre le plus grand obstacle & ce systéme. Aussi, la viabilité de ce type de systéme dépendra
de la possibilité de constituer des jeux d’entrainement dans des conditions suffisamment
diverses pour maintenir un bon fonctionnement peu importe la configuration de I’habitacle.

La sensibilité du systéeme a différents types d’objets devrait également étre évaluée;
ainsi que sa capacité a détecter, voire différencier, des personnes de gabarits différents de

ceux des adultes de taille et corpulence moyenne ayant servi de sujets a cette étude.






Conclusions générales

Cette these s’est orientée autour de deux parties distinctes, réunies par le projet in-
dustriel auquel elle était rattachée, a savoir la conception d’un systeme de verrouillage de

véhicule utilisant la position du téléphone de 1'utilisateur comme critére de déverrouillage.

Estimation paramétrique sur réseau de capteurs commuté

Les réseaux de capteurs commutés gagnent en popularité dans I'industrie, et particu-
lierement dans le domaine des systémes embarqués, grace a leurs avantages en termes de

cotit, d’encombrement et de consommation électrique.

Rappelons qu'un réseau de capteurs commuté ne nécessite qu’'un seul canal de ré-
ception, la ou les systémes traditionnels en demandent un par antenne, et qu’ils soient
synchronisés. Or, dans le domaine radio, ces canaux sont cofliteux, encombrants et consom-
mateurs d’énergie ; et leur synchronisation impose une complexité de routage grandissante
avec le nombre de capteurs.

Valeo souhaitait notamment exploiter ce type de réseaux de capteurs dans le cadre
d’un de ses projets. En effet, si les réseaux de capteurs sont réputés performants et avaient
donc gagné l'intérét de I’équipe du projet, il était immédiatement apparent que des réseaux
cohérents traditionnels seraient bien trop chers pour étre envisageables.

La littérature sur les algorithmes permettant d’exploiter ce type de systeme pour esti-
mer l'angle d’incidence de signaux sans-fil existe depuis quelques décennies.

Cependant, a notre connaissance, il n’existe pas de travail s’intéressant au nouveau
degré de liberté de conception que représente la séquence de commutation : 'ordre et
la durée d’échantillonnage des capteurs lorsque le nombre de canaux de réception est
insuffisant pour tous les échantillonner simultanément.

Au cours des deux premiéres années de cette thése, nous nous sommes donc intéressés a
ce degré de liberté. Nous avons défini des critéres d’optimisation qui permettent d’estimer
les performances des séquences de commutation pour ’estimation des parameétres de sinu-
soides. Par extension, I'estimation de ’angle d’incidence d’un signal peut étre améliorée,

méme sans connaitre la géométrie de 'antenne.

89
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Sous certaines hypotheses, ces criteres ont des formes analytiques interprétables. On a
ainsi établi des régles concernant la séquence de commutation qui améliorent ’estimation
des parameétres de sinusoides par un réseau de capteurs commuté.

Nous avons proposé des stratégies qui permettent de générer des séquences de commu-
tation, et commenté sur leurs parametres et performances a 'aide des critéres proposés.

Nous avons ainsi pu montrer qu’il existait des séquences de commutation plus perfor-
mantes que celles couramment proposées dans la littérature.

Les criteres que nous avons proposés ne sont cependant pas des prédicteurs exacts des
bornes sur ’estimation d’angle d’incidence, avec lesquelles nous les avons comparés pour
des formes d’antennes typiques (ULA et UCA).

Ce travail pourrait étre poursuivi par les travaux suivants :

— L’espace des séquences de commutation exploré reste petit devant ’espace des sé-
quences de commutations possibles. Il pourrait étre intéressant d’élargir ’espace
exploré, notamment en permettant aux blocs d’échantillons d’avoir des tailles va-

riables.

— Bien que les critéres proposés soient qualitativement liés a la qualité d’estimation
de l’angle d’incidence, nous n’avons pas pu établir de lien direct entre eux. Ce lien
pourrait étre étudié, par exemple en exprimant des bornes sur les performances de
Pestimation d’angle d’incidence a partir des parameétres sinusoidaux. Une premiere
tentative de dériver des CRB pour un tel modele a échoué, la FIM obtenue n’étant

pas inversible de fagon simple.

— Nous n’avons pas pu obtenir de formes analytiques interprétables pour des bornes
sur 'estimation d’angle d’incidence prenant en compte la séquence de commutation.
Cela n’exclut pas que de telles formes existent, et qu’elles ne pourraient pas permettre
d’établir de nouvelles caractéristiques d’une séquence de commutation optimale pour

une géométrie d’antenne spécifique.

— Les bornes fournies par cette étude s’appliquent aux signaux sinusoidaux. Le manque
de référence de temps commune peut généralement étre modélisé en définissant la
référence de temps du récepteur comme une fonction affine de la référence de temps
de I’émetteur. Des bornes similaires pourraient alors étre établies pour d’autres types

de signaux, tels que les signaux FMCW communément utilisés dans le domaine
RADAR.

Détection de passagers par analyse des CIR en canal UWB

Dans cette seconde partie, nous avons proposé d’ajouter une fonctionnalité de détection
de passagers a un systeéme de verrouillage de véhicule.

Ce systeme, composé de plusieurs transmetteurs UWB, est capable de mesurer la CIR
entre les-dits transmetteurs. Nous avons proposé d’exploiter cette capacité pour classifier

I'occupation de I'habitacle.
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La littérature a déja proposé d’exploiter la mesure de CIR pour ce type d’applications,
mais a toujours, a notre connaissance, exploité des RADAR ou des sounders, systémes
nettement plus coliteux permettant d’obtenir un profil bien plus détaillé du canal que la
simple CIR entre quelques transmetteurs.

Dans de telles conditions, nous ne disposons pas de modele analytique traitable. Nous
nous sommes donc tournés vers ’apprentissage automatique, et plus particulierement les
SVM, pour estimer I'occupation de I'habitacle par classification des CIR mesurées entre
les transmetteurs. Cette approche a fait 'objet d’un brevet, déposé par Valeo, ou je figure
en tant qu’inventeur.

L’étude a mené aux contributions suivantes :
— Une preuve de concept a été établie, montrant la faisabilité du systeme.

— A travers I’étude des données collectées, des invariances ont été remarquées, et le
protocole de mesure a été modifié pour s’adapter a des problématiques découvertes

en comparant entre elles les données des diverses collectes.

— Une problématique ainsi soulevée est la sensibilité du systéme aux modifications de

I’environnement, qui a soulevé un fort besoin de généralisation des classificateurs.

— Des traitements et métriques, basés sur les invariances découvertes expérimentale-

ment, ont été proposés pour améliorer les performances des classificateurs.

— La comparaison des classificateurs proposés a permis de mettre en avant une des
métriques proposées comme plus performante : la distance euclidienne a écart de

phase minimal, décrite en sous-section 5.3.1.

— La création de jeux de données dans des configurations d’habitacle différentes, mais
proches, a permis de montrer qu’il était possible de généraliser les classificateurs a

des configurations qui leur sont inconnues.
Les principales suites envisagées a cette étude sont les suivantes :

— L’exploitation conjointe de plusieurs mesures de CIR dans le temps par le classifi-
cateur a été envisagée. Intuitivement, les CIR prises a divers instants dans le temps
devraient conserver des valeurs similaires lorsque I’habitacle est inoccupé. Les per-
formances réelles d’un tel systéme n’ont cependant pas été vérifiées, et pourraient

faire I’objet de nouvelles études.

— Etudier d’autres classificateurs, tels que les réseaux de neurones artificiels ou les
foréts d’arbres décisionnels, et comparer leurs performances aux classificateurs pro-
posés ici.

— Puisque la généralisation est un des problemes principaux du systéme proposé, des
efforts seront nécessaires pour améliorer cette propriété du systeme. Pour ce faire,
une approche possible serait la recherche de techniques permettant d’adapter un

classificateur a des configurations inconnues a travers des étapes de calibration.

— Dans cette étude, les mesures ont été réalisées avec des personnes de gabarits si-

milaires, et sans introduire d’objets volumineux dans I’habitacle. Aussi, mesurer les
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performances des classificateurs pour d’autres gabarits, et en introduisant des ob-
jets de volumes et compositions diverses serait nécessaire pour valider I’exploitabilité
du systeme proposé. Dans le méme theme, la capacité a distinguer des gabarits afin
d’estimer si les occupants de certains siéges sont adultes ou non pourrait faire I’objet

d’une nouvelle étude.

— Enfin, une étude des performances de SVM multi-classes exploitant des codes cor-

recteurs pourrait également étre réalisée.
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ANNEXE A

Publications

Articles de revues

P. Avital, G. Chardon and J. Picheral. Design of switching sequences for sine parame-

ters estimation on switched antenna arrays. under review, 2021

Brevets

O. Oguz, P. Avital and G. Djokic. Dispositif d’analyse d’un habitacle de véhicule,

déposé en 2020
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ANNEXE B

Matrice d’information de Fisher

Bien que la section 2.1 se contente de montrer la FIM pour le cas d’une seule sinusoide,
puisque seul ce cas donne des résultats analytiques interprétables, la FIM F’ pour des
sources multiples de fréquences inconnues peut étre obtenue dans le cas d’un bruit blanc

gaussien complexe circulaire de variance 202, et s’écrit :

I?/(l’l) ]?/(1,2) o ]?/(l,[)
1?1(2,1) ]?1(2,2) o I?/(2’I)

F = . . . . ) (B.1)
F/(I’l) F/(I,Q) o FI(I,I)

R e w

RO =0T = el D (B.2)
i,'T i i
SR

ott F':) correspond aux sources i et j. F%:Q, Fg:i) et FXQ sont diagonales; et fX’i) et

féﬁg) sont des vecteurs colonnes tels que :

02 |:FE4Z:‘Z4)i|k’7k - nzl COS(Ai7j7k7n)7 (B?))
o’ [Fgfs]o)h,k = Airdjp Zl coS(Ai jk,n); (B.4)
n=
. Ni
o [FQ] = =AY sin(Asnn), (B.5)
’ n=1
o f0) =" A Ajk >t c0s(Ai k), (B.6)
k=1 n=1
. . Nk
o [fﬁf;j)}k = A Yt sin(A ), (B.7)
n=1
P Nk
o {fv(fvg)h = Ak Ajr Y tin co8(Ai ), (B.8)
n=1
avec A jkn = (Wi — wj)tkn + ©ik — @)k (B.9)
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La FIM F pour des sources multiples de fréquences connues pour un bruit similaire

peut étre écrite sous la forme :

Fl) pl2) g@ID)
F(2’1) F(2’2) o F(2,I)

e (B.10)
F([,l) F(I’Q) o F(I’I)

avec (i) (i)
17] 27‘7

Fld) — T — FA’,AT FA,"%’ (B.11)
F(Zvj) F(ZJ)

A,lp ®,p
Remarquons que A;; 1. , = 0Vi, k,n, d’ou la structure simplifiée de la FIM pour le cas

d’une source unique décrite en section 2.1.



ANNEXE C

Inversion de la FIM

Le bloc F/ de la FIM lié¢ a la fréquence w et aux phases ¢ a la forme de la matrice M

suivante : ) }
ayp a3 ay -+ 4aAg
al b1 0 cee 0
M=|a 0 b 0 1. (Ca)
laxk 0 0 - b ]

Par décomposition de Laplace, le déterminant de M est

N

det M = <a0 -y ‘fb) 110w (C.2)

n=1 """

En utilisant la régle de Cramer, et en remarquant que les mineurs de M sont similaires,

on peut obtenir les coefficients de I'inverse de M : M1 = (m;;)o<ij<k tels que

1
moo — ﬁ, (03)
a0 — Xk=1 7';
a
Mok = Mo = _Fzm007 (C.4)
1 a%
Mk = E + gmooj (C.5)
;4
mij = bl-b; moo- (C.6)
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ANNEXE D

FIM pour I'estimation d’angle
d’'incidence

En utilisant le modéle non-bruité donné par I’équation (1.4), rappelée ci-dessous, et en
supposant un bruit blanc gaussien complexe circulaire, la FIM G pour 'estimation des
parametres liés a I’angle d’incidence d’un signal sinusoidal de fréquence inconnue peut étre

calculé a 'aide de la formule de Slepian-Bangs.

i

I
=33 Birexp(jwi(t — mrlai) = 7)) (1.4 rappel)

i=1[=1

En utilisant le vecteur de parameétres [5171,a1,1,w1,71(?1)] (noté [B,a,w, 7| dans cette

annexe), on peut alors écrire :

Gw,w = 52 Z Z (tk:,n — Tk (0)) (D 3)
k=1n=1
K
232 Imy,()
GO&,T - B Z aa ) (D 4:)
k=1
2 87% (0)
Ga,w - 6 Z Z tk,n Tk(a) - T, (D 5)
n=1
K Ng
S o — 7ela) — 7 0.6)
k=1n=1

101






ANNEXE E

Minimisation en 2 de ||aejz — bH2

Prouvons que Iglelg&l Haejz — bH2 = Haexp (j@) — b‘

Ce qui revient a minimiser

) ,V(a,b) € (CN,CN).

f(z) = |lae’ — sz (E.1)
= [lafl3 + [Ib]3 — 2% (b ae’), (E.2)
et donc a minimiser
9(2) = —2% (b"ac?) (E.3)
= 2R (’bH al é&eﬂ (E.4)
= —2|b"a|cos(/b"a + 2). (E.5)

Or Vk € N, x = 2k7 minimise — cos(z), donc toute solution de /bfa+2z = 2kn, k € N
minimise g(z) et f(z).

z = —/bla = /a’b minimise donc g(z) et f(z).
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