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Introduction

De nos jours, une grande partie des technologies que nous utilisons régulièrement sont au moins partiellement
basées sur l’utilisation de dispositifs électroniques. La démocratisation récente de l’informatique et de la téléphonie
mobile, ainsi que de l’automatisation de tâches, aussi bien industrielles que quotidiennes, a encore plus accentué cette
tendance à la généralisation de l’électronique dans la vie de tous les jours. Le développement actuel de l’internet des
objets [Waldrop 2016] est un parfait exemple de cette tendance, qui se traduit par une augmentation des besoins
en termes de capteurs, de transmission, de traitement et de stockage de l’information, soit par une augmentation
des besoins énergétiques. Du fait des contraintes environnementales, mais aussi dans un but de réduction des
coûts, il apparaît donc clair que le développement de telles applications doit s’accompagner d’une amélioration des
technologies relatives à la fois à la production et au stockage d’énergie, en parallèle de la recherche de dispositifs
moins consommateurs et plus performants.

L’électronique classique repose sur l’utilisation de dispositifs qui permettent de véhiculer, traiter et stocker
l’information. L’amélioration de ces composants passe généralement par une amélioration en amont des techniques
scientifiques et industrielles de fabrication et de caractérisation, mais aussi par les avancées dans la connaissance
fondamentale des propriétés des matériaux qui les constituent. Parmi les faits marquants et récents de ce domaine de
recherche et d’applications, nous pouvons citer d’une part la fin annoncée de la loi de Moore et l’incapacité à réduire
indéfiniment la taille des transistors, briques de base de bon nombre d’applications électroniques, et d’autre part, le
développement depuis une trentaine d’années d’applications basées sur l’électronique de spin, ou spintronique, qui
a permis à la fois l’apparition des disques durs et, plus récemment, de mémoires vives magnétiques (MRAM pour
magnetic random access memory).

Depuis une dizaine d’années, la « spinorbitronique », une nouvelle forme d’électronique axée sur l’utilisation de
phénomènes physiques liés à l’interaction spin-orbite, a commencé à voir le jour et a connu une expansion rapide.
Du fait de sa faible contribution à l’énergie interne d’un matériau, l’interaction spin-orbite était jusqu’alors assez
peu considérée dans des systèmes magnétiques, si ce n’est pour sa participation à l’anisotropie magnétique qui
définit l’orientation de l’aimantation dans un cristal. Dans les matériaux semiconducteurs non-magnétiques, cette
interaction est au contraire étudiée depuis les années 50, comme en témoignent les différents articles majeurs parus
sur les effets spin-orbite de type Rashba ([Rashba 1959, Bychkov 1984]), Dresselhaus ([Dresselhaus 1955]), mais
aussi sur les effets de relaxation de spin ([Elliott 1954, Dyakonov 1972]) ou sur l’effet Hall de spin ([Hirsch 1999]).
Dans la mesure où ils pourraient être contrôlés efficacement, l’interaction spin-orbite et les effets qui en découlent,
pourraient apparaitre comme un pont entre l’électronique classique et la spintronique et permettre de développer
des dispositifs logiques ou de stockages de l’information à faible consommation énergétique.

Parmi les dispositifs ou prototypes spinorbitroniques les plus connus, citons par exemple les SOT-MRAM,
qui sont des mémoires vives magnétiques dont la direction de l’aimantation d’une des couches magnétiques est
manipulée par un couple spin-orbite [Liu 2012], ou encore le dispositif MESO (magnetoelectric spin-orbit logic
device), qui promettrait une énergie de fonctionnement cinq fois inférieure à un dispositif électronique classique
[Manipatruni 2019]. Ces deux applications ont en commun de reposer sur des phénomènes de conversion spin-charge
dus à l’interaction spin-orbite, qui apparaissent soit via l’effet Hall de spin ou par effet Rashba-Edelstein. Pour que
ces effets soient optimums, il a été montré qu’il était nécessaire d’avoir un matériau ou un système spin-orbite qui
présente à la fois une interaction spin-orbite élevée, mais aussi des symétries adaptées à l’obtention de textures de
spin (ou de champs magnétiques effectifs) qui permettent de minimiser au maximum les effets de relaxation du spin
par mécanisme Dyakonov-Perel’.

Dans cette thèse, nous avons choisi d’étudier numériquement la structure électronique et les effets spin-orbite
dans des oxydes de métaux de transition et leurs hétérostructures. Notre choix s’est porté sur cette famille de
matériau, car elle est très connue pour présenter une large richesse de propriétés physico-chimiques facilement
modulables par modification de la structure cristallographique ou de la chimie. Les oxydes de métaux de transition
sont donc très souvent utilisés comme terrain d’analyse pour des études très fondamentales [Zubko 2011]. Les calculs
réalisés durant cette thèse ont été principalement des calculs dits ab initio, basés sur la théorie de la fonctionnelle
de la densité (DFT pour density-functional theory), et parfois complétés par des modèles de liaisons fortes ou le
développement d’hamiltoniens suivant la théorie des invariants. Ce manuscrit de thèse est divisé en six chapitres,
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dont les deux premiers introduisent le contexte de l’étude et les méthodes de calculs, et les quatre suivants constituent
les chapitres de résultats :

1. Dans le premier chapitre de ce manuscrit, nous redéfinissons en détails le contexte de l’étude réalisée au cours
de cette thèse. Nous explicitons en particulier les enjeux sociétaux évoqués précédemment, et dans lesquels
s’inscrivent le développement de la « spinorbitronique ». Ce chapitre est également l’occasion de définir les
notions fondamentales clés nécessaires à la compréhension des chapitres suivants.

2. Le second chapitre est dédié à la description des méthodes de calculs utilisées, ainsi que des théories sous-
jacentes.

3. Le chapitre 3 est centré sur l’étude de l’oxyde SrTiO3(001) interfacé avec LaAlO3, système déjà bien connu
pour présenter un gaz bidimensionnel d’électrons et des taux de conversion spin-charge par effet Rashba-
Edelstein particulièrement élevés. Plusieurs aspects sont évoqués dans ce chapitre. Tout d’abord, nous dé-
taillons une étude menée en collaboration avec des expérimentateurs afin de décrire et comprendre au mieux
la structure électronique et les propriétés de transport de cette interface conductrice. Ce travail nous ayant
amené à étudier les effets spin-orbite dans ce système, nous l’avons poursuivi en essayant de comprendre
comment ces effets pouvaient être modifiés et contrôlés expérimentalement. Pour cela, nous avons notam-
ment envisagé les effets d’une tension de grille et les effets associés à la structure atomique, que ce soit du
fait d’une contrainte biaxiale appliquée dans le plan de l’interface ou du fait de la dimensionnalité, en faisant
varier l’épaisseur d’une des deux couches d’oxyde. Pour finir, nous avons essayé de décrire au maximum les
différentes difficultés rencontrées lors de l’étude de cette interface, et nous espérons que ce chapitre apparaisse
aussi didactique et méthodologique que possible.

4. Dans le chapitre 4, nous présentons une étude de l’oxyde ferroélectrique PbTiO3. Ce matériau sous forme
d’un cristal massif possède divers avantages, le premier étant d’être plus simple que l’interface étudiée dans
le chapitre précédent. Véritable cas d’école pour l’étude des matériaux ferroélectriques et utilisé dans de
nombreux dispositifs électroniques, cet oxyde est composé d’un élément chimique lourd et peut ainsi être
présenté comme une alternative 3D aux systèmes à base de SrTiO3. Pour ce système, l’orientation de la
polarisation électrique du matériau peut être contrôlée par l’application d’un champ électrique, mais peut
aussi varier en fonction de la contrainte épitaxiale. Nous discutons donc de l’évolution des couplages spin-
orbite en fonction de contraintes biaxiales en compression et en tension, qui comme nous le confirmons,
peuvent engendrer des transitions de phase cristallographique et ainsi peuvent modifier drastiquement la
forme des effets spin-orbite.

5. Dans le chapitre 5, nous présentons nos résultats préliminaires obtenus pour le composé HfO2, ferroélectrique
en couche mince, et nous proposons l’utilisation de ce matériau pour contrôler les effets spin-orbite d’une
couche de métal lourd adjacente.

6. Finalement, nous présentons dans le dernier chapitre une description succincte des autres études réalisées en
parallèle à cette thèse et plus ou moins en lien avec notre objectif premier. Ces différents travaux sont autant
d’exemples qui confirment la richesse de la physique des oxydes de métaux de transition.



Chapitre 1

Interaction spin-orbite dans les oxydes
et spinorbitronique

Durant cette thèse, nous avons étudié les couplages spin-orbite dans divers matériaux non-magnétiques ne
présentant pas la symétrie d’inversion spatiale.

L’ensemble des applications utilisant les couplages spin-orbite définit le domaine de la « spinorbitronique » et
pourrait permettre de répondre à plusieurs enjeux sociétaux relatifs à l’amélioration des dispositifs électroniques
(performance, consomation énergétique). Nous décrirons plus en détail dans la section 1.1 quelques-uns des dis-
positifs les plus connus de la « spinorbitronique » : la mémoire SOT-MRAM (Spin-Orbit Torque Magnetoresistive
Random Access Memory), le transistor de Datta-Das spin-FET (spin Field Effect Transistor), ou encore le disposi-
tif logique basé sur les effets magnétoélectriques et spin-orbite MESO (MagnetoElectric Spin-Orbit) conceptualisé
par la société Intel et l’université de Berkeley. La section 1.2 présentera plus en détail les couplages spin-orbite :
l’origine de l’interaction spin-orbite, l’histoire de la recherche dans ce domaine. Nous présenterons dans la section
1.3 les phénomènes de conversion spin-charge qui découlent des effets Hall de spin, galvanique de spin et Rashba-
Edelstein. Enfin la section 1.4 mettra en évidence l’intérêt des oxydes de métaux de transition et en particulier ceux
de structure perovskite dans l’étude des couplages spin-orbite.

1.1 Enjeux sociétaux relatifs à l’amélioration des dispositifs électro-
niques

1.1.1 Limitations de la technologie CMOS
La technologie CMOS (Complementary Metal Oxide Semiconductor) est la plus répandue pour réaliser des

circuits logiques NAND et NOR utilisés pour les opérations de calculs dans les processeurs. Les efforts communs
dans la recherche et dans l’industrie pour l’amélioration des procédés de fabrication des transistors CMOS ont permis
d’augmenter par deux la puissance des processeurs tous les deux ans et ainsi de respecter la loi « prophétique » de
Moore [Moore 2006]. Pour cela, ces industries ont fait le choix de diminuer la taille des transistors afin d’augmenter
le nombre de transistors par processeur et ainsi d’augmenter la puissance de calcul de ces derniers : on est passé
d’une taille de 90 nm pour un transistor dans les années 2000 à une taille de 7 nm aujourd’hui 1. A force de
réduire la taille des transistors, on s’approche inexorablement d’une limite physique (augmentation de la résistance,
phénomènes quantiques émergents) et diminuer leur taille ne serait-ce que d’un atome est un challenge technologique
et économique [Waldrop 2016]. La technologie CMOS atteint donc ses limites et il est nécessaire de passer à de
nouvelles technologies afin de continuer à respecter la loi de Moore, mais aussi de développer de nouveaux paradigmes
de programmation et de nouvelles architectures afin d’améliorer les performances des processeurs.

Actuellement les processeurs sont bâtis suivant une architecture de Von Neumann : chaque processeur peut être
assimilé à une unité de traitement (ALU, Arithmetic–Logic U ) gérant les calculs logiques, une unité de contrôle
donnant les instructions du calcul et d’une unité mémoire dite « mémoire cache » 2), toutes ces unités sont inter-
connectées entre elles, donnant lieu à des transferts de données. La puissance d’un processeur ne se résume donc
pas qu’à la puissance de son unité de traitement, mais aussi aux capacités des autres unités, en particulier celle

1. Il s’agit ici de la dernière génération de processeurs Intel Meteor Lake
2. Aujourd’hui ces mémoires sont de type SRAM (Static Random Access Memory) caractérisées par un fort débit d’information,

mais avec une faible capacité de stockage. Généralement, un processeur dispose de trois types de mémoire cache SRAM : L1, L2 et L3
avec des débits (capacité de stockage) respectifs de 2 To/s (32ko), 1 To/s (1Mo) et 300 Go/s (14Mo) (performance du processeur Intel
7900X (https ://www.sisoftware.co.uk/2017/06/24/intel-core-i9-skl-x-review-and-benchmarks-cache-memory-performance/) )
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de la mémoire. A quoi servirait une unité centrale capable de traiter plus de 10 To/s de données si on ne peut en
transférer que 2 To/s ? Au début (à la fin) d’un calcul, les données sont transférées depuis (vers) d’autres dispositifs
de mémoire situés dans l’ordinateur, soit pour une utilisation ultérieure dans un autre calcul (mémoire dite « vive »),
soit pour la stocker définitivement (mémoire dite « morte »). On distingue deux types de mémoires, les mémoires
dites « volatiles » (i.e. nécessitant d’être alimentées pour conserver l’information) ou à l’inverse, les mémoires
« non-volatiles ». Les capacités de transfert et de stockage ont donc un impact direct sur les capacités de calculs
d’un ordinateur et leur amélioration est tout autant nécessaire que celle des unités de calcul du processeur afin
d’augmenter les performances d’un ordinateur : à quoi servirait un processeur capable de traiter plus de 2 To/s de
données si on ne peut en transférer que 500 Go/s et en enregistrer que 1 Go ?

1.1.2 Spintronique
Le domaine de la « spintronique » regroupe la recherche et les applications utilisant le spin comme nouveau

degré de liberté pour coder l’information ou transporter l’information. Plusieurs effets physiques ont été étudiés et
utilisés dans l’industrie électronique.

La spintronique est un domaine très prometteur pour développer de nouveaux types de mémoires. Elle a déjà
fait ses preuves en introduisant les mémoires non-volatiles MRAM (Magnetoresistance Random Access Memory)
[Apalkov 2016] et STT-(M)RAM (Spin Transfert Torque Magnetoresistance Random Access Memory) [Chen 2010]
comme mémoires vives et en montrant que le débit de ces STT-RAM pouvait être compétitif avec certaines mémoires
caches des processeurs, tout en présentant une bien meilleure capacité de stockage [Jog 2012]. Les dispositifs de
la spintronique permettraient de transcender l’architecture de Von Neumann en développant de nouveaux types
de transistor traitant à la fois la partie logique et la partie mémoire, réduisant ainsi les transferts de données
[Manipatruni 2019].

Magnétorésistance Géante

La spintronique a émergé dans les années 1990, après que le phénomène de magnétorésistance géante a été
découvert à l’interface entre Fe(001) et Cr(001) en 1988 [Baibich 1988] [Binasch 1989]. La magnétorésistance est
définie comme la variation de la résistance électrique en fonction d’un champ magnétique externe ou de l’aimanta-
tion des matériaux. On peut évaluer la magnétorésistance tMR par la différence entre la résistance maximale Rmax

et minimale Rmin, pondérée par Rmax : tMR = Rmax −Rmin

Rmax
. Les équipes de Fert [Baibich 1988] et Grunberg

[Binasch 1989] ont mesuré un taux de magnétorésistance de 50% à l’interface conductrice Fe/Cr, largement supé-
rieur aux valeurs de magnétorésistance des matériaux de l’époque (quelques %). Ici l’état de résistance maximale
correspond à une aimantation parallèle entre le moment du fer et du chrome (Rmax = RP ), tandis que l’état de
résistance minimale correspond au cas où les deux aimantations sont antiparallèles entre elles (Rmin = RAP ). Ce
phénomène est appelé magnétorésistance géante ou GMR (Giant MagnetoResistance).

La magnétorésistance géante a permis l’élaboration de nouveaux types de capteur : les valves de spin. Elles sont
composées d’une couche ferromagnétique d’aimantation fixe et d’une couche ferromagnétique avec une aimantation
facilement retournable, séparés par une couche métallique non-magnétique. Ces capteurs ont été démocratisés à
partir des années 2000 avec l’apparition de nouvelles têtes de lecture de disques durs qui ont permis d’augmenter
considérablement (d’un facteur 100) leurs capacités de stockage de l’époque [Reig 2013]. Ces valves de spin sont
aujourd’hui largement utilisées dans l’industrie automobile en tant que capteurs de vitesse et d’angles [Kapser 2013].
La découverte de la magnétorésistance géante a de plus remis au goût du jour les effets de magnétorésistance
tunnel (TMR, Tunnel MagnetoResistance) au travers des jonctions tunnels magnétiques ou MTJ (Magnetic Tunnel
Junction) [Baraduc 2013].
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Figure 1.1 – Schéma explicatif du fonctionnement d’une jonction tunnel magnétique (MTJ). En considérant deux
canaux de spin indépendants et en supposant qu’aucun retournement du spin n’est possible pendant le transport
tunnel, la direction de spin correspondant à une densité d’états (DOS) élevée sera la même pour les deux électrodes
en configuration parallèle. Dans le cas d’une configuration antiparallèle, la DOS élevée d’une électrode correspond à
une DOS faible pour l’autre électrode, et inversement : la DOS faible fait alors office de paramètre limitant quelque
soit la direction du spin considérée, augmentant ainsi la résistance tunnel. [Arras 2010]

Magnétorésistance tunnel

Une jonction tunnel magnétique est composée de deux couches ferromagnétiques séparées par une fine couche
isolante généralement non-magnétique. La première couche magnétique (polariseur) agit comme un filtre de spin,
un courant électrique parcourant cette couche se polarise en spin, puis traverse la couche isolante par effet tunnel
jusqu’à la deuxième couche magnétique (analyseur). Le courant de spin et de charge subit une résistance différente
lorsque l’aimantation de l’analyseur est parallèle (Résistance basse) ou antiparallèle (Résistance haute) au spin des
électrons qui traversent par effet tunnel (voir figure 1.1 ).

En 1983, De Groot et al. [de Groot 1983] prédirent une TMR géante de plus de 1000% dans la tricouche
Fe/MgO/Fe. Quelques années plus tard, Yuasa et ses associés mesurèrent expérimentalement une TMR de 200% à
température ambiante pour ce même système [Yuasa 2004]. Ces forts taux de magnétorésistance dans les jonctions
tunnel magnétiques ont permit entre autre l’élaboration d’un nouveau type de mémoire RAM, à savoir la mémoire
non-volatile que nous avons évoquée précédemment, la MRAM. Les MRAM sont composées d’une jonction tunnel
magnétique et de canaux de courant électrique adjacents à la jonction. La lecture du dispositif se fait en injectant
un courant dans la MTJ et en mesurant sa résistance : une résistance faible (aimantations parallèles) correspond
au bit 1, tandis qu’une résistance haute (aimantations antiparallèles) correspond au bit 0. L’écriture est gérée
via l’intermédiaire d’un champ magnétique local produit par l’injection d’un courant électrique dans les circuits
adjacents.

Les MRAM sont commercialisées depuis les années 2000 et présentent maintenant des caractéristiques com-
pétitives avec les mémoires DRAM (Dynamic Random Access Memory) 3, avec une vitesse de lecture rapide (30
ns) associée à une grande endurance. Malheureusement à cause de l’utilisation d’un champ magnétique externe
présentant une dispersion plus grande que les champs électriques, la capacité de stockage (32Mo 4) est nettement
inférieure à celle des DRAM. Une alternative possible à l’utilisation du champ magnétique est l’utilisation d’un
autre phénomène physique : le transfert de spin par effet torque (STT).

Spin Transfer Torque

Le couple de transfert de spin ou Spin Transfer Torque (STT) est un phénomène physique qui a été prédit en
1996 par Slonczewski [Slonczewski 1996] et qui apparaît lorsqu’un courant de spin est injecté dans un matériau
magnétique. Les moments angulaires du spin des électrons du courant électrique sont transférés aux moments
magnétiques de spin des atomes du matériau, ce qui peut provoquer un retournement de l’aimantation de la couche
magnétique si le courant de spin est suffisamment important, un schéma de principe est présenté dans la figure
1.2(a).

3. Les DRAM sont très présentes en tant que mémoires vives dans les ordinateurs du fait de leur rapidité de lecture/écriture et de
leur grande capacité de stockage.

4. Cas du modèle de MRAM MR5A16A de Everspin (https://www.everspin.com/family/mr5a16a?npath=258).

https://www.everspin.com/family/mr5a16a?npath=258
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Figure 1.2 – Retournement de l’aimantation d’une électrode dans une jonction tunnel magnétique : (a) pour un
effet Spin Transfer Torque (STT), pour un effet Spin-Orbit Torque (SOT) produit par l’effet (b) Hall de spin et (c)
Rashba-Edelstein. [Manchon 2019]

Plusieurs industries de l’électronique comme Everspin ou Intel ont déjà mis en application ce phénomène physique
aux MRAM, donnant lieu aux STT-(M)RAM. L’aimantation est retournée par effet STT en injectant un fort courant
de charge dans la jonction tunnel magnétique qui se polarise alors en spin dans la couche magnétique fixe et retourne
l’aimantation de la couche libre. Les STT-RAM ont permis d’améliorer les capacités de stockage des MRAM pouvant
aller jusqu’à 1Go aujourd’hui 5. Il a été montré que la vitesse de lecture et d’écriture des STT-RAM est compétitive
par rapport aux mémoires caches SRAM des processeurs [Jog 2012]. Cependant, comme les canaux de lecture et
d’écriture sont identiques, des erreurs peuvent être engendrées, réduisant les performances du système par rapport
aux SRAM [Liu 2012]. En utilisant un autre phénomène physique pour manipuler l’aimantation, il est possible de
séparer les canaux d’écriture et de lecture dans ce type de mémoire magnétique.

Spin-Orbit Torque

L’effet couple spin-orbite (Spin-Orbit Torque, SOT) est actuellement très étudié par la communauté scientifique
et très prometteur pour l’élaboration de nouveaux modèles de SOT-MRAM [Liu 2012].

Dans des matériaux non magnétiques à fort couplage spin-orbite, il est possible d’engendrer un courant de spin
via un effet Hall de spin (figure 1.2(b)) ou Rashba-Edelstein (figure 1.2(c)) en appliquant un champ électrique. La
polarisation en spin ainsi créée (courant ou accumulation de spin) peut provoquer un effet torque sur l’aimantation
d’une couche magnétique adjacente, il s’agit du spin-orbit torque. Un tel effet peut être utilisé pour créer de nouveaux
types de MRAM : les SOT-MRAM. Ici, les canaux d’écriture et de lecture sont séparés permettant de corriger les
problèmes liés aux STT-MRAM dans les mémoires caches des processeurs [Liu 2012]. Le canal de lecture correspond
à la jonction tunnel magnétique comme pour les MRAM et les STT-RAM, tandis que le canal d’écriture se situe
dans le matériau non-magnétique à fort couplage spin-orbite.

1.1.3 Spinorbitronique
Les couplages spin-orbite sont des couplages complexes, responsables de plusieurs phénomènes physiques tels

que : les effets Hall de spin et Hall de spin quantique, les effets Rashba ou Dresselhaus, ou encore l’effet SOT
[Manchon 2015]. Leur étude à permis de mettre en évidence de nouvelles classes de matériaux, comme les isolants
topologiques et les matériaux de Dirac. L’ensemble de la recherche et des applications reposant sur les couplages
spin-orbite forment un sous-domaine de la spintronique que l’on nomme spinorbitronique. L’étude des origines et
des propriétés du couplage spin-orbite est fortement intéressante, car elle pourrait donner lieu au développement
de plusieurs applications allant de la mémoire SOT-MRAM à de nouveaux types de transistors à effet de champs
(Spin-FET).

Le dispositif spin-FET imaginé par Datta et Das en 1990 [Datta 1990], représenté dans la figure 1.3, est composée
de deux composés ferromagnétiques, constituant la Source et le Drain, séparés par un matériau non-magnétique
présentant un gaz 2D avec un fort couplage spin-orbite (Grille). Un courant de spin est injecté via la source
ferromagnétique vers le gaz 2D, les spins subissent une précession via le couplage spin-orbite de la grille dont la
force peut être modifiée via une tension de grille. Le système perçoit une résistance différente lorsque les spins sont
parallèles ou antiparallèles à l’aimantation du drain [Heide 2006].

5. Cas du modèle de MRAM EMD4E001G de Everspin (https://www.everspin.com/family/emd4e001g?npath=3557)

https://www.everspin.com/family/emd4e001g?npath=3557
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Source DrainGrille

Figure 1.3 – Schéma du spin-FET de Datta-Das. La source (injecteur de spin) et le drain (détecteur de spin) en
rouge sont deux ferromagnétiques dont l’aimantation est représentée par une flèche grasse. Le courant polarisé en
spin traverse le matériau conducteur au travers du gaz bidimensionnel d’électrons (2DEG), durant leur parcours
les moments de spin des électrons précessent à cause des couplages spin-orbite du matériau conducteur. L’angle de
précession dépend de la tension de grille appliquée sur le système [Heide 2006].

La société Intel et l’université de Berkeley ont collaboré ensemble afin de proposer le concept d’un nouveau type
de dispositif logique avec une architecture différente des transistors actuels [Manipatruni 2019] et consommant moins
d’énergie. Ce dispositif logique non-volatile dit « MESO » (MagnetoElectric Spin-Orbit) est représenté sur les figure
1.4(a) et (b) [Manipatruni 2019]. Il est composé d’un matériau avec un fort couplage magnétoélectrique qui permet
de retourner l’aimantation de la couche ferromagnétique adjacente via un courant électrique. L’aimantation de la
couche magnétique est lue gràce au couplage spin-orbite et aux conversions courant de spin vers charge engendrés
par le matériau non-magnétique, via un effet Hall de spin ou Rashba-Edelstein que nous détaillerons dans la section
1.3. Le courant de sortie peut alors être injecté vers d’autres transistors MESO adjacents, permettant ainsi de faire
des circuits logiques de type NAND ou NOR avec une consommation électrique prédite 30 fois inférieure aux circuits
logiques à base de CMOS ainsi qu’une taille inférieure.

Figure 1.4 – Dispositif logique MESO (MagnetoElectric Spin-Orbit). (a) transduction du signal à travers le dis-
positif MESO. L’effet magnétoélectrique transforme le signal électrique en un signal magnétique, et le couplage
spin-orbit transforme le signal magnétique en un signal électrique. (b) Schéma du dispositif MESO composé d’un
matériau magnétoélectrique, d’une couche magnétique et d’un matériau non-magnétique présentant un effet Rashba-
Edelstein. [Manipatruni 2019]

D’autres applications basées sur les effets issus de l’interaction spin-orbite peuvent être envisagées. Plusieurs
études montrent par exemple que l’effet Hall anomale apparaissant dans les matériaux magnétiques peut être
mesuré par effet tunnel avec un matériau non-magnétique présentant un fort couplage spin-orbite [Vedyayev 2013,
Matos-Abiague 2015, Tao 2021].

Nous pouvons citer aussi l’élaboration d’un nouveau type de jonction tunnel similaire aux MTJ. Ce dispositif
est composé d’une couche ferromagnétique, d’une barrière isolante ferroélectrique et d’un matériau conducteur non-
magnétique. Le courant de spin injecté par le métal ferromagnétique vers la barrière isolante subit une sélection en
fonction de l’orientation du spin de part le couplage spin-orbite dépendant de la polarisation électrique du maté-
riau ferroélectrique. Les états de résistance du système codant l’information dépendent de l’orientation relative de
l’aimantation de la couche ferromagnétique avec la polarisation de la barrière ferroélectrique [Gould 2004, Tao 2021].

Comme nous venons de l’expliquer, la prise en compte de l’interaction spin-orbite pourrait s’avérer essentielle
pour réaliser différents dispositifs innovants. L’étude des couplages spin-orbite dans les matériaux est donc pri-
mordiale pour rendre ces applications viables du point de vue industriel. En effet, pour rendre de tels dispositifs
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viables et compatibles vis à vis des technologies existantes, il est nécessaire de trouver des matériaux avec un fort
couplage et présentant des caractéristiques particulières. La section suivante a pour objectif de présenter les origines
connues des couplages spin-orbite, ainsi que les différentes formes de couplages pouvant entrainer des conversions
spin-charge.

1.2 Couplages Spin-orbite
1.2.1 Couplages spin-orbite atomique

Le couplage spin-orbite peut être introduit comme une correction issue de la relativité restreinte dans un système
faiblement relativiste. La relativité restreinte indique que si un électron e de charge q et de masse me se déplace à
une vitesse v = p/me dans un potentiel électrique U(r) = V (r)/q où V (r) est l’énergie potentielle de l’électron, ce
dernier va ressentir un champ magnétique B′ relativiste correspondant à la transformation de Lorentz du champ
électromagnétique, tel que :

B′ = 1

c2
√

1 − v2

c2

v × E (1.1)

où c est la vitesse de la lumière dans le vide et E = −∇U(r) = − 1
q ∇V (r). Pour un électron faiblement relativiste

( v2

c2 ≪ 1), nous pouvons faire un développement à l’ordre 0 en v2

c2 de l’équation précédente :

B′ = 1
c2 v × E (1.2)

En remplaçant E par sa valeur − 1
q ∇V (r), on obtient :

B′ = − 1
mec2

1
q
p × ∇V (r) (1.3)

Pour un système atomique, on peut considérer que le potentiel V (r) est sphérique, ce qui se traduit par V (r) =

V (r) et ∇V (r) = ∂V (r)
∂r

r

r
. On trouve alors :

B′ = − 1
mec2

1
q

1
r

∂V (r)
∂r

p × r (1.4)

En introduisant le moment angulaire L = r × p dans 1.4, on obtient :

B′ = 1
mec2

1
q

1
r

∂V (r)
∂r

L (1.5)

Interaction entre le moment de spin et le champ magnétique relativiste

Le moment magnétique de spin de l’électron MS = −qℏ
2me

σ interagit avec ce champ magnétique relativiste, dont
l’interaction HSO est donnée par la relation suivante :

HSO = −MS · B′ = qℏ
2me

σ · B′ (1.6)

En injectant l’expression 1.3 de B′ dans 1.6, on obtient :

HSO = − ℏ
2(mec)2σ · (p × ∇V (r)) (1.7)

qui par permutation cyclique du produit σ · (p × ∇V (r)) peut s’écrire aussi sous la forme :

HSO = − ℏ
2(mec)2 ∇V (r) · (σ × p) (1.8)

Afin d’obtenir l’expression de la perturbation spin-orbite pour un système atomique, il faut injecter l’expression
1.5 de B′ dans 1.6. On obtient :

HSO = ℏ
2(mec)2

1
r

∂V (r)
∂r

σ · L (1.9)
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Cette interaction lie directement le moment de spin de l’électron avec son moment angulaire, d’où le nom
d’interaction spin-orbite. On observe qu’au voisinage de 0 (centre de l’atome), le terme ∂V (r)

∂r
diverge et cette

interaction ne peut plus être calculée. Lenthe et al [Lenthe 1993] proposèrent de corriger le développement fait à

l’équation 1.1 en introduisant dans l’équation 1.8 un terme K(r) =
(

1 − V (r)
2mec2

)−2
, tel que [Steiner 2016] :

HSO = ℏ
2(mec)2

K(r)
r

∂V (r)
∂r

σ · L (1.10)

On s’attend à ce que l’ordre de grandeur de l’interaction dipolaire soit petit devant celui de l’Hamiltonien d’un
système atomique [Cohen-Tannoudji 2018], permettant ainsi de traiter cette interaction comme une perturbation.

1.2.2 Couplages spin-orbite dans les solides
Pour l’étude des solides, il peut être intéressant de faire apparaître le vecteur d’onde k = p/ℏ dans l’expression

1.8 :

HSO = − ℏ
2(mec)2 ∇V (r) · (σ × k) (1.11)

En faisant apparaitre k dans l’expression 1.6 et 1.7, on peut montrer que le couplage spin-orbite revient à calculer
le moment de spin et un vecteur affilié au champ magnétique effectif agissant dans la zone de Brillouin :

HSO = σ · Ω(k) (1.12)

Avec Ω = ℏ
2(mec)2B(k).

Une autre formulation possible de l’interaction spin-orbite dans les solides consiste à supposer que K(r)
r

∂V (r)
∂r

décroît rapidement lorsqu’on s’éloigne d’un noyau atomique, ainsi l’interaction spin-orbite peut être considérée
uniquement près des noyaux atomiques [Steiner 2016]. On peut alors écrire l’interaction spin-orbite d’un cristal
comme étant la somme des interactions spin-orbite monoatomiques (équation 1.10) des atomes I à la position RI :

HSO = ℏ
2(mec)2

∑
I

KI(rI)
rI

dVI(rI)
drI

σ · LI (1.13)

avec le moment angulaire LI = rI ×p avec rI = r−RI . VI(rI) qui est la partie sphérique du potentiel atomique
de l’atome I.

Une autre approche pour traiter les couplages spin-orbite est d’utiliser des arguments de symétrie, comme nous
le verrons dans les sections suivantes.

Théorème de Kramers et symétrie d’inversion dans le temps

Le théorème de Kramers [Kramers 1929] stipule qu’en présence de la symétrie d’inversion dans le temps, chaque
fonction d’onde du système est au moins deux fois dégénérées si la fonction est associée à des particules de spin
demi-entier.

Nous pouvons adapter ce théorème à l’étude de la structure électronique (électrons de spin 1/2) d’un système
cristallin. En présence de la symétrie d’inversion dans le temps, les énergies εn,σ(k) associées aux fonctions d’onde
φn,σ,k respectent donc la relation suivante (où n est le numéro de la bande, σ = ± est l’état de spin et k son vecteur
d’onde) :

εn,+(k) = εn,−(−k) (1.14)

Autrement dit, dans une structure de bandes, la symétrie d’inversion du temps (présente dans les matériaux non-
magnétiques) impose que l’énergie d’une bande corresponde à celle du spin de direction opposée. Au point k = 0,
les deux états de spin |+⟩ et |−⟩ sont dégénérés. Une telle structure de bandes respectant la relation de Kramers
1.14 est représentée par la figure 1.5.



18 Chapitre 1 : Interaction spin-orbite dans les oxydes et spinorbitronique

k
E

|+>|->

Figure 1.5 – Exemple d’une structure de bandes respectant la relation de Kramers, les états |+⟩ et |−⟩ sont
respectivement représentés par les courbes rouge et bleue. En k = 0, les bandes sont dégénérées.

Considérons maintenant la symétrie d’inversion dans l’espace, qui impose la relation suivante :

εn,σ(k) = εn,σ(−k) (1.15)
En combinant 1.14 et 1.15, on en déduit que

εn,+(k) = εn,−(k) (1.16)

Les bandes sont donc doublement dégénérées avec la bande de spin opposé pour n’importe quel vecteur d’onde.
Autrement dit, l’énergie d’une bande est indépendante du signe du vecteur d’onde.

Ces relations montrent quelques résultats importants : 1) Contrairement à ce que l’on pourrait penser naïvement,
il est possible d’avoir une levée de dégénérescence en spin même pour des matériaux non magnétiques si les relations
ne sont pas respectées. 2) Seuls les matériaux présentant une symétrie d’inversion dans le temps et dans l’espace
ont des états de spin dégénérés pour n’importe quel vecteur d’onde.

La présence ou non de ces symétries a donc une forte incidence sur la relation entre le spin et le vecteur d’onde
k qui décrit le couplage spin-orbite dans les matériaux (équation 1.11). Nous allons introduire dans la suite de cette
section les formes de couplages spin-orbite les plus connus dans les systèmes non-magnétiques en introduisant les
effets Dresselhaus et Rashba avant de faire une description plus générale des couplages spin-orbite.

1.2.3 Couplages spin-orbite Dresselhaus et Rashba
L’importance des couplages spin-orbite dans la structure électronique des cristaux est apparue à partir des

années 1950 avec les travaux de Adams en 1953 [Adams 1953] dans lesquels l’hypothèse est émise que les couplages
spin-orbite devraient lever la dégénérescence des niveaux p dans des cristaux adoptant la structure diamant. L’année
suivante, Elliott [Elliott 1954] appuya cette hypothèse en utilisant la théorie des groupes et montra que dans les
matériaux présentant une symétrie d’inversion dans l’espace et dans le temps, on peut s’attendre à une levée de
dégénérescence des bandes de symétries compatibles (i.e. : p, d, t2g, eg ou autres), cependant ces bandes doivent
toujours respecter la relation 1.16 et rester dégénérées pour les 2 états de spin.

En 1955, Dresselhaus [Dresselhaus 1955] étudia les couplages spin-orbite dans le semi-conducteur non magnétique
InSb, associé au groupe d’espace F4 − 3m. Il démontra que la levée de dégénérescence en spin est due à l’absence
de la symétrie d’inversion spatiale dans F4 − 3m. En utilisant le théorème de Kramers, il montra dans un premier
temps que l’on pouvait s’attendre à une lévée de dégénérescence en spin en parcourant la zone de Brillouin malgré
que le système soit non magnétique (relation 1.14). Il confirma cette hypothèse en utilisant la théorie des groupes,
et détermina une perturbation spin-orbite à l’ordre 3 en k responsable de la levée de dégénérescence de la forme : 6

HSOC,D,3D = αD

[
σxkx

(
k2

y − k2
z

)
+ σyky

(
k2

z − k2
x

)
+ σzkz

(
k2

x − k2
y

)]
(1.17)

Cette perturbation est connue de nos jours comme l’effet Dresselhaus (3D), communément associée aux cristaux
massifs dits BIA (« Bulk Inversion Asymmetry ») qui ne présentent pas de symétrie d’inversion. 7 Cet effet traduit

6. Sous la forme 1.12, on a Ω(k) = αD

(
kx

(
k2

y − k2
z

)
, ky

(
kzy2 − k2

x

)
, kz

(
k2

x − k2
y

))
7. Cependant, les couplages spin-orbite dans les systèmes BIA ne sont pas tous de la forme de l’équation 1.17. En effet, nous pouvons

voir apparaître d’autres formes telles que celle de l’effet Rashba-Sheka (équation 1.19), voire d’autres formes plus complexes.
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la variation de la différence d’énergie ∆E± = E+ − E− entre deux états de spin (±) d’une bande n, dépendante
du vecteur d’onde. La force de ce couplage spin-orbite est donnée dans la valeur de la constante de Dresselhaus
αD. Nous pouvons noter que les deux états sont dégénérés au point k = 0 et la levée de dégénérescence survient
uniquement lorsque l’on s’éloigne de ce point.

Dans la limite des systèmes quasi-2D (surface, interface), la perturbation 1.17 peut-être approximée par un
terme linéaire donnant lieu à l’effet Dresselhaus 2D [Dyakonov 2008b] 8 :

HSOC,D,2D = αD (σxkx − σyky) (1.18)

Quelques années après l’étude de Dresselhaus, Rashba et Sheka [Rashba 1959, Bihlmayer 2015] entreprirent
une étude similaire sur les semiconducteurs de structure wurtzite (correspondant au groupe d’espace P63mc) et
trouvèrent l’expression suivante pour la perturbation du couplage spin-orbite. Nous assimilons cette expression à
l’effet Rashba-Sheka (ou Rashba 3D) 9 :

HSOC,RS = αR (σxky − σykx) + βR (σxky − σykx) k2
z (1.19)

avec αR et βR deux constantes représentant la force du couplage spin-orbite.
Quelques années plus tard Byckov et Rashba [Bychkov 1984] montrèrent que le premier terme de cette relation

permet de décrire correctement le couplage spin-orbite intervenant dans certains systèmes 2D de symétrie C4v, D2d

ou D4, le couplage spin-orbite dans ces systèmes est 10 :

HSOC,BR = αR (σxky − σykx) (1.20)

Dans la communauté scientifique, ce couplage spin-orbite est appelé effet Rashba ou effet Bychkov-Rashba. On
l’associe communément aux effets spin-orbite dans les surfaces ne présentant pas de symétrie d’inversion : SIA
pour « Surface Inversion Asymmetry » . 11 Dans la suite de cette thèse, nous appellerons effet Bychkov-Rashba, les
couplages spin-orbite apparaissant dans des systèmes 2D et/ou ceux dont la forme de l’Hamiltonien correspond à
l’équation 1.20.

1.2.4 Effets des couplages spin-orbite sur la structure de bandes
Dans cette section, nous allons présenter les effets des couplages spin-orbite sur la dispersion en énergie des

bandes et nous allons introduire la notion de texture de spin qui permet de représenter l’orientation des moments
magnétiques de spin en fonction du vecteur d’onde.

L’hamiltonien H du système (dimension 2 × N bandes) avec couplages spin-orbite est obtenu en sommant
l’Hamiltonien sans couplage H0 (dimension N bandes) à la perturbation spin-orbite HSOC (dimension 2) :

H = H0 +HSOC (1.21)

Les fonctions propres de H sont les fonctions d’onde |φn,σ,k⟩ d’une énergie εn,σ(k), où n est le numéro de la
bande dans H0 (n <= N) et σ = ± est le moment magnétique de spin.

On définit la différence d’énergie entre deux états de spin σ = |±⟩ d’une bande n par :

∆εn,±(k) = εn,+(k) − εn,−(k) (1.22)

Le moment magnétique de spin est défini par

mn,±(k) = µB

2 ⟨φn,σ,k|σ |φn,σ,k⟩ (1.23)

Avec µB = − eℏ
2me

le magnéton de Bohr et σ = (σx, σy, σz) les matrices de Pauli :

σx =
(

0 1
1 0

)
; σy =

(
0 −i
i 0

)
; σz =

(
1 0
0 −1

)
(1.24)

On appelle texture de spin, la représentation graphique mn,±(k) suivant les trois dimensions de dans la première
zone de Brillouin. La texture de spin permet d’avoir une représentation visuelle de l’organisation des spins dans

8. Sous la forme 1.12, on a Ω(k) = αD (kx, −ky , 0)
9. Sous la forme 1.12, on a Ω(k) =

(
αRky + βRky × k2

z , −αRkx − βRkx × k2
z , 0
)

10. Sous la forme 1.12, on a Ω(k) = (−ky , kx, 0)
11. Cependant, les couplages spin-orbite dans un système SIA peuvent être d’une autre forme que celle de l’effet Bychkov-Rashba, qui

n’apparaît que pour les systèmes SIA présentant une symétrie C4v , D2d ou D4 (et ne faisant interagir que 2 bandes de spins opposés).
En effet, on peut trouver des couplages de la forme Dresselhaus 2D (équation 1.19) ou d’autres formes plus complexes.
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le matériau (les figures 1.7(a), (b) et (c) donnent un exemple de textures de spin pour les effets Bychkov-Rashba,
Dresselhaus 2D et pour une texture de spin persistant). Elle est en particulier utile pour comprendre les conversions
spin-charge dans les matériaux, comme nous le verrons dans la section 1.3.

Nous pouvons noter que les équations 1.22 et 1.23 doivent respecter la relation de Kramers (équation 1.14), ce
qui se traduit par ∆En,±(0) = 0 et mn,± non défini en 0, autrement dit les deux états de spin sont dégénérés en
k = 0. Il est important de noter que l’intégrale de mn,± dans la zone de Brillouin est égale à 0 (

∫
mn,±(k)d3k = 0)

puisque nous avons un matériau non-magnétique.
Dans le cadre d’un hamiltonien à deux bandes représentant les deux états de spin, la détermination de la

différence d’énergie et de la texture de spin revient à diagonaliser uniquement l’hamiltonien HSOC (en effet, dans
ce cas H0 est égale à En(k) × I2) où I2 est la matrice unité de dimension 2). 12

Exemples

Prenons le cas des effets Bychkov-Rashba et Dresselhaus 2D dont les perturbations spin-orbite sont données par
les relations 1.27 pour l’effet Bychkov-Rashba et 1.18 pour l’effet Dresselhaus 2D. La diagonalisation de ces deux
équations renvoit la différence d’énergie suivante :

∆εn,±(k) = 2αk (1.25)

où α = αR ou αD. Cette équation montre que les effets Bychkov-Rashba et Dresselhaus 2D possèdent la même
différence d’énergie : linéaire et isotrope en k. Si la perturbation spin-orbite s’applique sur une bande parabolique
En(k) = ℏ2k2

2me
+En(0), alors l’énergie de la bande avec couplage spin-orbite est modifiée selon l’équation suivante :

εn,±(k) = ℏ2k2

2me
± αk + εn(0) (1.26)

La structure de bandes correspondante est donnée par la figure 1.6 :

Figure 1.6 – Levée de dégénérescence provoquée par l’effet Bychkov-Rashba ou Dresselhaus 2D sur une bande
parabolique. Les états |+⟩ et |−⟩ sont respectivement représentés par les courbes rouge et bleue. La bande parabo-
lique non perturbée est représentée en pointillés noirs.

Il est intéressant de noter que l’équation 1.26 peut s’écrire de la manière suivante :

εn,±(k) = ℏ2

2me
(k ± k0)2 + δε0 + εn(0) (1.27)

Avec k0 = αme

ℏ2 et δε0 = α2me

2ℏ2 . L’équation 1.27 permet de voir que les effets Bychkov-Rashba et Dresselhaus 2D
agissent comme une levée de dégénérescence suivant l’axe k de la bande parabolique εn(k). Autrement dit, les bandes

12. L’approximation d’un système à deux bandes est suffisante dans la plupart des cas, en particulier pour des bandes isolées.
Cependant, cette approximation peut se révéler insuffisante au niveau des croisements de bandes. Dans ces systèmes, il est nécessaire de
traiter les interactions entre les bandes, donnant un hamiltonien de dimension supérieure à 2 [Khalsa 2013, Zhong 2013, Shanavas 2016,
Djani 2019, Zhao 2020a].
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de spin opposé se « décalent » de façon rigide de k0 et dans des directions opposées. Plus le couplage spin-orbite est
important, plus la distance entre les positions du minimum des bandes est importante. On peut d’ailleurs montrer
que α = 2δε0

k0
.

Bien qu’elles présentent la même dispersion en énergie, les effets Bychkov-Rashba et Dresselhaus 2D se dis-
tinguent par leur texture de spin. En effet, le moment magnétique de l’effet Bychkov-Rashba mR,n,±(k) est défini
par l’équation 1.28, tandis que celui de l’effet Dresselhaus mD,n,±(k) est défini par 1.29 :

mBR,n,±(k) = ±µB

2

 ky/k∥
−kx/k∥

0

 = ±µB

2

 sin θ
− cos θ

0

 (1.28)

mD,n,±(k) = ±µB

2

 kx/k∥
−ky/k∥

0

 = ±µB

2

 cos θ
− sin θ

0

 (1.29)

Avec k∥ =
√
k2

x + k2
y et θ = arctan ky

kx
Les textures de spin correspondantes sont représentées par les figures 1.7 (a) pour l’effet Bychkov-Rashba et (b)

pour l’effet Dresselhaus 2D.

kx kx kx

k y

(a) (b) (c)

Figure 1.7 – Texture de spin d’un couplage spin-orbite type (a) Bychkov-Rashba, (b) Dresselhaus 2D et (c)
persistant. Les flèches représentent la direction du moment magnétique suivant les axes kx et ky pour un état de
spin.

Les équations 1.28 et 1.29 montrent que l’orientation des spins par les couplages spin-orbite de type Bychkov-
Rashba ou Dresselhaus 2D ne dépend pas de la force du couplage αR ou αD, qui interviennent uniquement pour la
différence d’énergie entre les deux états de spin.

Nous pouvons présenter une troisième forme de texture de spin, très intéressantes pour diverses propriétés de
transport (voir section 1.3) et qui peut être obtenue pour certains groupes d’espace d’un cristal et groupes ponctuels
d’un point de haute symétrie. Il s’agit des textures de spin dites « persistant » ou PST (Persistent Spin Texture).
Dans les systèmes présentant ces textures, l’orientation du spin dépend uniquement du signe d’une des composantes
du vecteur d’onde, comme représenté sur la figure 1.7(c). Le moment magnétique de spin vaut dans ce cas :

mP ST,n,±(k) = ±µB

2
ki

|ki|
ei (1.30)

où i = x, y, z.

Matériaux présentant des effets Dresselhaus 2D et Bychkov-Rashba

Plusieurs matériaux peuvent présenter des effets Rashba ou Dresselhaus. Le tableau 1.1 donne une liste non
exhaustive de ces matériaux avec la force du couplage Rashba ou Dresselhaus correspondant.
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Système Groupe d’espace point HS αR (eV.Å) αD (eV.Å) Publication
GeTe 160 (R3m) Z 4.949 - [Mera Acosta 2020]

KSnSb 186 (P-6c2) Γ 3.862 - [Mera Acosta 2020]
Bi2CO5 44 (Imm2) Z 3.232 - [Mera Acosta 2020]
KSnAs 186 (P-6c2) Γ 3.079 - [Mera Acosta 2020]
TlIO3 160 (R3m) Z 2.184 - [Mera Acosta 2020]
HfO2 - (Pca21) T - 0.578 [Tao 2017]
AlAs 216 (F43m) Γ - 0.011 [Mishra 2005]
GaP 216 (F43m) Γ - 0.072 [Mishra 2005]

BiAlO3 161 (R3c) M 0.12 0.041 [da Silveira 2016a]
(FA)SnI3 38 (Amm2) X 0.003 1.190 [Stroppa 2014]

Table 1.1 – Valeur des paramètres Rashba αR et Dresselhaus αD de plusieurs systèmes. Le groupe d’espace de
chaque système ainsi que le point de Haute Symétrie (HS) où le couplage a été évalué sont indiqués.

Importance de la symétrie du système dans les couplages spin-orbite

Comme nous venons de le voir, l’expression du couplage spin-orbite dépend fortement du groupe d’espace (et
donc des symétries) du système étudié. En particulier, il est possible d’obtenir plusieurs types de variation de
la différence d’énergie en fonction du vecteur d’onde k (équation 1.22) et plusieurs formes de textures de spin
en fonction du groupe d’espace. Entre autres, on peut trouver des variations isotropes et linéaires en k comme
pour les effets Dresselhaus et Bychkov-Rashba [Dyakonov 2008b, Rashba 1959], ou une levée de dégénérescence
unidirectionnelle avec une texture de spin persistant [Tao 2018, Zhao 2020b].

Plusieurs méthodes existent pour déterminer l’expression de cette perturbation spin-orbite. Les deux méthodes
les plus répandues sont la méthode des invariants et la méthode k · p qui utilisent toutes les deux la théorie des
groupes. Dans le premier cas nous cherchons à déterminer tous les termes invariants par application de toutes les
symétries du système [Luttinger 1956, Bir 1974, YU 2010] (nous parlerons plus en détail de cette méthode dans
la section 2.4). Dans l’autre méthode, nous cherchons les interactions entre bandes permises par les symétries
avec une perturbation proportionnelle à k · p [Dresselhaus 2007, Winkler 2003, YU 2010] (le traitement de ces
interactions est similaire à celui des règles de sélection des transitions optiques). Nous pouvons citer l’utilisation
plus marginale de modèles de liaisons fortes afin de déterminer une expression analytique du couplage spin-orbite
[Shanavas 2016, Djani 2019].

1.3 Conversions spin-charge
Les couplages spin-orbite peuvent permettre de convertir un courant de charge en un courant de spin pur et/ou

une accumulation de spin en surface/interface. On explique ces conversions en introduisant les effets Hall de spin
[Hirsch 1999] et Rashba-Edelstein [Ivchenko 1978] pour les conversions charge vers spin (schématisées dans la figure
1.8 [Manchon 2019]) et les effets Hall de spin inverse et galvanique de spin pour les conversions spin vers charge.

Nous allons introduire dans cette section les concepts de ces différents effets afin de comprendre l’origine des
conversions spin-charge.
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Figure 1.8 – Schéma des deux modèles de conversion charge vers spin dans un matériau non magnétique : (a) Effet
Rashba-Edelstein. (b) Effet Hall de spin. Les flèches rouges et bleues représentent la densité de spin up (|+⟩) et down
(|−⟩) qui s’accumulent aux niveaux des surfaces/interfaces, la distribution spatiale de cette densité est représentée
par la courbe bleue située sur le coté du matériau. Les flèches en gras rouges et bleues situées au dessus du matériau
représentent les effets de couple field-like et damping-like provoqués par l’effet couple spin-orbite (spin-orbit torque)
à l’interface d’un matériau magnétique. Image provenant de [Manchon 2019]

1.3.1 Effet Hall de spin
Comme nous l’avons dit dans la section 1.2.1, les électrons perçoivent un champ magnétique relativiste B′ ∝

v × E qui intéragit avec les moments de spin des électrons par effet Zeeman. Comme B′ n’est pas constant dans
l’espace, on s’attend à une force FZ ∝ ∇ (B′ · σ) dérivée de l’effet Zeeman. Cette force engendre alors une déviation
des courants de charge jc en fonction des moments de spin des électrons. Si on considère un courant de charge dans
la direction x et polarisé en spin suivant z : jc = jc

xex, ce dernier subira une déviation opposée pour les deux états
de spin des électrons [Dyakonov 2008c] suivant ey :

jc,±
y ∝ ∓jc,±

x (1.31)

où jc,± représentent les courants de charge polarisés suivant les états |±⟩. On peut faire l’analogie entre ce
phénomène et l’effet Magnus [Dyakonov 2008c], où une balle en rotation se déplaçant dans un fluide voit sa trajectoire
déviée en fonction de son moment angulaire. En introduisant le courant de charge jc = jc,+ + jc,− et le courant
de spin pur représenté par le tenseur jσ

i,z = jc,+
i − jc,−

i . On obtient les relations suivantes :

jc
y = −γjσ

xz (1.32a)

jσ
yz = −γjc

x (1.32b)
Ces équations peuvent être généralisées pour n’importe quelle orientation du courant électrique et de spin :

jc
i = γϵijkj

σ
jk (1.33a)

jσ
ij = −γϵijkj

c
k (1.33b)

γ est une constante correspondant à la force du couplage spin-orbite, les ϵijk sont les coefficients de Levi-Civita
définis par :

ϵijk =

+1 si ijk = xyz, yzx, zxy
−1 si ijk = zyx, xzy, yxz
0 sinon

(1.34)

Pour un système non-magnétique, ces conversions correspondent à l’effet Hall de spin [Hirsch 1999], 13 où un cou-
rant de charge est converti en un courant de spin pur. Le phénomène inverse est également possible, à savoir convertir
un courant de spin en courant de charge (effet Hall de spin inverse). L’origine de la force des couplages spin-orbite

13. Pour un système magnétique, cet effet est un des mécanismes de l’effet Hall anomale.
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Figure 1.9 – Schéma de principe des trois mécanismes responsables de l’effet Hall de spin : (a) Diffusion de
Mott (skew-scattering ou Asymetric scattering), (b) Mécanisme dit side-jump et (c) Mécanisme intrinsèque. Image
provenant de [Czeschka 2011]

dans l’effet Hall de spin peut être assimilée à plusieurs mécanismes dit « extrinsèques » ou « intrinsèques ». Les phé-
nomènes extrinsèques correspondent aux diffusions par une impureté (exemple : déformation de la maille ou dopage
par un atome lourd), elles correspondent aux diffusions de Mott (skew scattering) [Mott 1965, Abakumov 1972] et
side-jump [Berger 1970]. Les mécanismes intrinsèques [Karplus 1954] proviennent de la structure de bandes du ma-
tériaux et sont déterminés en utilisant le formalisme des phases de Berry. Un schéma représentatif de ces mécanismes
extrinsèques et intrinsèques, que nous allons décrire par la suite, est donné dans la figure 1.9 [Czeschka 2011].

Diffusion de Mott :

Cette diffusion aussi appelée skew scattering ou diffusion asymétrique apparaît lorsque un faisceau d’électron
entre dans le champ de Coulomb d’une impureté correspondant à une forte variation du champ électrique (si
l’impureté est un atome lourd par exemple). L’interaction entre l’impureté et les électrons donne lieu à un fort
champ magnétique effectif et donc à une grande force de Zeeman. La diffusion engendre une déviation du faisceau
d’électrons dépendante du spin [Mott 1965, Abakumov 1972]. Un schéma représentatif de la diffusion de Mott est
donné dans la figure 1.9(a) [Czeschka 2011].

Mécanisme Side-jump :

En plus de la diffusion asymétrique de Mott, Berger [Berger 1970] a montré qu’un autre phénomène intervient lors
de la collision entre un électron et une impureté, il s’agit du mécanisme dit side-jump. Ce phénomène se caractérise
par un saut latéral (side-jump) dépendant du spin du paquet d’ondes électroniques lorsque ce dernier entre en
collision avec une impureté. Un schéma du mécanisme side-jump est donné dans la figure 1.9(b) [Czeschka 2011].

Mécanisme intrinsèque et phases de Berry :

Les mécanismes intrinsèques reposent sur la structure de bandes et les levées de dégénérenscence en spin provo-
quées par l’absence de la symétrie d’inversion, comme nous les avons décrits dans la section 1.2.2. Karplus et Luttin-
ger [Karplus 1954] ont exprimé ces mécanismes au travers du formalisme des phases de Berry, afin d’expliquer le phé-
nomène d’effet Hall anomale. En utilisant une approche Boltzmann semi-classique, Murakami et al. [Murakami 2003]
ont déterminé la vitesse vn d’un électron de l’état n par la relation suivante [Murakami 2006, Sinitsyn 2007] :

vn = 1
ℏ

∇kεn(k) − eE × Ωn(k) (1.35)

où Ωn(k) est la courbure de Berry définie par :

Ωn(k) = −∇k ×An(k) (1.36)

avec An(k) = ⟨n,k| ∇k |n,k⟩ la connexion de Berry. 14 Le terme −eE × Ωn(k) représente l’effet de la phase de
Berry qui induit un mouvement opposé pour les deux états de spin et dans la direction perpendiculaire au courant
électrique, engendrant ainsi un courant de spin pur. En faisant la comparaison avec l’effet Zeeman, on peut assimiler
la courbure de Berry à un champ magnétique effectif dans l’espace des k et la connexion au vecteur potentiel de ce
champ.

14. La phase de Berry est définie par l’intégrale de An dans la zone de Brillouin [Vanderbilt 2018]. La phase, la courbure et la
connection de Berry permettent de déterminer plusieurs propriétés des matériaux tel que la ferroélectricité [Resta 1994] ou des propriétés
de transport [Marzari 1997].
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Observations expérimentales

Les premières mesures de l’effet Hall de spin remontent aux années 2000, soit plus de 40 années après les premiers
papiers théoriques prédisant cet effet. Si les mesures expérimentales sont arrivées si tardivement, c’est à cause de
la difficulté de mesurer des courants de spin pur. En 2004, Kato et al. [Kato 2004] ont pu mesurer l’effet Hall de
spin dans des couches minces de GaAs et InGaAs en mesurant optiquement l’accumulation de spin aux niveaux des
surfaces du matériau en utilisant l’effet Kerr-Faraday. Ils ont envoyé un faisceau lumineux polarisé linéairement.
Lorsque ce rayon est réfléchi par une des surfaces, l’angle de polarisation tourne en fonction de la polarisation en
spin du milieu, comme le montre la figure 1.10.

En 2006, Valenzuela et Tinkham [Valenzuela 2006] ont mis en évidence l’effet Hall de spin inverse dans l’alu-
minium en mesurant un courant électrique produit par un courant de spin injecté via une électrode magnétique
adjacente.

Figure 1.10 – Mesures d’effet Hall de spin dans le composé non contraint GaAs à 30 K. (A) Schéma de l’échantillon
non contraint de GaAs. (B) Mesures typiques de la rotation Kerr en fonction du champ magnétique externe Bext

en x = −35 µm (cercle rouge) et en x = +35 µm (cercle bleu) et pour un champ électrique appliqué E de 10
mV.µm−1. (C) Rotation Kerr en fonction de x et du champ magnétique externe Bext pour E = 10 mV.µm−1.
(D-F) Dépendances spatiales du pic de rotation Kerr A0, du temps de relaxation de spin τs et de la réflectivité R
en fonction de x. (G) Rotation Kerr en fonction de E et Bext en x = −35 µm. (H-I) Dépendance de A0 et τs en
fonction de E [Kato 2004].

1.3.2 Phénomènes de relaxation du spin
Les mécanismes à l’origine de l’effet Hall de spin (normale et inverse) sont aussi responsables de phénomènes de

relaxation du spin qui provoquent une décohérence du spin. Ils sont caractérisés par un temps de relaxation τs. Les
mécanismes engendrant ces relaxations sont issus principalement de deux phénomènes 15 : Les effet Elliott-Yafet et
Dyakonov-Perel représentés sur les figures 1.11 (a) et (b).

15. D’autres phénomènes peuvent engendrer des relaxations de spin, mais interviennent dans des cas particuliers, nous pouvons citer :
l’effet Bir-Aronov-Pikus [Bir 1976] ou les interactions hyperfines avec les spins des noyaux atomiques [Dyakonov 2008a].
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(a) Mécanisme de Elliott-Yafet [Ullah 2017] (b) Mécanisme Dyakonov-Perel [Szolnoki 2017]

Figure 1.11 – (a) Mécanisme de Elliott-Yafet et (b) mécanisme Dyakonov-Perel (b).

Effet Elliott-Yafet :

l’effet Elliott-Yafet se caractérise par un retournement du moment de spin d’un électron, survenant après un
temps caractéristique τs,EY lors de la diffusion par une impureté. Il s’agit d’une conséquence de la diffusion de
Mott [Elliott 1954, Yafet 1963, Dyakonov 2008a, Dyakonov 2008c]. Si lors de cette diffusion, le spin de l’électron
n’est pas colinéaire au champ magnétique effectif B ∝ v ×E produit par l’interaction entre l’impureté et l’électron
(correspondant à un spin non orthogonale à sa trajectoire), alors le moment de spin de l’électron subira une précession
autour de ce champ magnétique. L’accumulation de ces diffusions produit un retournement du spin au bout d’un
temps caractéristique τs,EY défini par la relation suivante :

1
τs,EY

∝
⟨ϕ⟩2

τp
(1.37)

Où ⟨ϕ⟩ est l’angle de précession moyen (dépendant de la force du couplage spin-orbite) et τp est le temps entre deux
collisions. Cette relation montre que plus le couplage spin-orbite et le nombre de défauts sont importants, plus le
temps de décohérence du spin par effet Elliot-Yafet est faible.

Effet Dyakonov-Perel :

L’effet Dyakonov-Perel [Dyakonov 1972, Dyakonov 2008a] se caractérise par la rotation du spin lors de son
mouvement et par la modification de cette précession (sens et vitesse angulaire) lors des collisions avec des impuretés.
Contrairement à l’effet Elliott-Yafet, l’effet Dyakonov-Perel induit une précession du spin entre deux collisions et
non pendant.

L’effet Dyakonov-Perel intervient uniquement dans les matériaux ne présentant pas de symétrie d’inversion
spatiale. Dans ces systèmes, nous avons montré que les couplages spin-orbite pouvaient s’assimiler à un vecteur Ω
représentant le champ magnétique effectif dans l’espace des k (voir section 1.2.2). Le moment de spin d’un électron
subit une précession autour de ce champ magnétique s’il ne lui est pas colinéaire. Ainsi, pour un électron de vecteur
d’onde ki, son moment de spin tourne autour de Ω(ki). Lors d’une collision, le vecteur d’onde d’un électron est
modifié en kf , le champ magnétique qu’il perçoit est donc lui aussi modifié et devient Ω(kf ), ce qui engendre une
précession différente (sens ou vitesse angulaire) de celle avant la collision. L’effet Dyakonov-Perel provoque une
décohérence du spin après un temps caractéristique τs,DP défini par :

1
τs,DP

∝ Ω2τp (1.38)

Ainsi, plus le couplage spin-orbite (intrinsèque) est important et moins il y a de collisions, plus la décohérence
des spins par effet Dyakonov-Perel survient rapidement. Cependant, cette relaxation peut devenir négligeable dans
le cas où le matériau présente une texture de spin persistant. Cela se traduit par un champ magnétique fictif (Ω)
indépendant du vecteur d’onde. Autrement dit, l’électron verra un champ magnétique identique avant et après une
collision empéchant ainsi la décohérence du spin par effet Dyakonov-Perel.

1.3.3 Effet galvanique de spin et effet Rashba-Edelstein
Un autre phénomène physique pouvant induire des conversions charge vers spin ou spin vers charge sont les

effets galvanique de spin (ou Rashba-Edelstein inverse) [Ivchenko 1989, Ganichev 2002, Ivchenko 2008] et Rashba-
Edelstein (ou galvanique de spin inverse) [Ivchenko 1978, Edelstein 1990, Ivchenko 2008]. Ils apparaissent dans des
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gaz 2D d’électrons ou de trous localisés à des interfaces, des surfaces ou dans des puits quantiques. 16 Ces conversions
sont provoquées par la levée de dégénérescence en spin due à l’absence de la symétrie d’inversion, mais aussi des
phénomènes de relaxation du spin. La nature de ces phénomènes est donc extrinsèque. Prenons le cas d’un couplage
spin-orbite de la forme Bychkov-Rashba tel que nous l’avons décrit dans la section 1.2.3 pour un gaz 2D, ce couplage
entraine une levée de dégénérescence linéaire et isotrope en k représentée par la figure 1.12(a)

Figure 1.12 – Schéma de principe des conversions charge vers spin ((a)-(b)-(c)) et spin vers charge ((a)-(d)-(e)).
Les flèches noires en trait plein et pointillés représentent les diffusions avec retournement de spin (provoqué par le
mécanisme Elliott-Yafet), les diffusions 1 et 2 sont symétriques tandis que les diffusions 3 et 4 sont asymétriques.
Les flèches vertes correspondent à un courant de charge.

Effet Rashba-Edelstein

L’effet Rashba-Edelstein (ou galvanique de spin inverse) [Ivchenko 1978, Edelstein 1990, Ivchenko 2008] permet
la conversion d’un courant de charge en une accumulation de spin dans le gaz 2D d’électron. Il peut être expliqué
de la façon suivante [Ganichev 2004, Ivchenko 2008] :

Lorsqu’on applique une différence de potentiel suivant l’axe x, les électrons des deux bandes de spin opposé
se déplacent suivant la direction −x en suivant la courbe en énergie de leur bandes respectives, engendrant ainsi
un courant de charge comme représenté sur la figure 1.12(b) . Des retournements de l’orientation du spin peuvent

16. On peut noter qu’il s’agit de systèmes ne présentant pas de symétrie d’inversion spatiale.
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surgir par effet Elliot-Yafet ou Dyakonov-Perel lorsqu’un électron entre en collision avec un défaut de la maille.
Nous pouvons recenser 4 types de retournement de spin possibles et ayant chacun une durée caractéristique τi

(i = 1, 2, 3, 4). Les temps caractéristiques τi dépendent de la probabilité qu’un spin soit retourné durant une
collision par effet Elliott-Yafet ou Dyakonov-Perel et de la probabilité de changer le vecteur d’onde de l’électron de
ki à kf par transfert d’énergie cinétique lors de la collision. Les temps τi sont donc proportionnels à la différence
de vecteur d’onde entre l’état initial et l’état final [Averkiev 2002]. Les diffusions 1 et 2 sont représentées dans la
figure 1.12(b) par des flèches en pointillées. On qualifie ces diffusions de symétriques avec des temps caractéristiques
identiques τ1 = τ2. Autrement dit, il y aura autant de retournement spin up vers down que spin down vers up, les
diffusions 1 et 2 n’engendrent donc pas de polarisation en spin dans le gaz 2D d’électron. Le cas des diffusions 3 et
4 (flèches solides) est différent : leur temps caractéristique ne sont pas identiques, la différence de vecteur d’onde
entre l’état initial et final d’un électron est plus importante pour la diffusion 4 que la diffusion 3, on a alors τ4 > τ3
[Averkiev 2002]. Ces diffusions sont qualifiées d’asymétriques et on observe plus de retournement spin down vers up
(diffusion 3) que de spin up vers down (diffusion 4). Un déséquilibre entre les populations des deux états de spin
apparaît, ce qui engendre une accumulation de spin up dans le gaz 2D comme représentée sur la figure 1.12(c).
Contrairement à l’effet Hall de spin, nous n’observons pas de courant de spin, mais seulement une accumulation de
spin dans le gaz 2D.

Une autre représentation de l’effet Rashba-Edeltein couramment utilisée depuis les publications de Manchon
[Manchon 2009] et Gambardella [Gambardella 2011] est donnée dans la figure 1.13.

Figure 1.13 – (a) Structure de bandes caractéristique d’un effet Bychkov-Rashba. (b) Surface de Fermi d’un
système 2D Bychkov-Rashba à l’équilibre (en pointillés) et sous l’influence d’un champ électrique suivant x qui
entraine un déplacement de la surface de Fermi de δk (trait plein). Les moments de spin sont représentés par des
flèches rouges pour le petit cercle que nous dénommons − et bleues pour le grand cercle +. Image provenant de
[Tao 2021]

A l’état d’équilibre, la surface de Fermi d’un système Bychkov-Rashba est représentée par deux cercles concen-
triques centrés en Γ (trait en pointillés dans la figure 1.13). Lorsque un champ électrique est appliqué, les deux
disques de Fermi se déplacent de δk dans la direction du champ appliqué. Nous nommons le grand cercle + (rouge)
et le petit cercle − (bleu). Chacun des deux cercles dispose de taux de diffusion différents τ±, similaires aux taux
de diffusion τ3 et τ4 que nous avons décrits auparavant (τ− ≡ τ3 et τ+ ≡ τ4). Ce déséquilibre entre les temps
τ+ et τ− entraîne alors une accumulation de spin. Cette accumulation est représentée par les quantités ⟨δσ+⟩ et
⟨δσ−⟩ qui correspondent respectivement à l’intégration sur les surfaces délimitées par les contours de Fermi sans et
avec le champ électrique (rouge pour + et bleu pour −) des moments de spin ⟨σ±,k⟩ multipliés par une fonction
dépendante des taux de diffusion τ± [Gambardella 2011, Tao 2021] :

⟨δσ±⟩ =
∫

⟨σ±,k⟩ f1
±,kdk (1.39)

Avec f1
±,kdk =

(
∂f0

±,k

∂ε

)
eτ±v±,k ·E : la déviation de la fonction de distribution des électrons par rapport à la

valeur d’équilibre : f0
±,k, v±,k est la vitesse de groupe.

La polarisation en spin du milieu vaut [Gambardella 2011] :

PS = 2 (⟨δσ+⟩ + ⟨δσ−⟩)
ℏn

(1.40)

L’accumulation de spin résultant de la conversion charge vers spin peut être mesurée de différentes manières. Les
premières observations expérimentales de l’effet Rashba-Edelstein se sont faites au même moment que les premières
détections de l’effet Hall de spin, en utilisant des méthodes optiques similaires, comme la détection magnéto-
optique par effet Kerr-Faraday [Silov 2004, Ganichev 2006]. Lorsque le système est interfacé avec un matériau
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ferromagnétique, l’accumulation de spin entraîne une précession de l’aimantation de la couche magnétique par effet
spin-orbit torque [Bernevig 2005, Manchon 2009]. Cette précession peut alors être observée expérimentalement en
mesurant la magnétorésistance transverse du matériau ferromagnétique [Chernyshov 2009].

Effet galvanique de spin

Le phénomène inverse de l’effet Rashba-Edelstein correspond à l’effet galvanique de spin aussi appelé effet
Rashba-Edelstein inverse [Ivchenko 1989, Ganichev 2002, Ivchenko 2008]. Cet effet convertit une accumulation de
spin en un courant de charge dans le gaz 2D d’électrons. Cette conversion peut être expliquée de la manière suivante
[Ivchenko 2008] [Ganichev 2002] :

Considérons le système représenté dans la figure 1.12(d) où des spins up ont été injectés dans le gaz 2D,
provoquant un déséquilibre de la population des deux états de spin. Nous retrouvons les 4 mêmes types de diffusions
possibles que pour la conversion charge vers spin : 2 diffusions symétriques (1 et 2) de mêmes temps caractéristiques
τ1 = τ2 et deux diffusions asymétriques (3 et 4) de temps caractéristiques τ3 < τ4. Les diffusions 1 et 2 engendrent
des retournements de spin up vers down qui peuplent de manière symétrique la bande de spin down (on retrouve
autant d’électrons de spin down de part et d’autre du minimum de cette bande), aucun courant ne sera donc créé par
ces diffusions. Les diffusions 3 et 4 remplissent de manière asymétrique la bande de spin down comme représentée
sur la figure 1.12(e). Cette asymétrie sur la population des bandes up et down se caractérise par l’apparition d’un
courant de charge. 17

L’injection de spin peut être faite en envoyant une lumière polarisée circulairement sur la surface du matériau
[Ganichev 2002] ou en utilisant une couche ferromagnétique permettant d’envoyer un courant polarisé en spin à
l’interface [Sánchez 2013, Lesne 2016].

1.3.4 Taux de conversion courant de spin vers courant de charge
Les taux de conversion spin-charge d’un matériau sont donnés par l’angle spin Hall θSHE pour l’effet Hall de

spin [Sinova 2015] et le facteur Rashba-Edelstein inverse λIREE pour l’effet spin galvanique [Varignon 2018]. Ces
taux correspondent au ratio jc

jσ
entre le courant de spin injecté et le courant électrique induit par effet Hall de

spin ou spin galvanique. Plus un taux de conversion est important plus le matériau pourrait avoir des applications
spinorbitroniques intéressantes (SOT-MRAM, MESO logic device) comme nous les avons décrites dans la section
1.1.

Dans le cadre d’une intéraction Bychkov-Rashba, le taux de conversion de l’effet spin galvanique se ramène à
[Lesne 2016] :

λIREE = αRτS

ℏ
(1.41)

On observe que ce taux de conversion est proportionnel à la force du couplage spin-orbite Rashba αR et au
temps de relaxation de spin τS . Avoir un matériau avec un fort couplage spin-orbite n’est donc pas suffisant pour
augmenter les taux de conversions spin-charge comme le montre la figure 1.14 [Varignon 2018], où on peut voir
que des couplages spin-orbite importants peuvent mener à un taux de conversion faible (Bi/Ag) et inversement
(GaAs). En effet, nous avons vu précédemment que les temps de relaxation issus des mécanismes Elliott-Yafet et
Dyakonov-Perel sont proportionnels au carré de la force de couplage ; ainsi en augmentant la force du couplage
spin-orbite on diminue le temps de relaxation du spin.

17. On peut noter que lorsque plusieurs bandes croise le niveau de Fermi, l’effet de conversion galvanique de spin correspond à la
somme des effets de conversion de chacune des bandes prise séparément [Vaz 2019].
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Figure 1.14 – Temps de relaxation du spin τs et coefficient Rashba α pour différents systèmes 2D. Les droites
délimitent le gradient du taux de conversion par effet Rashba-Edelstein inverse λ [Varignon 2018].

Plusieurs pistes peuvent être explorées afin de minimiser l’impact négatif de la relaxation de spin. Dans la section
1.3.2, nous avons vu que l’effet Dyakonov-Perel peut être minimisé dans le cadre de textures de spin persistant,
qui apparaissent pour des groupes d’espace avec des symétries précises [Tao 2018, Djani 2019, Zhao 2020b], ou si le
coefficient Dresselhaus αD est équivalent au paramètre Rashba αR (|αD| = |αR|).

Quelques études montrent que les temps de relaxation des oxydes de métaux de transition sont relativement
intéressants pour avoir de bonnes conversions spin-charge. En effet, grâce aux corrélations électroniques que ces
matériaux présentent, les oxydes de métaux de transition peuvent arborer des textures spin de forme particulière,
qui réduisent les phénomènes de relaxation du spin[Lesne 2016, Varignon 2018, Vaz 2019].

1.4 Oxydes de métaux de transition
Les oxydes de métaux de transition constituent une famille de matériaux très étudiée pour diverses applications

en raison de la large variété de propriétés physiques qu’ils possèdent. La plupart de ces composés sont dits « fortement
corrélés », du fait des fortes corrélations électroniques qui existent entre électrons des orbitales 3d partiellement
remplies. Ces corrélations sont en partie responsables des diverses propriétés relatives à la structure électronique qui
ont été mises en évidence pour de tels matériaux. Parmi ces propriétés, nous pouvons par exemple citer les différents
ordres de charge, d’orbitales ou magnétiques, pouvant donner lieu par exemple à l’apparition d’états multiferroïques,
la présence d’états supraconducteurs. La forte interaction charge-spin-structure permet l’apparition de diagrammes
de phases très riches et présentant plusieurs états (méta)stables qui pourront être parcourus grâce à l’application
de différents stimuli de faibles amplitudes, surtout au voisinage d’une transition de phase (par l’application de
champs électriques ou magnétiques, la variation de la température ou de la pression, ou encore par l’application de
contraintes mécaniques par exemple) [Zubko 2011]. Les oxydes de métaux de transition sont donc très intéressants
comme matériaux multifonctionnels pour une large gamme d’applications.

Pour enrichir les propriétés physiques de ces matériaux, il est possible de créer des surfaces ou des héterostruc-
tures, par exemple en faisant croître une couche d’un matériau (oxyde, métal) sur une couche d’oxyde par épitaxie,
pouvant ainsi provoquer un réarrangement de la structure atomique et des charges, ou des couplages magnétiques
particuliers au niveau des interfaces [Zubko 2011]. Les méthodes de croissance epitaxiale par jet moléculaire ou
MBE (Molecular Beam Epitaxy) ou par laser pulsé dit PLD (Pulsed Laser Deposition) couplées à des méthodes de
contrôle de la qualité de type RHEED permettent de déposer des couches d’un oxyde sur un substrat compatible.
Ces méthodes permettent de maitriser la surface du matériau avec la possibilité de créer des marches ou des ilots.
Grâce à la MBE et la PLD, il est possible de créer des couches minces composées de quelques couches atomiques qui
peuvent permettre de stabiliser certaines phases cristallographiques et/ou provoquer de nouvelles propriétés phy-
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siques (phase ferroélectrique dans HfO2 [Wei 2018]). Ces méthodes sont aussi utilisées afin de créer des interfaces
entre deux matériaux ou des heterostructures, qui peuvent engendrer un réarrangement de la structure atomique et
des charges pouvant ainsi enrichir les propriétés des matériaux par rapport à leur forme massive (émergence d’un
gaz 2D d’électrons à l’interface de LaAlO3 et SrTiO3).

Des effets de contrainte des paramètres de maille en tension ou en compression peuvent être appliqués au
matériau en choisissant le substrat en fonction de son paramètre de maille. Ces effets de contrainte permettent de
stabiliser certaines phases cristallographiques non-stables dans la structure massive et ainsi permettre l’émergence
de nouvelles propriétés ou de nouveaux ordres magnétiques et/ou ferroélectriques.

Les oxydes de métaux de transition et leurs héterostructures sont donc susceptibles de présenter des couplages
spin-orbite intéressants [Witczak-Krempa 2014], qui peuvent donner lieu à de bon taux de conversions spin-charge
[Varignon 2018, Vaz 2018]. En particulier, l’interface tout-oxyde LaAlO3 / SrTiO3 est un candidat potentiel comme
système non-magnétique permettant la conversion spin-charge dans le MESO logic device. Bien que la force du
couplage spin-orbite αR = 0.018 eV.Å [Caviglia 2010] soit relativement faible (comparé à d’autres matériaux, voir
tableau 1.1), l’interaction entre les bandes t2g (dxy, dyz, dzx) des atomes de titane à l’interface permet d’obtenir
des temps de relaxation de spin relativement importants permettant une bonne conversion spin-charge [Lesne 2016,
Vaz 2018]. La figure 1.14 montre que beaucoup de composés à base de SrTiO3 disposent de taux de conversion
relativement élevés.

Il est important de noter que les effets spin-orbite peuvent être couplés avec d’autres propriétés électroniques.
Dans le cadre d’un couplage avec la polarisation électrique d’un matériau, il est possible de contrôler les effets spin-
orbite d’un matériau ferroélectrique. Une des propriétés qui en découle est de pouvoir renverser la texture de spin
en même temps que la polarisation électrique, ce qui pourrait mener à des dispositifs spinorbitroniques non-volatiles
tel que le TAMR que nous avons discuté à la fin de la section 1.1 [Gould 2004, Tao 2021].

Les matériaux de structure pérovkite semblent constituer une classe d’oxydes de métaux de transition propices
aux propriétés que l’on recherche : ces structures peuvent adopter plusieurs phases cristallographiques dont certaines
forcent des textures de spin persistant tel que la phase Pna21 de BiInO3 [Tao 2018] ou de la phase Fmm2 du composé
Bi2WO6 (dérivé de la pérovskite WO3) [Djani 2019]. Il est important de noter que SrTiO3 qui présente de bon taux
de conversion spin-charge est aussi de structure pérovskite. De plus, les pérovskites sont connues pour présenter
différentes phases ferroélectriques (par exemple PbTiO3, WO3, BaTiO3 ou même SrTiO3 à basse température).

L’étude des composés de structure pérovskite est donc un bon point de départ pour chercher des matériaux avec
des couplages spin-orbite propices à de bonnes conversions spin-charge.

Structure Pérovskite

La structure pérovskite est une des structures cristallographiques les plus répandues parmi les oxydes de métaux
de transition. Cette structure a été analysée par le géologue Gustav Rose en 1839 sur le composé CaTiO3. Le
nom a été proposé d’après le minéralogiste Russe Perovski. Des matériaux présentant cette structure peuvent être
trouvés à l’état naturel, comme par exemple les silicates MgSiO3 et FeSiO3, qui composent majoritement le manteau
terrestre et adoptent une structure pérovskite. La formule chimique générale de la pérovskite est ABO3 où A est
un élément monovalent (qui peut être absent), bivalent ou trivalent situé dans un environnement cuboctaédrique
défini par le sous-réseau des atomes d’oxygène, tandis que B est un metal de transition au centre d’octaèdre défini
par le sous-réseaux des oxygènes. Une représentation de la structure pérovskite est donnée dans la figure 1.15.

Figure 1.15 – Représentation d’une structure pérovskite cubique. Les ions A et B sont respectivement représentés
par les couleurs verte et bleue, tandis que les atomes d’oxygène sont représentés en rouge.
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Le paramètre de maille des structures pérovskites est proche de 4 Å. La majorité de ces structures n’est pas
cubique mais « quasi-cubique », i.e. avec de faibles distorsions de la maille ; ces distorsions peuvent par exemple
être un simple déplacement des ions les uns par rapport aux autres dans une direction donnée, rendant la structure
tétragonale, ou à des rotations des octaèdres des atomes d’oxygène, caractéristiques des structures orthorhombiques.

La stabilité d’une structure pérovskite peut être prédite en utilisant le facteur de tolérance de Goldschmidt tG
[Goldschmidt 1926] :

tG = rA + rO√
2 (rB + rO)

(1.42)

avec ri (i =A,B,O) le rayon ionique de chacun des ions. Une structure pérovskite est prédite stable si son facteur
de tolérance est compris entre 0.7 et 1.1. Beaucoup de combinaisons possibles d’atomes A et B peuvent donner un
facteur de tolérance dans cette gamme de valeurs, expliquant ainsi pourquoi la structure pérovskite est stable pour
un grand nombre de compositions chimiques. Ce facteur permet aussi de déterminer approximativement le type de
maille de la pérovskite. Pour un facteur tG > 1, les mailles héxagonales ou tétragonales (PbTiO3, BaTiO3) sont
généralement les plus stables. Pour tG ≃ 1, on s’attend à avoir une maille cubique (SrTiO3), tandis que pour un
tG ≃ 0.7 − 1, on trouve des phases monocliniques, orthorhombiques (CaTiO3) ou rhombohedrals.

La nature des ions A et B a une grande importance sur la structure électronique du matériau. Dans le cadre
d’une approximation de liaisons ioniques simplistes 18, on s’attend à avoir des atomes d’oxygène chargés 2-, des ions
A chargés 2+ et des ions B chargés 4+ 19. La structure de bandes présente alors des bandes p de l’oxygène totalement
occupées et des bandes d de l’ion B vides (éléments de la colonne 3 à 6 du tableau périodique), ou partiellement
remplies (éléments des colonnes supérieures à 6 du tableau périodique) avec ou non des électrons localisés. Le
grand nombre de phases et la grande variété de compositions chimiques stables permettent aux perovskites de
présenter une grande richesse des propriétés électroniques, les rendant isolants ou conducteurs, avec potentiellement
un ordre magnétique ou électrique (voire les deux dans le cas de BiFeO3) et d’autres types de propriétés comme la
supraconductivité à basse température (Une liste non exhaustive de composés de structure perovskites avec diverses
propriétés est donnée dans le tableau 1.2).

Isolant Métallique Magnétique Ferroélectrique Superconducteur
WO3 ReO3 PbCrO3 WO3 NaxWO3

SrTiO3 NaWO3 LaCrO3 PbTiO3 SrTiO3
BaTiO3 KMoO3 CaMnO3 BaTiO3 KxWO3
KTaO3 LaTiO3 LaFeO3 KTaO3
PbTiO3 SrNbO3 LaCoO3 PbZrO3

Table 1.2 – Tableau donnant quelques propriétés électroniques pour diverses perovskites (tableau inspiré de
[Wolfram 2006])

Les propriétés électroniques des oxydes de métaux de transition de structure pérovskite proviennent généralement
de l’interaction entre les orbitales d du cation B et des orbitales p des atomes d’oxygène. Dans le cadre d’une
interaction à deux centres dans une structure cubique, on peut assimiler ces interactions à des liaisons dites pdσ et
pdπ. Les liaisons pdπ représentent les recouvrements de type π entre les orbitales p de l’oxygène et t2g du cation
B (représentées dans les figures 1.16(a)-(b)). Les liaisons pdσ sont de type σ et lient les orbitales p de l’oxygène et
eg du cation B (représentées dans les figures 1.16(c)-(f)).

18. Bien qu’il s’agisse en réalité de liaisons partiellement covalentes et ioniques, avec une hybridation des orbitales d de l’ion B avec
les orbitales p des atomes d’oxygène

19. On peut cependant noter la possibilité d’avoir d’autres types d’oxydation possibles pour les cations A et B tel que A+ avec B5+

ou A3+ avec B3+, le dégré d’oxydation dépend de la position des atomes dans la maille et des degrés d’oxydation possibles des atomes
pris séparément.
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Figure 1.16 – Interactions possibles entre les orbitales d du cation et p des atomes d’oxygène d’une perovskite
cubique. [Wolfram 2006].

Une structure de bandes caractéristique d’une structure perovskite cubique est représentée dans la figure 1.17.
Les bandes de valence peuvent être catégorisées par 4 jeux de bandes : σ, π, σ0 et π0. Les bandes de type σ et
π sont les bandes dites « liantes », correspondant aux interactions de type pdσ et pdπ avec les orbitales d du
cation d qui stabilise les p de l’oxygène. Les bandes σ0 et π0 sont les bandes « non-liantes » et correspondent aux
interactions entre les oxygènes des sites voisins (représentées dans les figures 1.16(g)-(h)). Les bandes de conduction
sont composées des jeux de bandes σ∗ et π∗ représentant respectivement les orbitales eg et t2g du cation B qui
interagissent avec les atomes d’oxygène [Wolfram 2006].
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Figure 1.17 – Structure de bandes typique d’une structure pérovskite cubique. Les bandes σ, π, σ∗ et π∗ corres-
pondent respectivement aux combinaisons liantes et anti-liantes des interactions pdσ et pdπ entre les orbitales p des
atomes d’oxygène et d de l’atome B. Les bandes σ∗ et π∗ sont les bandes de conduction de caractère d de l’atome
B, tandis que les bandes σ et pi sont les bandes de valence des oxygènes. Les bandes σ0 et π0 sont les orbitales
non-liantes des atomes d’oxygène correspondant aux interactions ppσ et ppπ entre oxygènes.[Wolfram 2006].
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Bien que la plupart des oxydes de structure perovskites ne soient pas cubique, ils présentent une structure de
bandes très similaire à la structure cubique mais avec quelques levées de dégénérescence sur les orbitales t2g, eg et
p, dont l’origine dépend de la déformation de la structure par rapport à la structure cubique. Nous allons présenter
un effet de déformation qui nous permettra dans les chapitres suivants de traiter plus facilement les effets d’une
contrainte biaxiale sur la structure de bandes des matériaux étudiés.

Déformation tétragonale

La déformation tétragonale est définie par une variation de la position relative entre la position des anions
d’oxygène et des cations B suivant la direction d’un paramètre de maille (généralement l’axe c), associée à une
élongation de la cellule suivant cette direction (a = b < c). De nouvelles interactions entre orbitales deviennent alors
possibles et entrainent des levées de dégénérescence dans la structure de bandes. En particulier, les interactions
entre les bandes dyz (/dzx) du cation B et les états py (/px) des atomes d’oxygène engendrent une hybridation de
ces orbitales qui vont stabiliser les bandes de valence py et px (liaison liante) et déstabiliser les bandes dyz et dzx

(liaison anti-liante). Les orbitales dxy sont quant à elles non perturbées par la déformation, il en résulte que les
bandes dxy sont plus basses en énergie que les bandes dyz et dzx.

1.5 Objectifs de la thèse
Dans cette section, nous avons montré que la manipulation et maitrise des effets provenant des couplages

spin-orbite pouvaient permettre de répondre aux enjeux posés par les limitations de la technologie CMOS dans
l’électronique, que ce soit en terme d’amélioration des performances ou de la consommation énergétique. Cependant,
les dispositifs spinorbitroniques doivent présenter des caractéristiques particulières pour pouvoir être intégrables
vis à vis des technologies à base de silicium. En particulier, les matériaux utilisés pour ces dispositifs doivent
présenter un couplage spin-orbite important, tout en ayant des temps de relaxation du spin faibles, afin de limiter
les phénomènes de décohérence du spin. Enfin, nous avons vu que les oxydes de métaux de transition sont une famille
de matériaux propice à des couplages spin-orbite adaptés aux conversions spin-charge. La recherche de matériaux
pour la spinorbitronique, ainsi qu’une compréhension plus fine de l’interaction entre les effets spin-orbite et les
différentes propriétés électroniques d’un système est plus que jamais d’actualité.

Dans cette thèse, nous proposons d’étudier les effets de l’interaction spin-orbite dans plusieurs oxydes de métaux
de transition et leurs variations sous l’effet de contrainte épitaxiale ou au voisinage de surface et d’interface, afin
de trouver des systèmes adaptés aux diverses applications de la spinorbitronique. Pour cela, nous avons considéré
des matériaux ayant potentiellement : un fort couplage spin-orbite et étant si possible, compatible avec l’obtention
d’une texture de spin persistant. Nous nous sommes intéressés à des systèmes qui présentent diverses propriétés
(gaz 2D d’électrons, ferroélectricité) qui puissent être couplées aux effets spin-orbite, afin d’obtenir un matériau
multifonctionnel. Nous avons porté nos recherches sur trois systèmes à base d’oxyde de métaux de transition :

1. l’interface entre les deux perovskites LaAlO3 et SrTiO3, déjà connue pour présenter des couplages spin-orbite
intéressants pour les conversions spin-charge au niveau du gaz 2D d’électrons apparaissant à l’interface,

2. l’oxyde ferroélectrique PbTiO3, qui présente un diagramme de phase relativement riche, dont l’exploration
par une contrainte épitaxiale peut donner lieu à l’apparition de plusieurs formes de couplage spin-orbite,

3. le composé HfO2 dans ses phases ferroélectriques ; de récentes études ont montré que lorsqu’on fait la crois-
sance en couche de mince de HfO2, on peut observer l’apparition de phases ferroélectriques [Park 2015,
Wei 2018]. On peut alors imaginer contrôler les couplages spin-orbite à l’interface entre un métal lourd et
HfO2 via le retournement de sa polarisation électrique.

Le chapitre suivant présentera les différentes méthodes numériques et analytiques que nous avons utilisées afin
de sonder les propriétés de ces matériaux.



Chapitre 2

Méthodes de calcul

Dans le premier chapitre, nous avons présenté les différents matériaux étudiés et défini les objectifs de cette
thèse. Afin de déterminer les propriétés de ces matériaux, des calculs de structure électronique incluant les effets
spin-orbite ont été effectués. Ce second chapitre présentera les différentes théories et approximations nécessaires à
ces calculs.

Les différentes propriétés physico-chimiques d’un système cristallin peuvent être calculées à partir de ses fonctions
d’onde ; ces dernières sont obtenues par la résolution de l’équation de Schrödinger à N corps (2.1) :−
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Ψ (r,R) = E (r,R) Ψ (r,R) (2.1)

Les termes 1 et 2 de l’équation 2.1 représentent respectivement les opérateurs énergies cinétiques des noyaux
atomiques de masses MI situés aux positions RI et des électrons de masses mi situés aux positions ri . Les termes
3 et 4 correspondent respectivement aux répulsions entre noyaux de charge eZI et entre électrons de charge −e. Le
terme 5 représente quant à lui l’attraction entre les électrons et les noyaux. Ψ est la fonction d’onde à N particules
du système d’énergie E.

Excepté dans le cas d’un atome d’hydrogène (N = 2), la résolution d’une telle équation est analytiquement
impossible à cause des différentes interactions entre un trop grand nombre de particules. Des approximations sont
alors nécessaires afin de donner un résultat approché de la fonction d’onde Ψ et de son énergie E.

L’ensemble des méthodes et approximations permettant de résoudre l’équation de Schrödinger est appelé mé-
thode « ab initio » (ou premiers principes), car elles ne nécessitent pas d’introduire de paramètres ajustables (em-
piriques). Les méthodes ab initio les plus connues sont les méthodes Hartree-Fock, ou les méthodes basées sur les
fonctions de Green de type GW ou la théorie de la fonctionnelle de la densité (DFT). La figure 2.1 donne une
représentation de l’ensemble de ces méthodes et approximations dans la résolution de l’équation Schrödinger.

La popularité de ces méthodes a considérablement augmenté au fil du temps, avec un nombre de publications
utilisant ces méthodes par an passant de 200 en 1990 à 23000 en 2016 [Mavropoulos 2017]. Cette évolution est
corrélée avec l’augmentation des capacités des centres de calculs hautes performances (HPC) qui a permis d’utiliser
ces méthodes pour traiter des systèmes de plus en plus grands et complexes. La popularité de ces méthodes est
principalement due à leur capacité à prédire convenablement, pour différents types de matériaux, un certain nombre
de propriétés qui furent par la suite vérifiées expérimentalement [Dederichs 2014, Hanssen 1990]. Nous pouvons
citer comme exemple la prédiction en 1983 de la semi-métalicité dans l’Heusler NiMnSb [de Groot 1983], de la
TMR géante (Tunnel Magnetoresistance) à l’interface Fe/MgO/Fe en 2001 [Butler 2001, Yuasa 2004], ou encore de
l’effet Rashba géant dans le ferroélectrique GeTe [Di Sante 2013, Rinaldi 2018]. Beaucoup de calculs ab initio sont
effectués pour déterminer la stabilité des différentes phases cristallographiques, la présence ou non de défauts dans les
matériaux ou de la stabilité des interfaces et des surfaces [Dederichs 2014]. Nous pouvons aussi citer l’utilisation de
calculs ab initio pour la recherche de nouveaux matériaux possédant des propriétés liées à la structure électronique,
c’est notamment le cas des isolants topologiques qui nécessitent une connaissance assez complète de leur structure
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de bandes [Weng 2014].
Les calculs que nous avons effectués au cours de cette thèse sont basés sur la théorie de la fonctionnelle de

la densité (DFT) que nous allons décrire dans la section 2.3. Au préalable, nous introduirons l’approximation de
Born-Oppenheimer, commune à toutes ces méthodes ab initio.

Figure 2.1 – Schéma d’un ensemble d’approximations et de méthodes utilisées dans les calculs dit ab initio, afin
de résoudre l’équation de Schrödinger à N corps.

2.1 Approximation de Born-Oppenheimer
L’approximation de Born-Oppenheimer [Born 1927] permet de simplifier l’équation 2.1 : elle consiste à traiter

séparément la contribution des noyaux et celle des électrons. En effet, comme les électrons ont une masse bien
inférieure à celle des noyaux (environ d’un facteur 1000), on peut supposer que les électrons ont une influence
négligeable sur les forces agissant sur les noyaux. Autrement dit, pendant la durée caractéristique nécessaire à
chaque déplacement ionique, le nuage électronique a le temps de relaxer vers son état d’équilibre. La configuration
des noyaux peut donc être considérée comme indépendante de la configuration électronique, tandis que celle des
électrons s’adapte en fonction du potentiel créé par la configuration des noyaux. Cela se traduit par une fonction
d’onde décrite comme un produit entre une fonction agissant sur les noyaux et une fonction d’onde multiélectronique
dépendante de la position des noyaux. L’équation peut ainsi être séparée en deux parties :−
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Avec ϕ la fonction d’onde multi-ionique du système et φ la fonction d’onde multi-électronique. L’information sur la
structure électronique, pour une structure atomique donnée, est contenue dans l’équation 2.2b. La résolution de cette
dernière est donc essentielle si on souhaite calculer des grandeurs physiques relatives à la structure électronique,
telles que les largeurs de bande interdite ou les moments magnétiques de spin par exemple. Cependant la résolution
de cette équation reste analytiquement impossible à cause de l’interaction entre électrons contenue dans le terme 4
de l’équation 2.2b. De nouvelles théories, méthodes et approximations doivent donc être utilisées afin de résoudre
cette équation, elles seront discutées dans la suite de ce chapitre.

2.2 Théorème de Bloch
Dans cette thèse, nous avons uniquement étudié des systèmes cristallins, il est alors utile d’introduire le théorème

de Bloch avant de parler des différentes approximations que nous avons utilisées. Ce théorème permet d’avoir une
représentation des fonctions d’onde adaptée à la périodicité des cristaux. Un cristal est défini comme étant une
maille élémentaire qui se répète périodiquement suivant N vecteurs (où N est la dimension du cristal), formant
ainsi un réseau de Bravais. L’hamiltonien H doit avoir la même périodicité que le système : pour n’importe quel
vecteur R appartenant au réseau de Bravais du système, nous avons H(r + R) = H(r). Ainsi, les états propres
φn,k de H peuvent alors être choisis sous forme d’ondes planes multipliées par les états de Bloch un,k du système
qui ont eux même la périodicité du réseau :

φn,k = e(ik·r)un,k (2.3)

avec n et k, le numéro et le vecteur d’onde de l’état électronique. On peut montrer que ces fonctions d’onde sont
aussi périodiques en k, formant ainsi un réseau appelé réseau réciproque avec une périodicité K (un,k+K = un,k).
Pour obtenir toutes les propriétés du système, il est nécessaire de parcourir tous les vecteurs d’onde k contenus
dans la maille élémentaire du réseau réciproque que l’on nomme « première zone de Brillouin ».

2.3 Théorie de la fonctionnelle de la densité
La théorie de la fonctionnelle de la densité ou Density Functionnal Theory (DFT) [Kohn 1999] se base sur les

deux théorèmes introduits par Hohenberg et Kohn [Hohenberg 1964], qui mettent en relation l’état fondamental
d’un cristal avec sa densité électronique et le potentiel créé par les noyaux :

— Premier théorème : Le potentiel externe Vext, correspondant au potentiel créé par les ions dans le cristal,
détermine de manière unique la densité électronique de l’état fondamental.

— Second théorème : L’énergie de l’état fondamental E0 peut être obtenue en utilisant le principe variationnel
appliqué sur l’énergie E [n (r)], où la densité qui minimise l’énergie est la densité électronique de l’état
fondamentale n0 (r).

L’énergie de l’état fondamental peut donc être écrite de la manière suivante :

E0 [n0 (r)] = F [n0 (r)] +
∫
Vext (r)n0 (r) d3r

= min
n(r)

E [n (r)] = min
n(r)

[
F [n (r)] +

∫
Vext (r)n (r) d3r

]
(2.4)

où F [n (r)] est la fonctionnelle universelle de Hohenberg et Kohn, valide pour n’importe quel nombre d’électrons
N et pour n’importe quel potentiel externe Vext. Cette fonctionnelle n’est en principe pas connue et la recherche
d’une expression analytique valide pour tous types de système est toujours d’actualité. Les travaux de Hohenberg
et Kohn en 1964 [Hohenberg 1964], puis de ceux de Kohn et Sham en 1965 [Kohn 1965], ont permis de simplifier
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l’expression de cette fonctionnelle en faisant intervenir des termes simples déjà utilisés pour d’autres méthodes de
calcul :

F [n (r)] = EH [n (r)] + T0 [n (r)] + Exc [n (r)] (2.5)

Le premier terme , EH , correspond au terme de Hartree représentant l’énergie de répulsion entre électrons,
alors que T0 est l’énergie cinétique qu’aurait le gaz d’électrons s’il était sans interaction. Le dernier terme, Exc, dit
d’échange et corrélation, est une fonctionnelle regroupant des termes correctifs à celui de Hartree (self-interaction)
et à T0, mais aussi tous les termes qui restent inconnus tels que le terme d’échange et celui permettant de prendre
en compte les corrélations électroniques. C’est en pratique sur ce terme que les approximations principales de la
DFT sont faites.

Afin de minimiser l’énergie E, Kohn et Sham [Kohn 1965] proposèrent de résoudre l’équation de Schrödinger
pour chacun des électrons du système pris séparément, chacun évoluant dans un potentiel fictif VKS dépendant de
la densité électronique, ce qui revient au système d’équations suivant :

HKS [n (r)]φn = (T0 [n (r)] + VKS [n (r)])φi [n (r)] = εnφn (2.6)

avec VKS [n0 (r)] le potentiel de Kohn et Sham agissant sur la fonction d’onde mono-électronique φn de l’électron
n ayant une énergie ϵn. Ce potentiel fait intervenir le potentiel des noyaux Vext [n (r)], le potentiel de Coulomb et
le potentiel d’échange et corrélation défini à partir de sa fonctionnelle Vxc = ∂Exc

∂n
:

VKS [n (r)] = Vext [n (r)] + VH [n (r)] + Vxc [n (r)] (2.7)

La densité électronique est alors définie par la somme des densités mono-électroniques |φn (r) |2 convoluées par
la distribution de Fermi fn = 1

e
ϵn−EF

kB T − 1
, avec EF le niveau de Fermi, kB la constante de Boltzmann et T la

température.
n (r) =

∑
n

fn |φn (r)|2 (2.8)

A partir de la réitération d’un processus dit "auto-cohérent", Kohn et Sham ont montré qu’il est possible de
trouver l’état fondamental de densité électronique n0, le processus est le suivant : la densité électronique nj d’une
itération j est introduite dans l’Hamiltonien HKS (n), la résolution de l’Hamiltonien permet d’obtenir les fonctions
d’onde mono-électroniques φi,j+1, définissant une nouvelle densité nj+1 qui sera de nouveau introduite dans HKS (n)
à l’itération suivante. L’état fondamental est atteint lorsque l’énergie entre deux itérations est inférieure à une valeur
seuil Ediff . Ce processus itératif est représenté sur le schéma 2.2.

En pratique la densité de la première itération j = 1 correspond généralement à la densité électronique calculée
pour des atomes isolés.
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Figure 2.2 – Schéma d’un algorithme auto-cohérent utilisé pour un calcul type DFT

Pour effectuer un calcul DFT, il est nécessaire de choisir judicieusement l’expression des divers paramètres
apparaissant dans l’équation 2.6, que ce soit l’expression du terme d’échange et de corrélation ou de la base utilisée
pour exprimer les fonctions d’onde. Les différents choix possible de ces termes sont donnés dans la figure 2.3.
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Figure 2.3 – Système d’équations de Kohn et Sham avec les différentes approximations possibles sur chacun des
termes de l’équation de Kohn et Sham. (Inspiré de la présentation de T. Deutsch du 20 juin 2012 [Deutsch 2012],
page 47)

Nous détaillerons en particulier, les différentes approximations possibles sur le terme d’échange et de correlation
ainsi que les diverses bases utilisables dans les calculs DFT dans les sections suivantes.

2.3.1 Approximations du terme d’échange et corrélation
Nous avons vu que les propriétés d’un solide ou d’une molécule peuvent se ramener à la résolution d’un système

d’équations, dit de Kohn et Sham, faisant intervenir des fonctions d’onde monoélectroniques et la densité électro-
nique. Le terme d’échange et corrélation de cette équation ne peut pas être exprimé de façon exacte et doit faire
l’objet d’approximations. Ces approximations sont en générales dépendantes du système étudié et leur choix est
un critère important pour la validité des calculs ab initio DFT. Nous allons présenter ici quelques fonctionnelles
adaptées aux systèmes que nous avons étudiés.

Approximation de la densité locale

L’approximation de la densité locale (LDA pour Local Density Approximation) est l’approximation la plus simple
qui puisse être faite sur le terme d’échange et corrélation. Elle consiste à supposer que le potentiel d’échange et
corrélation est une fonctionnelle uniquement de la densité électronique. Le système est considéré localement comme
un gaz homogène d’électrons de densité n. On peut alors exprimer l’énergie d’échange et corrélation Exc par l’énergie
d’échange et corrélation par électron εxc :

ELDA
xc =

∫
εxc [n (r)]n (r) d3r (2.9)

εxc est ensuite décomposée en deux termes correspondant à l’énergie d’échange εx et à l’énergie de corrélation εc

par électron :
εxc [n (r)] = εx [n (r)] + εc [n (r)] (2.10)

Une expression analytique a été proposée pour εx par Dirac [Dirac 1930] :

εx (rS) = − 3
4πrS

(
9π
4

)1/3
(en Hartree) (2.11)

Avec rS =
(

3
4πn

)1/3 1
a0

; où a0 est le rayon de Bohr. Pour l’énergie de corrélation εc, différentes formulations ont

été proposées [Perdew 1981, Vosko 1980] d’après des calculs numériques Monte Carlo [Ceperley 1980] réalisés en
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considérant un modèle de gaz homogène d’électrons. L’une des formulations les plus couramment utilisées est celle
proposée par Perdew et Wang [Perdew 1992]. Ici l’expression de εxc [n (r)] ne considère pas les spins des électrons,
ce qui rend l’étude des matériaux magnétiques impossible. Pour pallier à ce problème, l’utilisation de la LSDA
pour Local Spin Density Approximation est nécessaire ; elle diffère de la méthode LDA en considérant εxc comme
une fonctionnelle de deux densités électroniques correspondant aux deux états de spin σ =↑, ↓. Le terme d’échange
devient :

εx (rS , ξ) = − 3
4πrS

(
9π
4

)1/3
[

(1 + ξ)4/3 + (1 − ξ)4/3

2

]
(en Hartree) (2.12)

Avec ξ = n↑ − n↓

n↑ + n↓
, où nσ =

∑
n f

σ
nφ

σ
n est la densité électronique pour l’état de spin σ =↑, ↓. Les travaux de Perdew

et Wang [Perdew 1992] définissent une équation analytique pour l’énergie de corrélation εc (rS , ξ) pour les systèmes
magnétiques.

Si l’approximation L(S)DA a montré son efficacité pour calculer les propriétés électroniques de divers matériaux,
comme les métaux par exemple, elle aboutit à des résultats avec un moins bon accord avec les mesures expérimentales
pour des matériaux qui présentent des variations plus abruptes de la densité électronique (comme c’est le cas des
oxydes en général). Dans ce cas, cette approximation atteint ses limites dans la détermination de l’énergie totale
ou de la largeur de bande interdite par exemple. Pour pallier à ces problèmes, une autre approximation a été
développée : l’approximation dite du gradient généralisé (GGA pour Generalized Gradient Approximation).

Approximation du gradient généralisé

L’approximation GGA propose que le potentiel d’échange et corrrélation Exc soit une fonctionnelle qui dépend
à la fois de la densité électronique des deux spins : n↑ et n↓, mais aussi de leur variation locale via leur gradient
∇n↑ et ∇n↓ :

EGGA
xc =

∫
εxc [n↑ (r) , n↓ (r) ,∇n↑ (r) ,∇n↓ (r)]n (r) d3r (2.13)

avec n = n↑ +n↓. Perdew, Burke et Ernzerhof [Perdew 1996a] proposèrent de simplifier cette equation en exprimant
l’énergie d’échange et corrélation comme étant l’énergie d’échange LDA multiplié par un facteur FXC contenant les
variations locales de la densité :

EGGA
xc =

∫
ε(LDA)

x [n (r)]n (r)FXC (rS , ξ, s) d3r (2.14)

Cette équation est connue comme étant la formulation PBE. Avec s, une variable dépendante du gradient de la
densité électronique : s = |∇n|

2kFn
. Plusieurs fonctions peuvent être utilisées pour le facteur FXC .

Dans ce manuscrit, la plupart des résultats présentés ont été obtenus avec la version "PBE" révisée pour les solides
(PBESol) par Csonka et al. [Csonka 2009], dont le facteur s diffère de celui du PBE classique (s = n

2(3π2n)1/3n
pour la version PBESol). Cette version a l’avantage de présenter un meilleur accord entre le paramètre de maille
calculé et expérimental pour une largeur de bande interdite calculée similaire aux autres version GGA.

Autres approximations

La précision des méthodes de calcul DFT peut être représentée sous la forme d’une échelle de Jacob (figure 2.4)
[Perdew 2005] : plus le numéro de l’échelon est grand, plus la méthode de calcul sera précise, mais en contrepartie
le coût en temps et en ressources de calcul sera grand. 1

Les deux premiers échelons sont donnés par les deux approximations que nous venons de décrire : la LDA et la
GGA respectivement pour les échelons 1 et 2, il s’agit des approximations les plus simples pour le terme d’échange
et corrélation. On trouve à l’échelon 3 toutes les méthodes dites méta-GGA qui par rapport à l’approximation GGA
prennent en compte la dérivé seconde de la densité électronique ou considérant les opérateurs énergie cinétique τ dans
l’expression du terme d’échange et corrélation [Wang 2014] ; nous pouvons citer comme exemple de fonctionnelles
méta-GGA, la fonctionnelle GGA-SCAN [Sun 2015] et la fonctionnelle de Becke-Johnson modifié (mBJ) [Becke 2006,
Tran 2009].

Au 4ème échelon, on trouve toutes les méthodes dites de fonctionnelles hybrides telles que celle introduite par
A.D. Becke en 1993 [Becke 1993]. Ces fonctionnelles consistent à considérer le système en deux parties : la première
partie correspond au système sans interaction soit à un gaz d’électrons libres dont l’énergie d’échange peut être

1. Il est cependant important de noter que la précision dépend du système considéré et que certaines propriétés peuvent mieux être
décrites avec des fonctionnelles simples (échelon bas) que des fonctionnelles plus élaborées (échelon élevé).



42 Chapitre 2 : Méthodes de calcul

calculée de façon exacte grâce aux équations de Hartree-Fock (adaptées à la formulation de Kohn et Sham), la
seconde partie correspond au système en interaction dit "réel" qui est traité avec les approximations standards de
la DFT : LDA / GGA / meta-GGA avec l’énergie d’échange et de corrélation correspondante. L’énergie d’échange
et corrélation de la fonctionnelle hybride est alors une moyenne de ces deux parties, dont la proportion est établie
de manière empirique en fonction du système considéré. Les méthodes de fonctionnelles hybrides donnent de bon
résultats sur la description des liaisons chimiques [Becke 1993], mais aussi sur celle des structures électroniques
des isolants et des semi-conducteurs, en particulier sur la valeur de leur largeur de bande interdite [Becke 1993].
Cependant le coût en temps et en ressources de calculs est relativement grand en comparaison avec les méthodes
plus classiques que sont la LDA et la GGA. Parmi les fonctionnelles hybrides les plus connues, nous pouvons citer :
la PBE0 [Perdew 1996b], la HSE06 [Krukau 2006] et la B3LYP [Stephens 1994].

Figure 2.4 – Échelle de Jacob de la DFT 2.4. Le « paradis de la précision chimique » correspond à des fonctions
d’onde calculées de façon exacte alors que le « monde de Hartree » représente l’approximation la plus basse qui
puisse être faite (pas d’interaction entre les électrons). La colonne de droite donne le type de la fonctionnelle tandis
que la colonne de gauche correspond à la dépendance du terme d’échange et corrélation εxc.

Bien qu’elles fonctionnent de manière différente que les méthodes DFT, il est important de discuter également
des fonctions de Green type GW pour résoudre l’Hamiltonien du système [Hedin 1965, Strinati 1980]. Ces fonctions
sont connues pour être généralement beaucoup plus précises que les méthodes DFT que nous venons de décrire (en
particulier pour le calcul des largeurs de bande interdite). La résolution de l’Hamiltonien par fonctions de Green GW
se base sur le calcul de l’énergie de quasiparticules, représentant l’excitation liée à l’ajout ou au retrait d’un électron
d’un système multi-électronique. L’énergie des quasi-particules sont approximées en considérant leurs interactions
avec le milieu comme une perturbation, ces énergies peuvent alors être définies comme le produit d’une fonction
de Green G avec l’interaction de Coulomb écrantée W (= énergie d’échange Hartree-Fock). Bien qu’elles soient
connues pour être bien plus précises que les méthodes DFT, le coût en temps et en ressources de calculs se trouve
être beaucoup plus important pour les fonctions de Green, limitant ainsi leur utilisation à des systèmes simples,
avec peu d’atomes. On peut aussi noter que les méthodes GW nécessitent d’avoir comme paramètre initiale un jeu
de fonctions d’onde calculé au préalable par d’autres méthodes (DFT, Hartree-Fock).

2.3.2 Base de l’hamiltonien
Le choix de la base sur laquelle seront développées les fonctions d’onde est un paramètre crucial pour la diago-

nalisation numérique de l’hamiltonien, que ce soit en terme de précision ou de temps de calculs [Cottenier 2013].
La base la plus triviale est la base cartésienne BC = x, y, z, cependant comme nous l’avons décrit en début de ce
chapitre, les fonctions d’onde d’un système cristallin sont périodiques, contrairement aux fonctions x, y et z qui
sont linéaires. Ainsi diagonaliser les fonctions d’onde dans cette base sera complexe, peu précis et long en temps
de calcul, en d’autres termes, la base cartésienne n’est pas adaptée aux fonctions d’onde d’un système cristallin.
Il est alors nécessaire de développer ces fonctions d’onde sur une autre base avec des fonctions simples à traiter
numériquement tout en gardant une forme proche des fonctions d’onde du système, nous cherchons aussi à avoir
une base avec le moins d’élements possible afin de réduire le temps de calcul.

Dans une base B quelconque de dimension P , définie par les fonctions φB
p , les fonctions d’onde monoélectroniques

de Kohn et Sham φn s’écrivent de la manière suivante :

φn =
P∑
p

cn
pφ

B
p (2.15)
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avec les coefficients cn
p = ⟨φn| φB

p

〉
. Trouver les fonctions propres de l’Hamiltonien de Kohn et Sham (Eq. ) revient

à diagonaliser la matrice suivante :· · · · · · · · ·
...

〈
φB

p

∣∣HKS

∣∣φB
q

〉
− ϵi

〈
φB

p

∣∣ φB
q

〉 ...
· · · · · · · · ·


c

n
1
...
cn

P

 =

0
...
0

 (2.16)

Les
〈
φB

p

∣∣ φB
q

〉
sont les éléments de la matrice de recouvrement S. Si la base B est orthogonale, alors les éléments

de la matrice de recouvrement sont tels que Spq = δpq, autrement dit, la matrice de recouvrement S correspond
à la matrice identité. Avoir une base orthogonale est ainsi bénéfique pour simplifier la résolution numérique de
l’Hamiltonien.

Pour des systèmes périodiques, la base la plus simple est une base orthogonale d’ondes planes telle que :

φn
k(r) =

K∑
p

cn
Ke

i(k+K)·r (2.17)

Pour avoir une solution exacte, le nombre d’ondes planes doit être infini. Cependant, pour une résolution numé-
rique, nous devons faire l’approximation d’un nombre fini d’ondes planes. En pratique nous fixons une énergie de
coupure Ecut telle que :

Ecut = ℏ2K2
max

2me
(2.18)

Avec me la masse de l’électron. Les ondes planes considérées pour le calcul sont celles dont la norme est inférieure
à Kmax : K < Kmax.

Le choix de l’énergie de coupure est un paramètre crucial pour la validité d’un calcul type DFT. Une étude
préalable de la convergence de la propriété étudiée en fonction de l’énergie de coupure est nécessaire pour choisir
judicieusement Ecut.

Loin des noyaux atomiques, les électrons se comportent comme des électrons libres, ce qui permet aux ondes
planes de décrire convenablement les états de Bloch dans ces régions, la projection nécessite alors un faible nombre
d’ondes planes. Cependant, à cause des fluctuations rapides des état de Bloch près des noyaux atomiques, le nombre
d’ondes planes nécessaire pour une bonne description du système devient trop important pour une résolution
numérique (pouvant aller jusqu’à 108 ondes planes par électron). Les ondes planes ne sont donc pas adaptées à la
description des fonctions près des noyaux atomiques, d’autres bases ont été développées afin de décrire correctement
les fonctions d’onde dans tout le système.

Pseudopotentiel

Une de ces bases utilise la méthode des pseudopotentiels [Ashcroft 2002, Hamann 1979], elle consiste à traiter les
électrons de cœur et de valence séparément. Elle se base sur le constat que les électrons de cœur sont principalement
situés proches des noyaux atomiques et n’interagissent que faiblement avec les autres électrons du système, leurs
fonctions d’onde φc peuvent donc être facilement calculées si on considère le système atome et électrons de cœur
comme étant isolés (frozen core approximation). Les électrons de valence φv sont projetés sur une base de fonctions
d’onde plane orthogonales aux états de cœurs :

φv (r) = ϕv +
∑

c

bcφc (r) (2.19)

Avec ϕv (r) la partie en ondes planes de φv (r) : ϕv (r) =
∑

K cKe
i(k−K)·r et bc =

∫
φ∗

c (r′)ϕv (r′) d3r′. En
utilisant une telle base, on peut montrer que la résolution de l’Hamiltonien du système peut se ramener à la
résolution d’un pseudohamiltonien agissant sur des pseudofonctions d’onde

∼
ϕv, d’énergie ϵv, correspondant à l’énergie

de l’électron de valence v :
∼
H

∼
ϕv = ϵv

∼
ϕv (2.20)

∼
H contient un terme d’énergie cinétique −ℏ2∇2

2m et un pseudopotentiel
∼
V , ce dernier représente le potentiel

périodique du système V et d’un potentiel fictif V R correspondant à l’intéraction entre les électrons de valence et
ceux de cœur :

∼
V = V + V R. Les fonctions propres

∼
ϕv de

∼
H correspondent à la partie en ondes planes ϕv des

électrons de valence, on retrouve alors l’expression de φv de l’équation 2.19.
L’utilisation des pseudopotentiels présente deux avantages : 1) les états propres des électrons de cœur sont

calculés simplement pour des atomes isolés et l’équation de Schrödinger est résolue uniquement pour les électrons
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de valence, ce qui réduit considérablement le temps de calcul pour des systèmes composés d’éléments lourds, 2)
la base utilisée pour décrire les électrons de valence est orthogonale, simplifiant ainsi la résolution numérique de
l’Hamiltonien. Cependant, comme pour la projection sur les fonctions d’onde plane, la méthode des pseudopotentiels
a du mal à correctement décrire la variation des fonctions d’onde monoélectroniques près des noyaux atomiques,
présentant ainsi des difficultés à traiter correctement des systèmes comportant des métaux de transition. Les travaux
de Vanderbilt [Vanderbilt 1990] ont montré qu’il était possible d’avoir une meilleure description de ces fonctions
d’onde en considérant un déficit d’électrons dans les sphères atomiques centrées sur les noyaux, écrantant ainsi le
pseudopotentiel

∼
V , cette méthode donna lieu aux potentiels doux ("ultrasoft").

Ondes planes augmentées et Ondes planes augmentées linéaires

La méthode des ondes planes augmentées ou APW (Augmented Plane Wave) permet de diviser l’espace en deux
zones correspondant à 1) l’intérieur des sphères d’augmentation Sα centrées sur les noyaux atomiques α et de rayon
rc et 2) l’exterieur de ces sphères constituant la zone interstitielle I. A l’intérieur des sphères, les fonctions d’onde
sont développées sur une base d’harmmoniques sphériques, tandis qu’à l’extérieur, elles sont développées sur une
base de fonctions d’onde plane. Un élément de cette base est alors exprimé par l’équation suivante :

φk
K(r, E) =


1√
V
ei(k+K)·r r ∈ I∑

l,m Aα,k+K
l,m uα

l (r′, E)Y m
l (r̂′) r ∈ Sα

(2.21)

r′ = r−rα désigne la position par rapport au noyau α, r̂′ est l’angle en coordonnées sphériques de r′. uα
l (r′, E)

et Y m
l (r̂) sont respectivement la partie radiale et l’harmonique sphérique du noyau α, l et m sont les nombres

quantiques orbitales et magnétiques. Aα,k+K
l,m est un coefficient à déterminer.

La méthode APW nécessite une base B de dimension moins grande qu’une base d’ondes planes pour correcte-
ment décrire les états monoélectroniques. Cependant elle présente deux grand désavantages : 1) la base n’est pas
orthogonale rendant ainsi la diagonalisation plus complexe de l’Hamiltonien par rapport à une projection sur des
ondes planes ou en utilisant la méthodes des pseudopotentiels, 2) on observe que la partie radiale du développement
uα

l (r′, E) dépend directement de l’énergie de l’état électronique que l’on cherche à déterminer. Ainsi pour pouvoir
correctement utiliser cette méthode, il est nécessaire de procéder par itération pour déterminer à la fois l’énergie de
l’état électronique et le jeu de paramètres Aα,k+K

l,m , ce qui peut augmenter considérablement le temps de calcul pour
la diagonalisation de l’Hamiltonien. On peut cependant pallier à ce problème en faisant un développement linéaire
de la partie radiale en fonction de l’énergie donnant ainsi la méthode LAPW (Linear Augmented Plane Wave), dont
la base est définie par des fonctions de la forme :

φk
K(r, E) =


1√
V
ei(k+K)·r r ∈ I∑

l,m

[
Aα,k+K

l,m uα
l (r′, Eα

l ) +Bα,k+K
l,m u̇α

l (r′, Eα
l )
]
Y m

l (r̂) r ∈ Sα

(2.22)

où u̇α
l est la dérivée première par rapport à l’énergie de uα

l et Bα,k+K
l,m est un coefficient à déterminer. Bien que plus

précise que les projections sur ondes planes ou en utilisant des pseudopotentiels, la méthode LAPW reste cependant
plus longue en terme de temps de calcul (en particulier car il s’agit d’un calcul dit « touts électrons »), ce qui peut
être problématique pour la résolution numérique de systèmes à grand nombre d’atomes.

Ondes augmentées par projecteur

La méthode dite de Projector Wave Method (PAW) a été développée par Blöchl [Blöchl 1994] afin de faire
coïncider les méthodes LAPW et celle des pseudopotentiels. Comme pour les méthodes APW et LAPW, elle divise
l’espace en deux zones correspondant à l’intérieur des sphères d’augmentation et la zone interstitielle. La fonction
d’onde tout électrons φn est définie par rapport à la pseudo fonction d’onde ∼

φn, les fonctions d’onde de l’atome
isolé ϕi (où les indices i font référence aux sites atomiques R, et aux nombres quantiques N, l et m) et des pseudos
fonctions d’onde

∼
ϕi identiques aux fonctions ϕi dans les zones interstitielles, elles correspondent à des fonctions

lisses et plus pratiques à manipuler numériquement à l’intérieur des sphères d’augmentation : r < rc : |φn⟩ = | ∼
φn⟩ +

∑
i ci

(
|ϕi⟩ − |

∼
ϕi⟩
)

r > rc : |φn⟩ = | ∼
φn⟩

(2.23)

avec ci = ⟨∼
pi|φn⟩, où ∼

pi est un projecteur vérifiant ⟨∼
pi|

∼
ϕj⟩ = δij .

Les pseudos fonctions d’onde peuvent être calculées de plusieurs manières, les principales étant la méthode
LAPW ou celle des pseudopotentielles (ou ultrasoft).
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Fonctions de Wannier

Nous avons vu précédemment que les états propres d’un système cristallin sont exprimés en fonction des états
de Bloch périodiques, les états propres sont donc des états délocalisés dans tout le cristal. Cette représentation est
problématique si on souhaite étudier des propriétés qui dépendent de la localisation spatiale des électrons, telles
que la polarisation électrique ou certaines propriétés de transport. Contrairement aux états de Bloch, les fonctions
de Wannier wnR(r) [Wannier 1937, Des Cloizeaux 1963] sont localisées dans l’espace réel et sont donc adaptées à la
détermination de ce genre de propriété. Bien que la formulation de ces fonctions n’est pas adaptée aux calculs type
DFT, la diagonalisation d’un hamiltonien dans cette base permet de déterminer diverses propriétés qui peuvent
compléter les résultats DFT.

Les fonctions de Wannier correspondent à la transformé de Fourier des états de Bloch :

wn,R(r) = Vcell

(2π)3

y
eik·Rψnk(r)dk (2.24)

Bien qu’elles ne soient pas périodiques, les fonctions de Wannier sont nommées suivant un vecteur du réseau de
bravais R, afin que deux fonctions de Wannier à différent R soient en réalité une translation de l’une par rapport
à l’autre, cette propriété est exprimée par la relation suivante :

wn,R(r) = wn,0(r − R) (2.25)

Les fonctions de Bloch sont définies à un facteur de phase près, il en résulte que plusieurs jeux de fonctions
de Wannier différentes existent pour un même système et dépendent ainsi d’une jauge. La position moyenne et la
dispersion de ces fonctions ne sont donc pas uniques et diffèrent en fonction du choix de jauge. Marzari et Vanderbilt
[Marzari 1997] ont proposé de choisir le jeu de fonctions de Wannier qui minimise la dispersion de chaque fonction de
Wannier, donnant lieu aux « maximally localized Wannier functions » (MLWF). Ces MLWF permettent d’assimiler
le centre de chacune des fonctions de Wannier rn à la position moyenne d’un électron, permettant ainsi de déterminer
certaines propriétés de transport, comme la conductivité électrique, thermoélectricité [Pizzi 2014], l’effet Hall de
spin [Qiao 2018], la conductivité anomale de Hall [Wang 2006]) et aussi les courbures de Berry [King-Smith 1993].

Méthode des liaisons fortes

La méthode des liaisons fortes ou "Linear Combination of Atomic Orbitals" (LCAO), introduite par Bloch en 1929
[Bloch 1929], est une méthode permettant d’exprimer les fonctions d’onde du système au travers de combinaisons
linéaires d’orbitales atomiques. Par rapport aux méthodes de calcul type DFT, la méthode LCAO permet de
visualiser plus facilement l’influence des différentes interactions possibles entre les atomes et/ou les orbitales sur les
différentes propriétés du système [Ashcroft 2002].

Pour un cristal composé d’un atome par cellule unité, nous avons l’hamiltonien suivant :

H = Hat + ∆U (2.26)

Avec Hat l’hamiltonien d’un atome isolé et ∆U la différence de potentiel entre l’atome isolé et le potentiel cristallin
(potentiel provoqué par l’ensemble des atomes du cristal). Les fonctions de Bloch φn,k d’énergie En,k respectent
l’équation suivante :

Hφn,k(r) = En,kφn,k(r) (2.27)
Comme nous l’avons vu dans la section précédente, il est possible d’exprimer les fonctions de Bloch du système

au travers d’un jeu de fonctions d’onde localisées appelées fonctions de Wannier (equation 2.24). Comme décrit
précédemment, ce jeu de fonctions n’est pas unique, il est alors possible de choisir des orbitales monoatomiques
centrées sur chacun des atomes du système comme étant notre jeu de fonctions d’onde localisées. Les fonctions
d’onde monoatomiques ϕi(r) vérifient :

Hatϕi(r) = Eiϕi(r) (2.28)
avec Ei l’énergie de l’orbitale atomique. Ces fonctions d’onde décroissent rapidement pour des valeurs de r ̸= 0,
ainsi le recouvrement d’orbitales

∫
ϕi(r)ϕi(r+R)dr entre deux fonctions situées sur deux sites atomiques différents

tendent vers 0 [Slater 1954]. On a alors :∫
ϕi(r)ϕj(r + R)dr =

{
1 si i = j et R = 0
0 sinon (2.29)

Les fonctions de Bloch du système φn,k peuvent être assimilées à la transformée de Fourier des fonctions d’onde
monoatomiques de chaque site atomique :

φn,k(r) =
∑
R

eik·Rϕn(r − R) (2.30)
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Les états propres φn,k du système sont alors une combinaison linéaire d’orbitales atomiques.
Il est possible de généraliser l’équation précédente pour prendre le cas de plusieurs orbitales atomiques et pour

une maille élémentaire contenant plusieurs atomes, on obtient ainsi l’équation suivante :

φn,k =
N∑
i

cn,i,kϕi,k(r) (2.31)

où N est le nombre d’atomes et d’orbitales atomiques considéré. La détermination des paramètres cn,i,k se fait en
résolvant l’équation séculaire de l’Hamiltonien :

H1,1 · · · H1,j · · · H1,N

...
...

Hi,1 · · · Hi,j · · · Hj,N

...
...

HN,1 · · · HN,j · · · HN,N





cn,1,k

...
cn,i,k

...
cn,N,k

 = En(k)



cn,1,k

...
cn,i,k

...
cn,N,k

 (2.32)

avec Hi,j = ⟨ϕi,k|H |ϕj,k⟩ les intégrales de saut d’une orbitale i vers une orbitale j.
La valeur des intégrales est nécessaire pour diagonaliser l’Hamiltonien et ainsi déterminer les propriétés du

système. Ces intégrales peuvent être déterminées de deux manières différentes : soit de manière auto-cohérente à
partir de méthodes de calcul ab initio type Hartree-Fock ([Roothaan 1951]) ou DFT ([Soler 2002]) avec des fonctions
d’onde projetées suivant une combinaison linéaire d’orbitales atomiques, soit de manière empirique en établissant
un modèle de Slater-Koster [Slater 1954], qui permet de déterminer les intégrales qui s’annulent et de donner une
expression analytique approchée des intégrales en fonction de la géométrie du système et de la forme des orbitales
atomiques à partir des tables de Slater et Koster [Slater 1954]. Les paramètres de ces expressions sont ensuite ajustés
en quelques points k de la zone de Brillouin (correspondant généralement aux points de haute symétrie) par rapport
à des résultats soit expérimentaux, soit provenant d’autres méthodes de calcul (DFT, GW,...) [Roy 2015].

2.4 Méthodes des invariants
Les cristaux peuvent être classés dans 230 groupes d’espace en fonction de leurs symétries et de leurs translations.

Chaque groupe d’espace correspond à un des 32 groupes ponctuels de symétrie auquel on associe un réseau de Bravais
donnant les translations du système [Bradley 2010]. Le théorème de Noether [Noether 1918] donne une corrélation
entre les grandeurs physiques conservées (niveaux d’énergie dégénérés ou de l’orientation de la polarisation électrique
par exemple) et les symétries du système, autrement dit, il est possible de connaitre qualitativement certaines
propriétés du système seulement à partir de la structure atomique d’un matériau sans avoir à effectuer de calcul
complexe. De plus, lors de calculs types DFT, les opérations de symétrie du système peuvent être utilisées afin
de simplifier la résolution de l’équation de Kohn et Sham. On s’attend donc à ce que la forme analytique de
l’Hamiltonien reflète aussi les symétries du groupe d’espace auquel appartient le système. Introduit en 1956 par
Luttinger [Luttinger 1956] et appronfondi par la suite par Bir et Pikus [Bir 1974], la théorie des invariants permet
de déterminer une forme analytique de l’Hamiltonien en connaissant uniquement le groupe d’espace et donc les
symétries du système grâce à la théorie des groupes 2 .

Supposons que l’hamiltonien H d’un groupe G dépend d’un ensemble de variables K 3 et d’un ensemble d’opé-
rateurs X 4. La théorie des invariants indique que H(K) doit rester invariant pour n’importe quelle opération de
symétrie g de G, ce qui est décrit par la relation suivante [Bir 1974] :

H(K) = D(g)H(g−1K)D−1(g) (2.33)

OùD(g) est la représentation matricielle de l’opération de symétrie g deG (exemple : D(g = C4) =

 √
2/2 −

√
2/2 0√

2/2
√

2/2 0
0 0 1


pour une symétrie de rotation d’ordre 4, g = C4 dans la notation de Schoenflies [Schoenflies 1891], exprimée dans
la base cartésienne où z correspond à l’axe de rotation).

2. Une description plus détaillée de la théorie des groupes en physique du solide peut être trouvée dans les livres de Bir et Pikus
[Bir 1974], Yu et Cardona [YU 2010], Dresselhaus et A. Jorio [Dresselhaus 2007] et Winkler [Winkler 2003].

3. K peut être le vecteur d’onde k, un champ électrique ou magnétique externe, ou encore un tenseur de contrainte.
4. X peut être la position, le moment cinétique, le moment magnétique orbitale ou de spin par exemple.
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L’Hamiltonien H correspond à la représentation unité qui reste invariante pour n’importe quelle opération de
symétrie de G. En physique du solide, elle est généralement notée Γ1 dans la notation Koster, Dimmock, Wheeler
et Satz [Koster 1963]. 5 L’Hamiltonien peut être décrit comme une somme de termes Ij :

H(K) =
∑

j

ajIj(K) (2.34)

où les aj sont des paramètres spécifiques au matériau étudié, qui doivent être ajustés en fonction de résultats
expérimentaux ou à partir de calculs ab initio. Les Ij(K) sont des combinaisons linéaires entre les variables K et
d’opérateurs X. Les termes Ij doivent rester invariants pour n’importe quelle opération de symétrie g de G (Les Ij

correspondent aussi à une représentation unité), elles respectent donc la même relation que H :

Ij(K) = D(g)Ij(g−1K)D−1(g) (2.35)

Le principe de la méthode des invariants consiste alors à déterminer toutes les combinaisons Ij de K et X qui
restent invariantes aux opérations de symétrie de G. La théorie des groupes permet de simplifier la recherche de
ces combinaisons en décomposant la représentation de K et X en un ensemble de représentations irréductibles du
système K(i) (correspondant à la représentation irréductible Γi) et X(j) (Γj). En effet, la théorie des groupes indique
que seules les combinaisons de K(i) et X(i) de même représentation Γi contiennent la représentation unitée Γ1 et
donc peuvent être invariants à l’application de tous les éléments de G [Bir 1974].

Au cours de cette thèse, nous avons utilisé la théorie des invariants pour établir un Hamiltonien modèle à deux
bandes pour des bandes dégénérées près des points de haute symétrie, dans le but de décrire la texture de spin et
les levées de dégénérescence provoquées par les couplages spin-orbite aux voisinages de ces points. Dans certains
groupes d’espace, ces couplages peuvent donner lieu à des effets type Rashba ou Dresselhaus, comme nous les avons
décrits dans le chapitre 1.

Nous allons maintenant donner un exemple de la détermination de l’Hamiltonien modèle à deux bandes pour
un groupe ponctuel C4v, muni de la symétrie d’inversion dans le temps T.

L’effet des opérations de symétrie sur le vecteur d’onde k = (kx, ky, kz) et sur les matrices de Pauli σ =
(σx, σy, σz) est donné dans le tableau 2.1.

C4 σv T

kx −ky kx −kx

ky kx −ky −ky

kz kz kz −kz

σx −σy −σx −σx

σy σx σy −σy

σz σz −σz −σz

Table 2.1 – Tableau des transformations que subissent le vecteur axial k = (kx, ky, kz) et le vecteur polaire
σ = (σx, σy, σz) par l’application des symétries du groupe ponctuel C4v muni de la symétrie d’inversion dans le
temps T. C4 et σv sont les générateurs du groupe ponctuel C4v et correspondent respectivement à une rotation
d’ordre 4 et à une symétrie miroir contenant l’axe d’ordre 4 dans la notation de Schoenflies [Schoenflies 1891]. A
partir des générateurs, il est possible d’obtenir par combinaison toutes les opérations de symétrie du système.

La table des caractères du groupe C4v est donnée dans le tableau suivant :
5. La notation dépend du point de haute symétrie étudié, on peut alors avoir des notations de type X1 et M1, si on utilise les

représentations irréductibles aux points X et M .
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Représentation irréductible Fonctions de la base E C2 2C4 2σv 2σdMulliken KDWS ordre 1 ordre 2
A1 Γ1 z x2 + y2, z2 1 1 1 1 1
A2 Γ2 Rz 1 1 1 −1 −1
B1 Γ3 x2 − y2 1 1 −1 1 −1
B2 Γ4 xy 1 1 −1 −1 1
E Γ5 (x, y), (Rx, Ry) (xz, yz) 2 −2 0 0 0

Table 2.2 – Table des caractères χ(g) des classes de symétrie E, C2, C4, σv et σd du groupe ponctuel C4v (le nombre
devant la symétrie g est le nombre d’éléments dans la classe de g). Les représentations irréductibles sont données
dans la notation de Mulliken [Mulliken 1933] (utilisée en chimie moléculaire) et la notation de Koster, Dimmock,
Wheeler et Satz (KDWS) [Koster 1963] (utilisée en physique du solide [Bradley 2010]). La colonne « Fonctions de
la base » donne des exemples de fonctions d’ordre 1 ou 2 de la représentation irréductible Γi, les variables x, y et z
correspondent aux composantes d’un vecteur polaire (tel que le vecteur position r ou les vecteurs d’onde k), tandis
que les variables Rj correspondent à celles d’un vecteur axial (tel que les moments cinétiques L ou de spin σ)

Les termes autorisés dans H sont les termes qui sont : 1) de représentation irréductible Γ1, c’est à dire invariants
aux opérations de symétrie spatiales et 2) d’ordre pair afin de rester invariants à la symétrie d’inversion dans le
temps. A partir du tableau 2.2, on peut directement trouver trois termes respectant ces conditions : k2

z , k2
x + k2

y et
les valeurs constantes (ordre 0) que nous regrouperons dans le terme E0.

Les autres termes invariants sont des combinaisons de variables K = k avec les opérateurs X = σ dont le résultat
est de représentation Γ1. Le tableau 2.2 nous indique que le vecteur d’onde k (vecteur polaire) peut être décomposé
suivant les représentations irréductibles Γ1 (pour kz) et Γ5 (pour kx et ky), tandis que les matrices de Pauli (vecteur
axial) σ se décomposent en Γ2 (pour σz) et Γ5 (pour σx et σy).

Ici, le seul produit autorisé d’après le tableau 2.2 est celui entre deux représentations Γ5 : (kx, ky) ⊗ (σx, σy). Le
produit direct Γ5 ⊗ Γ5 se décompose en Γ1 ⊕ Γ2 ⊕ Γ3 ⊕ Γ4, autrement dit (kx, ky) ⊗ (σx, σy) donne 4 combinaisons
différentes, chacune correspondant à des représentations irréductibles Γ1, Γ2, Γ3 ou Γ4. Les différentes combinaisons
sont :

— σxkx + σyky

— σxky + σykx

— σxkx − σyky

— σxky − σykx

Le tableau 2.1 permet de déterminer les transformations subies par ces combinaisons par les opérations de symétrie
de G, ce qui permet par la suite de déterminer leur représentation irréductible à partir du tableau 2.2. On trouve
que :

— σxkx + σyky correspond à Γ2
— σxky + σykx correspond à Γ3
— σxkx − σyky correspond à Γ4
— σxky − σykx correspond à Γ1

Le terme qui appartient à Γ1 est σxky − σykx. Tous les termes invariants et allant jusqu’à l’ordre 2 en k et donc
autorisés à apparaitre dans l’Hamiltonien H sont : E0, k2

z , k2
x + k2

y et σxky − σykx. En utilisant l’équation 2.34, on
trouve l’Hamiltonien modèle suivant :

HC4v(k) = E0 + α1k
2
z + α2(kx + ky)2+

α3(σykx − σxky) + O(k3) (2.36)

2.5 Logiciels et supercalculateur utilisés
2.5.1 VASP

Plusieurs logiciels existent pour calculer la densité électronique d’un système cristallin à travers les méthodes
DFT. Durant cette thèse, nous avons choisi d’utiliser le logiciel VASP (Vienna Ab initio Simulation Package)
[Kresse 1993, Kresse 1996b, Kresse 1996a] pour différentes raisons :

1. Il s’agit d’un code très répandu dans la communauté scientifique grâce à son optimisation performante
des calculs en parallèle, réduisant ainsi significativement la durée des calculs pour des systèmes imposants,
notamment pour l’optimisation de structure atomique.

2. Il met à disposition plusieurs types de fonctionnelles différentes allant du simple LDA et GGA jusqu’aux
fonctionnelles hybrides en passant par diverses fonctionnelles Méta-GGA. Il permet aussi d’effectuer des
calculs en GW.
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3. Il présente plusieurs fonctions permettant de prendre en compte les couplages spin-orbite, calculer la polari-
sation électrique ainsi que les charges effectives de Born, de simuler un champ électrique et d’appliquer une
correction dipolaire lors des calculs de certaines surfaces.

Les bases utilisées par VASP sont des fonctions d’onde plane décrites aux choix par des pseudopotentiels,
des potentiels doux [Kresse 1994] ou en utilisant la méthode PAW [Kresse 1999]. Durant cette thèse, nous avons
uniquement utilisé la méthode PAW. Dans VASP, l’interaction spin-orbite est implémentée en utilisant le formalisme
du magnétisme non-colinéaire [Hobbs 2000, Steiner 2016].

Le tableau A.1 de l’appendice A présente les différents paramètres que nous avons utilisés pour les calculs réalisés
au cours de cette thèse.

2.5.2 Wannier90
Afin de calculer les fonctions de Wannier MLWF, nous avons utilisé la version 2 du logiciel Wannier90 [Mostofi 2014].

Il présente l’avantage d’être interfacé avec la plupart des logiciels de calcul DFT, en particulier VASP (version 5).
Il dispose aussi de plusieurs fonctionnalités permettant, par exemple, à partir des fonctions de Wannier d’extraire
les intégrales d’échange entre atomes et orbitales. Cette fonctionnalité à été particulièrement utile pour établir nos
modèles de liaisons fortes.

2.5.3 Supercalculateur du centre CALMIP et Parallélisation
VASP et Wannier90 ont été exécutés sur le supercalculateur OLYMPE du centre de calculs régional en Midi-

Pyrénées CALMIP (https://www.calmip.univ-toulouse.fr/), qui dispose des caractéristiques suivantes :
— Date de mise en service : 2018
— Architecture des processeurs : Intel® Skylake 6140 à 2.3 Ghz 18 coeurs
— Nombre de nœud : 374
— Nombre de cœur par nœud : 36
— Nombre total de cœur : 13464
— Mémoire par nœud : 192 Go
— Architecture des cartes graphiques : GP-GPU Nvidia Volta (V100 - 7,8 Tflops DP)
— Nombre de carte GPU : 48, réparties sur 12 nœuds
Quelques ordres de grandeur : Pour des structures de cristal massif à 5 atomes (avec une grande densité de

points pour échantillonner la zone de Brillouin) nous avons utilisé 36 cœurs et 180 Go de mémoire, les temps de
calculs pour ce genre de systèmes étaient de 2 heures (temps humain) pour un calcul de relaxation atomique, 4
heures pour un calcul avec interaction spin-orbite à structure fixe et de manière auto-cohérente. Pour des systèmes
de plus grande taille (surfaces / interfaces), nous avons utilisé entre 72 et 288 cœurs en fonction de la taille du
système, avec un temps de calcul de l’ordre de 48 heures pour les calculs de relaxation atomique et 24 heures pour
les calculs en considérant les interactions spin-orbite.

2.5.4 Post-traitement
Afin d’exploiter les fichiers de sortie des différents logiciels utilisés, des programmes Python (version 3) ont été

développés au cours de cette thèse. Ils ont permis d’afficher à partir des fichiers OUTCAR, DOSCAR, PROCAR,
EIGENVAL, LOCPOT de VASP les structures de bandes, les densités d’états, les variations du potentiel local, les
textures de spin et les variations de la polarisation électrique. Ils ont permis de modéliser les hamiltoniens modèles
établis à partir de la méthode des invariants et d’ajuster leurs paramètres en fonction de la structure de bandes du
matériau, mais aussi de modéliser et manipuler des modèles de liaisons fortes en utilisant les intégrales d’échanges
calculées par Wannier90.

Pour développer ces programmes, nous avons utilisé les librairies Numpy et Pandas pour récupérer les données
dans les fichiers de sorties de VASP et Wannier90, les librairies Numpy et Scipy pour le traitement des données, la
librairie Matplotlib pour l’affichage des graphiques et la librairie Sympy pour les modèles.

https://www.calmip.univ-toulouse.fr/




Chapitre 3

Effets spin-orbite dans le gaz
bidimensionnel d’électrons à l’interface
tout-oxyde LaAlO3/SrTiO3(001)

L’objectif de ce chapitre est de présenter la variation des propriétés du gaz bidimensionnel d’électrons (2DEG)
apparaissant à l’interface (001) entre les deux oxydes LaAlO3 et SrTiO3 (LAO/STO), en fonction d’une tension de
grille ou d’une contrainte biaxiale.

Nous commencerons par proposer un état de l’art autour de ce système, avant de nous intéresser à nos résultats,
provenant de l’étude de LAO/STO. Nous montrerons comment la structure ainsi que le gaz 2D d’électrons et les
effets spin-orbite associés peuvent être contrôlés par l’application d’un champ électrique (section 3.3), ou par les
modifications de la structure atomique en appliquant une contrainte épitaxiale (section 3.4).

3.1 État de l’art
Depuis la découverte en 2004 par Ohtomo et Hwang d’un gaz bidimensionnel d’électrons (2DEG) à l’interface

des deux oxydes LaAlO3/SrTiO3(001) (LAO/STO) [Ohtomo 2004], cette héterostructure a été fortement étudiée
pour ses nombreuses propriétés, telles que l’apparition d’un comportement magnétique [Brinkman 2007] ou su-
praconducteur [Reyren 2009] 1, voire même une coexistence des deux [Bert 2011, Dikin 2011, Li 2011]. L’interface
LAO/STO est réactive à différents stimuli (champ électrique, lumière. . .), ce qui permet d’envisager l’utilisation
de cette interface dans différents dispositifs, qu’ils soient électroniques [Cen 2009] [Bogorin 2010] [Förg 2012], des
cellules solaires [Liang 2013] ou spinorbitroniques [Reyren 2012, Lesne 2016, Ohshima 2017].

Nous présenterons dans cette section 3.1, une revue bibliographique sur l’origine du gaz 2D d’électron, les
caractéristiques de la structure électronique de l’interface LAO/STO et leurs variations en fonction de la contrainte
épitaxiale ou d’une tension de grille perpendiculaire à l’interface. Nous décrirons par la suite les couplages spin-orbite
rendant ce système attrayant pour les applications spinorbitroniques.

L’interface LAO/STO est constituée de deux oxydes de structure pérovskite LaAlO3 (LAO) et SrTiO3 (STO),
respectivement de paramètre de maille 3.789 Å et 3.905 Å [Ohtomo 2004]. Pris séparément, les deux oxydes sont
deux isolants de bandes, avec un gap de 5.6 eV pour LAO et 3.2 eV pour STO [Cardona 1965, Ohtomo 2004].
Le faible désaccord paramétrique entre ces deux matériaux (environ 3%) permet une croissance par épitaxie se-
lon les directions (001), (110) et (111) [Annadi 2013]. Les propriétés intéressantes dans LAO/STO proviennent
essentiellement du remplissage des bandes t2g de SrTiO3 qui forment le gaz d’électrons bidimentionel à l’interface
[Bristowe 2014]. D’autres études ont montré que ce gaz 2D d’électrons pouvait aussi se former à la surface de SrTiO3
ou encore à l’interface avec un métal [Vaz 2019], nous parlerons des divers mécanismes de formation du gaz 2D plus
en détails dans les sections suivantes. Afin de comprendre au mieux les propriétés physiques de l’interface, il peut
être intéressant de commencer par présenter les différentes caractéristiques de l’oxyde SrTiO3.

3.1.1 Propriétés du cristal massif SrTiO3

SrTiO3 (STO) est un oxyde de structure pérovskite connu pour ses propriétés diélectriques, qui lui permettent
de servir de couche tampon entre du silicium et d’autres oxydes, permettant ainsi une intégration de ces matériaux
dans des dispositifs électroniques [McKee 1998].

1. L’origine de la supraconductivité semble être fortement corrélée aux couplages spin-orbite [Caviglia 2010, Ben Shalom 2010])
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LaAlO3/SrTiO3(001)

Structure atomique

STO est de structure cubique à haute température, tandis qu’à basse température, il est de structure tétrago-
nale suivant le groupe d’espace I4/mcm, caractérisé par une rotation inverse des octaèdres formés par les atomes
d’oxygène d’un angle de 1 à 2◦ entre deux plans de STO le long de l’axe c (rotation notée a0a0c− d’après la notation
de Glazer [Glazer 1972], voir figure 3.1) [Rimai 1962, Unoki 1967].

Figure 3.1 – Schéma des rotations a0a0c− des octaèdres. La vue est suivant l’axe c. [Wolfram 2006]

Bien qu’il soit tétragonal à basse température, STO est un oxyde paraélectrique dont l’absence de polarisation
électrique est expliquée par des phénomènes quantiques [Müller 1979, Hemberger 1995]. Des phases ferroélectriques
peuvent cependant être stabilisées via l’application d’un fort champ électrique [Hemberger 1995, Noël 2020] ou via
des effets de contrainte mécanique [Haeni 2004, Antons 2005] (figure 3.2).

Figure 3.2 – Températures critiques Tc des transitions de phase ferroélectriques de SrTiO3 (001) en fonction d’une
contrainte biaxiale. Ces prédictions sont basées sur des calculs thermodynamiques. Les flèches indiquent l’orientation
de la polarisation électrique pour STO contraint : dans le plan (i.e. (001)) pour une contrainte en tension et hors-
plan (i.e. [001]) pour une contrainte en compression. [Haeni 2004]

Structure électronique

Dans sa phase cubique, SrTiO3 est isolant avec une largeur de bande interdite indirecte de 3.2 eV entre les points
R (maximum de la bande de valence, VBM) et Γ (minimum de la bande de conduction, CBM). Comme pour la
plupart des oxydes de structure pérovskite (voir section 1.4), les bandes de valence correspondent aux orbitales p
des atomes d’oxygène, tandis que les bandes de conduction correspondent aux orbitales t2g du cation B (titane dans
le cas présent), les orbitales eg étant plus hautes en énergie.



3.1 État de l’art 53

Bien qu’il soit isolant, des gaz 2D d’électrons peuvent apparaître dans STO, comme c’est le cas à l’interface
conductrice avec LaAlO3/SrTiO3, AlO2/SrTiO3 ou encore au niveau de sa surface. L’origine de ces gaz 2D est
communément associée au scénario de la catastrophe polaire (LAO/STO, [Ohtomo 2004]) et/ou à la présence de
lacunes d’oxygène [Rodel 2016, Santander-Syro 2014], comme nous le développerons plus en détail dans la section
3.1.2.

Lorsque des surfaces de SrTiO3 sont créées, le composé peut être considéré comme un matériau polaire ou
non-polaire en fonction de l’orientation de la surface. En considérant un modèle ionique, les oxygènes sont chargés
2-, les titanes 4+ et les strontium 2+. Suivant une direction de type <001> ou <110>, nous avons une alternance
de plans de (SrO)0 et de (TiO2)0, électriquement neutres ; le matériau est alors non polaire suivant ces directions.
Suivant la direction [111], nous avons une alternance de plans (Sr)2+ et (TiO3)2−, le matériau est alors polaire.

Couplages spin-orbite dans SrTiO3

Pour une structure cubique, l’interaction spin-orbite provoque une levée de dégénérescence au point Γ des
bandes t2g des atomes de titane en 2 doublets dégénérés en spin (notés Γ8+) et un doublet plus haut en énergie de
∆O = 29 meV (noté Γ7+), comme représenté sur la figure 3.3 [van der Marel 2011, Zhong 2013].

Figure 3.3 – Structure de bandes de SrTiO3 avec (traits en pointillés noirs) ou sans considérer l’interaction spin-
orbite (traits pleins rouges) [Zhong 2013].

3.1.2 Origines du gaz bidimentionnel d’électrons
Scénario de la catastrophe polaire

La croissance de LAO sur STO selon la direction (001) permet l’apparition d’un gaz 2D d’électrons (2DEG) à
l’interface de terminaison LaO/TiO2 (interface de type n) et à partir d’une épaisseur critique de 4 couches de LAO
[Thiel 2006].

Le scénario le plus connu sur l’origine du gaz 2D d’électrons dans LAO/STO est celui de la catastrophe polaire.
Comme nous l’avons signalé dans la section précédente, SrTiO3 est non polaire suivant la direction (001), ce qui
n’est pas le cas de l’oxyde LaAlO3. En effet, suivant la direction [001], LAO est constitué d’une alternance de plans
chargés (LaO)+ et (AlO2)− dans LAO, qui peuvent alors être assimilés à des condensateurs plans. En raison de la
discontinuité de charge à l’interface de type n ((LaO)+/(TiO2)0) ou de type p ((AlO2)−/(SrO)0), le modèle de la
catastrophe polaire prédit la présence d’un champ électrique interne accompagné d’une accumulation de potentiel
électrostatique qui diverge en fonction de l’épaisseur de la couche de LAO (Figure 3.4(a) et (c)). Dans le cas d’une
interface de type n, le transfert d’une charge de –0.5 e de la surface de LAO vers l’interface (équivalant à une densité
de charge de 3×1014 cm−2) permettrait en théorie d’éviter cette divergence (Figure 3.4 (c)) [Nakagawa 2006]. Pour
une interface de type n, cette reconstruction électronique n’a lieu que lorsque le nombre de couche de LAO atteint
une épaisseur critique tc, correspondant au moment où le potentiel électrostatique dans LAO permet à la bande
de valence en surface de croiser le niveau de Fermi. Il y a alors un transfert d’électrons similaire à un effet Zener
de claquage, des orbitales 2p des atomes d’oxygène en surface de LAO vers les orbitales 3d des atomes de titane
situés à l’interface (Figure 3.5(b)), produisant ainsi un gaz bidimentionnel d’électrons localisé près de l’interface.
En tenant compte de la création de dipôles électriques dus à un décalage des cations et des atomes d’oxygène dans



54
Chapitre 3 : Effets spin-orbite dans le gaz bidimensionnel d’électrons à l’interface tout-oxyde

LaAlO3/SrTiO3(001)

la direction [001] et de la largeur de la bande interdite dans LAO, ce modèle prédit une épaisseur critique de 4 plans
de LAO [Stengel 2011, Cancellieri 2011], cohérent avec l’expérience.

Figure 3.4 – Schéma représentant le scénario de la catastrophe polaire pour LAO/STO (001). Chaque figure (a-
d) représente les différents plans (001) dans l’hétérostructure avec leurs densités de charge ρ, le champ électrique
interne E et le potentiel créé V . Les figures (a) et (c) correspondent le cas d’une interface de type n de terminaison
LaO/TiO2, respectivement sans et avec reconstruction électronique. Les figures (b) et (d) montrent l’interface de
type p de terminaison AlO2/SrO, respectivement sans et avec reconstruction électronique. [Nakagawa 2006]

Figure 3.5 – Schéma de la structure de bandes d’une interface entre un substrat non polaire (STO) et une
couche mince polaire (LAO). Figure (a) : état du système avant que l’épaisseur critique de la couche mince ne soit
atteinte. Figure (b) : reconstruction électronique après que l’épaisseur critique de la couche mince a été atteinte.
[Bristowe 2014]

Le modèle de la catastrophe polaire, bien que quelque peu simpliste, permet d’expliquer la présence d’un gaz
2D à l’interface entre SrTiO3 et de LaAlO3 ou avec d’autres matériaux polaires [Bristowe 2014]. Cependant, il ne
permet pas d’expliquer toutes les observations expérimentales recensées sur ce système, que ce soit la présence de
magnétisme à l’interface, ou l’absence d’états conducteurs à l’interface de type p ou en surface de LAO [Yu 2014].

Afin d’expliquer ces différences avec l’expérience, d’autres hypothèses ont été avancées afin de décrire l’origine
du gaz 2D. Elles consistent à supposer que les transferts de charge proviennent de reconstructions atomiques dues
à la présence de défauts de structure [Pauli 2008, Yu 2014], que ce soit des lacunes d’oxygène situées en surface de
STO ou de LAO [Zhong 2010, Yu 2014], ou des échanges de cations à l’interface [Qiao 2010, Pauli 2008, Yu 2014].

Reconstructions atomiques

La présence de lacunes d’oxygène en surface ou à l’interface permet d’expliquer certains effets observés à l’in-
terface LAO/STO [Yu 2014, Bristowe 2014]. Une des réactions de réduction possible est représenté par la relation
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suivante [Bristowe 2014] : 2

O(2−) → 1
2O2 + VO + 2e− (3.1)

En considérant un modèle ionique, dans STO, un atome d’oxygène O « reçoit » deux électrons provenant des
atomes de titanes avoisinants lors de la formation de la liaison chimique ; il devient alors O(2−). Lors de la formation
d’une lacune d’oxygène, l’atome d’oxygène quitte le système et libère deux électrons e−. Si la lacune apparaît en
surface de LAO, les électrons libérés ressentent le potentiel créé par les plans polaires de LAO et d’une manière
similaire au transfert de charge de la catastrophe polaire, ce potentiel transfert les électrons libérés en surface vers
l’interface qui les confine.

Dans le cadre où la lacune se situe dans le plan de la surface de STO, les charges effectives des lacunes provoquent
une modification du potentiel local, qui confine les électrons près de la surface [Santander-Syro 2014]. Les électrons
peuplent alors les orbitales t2g des atomes de titane proches de la surface, formant ainsi le gaz bidimentionnel
d’électrons [Santander-Syro 2014, Altmeyer 2016]. La formation de ces lacunes d’oxygène peut aussi être provoquée
par le contact d’une couche métallique adjacente,comme avec de l’aluminium, par exemple [Rodel 2016]. Au contact
de la surface, l’aluminium s’oxyde en créant une couche isolante de AlOx, formant ainsi des lacunes d’oxygène dans
les plans de TiO2 adjacents, ce qui donne lieu à un gaz 2D d’électrons à l’interface [Rodel 2016].

Le magnétisme qui peut être observé sur des surfaces de SrTiO3 [Santander-Syro 2014] est associé à la présence
de lacunes d’oxygène qui provoquent une reconstruction complexe des orbitales, menant à l’apparition de moments
magnétiques sur les orbitales eg des atomes de titane avoisinant la lacune d’oxygène et sur les orbitales dxy des atomes
de titane de la surface [Pavlenko 2012, Altmeyer 2016]. Plusieurs scénarii permettent d’expliquer le magnétisme
observé à l’interface de LAO/STO [Brinkman 2007] :

— Un mécanisme similaire à l’origine du magnétisme en surface de STO, où la présence de lacune à l’interface
engendrerait des moments magnétiques sur les titanes avoisinant la lacune.

— Un mécanisme qui se repose sur la présence d’échanges de cations des titanes et des aluminiums de l’interface
[Chambers 2010]. Dans une telle configuration, les titanes obtiennent une charge effective 3+ qui entraîne
l’apparition de moments magnétiques sur leurs orbitales d [Yu 2014].

3.1.3 Caractéristiques de la structure électronique associée au gaz 2D d’électrons
La nature du gaz 2D d’électrons (2DEG) correspond à une occupation des orbitales 3d (t2g) des atomes de

titane proches de l’interface pour LAO/STO ou proches de la surface pour SrTiO3. Du fait de l’asymétrie du
potentiel électrique en raison de la présence de l’interface/surface, une première levée de dégénérescence existe entre
les énergies des bandes associées aux orbitales t2g dans le plan (dxy) et des orbitales ayant une composante hors-
plan (dxz/yz) ; les premières, plus stables en énergie, sont liées à des porteurs de charge de plus grande mobilités,
localisés dans chaque plan de TiO2 ; tandis que les secondes (dxz/yz) correspondent à des porteurs de charge de plus
basse mobilités et délocalisés sur plusieurs plans de TiO2 [Popović 2008]. Plus une bande est localisée proche de
l’interface, plus cette dernière sera stabilisée par la courbure de bande qui apparait à l’interface suite au transfert
de charge (figure 3.5(b)). Ainsi, la bande la plus stable est une bande dxy des atomes de titane de l’interface
(xy0), suivi d’une seconde bande dxy appartenant aux atomes de titane du plan suivant (xy1) et ainsi de suite
[Popović 2008, Delugas 2011] (figure 3.6(a)). La courbure de bande est donc associée à un potentiel qui confine les
charges au voisinage de l’interface, tandis que l’occupation relative des bandes permet d’expliquer les différentes
extensions du gaz 2D qui ont pu être mesurées par différentes méthodes : HAXPES (spectroscopie photoélectronique
à rayons X durs ) [Sing 2009], transport [Reyren 2009] ou avec une pointe AFM conductrice en section [Copie 2009],
donnant lieu à des extensions variant de 1 à 10 nm.

2. Plusieurs autres formules peuvent être envisagées faisant intervenir des réactions avec l’atmosphère ou avec un métal adjacent.
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Figure 3.6 – Structure de bandes de LAO/STO pour un dopage en électrons de 0.5 (a) et 0.15 électrons/Å. (c)
Surface de Fermi du plan perpendiculaire à l’interface pour un dopage en électrons de 0.5 électrons/Å. (d) Schéma
des contributions des orbitales xyi (cercle), yzi et zxi (ovales) sur la surface de Fermi. Ti0 correspond au titane de
l’interface et Tii à celui du i ème plan de TiO2 après l’interface. [Delugas 2011]

En 2011, Delugas et al. [Delugas 2011] ont effectué des calculs basés sur la théorie de la fonctionnelle de la densité
(DFT) afin de mettre en évidence l’origine des porteurs de charge en considérant une supercellule symétrique
composée de 2.5 monocouches de LAO entourées de 10.5 monocouches de STO. Ils ont utilisé les fonctionnelles
corrigées pSIC [Filippetti 2003] et B1-WC [Bilc 2008], très précises pour calculer des valeurs de gap des matériaux
fortement corrélés. Ils ont ainsi obtenu deux interfaces de type n isolantes. Ils ont ensuite étudié la transition isolant
vers conducteur en augmentant progressivement le nombre total d’électrons dans le système, ce qui a pour effet
de remplir les orbitales 3d du titane, permettant ainsi de simuler un transfert de charge aux interfaces. Ils ont
pu déduire de leurs calculs l’existence d’une densité critique nc = 1014 cm−2 (correspondant à un ajout de 0.15
électrons/surface). Pour des valeurs inférieures à cette densité, le gaz d’électrons est strictement confiné à l’interface
et son origine provient de l’occupation des orbitales dxy des atomes de titane de l’interface. Au-dessus de cette
valeur, le gaz d’électrons se diffuse à l’intérieur du substrat de STO et son origine provient à la fois de l’occupation
des orbitales dxy et des orbitales dyz et dzx (figures 3.6(a)-(b) et 3.7).
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Figure 3.7 – Densité d’états d’une supercellule symétrique LAO/STO projetée sur les différentes couches atomiques
et sur les orbitales dxy (courbes noires), dyz et dzx (courbes rouges) des atomes de Ti. Les panneaux (a), (b) et (c)
correspondent respectivement à un dopage en électron de 0.5, 0.15 et 0.03 électrons/Å . Ti0 correspond à l’atome
de titane de l’interface et Tii à celui du ième plan de TiO2 après l’interface. [Delugas 2011]

Jusque là, nous avons considéré que les bandes dxy sont plus basses en énergie que les bandes dxz/yz, ce qui
est le cas de la majorité des systèmes étudiés à base de SrTiO3 qui présentent un gaz 2D d’électron. Cependant
certains travaux montrent que les bandes dxz/yz peuvent être stabilisées avec des énergies inférieures à celles des
bandes dxy que ce soit pour une surface de SrTiO3 [Nakamura 2012] ou pour une interface LAO/STO [Lin 2019],
contrainte sur un substrat de LAO, dont nous rappelons que le paramètre de maille est inférieur à celui de STO.

3.1.4 Effets d’une tension de grille
Beaucoup d’études montrent que la densité de porteurs à l’interface peut être modulée par une tension de grille

[Thiel 2006, Caviglia 2010, Joshua 2012, Maniv 2015]. En effet, si on considère que la tension de grille décale le
niveau de Fermi sans changer l’énergie relative des bandes (i.e. mouvement rigide des bandes), on s’attend à avoir
une dépendance du transfert de charge de la surface vers l’interface en fonction de la tension. Appliquer une tension
de grille positive entraine une augmentation de l’occupation des bandes proches de l’interface, augmentant ainsi le
nombre de porteurs de charge mais aussi l’extension du gaz 2D. A contrario, appliquer une tension négative produit
l’effet inverse et entraine une diminution de la densité de charge. Enfin des études expérimentales [Thiel 2006] et
théoriques [Yang 2011] ont montré que l’application d’une tension de grille suffisamment élevée provoque le transfert
de charge de la surface de LAO à l’interface, engendrant ainsi un gaz 2D, même si l’épaisseur critique n’est pas
atteinte.

3.1.5 Effets d’une contrainte épitaxiale
La valeur de l’épaisseur critique de LAO permettant l’apparition du gaz 2D d’électrons à l’interface peut être

altérée via des effets de contrainte épitaxiale. Des études expérimentales [Bark 2011] et théoriques [Bark 2011,
Nazir 2014, Guo 2016] tendent à montrer que des contraintes biaxiales dans le plan de l’interface et en compres-
sion augmentent la valeur de l’épaisseur critique, comme le montre la figure 3.8 : ces contraintes en compression
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engendrent un état ferroélectrique avec une polarisation électrique non retournable et qui pointe vers la couche de
STO. Cette polarisation électrique écrante le champ électrique interne de LAO, qui selon le scénario de la catas-
trophe polaire, nécessite alors une épaisseur plus importante afin d’effectuer les transferts de charge de la surface
vers l’interface [Bark 2011].

Figure 3.8 – Effet de la contrainte sur le 2DEG. (A) Epaisseur critique de LAO sous une contrainte biaxiale.
L’encart donne la variation de la conductivité en fonction de l’épaisseur de LAO pour différent substrat. (B) Densité
de charge à température ambiante à l’interface de LAO/STO pour différentes contraintes biaxiales. [Bark 2011]

3.1.6 Couplage spin-orbite à l’interface LaAlO3/SrTiO3(001)
Le fait d’avoir une interface entre deux matériaux distincts n’est pas sans conséquence sur les couplages spin-

orbite. En effet, dans ce genre de système la symétrie d’inversion est absente, permettant l’existence d’effets spin-
orbite de type Bychkov-Rashba ou Dresselhaus, tels que nous les avons vus dans la section 1.2.

De part la structure cubique de STO, on s’attend à avoir une symétrie C4v à l’interface avec LAO, pouvant
donner lieu à des couplages spin-orbite de la forme Bychkov-Rashba (équation 1.20).

En 2010, à partir de mesures de transport, Caviglia et al. ont mis en évidence la présence d’un couplage spin-
orbite à l’interface de LAO/STO. Ils ont associé ce couplage à un effet Bychkov-Rashba avec une constante Rashba
de 18 meV.Å. Ils ont montré qu’il était possible de moduler cet effet via une tension de grille (figure 3.9) et d’obtenir
une forte augmentation du couplage Rashba allant jusqu’à 50 meV.Å pour des tensions de grille supérieures à -100 V.

Quelques années plus tard, les études de Zhong et al. [Zhong 2013] et Khalsa et al. [Khalsa 2013] ont montré
que la levée de dégénérescence en spin des bandes dxy est d’une forme plus complexe que celle décrite par un effet
Bychkov-Rashba linéaire en k. A partir d’un modèle de liaisons fortes, ils ont montré que l’asymétrie d’inversion
spatiale provoquée par l’interface et l’interaction spin-orbite engendrent une forte interaction entre les orbitales dxy,
dyz et dzx lorsqu’elles sont proches en énergie. Ainsi, la levée de dégénérescence en spin de la bande de conduction
de nature dxy est de forme Bychkov-Rashba linéaire, avec un couplage Rashba relativement faible (8 meV.Å) lorsque
cette dernière est éloignée des bandes dyz/zx. Les bandes dyz/zx présentent quant à elles un effet Bychkov-Rashba
cubique [Nakamura 2012, Zhong 2013, Lin 2019]. Le couplage spin-orbite devient plus complexe lorsque les bandes
t2g s’hybrident au niveau de l’anticroisement de bandes. Cette hybridation exacerbe la levée de dégénérescence en
spin comme on peut le voir dans la figure 3.10.

L’évolution en fonction de la tension de grille de la levée de degénérescence en spin observée par Caviglia
et al. peut alors être expliquée par la position du niveau de Fermi, modulée par la tension de grille. Lorsque le
niveau de Fermi est éloigné de l’anticroisement de bandes (tension de grille back gate < -100 V), on s’attend à
une levée de dégénérescence en spin qui évolue de façon linéaire comme on peut l’observer dans la figure 3.9(c)
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(correspondant à un plateau de l’évolution de la constante Rashba). Cependant, lorsque le niveau de Fermi se
rapproche de l’anticroisement, on observe une augmentation non-linéaire de la levée de dégénérescence en spin telle
que nous l’observons dans la figure 3.9(c) pour des tensions de grille supérieures à -100 V. 3

Figure 3.9 – Contrôle de l’effet Rashba à l’interface de LAO/STO. (a) Temps de relaxation inélastique τi (cercles
rouges) et de relaxation du spin τSO (carrés bleus) en fonction de la tension de grille V . Les lignes sont un guide
pour les yeux. Les cercles vides correspondent aux temps de relaxation de spin calculés en considérant uniquement
le phénomène de Elliott-Yafet. (b) Temps de relaxation du spin en fonction du taux de diffusion élastique. (c) Axes
gauche, triangles rouges : modulation de la levée de dégénérescence en spin ∆ au niveau de Fermi en fonction de la
tension de grille. Axes droit, carrés bleus : modulation de la constante Rashba α en fonction de la tension de grille.
(d) Température critique du domaine de supraconductivité en fonction de la tension de grille [Caviglia 2010].

Bien que la constante Rashba à l’interface de LAO/STO est relativement faible comparée à celle d’autres
matériaux (Tableau 1.1), la complexité du couplage spin-orbite au niveau de l’anti croisement de bandes rend ce
système très interessant pour les conversions spin-charge. En effet, Lesne et al. ont mesuré un taux de conversion
par effet inverse Rashba-Edelstein λIREE allant jusqu’à 6 nm à une température de 7 K [Lesne 2016]. D’autres
études sur le même système donnent un λIREE variant de 1 nm à 75 K à 0.25 nm à température ambiante, rendant
les conversions spin-charge dans LAO/STO non-négligeables même à température ambiante [Chauleau 2016].

Les travaux de Lesne et al. et Chauleau et al. ont mené à d’autres études sur diverses héterostructure à base de
SrTiO3 et présentant un gaz 2D. Nous pouvons citer les travaux de Vaz et al. [Vaz 2019] sur l’interface entre SrTiO3
et AlO2 (Al/STO), qui ont permis d’obtenir des taux de conversion λIREE allant jusqu’à 28 nm en fonction de
la tension grille appliquée. A partir d’un modèle de liaisons fortes associé à un modèle de transport semi-classique
de Boltzmann [Johansson 2021], Johansson et al. ont montré que les variations de λIREE en fonction de la tension
de grille (figure 3.10) sont dues au peuplement progressif des bandes t2g de chiralité en spin différente et aux
anticroisements entre les bandes dxy et dyz/zx [Vaz 2019].

Dans Al/STO, SrTiO3 peut présenter des phases ferroélectriques à basse température si on applique un fort
champ électrique [Noël 2020]. Ces phases peuvent ainsi être utilisées afin d’avoir un contrôle non-volatile des conver-
sions spin-charge par effet Rashba-Edelstein inverse [Noël 2020].

3. On peut d’ailleurs noter que dans ce cas précis, la constante Rashba n’a plus de sens, puisque la levée de dégénérescence en spin
n’est plus linéaire.
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Figure 3.10 – Variation de la constante λIREE de l’effet Rashba-Edelstein inverse dans le gaz 2D d’électrons dans
LAO/STO via la tension de grille. L’encart est une représentation de la structure de bandes du gaz 2D. [Lesne 2016]

Comme nous l’avons vu précédemment, il est aussi possible de stabiliser des phases ferroélectriques dans STO
en utilisant une contrainte biaxiale. On peut alors se demander quels sont les effets de la contrainte et de la
polarisation électrique sur les couplages spin-orbite dans LAO/STO. Une première réponse est donnée dans les
travaux de Yamaguchi et Ishii [Yamaguchi 2017]. Ces dernier ont étudié via des calculs DFT, la variation du
couplage spin-orbite de la bande de conduction de nature dxy de LAO/STO en fonction d’une contrainte en tension,
stabilisant ainsi une phase ferroélectrique avec une polarisation dans le plan de l’interface. Ils ont pu déduire de
leurs calculs, une augmentation de la valeur de la constante Rashba αR allant jusqu’à 35 meV/Å pour un taux de
contrainte de 7%, peu réaliste. A cette valeur, ils ont observé l’apparition d’une texture de spin persistant, dont
ils associent l’origine à la polarisation électrique dans le plan de la contrainte. Cependant, cette étude ne concerne
que les bandes de nature dxy de l’interface, hors nous avons vu précédemment que le fort couplage spin-orbite
dans LAO/STO est issu de l’anticroisement de bandes entre les bandes de caractère dxy et dyz/zx. Une étude de la
variation du couplage spin-orbite au voisinage du croisement de bandes en fonction d’une contrainte en tension ou
en compression paraît donc judicieuse.

3.1.7 Propriétés de transport de l’interface LaAlO3/SrTiO3

Une partie des travaux réalisés au cours de cette thèse repose sur une collaboration avec le Laboratoire National
des Champs Magnétiques Intenses de Toulouse (LNCMI), l’université nationale de Singapour (NUS) et le CEMES,
dont l’objectif a été de sonder et d’expliquer les propriétés fines de transport du gaz 2D d’électrons à l’interface de
LAO/STO à travers plusieurs modèles.

Travaux initiateurs de Yang [Yang 2018]

Des mesures de transport du gaz 2D à l’interface de LAO/STO ont été effectuées à basse température durant
la thèse de Yang au LNCMI [Yang 2016, Yang 2018]. Ces mesures ont consisté à appliquer un champ magnétique
bref, intense et variant au cours du temps, perpendiculairement à l’interface, puis de mesurer les variations de
la résistivité longitudinale Rxx et de Hall Rxy en fonction du champ magnétique (voir figure 3.11). Il est ensuite
possible de déterminer la densité des différents porteurs à partir des fréquences des oscillations quantiques de ces
résistivités, dites oscillations de Shubnikov-de Haas (SdH).
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Figure 3.11 – Image obtenue par microscopie optique du dispositif à base de LAO/STO dans la géométrie d’une
barre de Hall. La résistance longitudinal Rxx est calculée en faisant le ratio Vxx

IDC
, où Vxx est la tension longitudinale

et IDC le courant appliqué. La résistance transverse (ou de Hall) Rxy est calculée en faisant le ratio Vxy

IDC
, où Vxy

est la tension transverse. Vg est la tension de grille. [Rubi 2020]

Yang et al. ont étudié un échantillon de LAO/STO préparé par les membres du groupe du professeur Ariando
de la NUS, ces derniers ont fait la croissance de 8 cellules de LAO sur un substrat de STO, avec une surface de
terminaison TiO2 et une épaisseur de 500 µm, en controllant précisement la stœchiométrie du système [Yang 2018].
Pour cela, ils ont utilisé des méthodes de dépôt par ablation par laser pulsé (PLD) en controllant précisément la
température et la pression partielle en oxygène. Après la croissance, des méthodes de recuit ont été utilisées afin de
faire disparaître les lacunes d’oxygène à la surface de LAO [Ariando 2011].

Les mesures de transport effectuées durant la thèse de Yang [Yang 2016, Yang 2018] tendent à montrer que
plusieurs porteurs de charge de densités et de mobilités différentes sont à l’origine du gaz 2D. Il a aussi été montré
que lorsqu’une tension de grille est appliquée sur LAO/STO (tension perpendiculaire à l’interface), une évolution
non monotone des densités de porteurs est mesurée, comme le montre la Figure 3.12 qui représente la densité de
porteurs (dite densité de Hall nHall, déterminée par effet Hall classique et qui correspond à une densité moyennée
sur tous les types de porteurs) en fonction de la tension de grille.

Figure 3.12 – Densité de porteurs de Hall nHall en fonction de la tension grille Vg. [Yang 2018]

Les figures 3.13(a) et (b) représentent respectivement les oscillations de Shubnikov-de Haas (SdH) pour différentes
valeurs de densité de Hall (soit pour différentes valeurs de tension de grille) et la transformée de Fourier de ces
oscillations, où chaque fréquence est liée à la densité d’un type de porteur. Les bandes correspondantes à chaque pic
ont été déduites des fréquences de la figure 5b : ainsi, les pics A correspondent aux bandes lourdes dyz/zx de plus
basses énergies, les pics B correspondent aux premières bandes dxy, tandis que les pics C sont assimilés aux bandes
légères dyz/zx, et enfin, les pics D coïncident avec les secondes bandes dxy. Yang et al. ont ensuite émis l’hypothèse
que le dédoublement de chacun des pics A, B, C et D (que l’on note 1 et 2) pourrait être dû à la présence d’un
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fort couplage spin-orbite situé à l’interface, qui provoquent une levée de dégénérescence des niveaux de Landau
lorsqu’un champ magnétique est appliqué [Nitta 1997, Yang 2018].

Figure 3.13 – (a) Variation de la résistivité longitudinale ∆Rxx en fonction du champ magnétique pour différentes
densités de Hall. (b) Transformé de fourier de ∆Rxx en fonction de 1/B. Les lignes en pointillés indiquent les pics
de fréquence des oscillations. [Yang 2018]

A la suite de ces travaux, le projet ELICO (Gaz d’électrons à l’interface entre deux oxydes complexes), béné-
ficiant du financement du labex NEXT, fut démaré, l’objectif étant de terminer l’étude commencée par M. Yang
durant sa thèse, avec une analyse plus détaillée des propriétés de transport du gaz 2D à l’interface de LaAlO3 /
SrTiO3, notamment en corrélant les mesures de transport effectuées au LNCMI à des microscopie électronique en
transmission à balayage à haute résolution et à des calculs ab initio, effectués dans deux équipes du CEMES.

Oscillations quantiques apériodiques

L’équipe d’Ariando de la NUS a fourni des échantillons fabriqués avec les mêmes procédés que ceux fournit
durant la thèse de Yang, afin de continuer l’étude de ce système.

Les mesures HAADF-STEM (Microscopie électronique en transmission à balayage à haute résolution) 4 révèlent
la présence d’une structure monocristalline de LAO avec une surface sans rugosité, mais avec des échanges de cations
au niveau de l’interface qui s’étendent sur 2 à 3 couches atomiques dans STO et LAO. Ces mesures montrent de plus
une élongation d’environ 5.5% du paramètre de maille suivant l’axe de croissance, comme présentée sur la figure
3.14.

4. les mesures HAADF-STEM ont été effectuées par R. Serra et B. Warrot-Fonrose du groupe I3EM du CEMES.
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Figure 3.14 – Variation du paramètre de maille c dans LAO(8)/STO obtenue par mesures HRSTEM. Les lignes
noires correspondent aux paramètres de maille des cristaux massifs de STO (aST O = 3.905 Å) ou de LAO (aLAO =
3.791 Å). La ligne rouge en pointillés indique l’interface de LAO/STO. [Rubi 2020]

Les densités des porteurs de charge ont été obtenues par des mesures de magnéto-transport par effet Hall et
grâce aux oscillations quantiques, dont les résultats sont représentés respectivement sur les figures 3.15(a) et (b). 5

En particulier, nous observons sur la figure 3.15(b) un phénomène peu commun des mesures par oscillations de
Shubnikov-de Haas (SdH), à savoir une apériodicité des oscillations en fonction de 1/B. En effet, la première
période (champ magnétique fort) correspond à une valeur de 0.0097 T−1, tandis que nous observons le triple de
cette valeur pour la dernière période (champ magnétique faible). Cette apériodicité pose des problèmes pour la
détermination des densités de charge qui sont justement reliées aux fréquences de ces oscillations.

Figure 3.15 – (a) Densité de charge estimée par les mesures de résistance Hall (points verts) et par un modèle
de condensateur plan (ligne rouge). L’encadrement décrit une illustration de l’interface LAO/STO contenant un
potentiel qui piège les électrons. (b) Variation de la résistance longitudinale Rxx en fonction de 1/B pour une
tension de grille nulle (Vg = 0). L’encart décrit la variation des niveaux de Landau où chaque maximum et minimum
correspond à un niveau de Landau entier ou demi-entier. ∆1 et ∆2 représentent respectivement la période de la
première et dernière oscillation quantique. [Rubi 2020]

D’après les travaux de Gao et Nyu [Gao 2017], qui ont développé une relation d’Onsager généralisée afin de
traiter les oscillations en 1/B observées dans des systèmes avec un ordre topologique complexe, il a été proposé de
faire un développement de la relation d’Onsager en faisant intervenir la réponse magnétique du système :

N = F(µ,0) × 1
B

− γ(µ,0) + C(µ,0) ×B (3.2)

avec N le niveau de Landau, F(µ,0) la fréquence à champ magnétique faible, γ(µ,0) la phase de l’oscillation
(dépendante de l’aimantation moyenne du système à champ nul) et C(µ,0) un coefficient dépendant de la susceptibilité
magnétique à champ nul.

A partir de ce modèle, les oscillations quantiques apériodiques ont pu être correctement ajustées, ce qui a permis
d’extraire la densité de charge du système pour diverses tensions de grille, les valeurs des ajustements des paramètres
du modèle 3.2, ainsi que les densités de charge par effet Hall (nHall) ou SdH (nSdH) sont données dans le tableau
3.1.

5. Les mesures de magnéto-transport ont été effectué par l’équipe du LNCMI : Km, Escoffier et Goiran.
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Tension de grille (V) F(µ,0) −γ(µ,0) C(µ,0) nHall (cm−2) nSdH (cm−2)
0 16.56 3.87 -0.057 1.47×1013 8.02×1011

-10 15.74.56 3.76 -0.058 1.12×1013 7.62×1011

-15.5 11.68 3.61 -0.062 0.98×1013 5.66×1011

Table 3.1 – Paramètres déterminés par l’ajustement des niveaux de Landau par l’équation 3.2, valeurs des densités
de Hall (nHall) et densités extraites du modèle 3.2 (nSdH) pour diverses tensions de grille. [Rubi 2020]

D’après ce tableau 3.1, une conclusion évidente est que nous voyons l’apparition d’un facteur variant de 13 à 17
entre la mesure de la densité de charge par effet Hall et celle par les oscillations quantiques.

Plusieurs questions restent en suspens :
— Quelle est l’origine du mouvement non rigide des pics d’oscillation quantique en fonction du champ électrique,

tel qu’il est représenté sur la figure 3.13 ?
— Est-ce que les effet spin-orbite sont à l’origine des dédoublements des pics d’oscillation quantique observés

sur la figure 3.13, tel que le suppose M. Yang ?
— Quelle est l’origine de l’apériodicité des oscillations de SbH et pourquoi cette apériodicité peut-elle être

modélisée par le modèle de Gao-Nyu ?
— Pourquoi les mesures des densités par effet Hall et par les oscillations de SbH sont elles différentes ?
Afin de répondre à certaines de ces questions et d’obtenir une description la plus générale possible de la structure

électronique et des effets spin-orbite à l’interface LAO/STO , nous avons mené des calculs ab initio DFT sur cette
interface, en considérant deux géométries, que nous avons représentées dans la figure 3.16.

(a) Structure en couche mince symétrique

(b) Structure en couche mince asymétrique

Figure 3.16 – Géométries utilisées pour simuler l’interface LAO/STO. (a) Cellule symétrique en couche mince
vide/LAO/STO/LAO/vide présentant deux interfaces identiques de type n et deux surfaces de LAO de terminaison
AlO2. (b) Cellule asymétrique en couche mince vide/LAO/STO/vide, présentant deux surfaces de terminaison SrO
et AlO2 et une interface de type n, géométrie utilisée dans [Stengel 2011, Yang 2011, Guo 2016]. Les différentes
couleurs représentent les atomes de strontium Sr (verte), de titane Ti (bleu), de lanthane La (violet), d’aluminium
Al (orange) et d’oxygène O (rouge).

Dans un premier temps, nous discuterons de l’effet de la variation des propriétés du système en fonction de
l’épaisseur des couches de STO et de LAO dans la section 3.2 et en fonction d’une tension de grille perpendiculaire
à l’interface dans la section 3.3 dans la géométrie symétrique vide/LAO/STO/LAO/vide représentée par la figure
3.16(a). Dans la section 3.4, nous parlerons de l’effet d’une contrainte épitaxiale sur les propriétés du système,
au travers de la géométrie asymétrique vide/LAO/STO/vide, correspondant à la figure 3.16(b). Une troisième
géométrie a été considérée et présentée dans l’annexe B , elle correspond à une supercellule asymétrique avec deux
interfaces de terminaison n et p.

3.2 Effets de la dimension sur la densité de charge
Nous allons présenter ici quelques résultats concernant la géométrie vide/LAO/STO/LAO/vide de la figure

3.16(c) Cette structure est composée de n monocouches de STO, m monocouches de LAO, deux interfaces de type
n équivalentes LaO/TiO2 (que nous nommerons IFA et IFB, ainsi que deux surfaces AlO2 identiques (SA/B). Pour
garder la structure symétrique, il est nécessaire de prendre un nombre demi-entier de monocouches de STO, avec
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un plan atomique de TiO2 au centre de la couche de STO, c’est à dire que si nous notons m = 6.5, nous avons 6
plans atomiques de SrO et 7 plans atomiques de TiO2. Le paramètre de maille dans le plan a été fixé à la valeur du
paramètre de maille mesuré expérimentalement pour STO, soit a[100] = a[010] = 3.905 Å, tandis que les positions
atomiques dans la direction [001] ont été obtenues par minimisation des forces atomiques. Nous avons utilisé la
fonctionnelle PBE pour approximer le terme d’échange et corrélation. Plus de détails de calculs sont donnés dans
le tableau A.1 de l’annexe A.

Pour cette géométrie, nous avons calculé une épaisseur critique de 4 monocouches de LAO pour l’apparition d’un
gaz d’électron, avec une densité de charge de 0.20 × 1014 cm−2 pour 6.5 monocouches de STO, 0.20 × 1014 cm−2

pour n = 12.5 et 1.94 × 1014 cm−2 pour n = 20.5 monocouches de STO.
Dans la Figure 3.17, nous présentons les densités de charge par monocouche atomique et pour différentes épais-

seurs m de STO, la densité de charge par plan atomique est déterminée en calculant l’intégrale de la densité d’états
entre le bas de la bande de conduction (/ haut de la bande de valence) pour les plans de STO (/ LAO) et le niveau
de Fermi. Pour toutes les épaisseurs envisagées, on observe que les surfaces de LAO sont toutes conductrices (comme
le prévoit le scénario de la catastrophe polaire) et que les interfaces sont aussi conductrices grâce à l’occupation
des orbitales dxy du titane. Dans le cas de 6.5 couches de STO (Figure 3.17(a)), on observe que le maximum de la
densité de charge est situé au centre de la couche de STO, contrairement au cas de n = 12.5 (Figure 3.17(b)) et
n = 20.5 (Figure 3.17(c)) monocouches de STO où le maximum se situe sur le plan de TiO2 de l’interface et où les
électrons se localisent donc à l’interface. Pour 12.5 monocouches de STO, on remarque que le centre de la couche
de STO est toujours conducteur, avec une occupation non-nulle des orbitales dzx et dyz des atomes de titane. Cette
conduction disparait lorsqu’on augmente le nombre de couches de STO à 20.5. Dans ce dernier cas, les interfaces
semblent donc bien décorrélées. Les différences entre ces figures peuvent s’expliquer en partie par l’extension spatiale
dans la direction [001] des orbitales dxz et dyz des atomes de titane dans les couches de STO. Lorsqu’on prend le
cas d’interfaces bien séparées (20.5 STO), on trouve une extension spatiale pour les dxy de 3 couches (≃ 1,2 nm) et
de 7 à 9 couches (≃ 4 nm) pour les dzx et dyz, l’extension spatiale du gaz quasi-2D est donc d’environ 4 nm, ce qui
est cohérent avec la littérature qui présente une épaisseur entre 1 et 10 nm [Sing 2009] [Reyren 2009] [Copie 2009].
En réduisant l’épaisseur de la couche de STO, on provoque le chevauchement de ces orbitales, augmentant ainsi la
densité de charge, rendant le centre de la couche de STO conducteur (n =12.5), jusqu’à avoir une densité de charge
maximale au centre de l’héterostructure pour 6.5 monocouches de STO.

tot dxy dyz/zx
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Figure 3.17 – Densité de charge 2D par monocouche atomique près du niveau de Fermi pour différentes épaisseurs
de couches de STO. Les densités négatives correspondent aux densités de trous et les densités positives correspondent
à celles des électrons. En rouge, la densité de charge totale, en bleu la densité de charge des orbitales dxy et en vert
la densité de charge des orbitales dyz/zx. Ici, nous avons considéré 5 couches de LAO)

Structure de bandes

Nous avons représenté sur la figure 3.18 la structure de bandes du système vide/(LAO)5/(STO)20.5/(LAO)5/vide
(a), ainsi que les profils de projection pn(iSTO) par plan atomique iSTO des bandes de conduction situées sous le
niveau de Fermi EF. Les bandes de conduction du système sont issues des orbitales d des atomes de titane de la couche
de STO, la bande de conduction de plus basse énergie (notée 1dxy) est de caractère dxy, avec une masse effective de
0.50 m0 et est majoritairement localisée dans le plan de STO de l’interface. Plus haut en énergie, on trouve d’autres
bandes de caractère dxy (notées 2dxy et 3dxy), avec des masses effectives respectives de 0.49 et 0.53 m0, similaires à
la première bande dxy (1dxy). Elles sont majoritairement localisées dans les plans de STO iSTO = 2 et iSTO = 3. On
trouve ensuite les bandes de caractère dyz/zx (1 et 2dyz/zx), de masses effectives de moyenne géométrique 1.24 m0,
qui sont délocalisées sur quelques plans atomiques de STO proches de l’interface. Contrairement aux bandes dxy

qui sont dégénérées deux fois, les bandes dyz/zx présentent une faible levée de dégénérescence de 3 meV, laissant
suggérer qu’il y a une faible interaction entre les deux interfaces, qui produit ainsi une répartition des bandes en
deux jeux d’orbitales dyz/zx liantes et anti-liantes, et des jeux d’orbitales non-liantes pour les orbitales dxy.

Ces résultats sont en accord avec les résultats obtenus pour une supercellule asymétrique LAO/STO, composée
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de deux interfaces de terminaison n (TiO2/LaO) et p (SrO/AlO2) [Popović 2008, Delugas 2011] (ou voir annexe
B), où on trouve des bandes de caractère dxy localisées à chacun des plans de STO et des bandes dyz/zx délocalisées
sur quelques plans atomiques proches de l’interface de type n.
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Figure 3.18 – (a) Structure de bandes du système vide/LAO5/STO20.5/LAO5/vide, la couleur rouge représente
les bandes de conduction issues des orbitales d des atomes de titane de la couche de STO, tandis que la couleur
bleue correspond aux bandes de valence de caractère p des atomes d’oxygène en surface de LAO. (b) Profil des
projections pn(iSTO) (en unité arbitraire) des fonctions d’onde φn, correspondant aux bandes de conduction sous
le niveau de Fermi EF, sur chaque plan atomique iSTO. pn(iSTO) est défini par pn(iSTO) =

∑
α∈iSTO

∑
l,m pn,k

α,l,m,

avec pn,k
α,l,m =

∣∣∣〈Y α
l,m|φn,k=0

〉∣∣∣2, où Y α
l,m est l’harmonique sphérique centrée sur l’atome α et de moment orbital l et

magnétique m. Les labels i représentent les plans atomiques IF-i.

Couplage spin-orbite

Nous avons calculé les effets du couplage spin-orbite pour un nombre de 20.5 monocouches de STO. La struc-
ture de bandes avec spin-orbite est donnée dans la figure 3.19. Comme nous l’avons expliqué dans la section 3.1,
l’interaction spin-orbite provoque une levée de dégénérescence entre les bandes dyz et dzx au point Γ et nous avons
calculé une différence ∆O de 19 meV entre les premières bandes dyz et dzx, ce qui est cohérent avec la littérature
[Zhong 2013].

Lorsqu’on projette la structure de bandes en fonction de l’orientation des spins, nous observons des bandes
dégénérées en spin. Cependant, nous observons que l’interaction spin-orbite produit une levée de dégénérescence
des bandes suivant k, qui peut être associée à des effets issues des couplages spin-orbite provenant d’un manque local
de la symétrie d’inversion (donc, potentiellement de type Bychkov-Rashba) dits « cachés »[Zhang 2014] [Yuan 2019].
En effet, à cause de la symétrie globale du système P4/mmm, les bandes des deux interfaces sont dégénérées entre
elles. Chacune de ces interfaces va produire une levée de dégénérescence en spin de chiralité différente, comme le
montre les figures 3.19(b) et (c) où nous avons affiché uniquement les bandes ayant une contribution non-nulle de
l’interface IFA ou IFB, et en projetant suivant l’orientation des moments de spin.
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Figure 3.19 – (a) Structure de bandes avec interaction spin-orbite de LAO/STO/LAO. (b) et (c) zoom de la struc-
ture de bandes au croisement des bandes 2dxy et 1dyz/zx dans la direction Γ−X, les bandes affichées correspondent
uniquement à celles de l’interface A (b) ou B (c). La couleur rouge correspond à une projection suivant le moment
de spin +my, tandis que la couleur bleue correspond à −my, les moments de spin mx et mz sont nuls.

On peut observer un couplage de type Bychkov-Rashba sur les premières bandes dxy d’une valeur de 7.5 meV.Å
en Γ, en accord avec la littérature [Zhong 2013]. On observe un couplage spin-orbite légèrement différent dans le
cadre de la seconde bande dxy, qui nécessite un terme cubique supplémentaire pour décrire la levée de dégénérescence
en spin, tel que ∆EΓ→X(k) = 2αR · k + b · k3, on trouve alors un coefficient Rashba αR(2dxy) = 4.3 meV.Å et un
terme cubique b = 0.42 eV.Å3.

La levée de dégénérescence la plus importante entre deux états de spin est de 7 meV (représentée par les doubles
flèches des figures 3.19(b) et (c)) et se situe au niveau de l’anticroisement de bande entre les bandes 2dxy et 1dyz,
suivant la direction Γ − X (ou entre les bandes 2dxy et 1dzx suivant Γ − Y ). Au niveau de l’anticroisement de
bandes entre les bandes 1dxy et 1dyz, nous observons une levée de dégénérescence plus faible d’environ 2 meV. La
levée de dégénérescence en spin plus faible à l’anticroisement entre les bandes 1dxy et 1dyz que celle bandes des
bandes 2dxy et 1dyz peut être expliquée par la position relative des bandes dans la structure. La bande 1dxy est
majoritairement localisée sur le plan de TiO2 de l’interface, tandis que la bande 2dxy est localisée sur le second
plan de TiO2, la bande 1dyz est délocalisée sur plusieurs plans de TiO2 mais à une contribution majoritaire sur
le deuxième et troisième plans de TiO2 après l’interface et une contribution quasiment nulle sur le plan de TiO2
de l’interface. Ainsi, on obtient une interaction plus forte entre les bandes 2dxy et 1dyz, qui entraine une levée de
dégénérescence en spin plus importante.

3.3 Effets d’un champ électrique externe sur la structure électronique
de l’interface conductrice de LaAlO3 / SrTiO3

La méthode implémentée dans VASP pour simuler un champ électrique [Feibelman 2001] est basée sur les travaux
de Neugebauer et Scheffler [Neugebauer 1992] : le calcul avec un champ électrique externe E(r) se fait de manière
auto-cohérente au travers de l’ajout d’un terme ∆h à l’hamiltonien de Kohn et Sham :

∆h = ϕext(r) − ϕ0 (3.3)

Le potentiel externe électrostatique est défini par l’équation E(r) = −∇ϕext(r). La constante ϕ0 décrit l’interaction
entre le potentiel externe et celui des ions I de valence ZI dans le système :

ϕ0 = (
∑

I ZIϕ
ext(RI))∑

I ZI
(3.4)
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Pour modéliser notre système, nous avons choisi un nombre de 20.5 monocouches de SrTiO3 afin d’avoir un
comportement isolant au centre de la structure. Nous avons gardé la structure atomique fixe par rapport à celle
calculée sans champ électrique. La direction du champ électrique appliqué est représentée par la flèche noire sur la
Figure 3.20. L’utilisation d’une héterostructure symétrique permet dans un même calcul d’avoir l’effet d’un champ
électrique dans le sens (IFA) ou dans le sens opposé (IFB) à la normale de l’interface.

Figure 3.20 – Schéma représentant la géométrie symétrique utilisée dans les calculs DFT. les atomes Sr, La, Ti,
Al et O sont respectivement représentés par les sphères de couleur verte, grise, bleue, orange et rouge. Les deux
interfaces et les deux surfaces sont différenciées en IFA, IFB, SA et SB. La direction du champ électrique appliqué
Eext est indiquée.

Afin de comprendre comment le matériau se comporte sous l’effet d’une tension grille, nous avons simulé la
présence d’un champ électrique perpendiculaire à l’interface et nous avons analysé les densités de charge et les
structures de bandes. Nous avons fait varier ce champ de 1.10−3 mV/Å à 10 mV/Å.

3.3.1 Variation de la densité de charge
L’application d’un champ électrique perpendiculaire aux interfaces du slab symétrique de LAO/STO permet

de faire varier la densité de charge aux interfaces et aux surfaces. Chacune des deux interfaces IFA/B et des deux
surfaces SA/B va réagir différemment puisqu’elles perçoivent le champ électrique différemment. Aux premiers abords,
on pourrait s’attendre à des transferts de charge de la surface vers l’interface correspondante. On aurait alors une
diminution de la densité de charge (électrons et trous) du coté A et une augmentation du coté B. Cependant la
Figure 3.21 montre que la densité de charge de SA augmente au détriment de celle de la surface SB . Ces transferts
de charge semblent se faire d’une surface vers son interface mais aussi de IFA vers IFB et de la surface SA vers
IFB. Ce phénomène est un artéfact de calcul lié à la géométrie « non réaliste » choisie. On peut remarquer que
l’extension spatiale du 2DEG varie peu en fonction du champ électrique. Pour des valeurs inférieures à 10 mV/Å,
elle reste toujours de 3 couches pour les charges associées aux orbitales dxy et de 7 à 9 couches pour les bandes dyz,
dzx.
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Figure 3.21 – Profil de densité de charge du 2DEG, intégrée sur la densité d’états, de LAO/STO dans les plans
(001) pour différentes valeurs de champ électrique. En rouge, nous avons la densité de charge totale, en bleu la
densité de charge des orbitales dxy et en vert celle des dyz/zx. La position des interfaces A et B est représentée par
des traits verticaux rouge (IFA et IFB). L’axe des abscisses représente la position des plans de AlO2 à gauche de
IFA et à droite de IFB et de TiO2 entre IFA et IFB.
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La Figure 3.22 donne l’évolution des densités de charge pour les interfaces IFA et IFB. Il est intéressant de noter
que pour l’interface IFA (Figure 3.22(a)), la densité de charge des orbitales dyz/zx devient nulle à partir d’un champ
de 3 mV/Å. Dans le cas de l’interface IFB (Figure 3.22(b)), on observe que la densité de charge des orbitales dyz/zx

devient supérieure à celle des orbitales dxy à partir d’une valeur seuil comprise entre 1 et 3 mV/Å. Il est difficile de
donner une valeur précise de ce champ critique puisqu’on peut observer de fortes variations de la densité de charge
dans cette zone (Figure 3.22(b)-encart).
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Figure 3.22 – Densité de charge du 2DEG intégrée de l’interface IFA (a) / IFB (b) au centre de STO en fonction
du champ électrique Eext appliqué. En bleu : densité de charge des orbitales dxy et en vert celle des dyz/zx.

A ce stade, nous pouvons émettre plusieurs hypothèses afin d’expliquer ces variations (qui sont aussi présentes
pour IFA, bien qu’elles soient moins fortes (Figure 3.22(a)-encart)) :

1. Lorsqu’une nouvelle bande t2g (qui était inoccupée) croise le niveau de Fermi, cette bande va se peupler, ce
qui va augmenter par à coup la densité de charge pour l’interface B. Pour IFA, le croisement d’une bande t2g

(initialement occupée) avec le niveau de Fermi va provoquer son dépeuplement et donc diminuer la densité
de charge.

2. Un déplacement non monotone des bandes dxy et dyz/zx peut aussi provoquer des fluctuations dans la densité
de charge, comme prédit par Maniv et al. [Maniv 2015].

3. Un manque de précision de l’approximation choisie dans le calcul de la densité d’états et/ou dans l’intégration
de la DOS est aussi envisageable.

Afin d’avoir une analyse plus fine de la variations des densités de charge, nous avons fait dans la section suivante
une étude détaillée des variations de la structure de bandes en fonction du champ électrique externe.

3.3.2 Variation de la structure de bandes
La Figure 3.23 présente le décalage en énergie des 4 bandes de conduction de plus basse énergie au point Γ,

en fonction du champ appliqué Eext. Les bandes sont numérotées par énergie croissante ; nous rappellons que trois
bandes dxy et une bande dyz/zx croisent le niveau de Fermi. Dans le cas de l’interface A (courbe croissante), l’ordre
des bandes est conservé pour des champs inférieurs à 2 mV/Å. Au-delà de cette valeur, la bande 3dxy de l’interface
A passe au-dessus de la 1dyz/zx. A partir d’un champ de 2.5 mV/Å, les bandes 3dxy et 1dyz/zx passent au-dessus
du niveau de Fermi et ne sont donc plus occupées, ce qui est cohérent avec la Figure 3.22(a) qui montre une densité
de charge associée aux bandes dyz/zx, nulle à partir de cette valeur de champ. Pour l’interface B, l’ordre des bandes
est conservé jusqu’à un champ de 2.5 mV/Å où les bandes 1dyz/zx passent en dessous de la bande 3dxy. On observe
une évolution similaire des bandes 1dyz/zx et 3dxy en fonction du champ à la fois dans le cas de l’interface A et



70
Chapitre 3 : Effets spin-orbite dans le gaz bidimensionnel d’électrons à l’interface tout-oxyde

LaAlO3/SrTiO3(001)

de l’interface B. On observe la présence d’une bande 2dyz/zx commune aux deux interfaces, cette dernière oscille
autour du niveau de Fermi en fonction de Eext, ce qui a pour conséquence de la peupler ou la dépeupler.

Figure 3.23 – Décalage en énergie des 4 premières bandes au point Γ en fonction du champ électrique Eext des
interfaces IFA et IFB . La structure de bandes à gauche est seulement un guide pour voir les bandes étudiées. Les
lignes en pointillés correspondent à l’ajustement linéaire, la valeur des pentes est indiquée à droite et l’ajustement
a été effectué sur une gamme de champ variant de 10−3 à 2 mV/Å. Les bandes associés à l’interface IFA (IFB) sont
celles qui sont croissantes (décroissantes) avec le champ appliqué.

Des régressions linéaires ont été effectuées pour les courbes entre un champ de 10−3 à 2 mV/Å. Les valeurs
des pentes ont été extraites et sont affichées sur la Figure 3.23 à droite, on observe la présence de dispersions
autour des pentes, en particulier pour les orbitales 3dxy et 1dyz/zx. Bien que faibles, ces dispersions ainsi que le
peuplement/dépeuplement de la bande 2dyz/zx peuvent expliquer en partie les fluctuations de la densité observées
sur les Figure 3.22(a) et (b). Cette dispersion est la plus grande pour un champ de 2.5 mV/Å où l’évolution de
chaque bande subit une assez forte variation allant jusqu’à faire passer les bandes 1dyz/zx et 3dxy au-dessus du
niveau de Fermi pour l’interface A. Dans le cas de l’interface A (i.e. un champ appliqué dans le sens de la normale
de la surface, voir figure 3.20), on observe aussi que les valeurs des pentes sont très similaires pour chaque bande
dxy, en particulier pour les 1 et 2 dxy. Ce n’est pas le cas de l’interface B (champ opposé à la normale de l’interface,
voir figure 3.20) pour laquelle chaque bande évolue différemment des autres comme le montre les valeurs des pentes.

Dans le cas de l’interface A, le passage au-dessus du niveau de Fermi des bandes 1dyz/zx correspond à la transition
de Lifshitz décrite par Joshua et al. [Joshua 2012], qui apparaît lorsqu’une densité critique de 1.68 × 1013 cm−2 est
atteinte permettant aux premières bandes dyz/zx d’être peuplées. Dans notre cas, cette transition de Lifshitz est
atteinte à l’interface A pour un champ de 2.5 mV/Å et pour une densité de 5.6 × 1013 cm−2 (Figure 3.22(a)), trois
fois supérieures à la densité critique expérimentale. La différence pourrait s’expliquer par le fait que notre valeur
correspond à la densité de toutes les charges qu’elles soient mobiles ou non, tandis que celle donnée par Joshua et
al. correspond à la densité des charges mobiles des mesures de transport.

L’évolution de la position des bandes en fonction de Eext peut être corrélée avec celle du champ électrique
interne aux interfaces A et B, comme montrée sur la Figure 3.24. En particulier, le champ électrique interne de
IFA varie peu, allant de 440 à 442 mV/Å pour une variation du champ appliqué de 2.5 mV/Å (avec une variation
quasi-linéaire entre 0.5 et 2 mV/Å) ; pour IFB le champ interne varie linéairement de 4.40 à 4.44 V/nm avec Eext

et subit une variation plus forte pour Eext = 2.5 mV/Å. On peut noter que ces valeurs sont du même ordre de
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grandeur que le champ électrique mesuré par Copie et al., qui trouvent un champ électrique allant jusqu’à 1 V/nm
à l’interface [Copie 2009].

Figure 3.24 – Valeur du champ électrique interne à l’interface IFA (rouge) et IFB (bleu) en fonction du champ
électrique appliqué. Le champ électrique interne a été calculé en moyennant la valeur du potentiel local près de
l’interface.

L’évolution des bandes avec un champ électrique se fait donc bien de manière non-rigide (peu importe le sens
du champ électrique appliqué), ce qui est cohérent avec l’hypothèse émise par Yang [Yang 2018], que nous avons
présentée dans la section 3.1.7. De plus, l’occupation relative des bandes dxy et des bandes dyz/zx permet d’exprimer
les différences des densités de charge mesurées par effet Hall et pour les oscillations quantiques (voir tableau 3.1).

Les mesures par effet Hall permettent de mesurer la densité totale de porteurs de charge, mais ne permettent
pas de connaître leur nature. La distinction des porteurs de charge peut être faites par des mesures de magnéto-
transport par oscillations quantiques. En effet, chaque type de porteur correspond à une oscillation de fréquence
différente dans le spectre des oscillations de Shubnikov-de Haas et qui peut être détectée seulement si le porteur
dispose d’une mobilité suffisante.

Nous venons de voir que les bandes dxy peuplées sont localisées aux niveaux de l’interface (1er et 2ème plan de
TiO2), or comme nous l’avons dit dans la section 3.1.7, des défauts de type échanges de cation sont présents jusqu’à
la troisième couche de TiO2. Le déplacement des porteurs de charge de ces bandes est alors perturbé par ces défauts,
réduisant ainsi drastiquement la mobilité des porteurs. Les porteurs des bandes dxy peuvent alors être détectés par
l’effet Hall mais ne peuvent être sondés par des mesures d’oscillations de Shubnikov de Haas. 6 Le cas des bandes
dyz/zx est différent, puisqu’elles ne sont pas localisées près de l’interface (délocalisées sur les plans 2 à 5 de TiO2
avec un maximum sur le troisième plan de TiO2 voir figure 3.21). Les porteurs issus de ces bandes ne ressentent donc
pas les défauts de l’interface et possèdent alors une mobilité supérieure à ceux des bandes dxy, malgré une masse
effective supérieure. Ainsi les mesures par oscillations quantiques permettent de mesurer uniquement les porteurs de
charge des bandes dyz/zx (soit nSbH = nyz/zx) , contrairement aux mesures par effet Hall qui donnent les densités
des bandes dxy et dyz/zx, sans distinction (nHall = nxy + nyz/zx). Nos calculs montrent en effet que lorsque les

bandes 1dyz/zx commencent à se peupler, le ratio
nxy + nyz/zx

nyz/zx
≃ 13, ce qui est typiquement l’ordre de grandeur

du ratio entre les densités de charge mesurées par effet Hall et par les oscillations quantiques nHall

nSbH
(voir tableau

3.1).
Afin de vérifier la deuxième hypothèse émise par M. Yang, à savoir que le dédoublement des pics d’oscillation

quantique pourrait être dû au couplage spin-orbite à l’interface, nous avons effectué des calculs DFT en considérant
6. A moins qu’un champ magnétique suffisamment important soit appliqué, au moins supérieur à 55 T.
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l’interaction spin-orbite et nous avons observé les variations des levées de dégénérescence en spin des bandes en
fonction du champ électrique.

3.3.3 Variations des couplages spin-orbite
Avec ou sans champ électrique, nous obtenons la même différence d’énergie ∆O entre les bandes 1dyz et 1dzx

au point Γ, soit 19 meV (figure 3.3).
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Figure 3.25 – Variation du maximum de la levée de dégénérescence (au niveau du croisement des bandes 2dxy

et 1dyz/zx) pour chacune des interfaces (cette différence est représentée par les doubles flèches de couleur dans
les figures 3.19(b) et (c)). La courbe orange fait référence à l’interface A, tandis que la courbe verte correspond à
l’interface B.

En appliquant un champ électrique, on obtient une levée de dégénérescence des bandes issues des deux interfaces,
ce qui permet d’observer plus facilement les levées de dégénérescence en spin sur la structure de bandes du système.
Nous avons tracé sur la figure 3.25 la variation de la plus grande différence d’énergie ∆SOC entre les deux spins près
du croisement des bandes 2dxy et 1dyz/zx en fonction du champ électrique externe et pour les deux interfaces. Nous
observons de très faibles variations dans la valeur de cette levée en fonction du champ électrique : des valeurs proches
de 5-7 meV pour l’interface A et 7-8 meV pour l’interface B. Bien que ce graphe manque de résolution en valeur de
Eext, nous avons cependant l’impression que la différence d’énergie tend à diminuer lorsqu’on applique une tension
de grille négative (interface A) et à augmenter pour une tension positive (interface B). De plus, nous n’observons
pas de variation notable des coefficients Rashba αR pour les premières et secondes bandes de conduction, ils restent
aux alentours de 7.5-7.9 meV.Å pour la bande 1dxy et de 4.1-4.6 meV.Å pour la bande 2dxy.

Ces faibles variations peuvent être mises en relation avec les faibles variations du champ électrique interne près
des interfaces, que nous avons présentées dans la figure 3.24.

Le fait d’obtenir une faible variation de la levée de dégénérescence en spin en fonction du champ électrique
appliqué est en adéquation avec les mesures des oscillations de Shubnikov-de Haas de la figure 3.13. En effet, sur
cette figure, on observe que la différence des positions des pics 1 et 2 de même nature (A,B,C ou D) ne semble pas
varier en fonction du champ appliqué.

3.4 Effets d’une contrainte biaxiale
Afin de sonder l’effet d’une contrainte épitaxiale sur les différentes propriétés de l’interface LAO/STO, nous avons

choisi de modéliser une structure asymétrique en couche mince vide/LAO/STO/vide afin de minimiser les temps de
calcul sur l’optimisation de la structure pour les différents états de contrainte. Cette structure est constituée d’une
interface de type n LaO/TiO2 et de deux surfaces de terminaison AlO2 et SrO (voir figure C.1 de l’annexe C).

Dans les différents calculs que nous présenterons dans cette section, nous avons considéré une épaisseur de 8
monocouches de LAO et 7 monocouches de STO (dans l’annexe C, nous présentons une discussion sur les variations
des propriétés de LAO/STO calculées avec la géométrie vide/LAO/STO/vide en fonction des épaisseurs de LAO
et de STO). Excepté les deux premiers plans de la surface de STO, qui ont été fixés à la structure cubique de STO,
afin de simuler l’effet d’un substrat, nous avons permis aux atomes de la structure de relaxer leur position suivant
l’axe [001], dans le but de minimiser l’énergie totale du système. Nous avons considéré un vide initial de 15 Å et
nous avons ajouté une correction dipolaire dans la direction [001] afin de supprimer les interactions entre les deux
surfaces [Bengtsson 1999]. Plus de détails sur les paramètres de calculs sont données dans l’annexe A.
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Figure 3.26

Nous avons appliqué une contrainte biaxiale η = asub − a0

a0
dans le plan (001) au système vide/LAOm=8/STOn=7/vide,

où asub est le paramètre de maille contraint (i.e qui serait imposé par 1 substrat dans le cadre d’une croissance
épitaxiale), correspondant à l’effet d’un substrat et a0 = 3.94 Å est le paramètre de maille de STO à l’équilibre.

3.4.1 Variation de la densité de charge
Lorsqu’aucune contrainte n’est appliquée sur le système, on trouve une densité de charge de 0.94 × 1014 cm−2,

près de deux fois inférieure à la valeur obtenue avec la couche symétrique vide/LAO/STO/LAO/vide alors que nous
avons utilisé une épaisseur de LAO plus grande. Nous supposons pour l’instant que cette différence provient de la
correction dipolaire qui écrante le champ électrique interne à LAO et STO, provoquant ainsi une diminution du
nombre d’électrons transférés de la surface vers l’interface.

La contrainte biaxiale provoque un changement non-monotone de la densité de charge du système, comme
le montre la figure 3.27(a), où lorsque η augmente, la densité de charge augmente de ≃ 0.25 × 1014 cm−2 pour
η ∈ [−2%; −1%], η ∈ [−0.5%; 0.5%] et η ∈ [1%; 2%] , avant de chuter brusquement d’environ 0.28×1014 cm−2 entre
-1 et -0.5 %, mais aussi entre 0.5 et 1 %. Ce comportement se retrouve sur les charges issues des bandes dxy, tandis
que nous trouvons un comportement différent sur les bandes dyz/zx, dont la densité de charge associée décroît par
palier de largeur de 1 %. En projetant sur le plan de STO de l’interface et sur l’ensemble des autres plans de la
couche de STO (figure 3.27(b)), on observe qu’une contrainte en compression (η < 0) tend à délocaliser les charges
dans toute la couche de STO, tandis qu’une contrainte en tension (η > 0) tend à localiser les charges à l’interface.
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Figure 3.27 – Variation de la densité de charge n en fonction de la contrainte biaxiale η. (a) Densité de charge
calculée en intégrant la densité d’états de toutes les couches de STO. Les couleurs noire, rouge et verte représentent
respectivement la densité de charge totale, de nature dxy et de nature dyz,zx. (b) Densité de charge de la première
couche de STO (IF-1) et de la somme des densités de toutes les monocouches autres que celle de l’interface.

3.4.2 Variation de la structure de bandes
La figure 3.28 présente la variation de la position en énergie des bandes de conduction en fonction de la contrainte

η. On observe en particulier qu’une contrainte en tension tend à stabiliser les bandes dxy, avec des variations de
l’ordre de 14 meV par % pour les deux bandes dxy de plus basse énergie et de -3,-4 meV par % pour les autres
bandes dxy, tandis que les bandes dyz/zx sont déstabilisées par la contrainte en tension, avec une variation de l’ordre
de 14 meV par %. Comme pour la cellule symétrique vide/LAO/STO/LAO/vide, nos calculs ont montré que la
bande dxy de plus basse énergie est localisée, excepté pour η = −2 %, sur le plan de STO de l’interface. Cependant,
contrairement à la cellule symétrique, les autres bandes dxy ainsi que la bande dyz/zx sont délocalisées sur toute la
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couche de STO, d’une manière similaire aux fonctions d’onde d’une boite quantique. Nous supposons que l’origine
de ce phénomène est lié à la correction dipolaire qui écrante le champ électrique interne à LAO et STO (plus
d’informations sont données dans l’annexe C).

Ainsi, la croissance de la proportion des charges sur le plan de STO de l’interface (figure 3.27(b)), est liée d’une
part à la stabilisation de la première bande dxy, localisée à l’interface, et d’autre part à la déstabilisation des bandes
dyz/zx délocalisées, sur plusieurs plans atomiques. De plus, la déstabilisation des bandes dxy avec une contrainte en
compression η < 0 semble cohérent avec l’augmentation de l’épaisseur critique de LAO, observée dans différentes
études des effets de la contrainte sur LAO/STO [Bark 2011, Nazir 2014, Guo 2016].
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Figure 3.28 – Variation de la position en énergie par rapport au niveau de Fermi des bandes de conduction du
système au point Γ en fonction de l’épaisseur de LAO, avec nSTO = 5 monocouches de STO. La couleur rouge
correspond aux bandes de caractère dxy, tandis que la couleur verte représente les bandes de caractère dyz et dzx.

3.4.3 Variations des couplages spin-orbite
Appliquer une contrainte épitaxiale altère les propriétés spin-orbite du système, comme le montre la figure 3.29.

Dans la figure 3.29(a), on observe une évolution non monotone de la différence d’énergie maximale entre les deux
états de spin ∆SOCMax, avec cependant une tendance à augmenter avec η pour la bande 2dxy (variant de 5 à
12 meV) et à diminuer pour la bande 1dxy (passant de 11 à 3 meV). On observe aussi que le lieu de croisement
des bandes dxy et dyz/zx, où ∆SOCMax est atteint et représenté sur la figure 3.29(b), croît avec η pour les deux
bandes.

Enfin, on observe une décroissance d’environ -0.3 et -0.7 meV.Å par %, respectivement pour les coefficients Ra-
shba αR des bandes 1dxy et 2dxy. Cette évolution est contraire à celle observée par Yamaguchi et Ishii [Yamaguchi 2017],
qui ont obtenus une augmentation de la valeur de la constante Rashba αR allant jusqu’à 35 meV/Å pour un taux
de contrainte de 7%. Il est cependant important de noter que, contrairement à nous, les auteurs ont choisi d’utiliser
une supercellule LAO/STO pour laquelle le paramètre de maille hors-plan a été fixé de telle manière à conserver le
volume de STO (VST O,eq) et LAO (VLAO,eq) à l’équilibre (c = m× VLAO,eq

a2
sub

+ n× VST O,eq

a2
sub

) ; seules les cordonnées

des atomes ont été optimisées.
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Figure 3.29 – Variation des propriétés spin-orbite des bandes 1dxy (rouge) et 2dxy (bleu) en fonction de la
contrainte biaxiale η : (a) Variation de la différence d’énergie maximale entre les deux états de spin ∆SOCMax

(au niveau de l’anticroisement). (b) Variation du vecteur d’onde kSOC,Max pour lequel ∆SOCMax est atteint. (c)
Variation du coefficient Rashba linéaire αR en Γ.

3.5 Conclusion et perspectives
3.5.1 Résumé

Nous avons réalisé des calculs ab initio basés sur la DFT pour étudier l’interface tout-oxyde LAO/STO. Nous
avons déterminé une épaisseur critique de 5 monocouches de LAO au delà de laquelle l’interface devient conductrice,
avec une densité de 1.9 × 1014 cm−2. Nous avons montré que la densité de charge du matériau peut être modulée
par la présence d’un champ électrique externe, permettant d’obtenir des densités de charge augmentant jusqu’à
3.6×1014 cm−2 en appliquant un champ électrique de 10 mV/Å. Ces variations sont associées à un mouvement non
rigide des bandes en énergie, cohérent avec les mesures de magnéto-transport de Yang [Yang 2016, Yang 2018]. De
plus, nous avons montré, en collaboration avec le LNCMI et le NUS, que la différence entre les densités de charge
mesurée par effet Hall ou par oscillations quantiques était due à la présence de défauts de structure à l’interface qui
altèrent la mobilité des charges provenant des bandes dxy localisées à l’interface, les rendant indétectable avec des
mesures par oscillations de Shubnikov-de Haas.

Enfin, nous avons montré la présence d’un couplage spin-orbite provoqué par l’effet Rashba sur les deux premières
bandes de conduction de caractère dxy du système avec un coefficient Rashba αR de l’ordre de 7 meV.Å. Nous
avons en particulier observé une forte levée de dégénérescence au niveau de l’anticroisement entre les bandes 2dxy et
1dyz/zx, avec une différence d’énergie entre les deux états de spin de 7 meV. Nous avons associé ce type de couplage
à l’interaction entre les bandes 2dxy et 1dyz/zx qui sont localisées sur les mêmes plans atomiques.

Finalement, nous avons montré qu’un champ électrique externe ne modifie que faiblement la force des couplages
spin-orbite du système, ce qui est en accord avec des mesures de transport par oscillations quantiques [Yang 2016,
Yang 2018]. La force de ces couplages peut cependant être modifiée en contraignant le système sur un substrat, ces
derniers résultats manquent encore de profondeur dans leur description.

3.5.2 Perspectives
1 - Géométrie semi-infinie

Afin de simuler l’interface LAO/STO, nous avons modélisé le système aux travers de l’utilisation de diverses
géométries qui restent « peu réalistes » et font apparaître des artéfacts de calcul, comme nous l’avons vu avec le
phénomène de boite quantique sur les bandes dxy et dyz/zx pour la géométrie en couche mince asymétrique, et dont
nous soupçonnons l’origine d’être la correction dipolaire que nous avons appliqué au système, qui peut écranter le
champ électrique interne de LAO et STO. Une solution plus « réaliste » consisterait à modéliser le système avec
une couche semi-infinie de STO en utilisant d’autres logiciels de calcul DFT (logiciel Fleur par exemple).

2 - Modèle de liaisons fortes

Beaucoup des résultats présentés dans ce chapitre restent très descriptifs, en particulier pour la discussion
des propriétés spin-orbite. De nouvelles méthodes de calculs pourraient permettre de donner plus d’explications sur
l’origine des couplages spin-orbite, mais aussi de leurs variations en fonction de la contrainte ou d’un champ électrique
externe. Nous pouvons citer l’utilisation de modèles de liaisons fortes qui ont déjà été utilisés dans la littérature pour
exprimer les couplages spin-orbite dans LAO/STO [Zhong 2013, Khalsa 2013, Shanavas 2016, Vaz 2019], néanmoins,
ces modèles prennent en compte uniquement les orbitales d des atomes de titane localisées à l’interface, or nous
venons de voir que le couplage spin-orbite le plus important correspond à l’interaction de la seconde bande dxy

(généralement située autour du deuxième plan de TiO2) avec les bandes dyz/zx provenant de l’interaction des
orbitales dyz/zx des atomes de titane de plusieurs plans de TiO2. Afin d’avoir une compréhension plus fine des
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couplages spin-orbite dans ce système, il serait nécessaire d’établir un modèle de liaisons fortes plus complexe, en
prenant en compte les orbitales d des atomes de titane de plusieurs plans proches de l’interface.

3 - Conversion spin-charge

Des calculs de conversion spin-charge ont déjà été effectués sur LAO/STO en utilisant un modèle semi-classique
de Boltzmann [Vaz 2019, Johansson 2021]. Afin de compléter notre étude sur les variations des couplages spin-orbite
dans LAO/STO en fonction d’une contrainte épitaxiale ou d’une tension électrique, il serait interessant d’effectuer
ce genre de calcul pour connaître aussi la variation des taux de conversions spin-charge.

4 - Systèmes moins complexes

Un des problèmes à la compréhension des couplages spin-orbite dans LAO/STO est la complexité du système,
provenant en partie du grand nombre d’atomes nécessaire et des différentes géométries possibles pour le modéliser.
En effet plusieurs orbitales d des atomes de titane issues des divers plans de STO interagissent entre elles pour
donner lieux aux couplages spin-orbite. La modification d’un paramètre dans le calcul (fonctionnelle, géométrie,
dimension, contrainte, champ électrique) risque alors de modifier la position des atomes de titane, ce qui altèrerait
les interactions entre les différentes orbitales d, changeant à la fois la densité de charge à l’interface et la position des
bandes de conduction entre elles, ce qui pourrait engendrer des variations paraissant chaotiques sur les propriétés
spin-orbite du système. Il pourrait être intéressant d’étudier des systèmes de structure similaire, mais composés
de moins d’atomes, afin de mieux comprendre l’origine des couplages spin-orbite qui apparaissent à l’interface
de LAO/STO. C’est une des raisons qui nous a poussé à étudier le composé PbTiO3 de structure perovskite et
possédant une structure électronique proche, dont les bandes de conduction près du niveau de Fermi sont dues aux
cations Ti4+.



Chapitre 4

Evolution des couplages spin-orbite dans
l’oxyde ferroélectrique PbTiO3 en
fonction d’une contrainte épitaxiale

Ce chapitre est consacré à nos travaux sur l’étude des couplages spin-orbite dans le composé ferroélectrique
PbTiO3 (PTO) et de leurs variations en fonction d’une contrainte biaxiale appliquée. Nous commencerons par
présenter dans la section 4.1 le contexte de notre étude qui porte sur les matériaux dit FERSC (FerroElectric Rashba
Semi-Conductor) dont les propriétés spin-orbite sont reliées aux différents états de polarisation possible dans un
composé ferroélectrique, ce qui peut engendrer des dispositifs spinorbitroniques particulièrement intéressants, et
nous expliquerons les raisons qui nous ont poussé à étudier l’oxyde ferroelectrique PbTiO3 dans ce contexte.

La section 4.2 est dédiée à l’étude de la structure d’équilibre de PTO, tandis que dans les sections suivante, nous
donnerons l’évolution des propriétés électronique et spin-orbite en fonction d’une contrainte biaxiale en compression
(section 4.3) ou en tension (section 4.4).

4.1 Contexte de l’étude
4.1.1 Lien entre polarisation électrique et couplages spin-orbite

En 2013, il a été proposé que des couplages spin-orbite importants puissent être présents dans des cristaux 3D
ferroélectriques [Di Sante 2013]. En effet, par définition les composés ferroélectriques ne disposent pas de la symétrie
d’inversion spatiale, ils sont donc susceptibles de présenter un couplage spin-orbite k dépendant, comme les effets
Dresselhaus ou Rashba. Dans leur étude théorique, Di Sante et al. ont prédit un coéfficient Rashba compris entre
2.5 et 4.9 eV.Å dans le composé GeTe, de groupe d’espace R3m (n◦ 160). Ils ont prédit que la texture de spin du
matériau pouvait être retournée en renversant la polarisation électrique du matériau, la texture de spin du matériau
pour les deux états de polarisation est représentée sur la figure 4.1.

Des mesures ARPES (spectroscopie photoélectronique résolue en angle) effectuées en 2016 ont permis de confir-
mer la présence d’un effet spin-orbite de type Rashba à la surface (111) de terminaison Te de GeTe [Liebmann 2016].
Les auteurs ont alors déterminé une différence de vecteur d’onde de 0.14 Å−1 entre les deux surfaces de Fermi pro-
voquée par l’effet Rashba pour un état de polarisation P↑ (de même orientation que la normale à la surface), plus
stable que l’état P↓ qui n’a pas pu être stabilisé [Liebmann 2016]. L’état de polarisation électrique opposée a pu
être obtenu plus tard en utilisant une surface de terminaison Ge [Rinaldi 2018]. A partir de deux échantillons de
terminaison Te ou Ge et de polarisation électrique opposée, Rinaldi et al. ont montré, à partir de mesures ARPES,
que les textures de spin de GeTe des deux états de polarisation électrique sont de chiralité opposée, mettant ainsi
en lien direct la polarisation électrique et les couplages spin-orbite. Bien que la valeur du paramètre Rashba du
composé GeTe soit importante, son utilisation dans des dispositifs spinorbitroniques non-volatiles est compromise
par la présence de lacunes de germanium en surface et par sa faible largeur de bande interdite, qui transforment ce
système en semi-conducteur de type p, et sont responsables de l’apparition de courants de fuite qui empêchent le
retournement de la polarisation électrique [Picozzi 2014].
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Figure 4.1 – (a) Surface de fermi résolue en spin à une énergie de −0.47 eV sous le niveau de Fermi de GeTe. Les
flèches correspondent à l’orientation des moments de spin dans le plan, tandis que la couleur représente la norme du
moment. (b) Composante hors-plan σz de la polarisation en spin de GeTe. (c) et (d) Distributions des composantes
de spin dans le plan et hors-plan, après que la polarisation électrique de GeTe a été renversée. [Di Sante 2013]

Les études que nous venons de décrire ont ouvert la voie à la recherche de nouveaux matériaux ferroélectriques
à fort couplage spin-orbite dit « FERSC »(FerroElectric Rashba Semi-Conductors) [Picozzi 2014], qui pourraient
permettre de réaliser des dispositifs spinorbitroniques, où les couplages spin-orbite seraient contrôlés de manière
non-volatile par les différents états de polarisation électrique. On recherche alors des matériaux ferroélectriques
présentant un couplage spin-orbite important et si possible pouvant présenter des textures de spin persistant, des
phases ferroélectriques stables, avec une largeur de bande interdite suffisamment importante pour éviter les courants
de fuite et permettre ainsi de modifier l’état de la polarisation électrique [Picozzi 2014]. Le tableau 4.1 présente
plusieurs valeurs de coefficient Rashba calculées pour différents matériaux ferroélectriques.

Il est en particulier intéressant de discuter du composé Bi2WO6 qui adopte une structure aurivilius de groupe
d’espace P21ab, avec une largeur de bande interdite de 1.94 eV et une polarisation électrique de 65 µC.cm−2,
perpendiculaire à l’axe (001) et stable face à un dopage en électron [Djani 2019]. Djani et al. ont prédit un couplage
Rashba de l’ordre de 1.28 eV.Å associé aux orbitales d du tungstène. Bien que cette valeur soit inférieure à celle
d’autres composés ferroélectriques, le couplage spin-orbite apparaissant sur ces bandes présente une texture de spin
persistant particulièrement intéressante pour limiter les effets de décohérence du spin. D’autres composés cités dans
le tableau 4.1 peuvent présenter une texture de spin persistant, tels que les matériaux BiInO3 [Tao 2018], Ag2BiO3
[He 2018] et CsBiNb2O7 [Autieri 2019].
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Système Groupe d’espace Référence αR (eV.Å) Eg (eV) P (µC.cm−2)
GeTe R3m (n◦ 160) [Di Sante 2013] 2.5 (CBM) / 4.9 (VBM) ≃0.5 -
SnTe R3m (n◦ 160) [Plekhanov 2014] 6.8 (CBM) / 4.4 (VBM) 0.26 40

NaZnSb P63mc (n◦ ) [Di Sante 2016] 0.32 (CBM) / 1.09 (VBM) ≃0.5 -
CsBiNb2O7 P21am (n◦ 26) [Autieri 2019] 0.01 2.7 31

LaWN3 Pna21 (n◦ 33) ; R3c (n◦ 161) [Bandyopadhyay 2020] 0.12-0.31 0.42-0.90 20-60
LiZnSb P63mc (n◦ 186) [Narayan 2015] 1.82 ≃ 0.5 -
KMgSb P63mc (n◦ 186) [Narayan 2015] 0.83 - -
LiBeBi P63mc (n◦ 186) [Narayan 2015] 1.84 - -
NaZnSb P63mc (n◦ 186) [Narayan 2015] 2.58 - -
LiCaBi P63mc (n◦ 186) [Narayan 2015] 1.82 - -
BiAlO3 P4mm (n◦ 99) ; R3c (n◦ ) [da Silveira 2016b] 0.39 ; 0.74 1.39 ; 2.52 90 ; 79
KTaO3 P4mm (n◦ 99) [Tao 2016] 0.05 ≃2.2 ≃40
HfO2 Pca21 (n◦ 29) [Tao 2017] 0.06 (VBM) 4.6 73

BiInO3 Pna21 (n◦ 33) [Tao 2018] 1.91 2.3 34
Ag2BiO3 Pnn2 (n◦ 34) [He 2018] < 0.2 ≃ 0.5 9
SrBiO3 P21/n (n◦ 14) [Varignon 2019] 0.9 0.7 13
WO3 P4mm (n◦ 99) ; Amm2 (n◦ 38) [Djani 2019] 0.7 ; - 0.54 ;1.25 55 ; 66

Bi2WO6 n◦ 29, 39, 41 et 42 [Djani 2019] 0.78 - 1.28 1.77-1.94 65-78

Table 4.1 – Exemples de composés FERSC étudiés à l’aide de calculs DFT et décrits dans la littérature. Les
valeurs données dans le tableau correspondent au terme linéaire Rashba αR, à la largeur de bande inderdite Eg au
niveau de Fermi et à la polarisation électrique. La majorité des coefficients linéaires Rashba αR présentés dans ce
tableau a été calculé en ajustant la valeur de la levée de dégénérescence en spin à un modèle établi à partir de la
théorie des invariant ou par la théorie k · p. Cependant, certains coefficients ont été calculés en utilisant la formule
αR = 2Er

kr
(voir section 1.2.4) sans considérer la symétrie du système ([Narayan 2015, Varignon 2019, Djani 2019]

).

4.1.2 PbTiO3, un oxyde ferroélectrique aux effets spin-orbite importants ?
Durant cette thèse, nous voulions étudier un système de structure similaire à SrTiO3, afin de mieux comprendre

les couplages spin-orbite complexes qui apparaissent à l’interface de LaAlO3/SrTiO3 et qui sont en partie associés
au champ électrique présent à l’interface. Nous cherchions un système qui puisse être modélisé par un minimum
d’atomes et présentant une géométrie simple, contrairement au système LAO/STO, comme nous l’avons vu dans le
chapitre 3. Avec un tel système, il serait beaucoup plus simple d’étudier et de comprendre les effets de contrainte,
de dopage ou de stimuli sur les effets spin-orbite. L’étude du composé PbTiO3 semble donc pertinente. En effet, ce
matériau adopte une structure perovskite avec un cation de titane de degré d’oxydation Ti4+ dans le site B (comme
pour SrTiO3). De plus, la présence d’une polarisation électrique peut être assimilée, d’une certaine manière, au
champ électrique présent à l’interface de LAO/STO. La présence de l’élément chimique lourd du plomb est un atout
qui permet d’espérer l’obtention d’un couplage spin-orbite important. Enfin, il répond à certains critères que nous
avons développés au début de ce chapitre, le rendant potentiellement intéressant comme matériau FERSC.

PbTiO3 est un composé ferroélectrique, avec une structure d’équilibre tétragonale de groupe d’espace P4mm,
avec des paramètres de maille expérimentaux a0 = b0 = 3.89 − 3.90 Å et c0 = 4.14 − 4.16, soit un ratio c/a ≃
1.06 − 1.07 important [Shirane 1952, Mabud 1979]. Il dispose d’une largeur de bande interdite relativement élevée,
proche de 3.4 eV [Schafranek 2011]. L’état ferroélectrique est stable jusqu’à une température de Curie de 495 K
[Bhide 1962], avec une polarisation électrique de 75 µC.cm−2 orientée suivant l’axe (001) [Sun 1996] et prédite
théoriquement stable pour des valeurs de dopage en électron ou en trou de ±0.15 |e|/f.u. [Zhao 2018, Paillard 2019a].

Avec BaTiO3, PbTiO3 constitue un des deux cas d’école pour l’étude des matériaux ferroélectriques. Il s’agit
d’un composé présentant de nombreuses propriétés adaptées pour une large gamme d’applications [Okuyama 1991].
Ces différentes propriétés peuvent être amplifiées par la substitution du plomb ou du titane par d’autres atomes,
afin de rendre le composé plus spécifique pour une application particulière. On trouve alors des composés de type
Pb(Zr1−xTix)O3 (PZT) qui présentent d’excellentes propriétés piezoélectriques, permettant leur utilisation dans des
capteurs ou transducteurs sonores [Gautschi 2002] ou dans des mémoires ferroélectriques (FeRAM) [Mathews 1997].
Les composés PLZT ((PbxLa1−x)(Zr1−yTiy)O3) sont quant à eux connus pour leurs effets électro-optiques, leurs
permettant d’être utilisés dans des modulateurs electro-optiques [Sando 2018].



80
Chapitre 4 : Evolution des couplages spin-orbite dans l’oxyde ferroélectrique PbTiO3 en fonction

d’une contrainte épitaxiale

4.1.3 Effets de la contrainte épitaxiale et stabilité des phases cristallographiques de
PbTiO3

Certaines des propriétés de PTO peuvent être altérées via l’effet d’une contrainte biaxiale η = asub − a0

a0
,

imposée par un substrat de paramètre de maille asub. Nous pouvons citer la possibilité d’exacerber les coefficients
electro-optiques et modifier l’orientation de la polarisation électrique avec une contrainte en tension [Chen 2015,
Paillard 2019a]. Ces effets sont dus principalement à des transitions de phase cristallographique.

Études DFT

Pour une structure PTO massive et pour des contraintes biaxiales en compression, des études DFT prédisent
une phase tétragonale stable (P4mm : Px = Py = 0, Pz ̸= 0), avec une polarisation électrique perpendiculaire à la
contrainte. Les contraintes biaxiales en tension présentent quant à elles des transitions de phase de type tétragonale
vers monoclinique (Pm : Px = 0, Py ̸= 0, Pz ̸= 0, ou Cm : Px = Py ̸= 0, Pz ̸= 0) pour des tensions proches de
η ≃ 1 % et monoclinique vers orthorhombique (Ima2 : Px = Py ̸= 0, Pz = 0) vers η ≃ 1.8 %, avec une polarisation
dans le plan de la contrainte [Yang 2012, Chen 2015, Paillard 2019a]. L’ensemble de ces transitions de phase est
représenté dans la figure 4.2.

Études expérimentales et modèles thermodynamiques

Quelques études expérimentales ont mis en évidence la présence de phases tétragonales et monocliniques pour
des couches minces de PTO [Catalan 2006] (substrat DyScO3, η ≃ 1.4 %). Jusqu’à ce jour aucune phase or-
thorhombique n’a pu être détectée, même pour des forts taux de contrainte (substrat de KTaO3, η = 2.2 %)
[Morioka 2015], cependant, plusieurs mesures expérimentales mettent en évidence la présence d’une alternance de
plusieurs domaines tétragonaux perpendiculaires entre eux, qui peuvent être assimilés à une structure de forme
orthorhombique avec une polarisation dans le plan de la surface. Une telle structure est représentée sur la figure 4.3
[Borodavka 2013, Matzen 2014, Morioka 2015, Nakashima 2017]. Des études thermodynamiques tendent en effet à
prouver que l’interaction entre domaines tétragonaux perpendiculaires entre eux dans PTO rend le système plus
stable qu’avec un monodomaine orthorhombique [Koukhar 2001, Qiu 2008].

Figure 4.2 – (a) Energie totale du système, (b) ratio c/a, (c) composante x de la polarisation électrique (Px),
(d) composante z de la polarisation électrique (Pz) du composé ferroélectrique PTO en fonction d’une contrainte
biaxiale en tension. La composante y de la polarisation (Py) est égale à 0 pour les phases T et Pm, tandis qu’elle
correspond à Px pour les phases O et Cm [Chen 2015]
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Figure 4.3 – Vue schématique de la polarisation électrique de la structure a1/a2/a1/a2 de PTO, composée d’une
alternance de phases tétragonales perpendiculaires entre elles, et avec une polarisation électrique parallèle à la
surface. [Matzen 2014]

4.1.4 Objectifs de l’étude
Nous venons de voir que l’étude des couplages spin-orbite dans les composés ferroélectriques peut permettre de

contrôler les effets spin-orbite de manière non volatile grâce aux différents états stables de la polarisation électrique.
Nous avons vu que PbTiO3 pourrait être un matériau FERSC, avec des valeurs élevées de levées de dégénérescence
de spin, car il possède une structure similaire à SrTiO3, qui présente de bon taux de conversion spin-charge (voir
chapitre 3) et car il dispose d’un atome lourd, susceptible de présenter de fortes interactions spin-orbite. De plus, nous
avons vu que plusieurs phases cristallographiques peuvent être stabilisées avec une contrainte, offrant la possibilité
au système de présenter plusieurs formes pour les couplages spin-orbite (voir section 1.2.4).

Pour toutes ces raisons, nous proposons, via des calculs ab initio, d’étudier les couplages spin-orbite dans le
composé ferroélectrique PbTiO3 et leurs variations en fonction d’une contrainte biaxiale et pour différentes phases
cristallographiques.

Nous proposons de commencer par étudier la structure d’équilibre de PTO, correspondant à la phase de groupe
d’espace P4mm. Nous montrerons que des couplages spin-orbite non négligeables se situent sur les bandes de
conduction d du titane et p du plomb, au point de haute symétrie Z.

Dans un second temps, nous étudierons l’évolution des couplages spin-orbite au point Z en fonction d’une
contrainte biaxiale en compression, où la phase cristallographique la plus stable reste la phase tétragonale P4mm.

Enfin nous discuterons de l’effet d’une contrainte en tension, qui stabilise les phases monoclinique Cm et ortho-
rhombique Amm2, ainsi que des modifications induites sur les effets spin-orbite. Nous parlerons en particulier de la
présence d’une texture de spin quasi-persistant sur les orbitales d du titane au point de haute-symétrie Γ, lorsque
PTO adopte la phase orthorhombique.

Dans chacune de ces sections, afin de décrire convenablement les différents couplages spin-orbite, nous accompa-
gnerions nos résultats DFT d’un modèle à deux bandes développé avec la théorie des invariants. Nous associerons
aussi ces résultats à un modèle de liaisons fortes qui nous permettra de discuter l’origine de la force des effets
spin-orbite présents dans PTO.
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4.2 Propriétés physico-chimiques de l’oxyde PbTiO3 dans son état
d’équilibre
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Figure 4.4 – Structure de bandes de PbTiO3 (a) avec et (b) sans considérer de perturbation spin-orbite. La
contribution des orbitales d est donnée en couleur. L’origine de l’énergie correspond au sommet de la bande de
valence, que l’on considère comme étant le niveau de Fermi. Certaines zone d’intérêt près de points de haute symétrie
sont représentées par des ovales colorés. (c) Les moments magnétiques de spin suivant x (en unité arbitraire) sont
données le long des directions de haute symétrie Z→R et Z→M et correspondent aux zones jaunes de la figure (b).
(d) Texture de spin iso-énergétique (E = 2.5 eV) dans le plan Z −R−A (pour kz = π

c0
), les composantes kx et ky

sont en unité de 2π
a0

.

4.2.1 Propriétés générales
Nos calculs confirment que la structure à l’équilibre de PbTiO3 est une structure tétragonale de groupe d’espace

P4mm.
Le tableau 4.2 présente les valeurs de certaines propriétés, calculées pour différentes fonctionnelles. Les autres

paramètres de calculs sont données dans le tableau A.1 de l’annexe A. Au travers de ces fonctionnelles, nous avons
déterminé des paramètres de maille a0 = b0 = 3.84 − 3.89 Å et c0 = 4.02 − 4.74 Å, avec un ratio c/a variant de
1.04 pour les fonctionnelles LDA et GGA-SCAN, à 1.23 pour la fonctionnelle PBE, ce qui est en accord avec un
comparatif des différentes fonctionnelles sur PTO publié dans les articles [Zhang 2017, Yuk 2017]. Pour chacune de
ces fonctionnelles, nous trouvons une structure de bandes similaire, à celle représentée sur la figure 4.4(a) pour la
fonctionnelle PBESol. Ces structures de bandes disposent toutes d’une largeur de bande interdite (gap) indirecte,
avec des valeurs variant de 1.47 en LDA à 1.90 eV en PBE, plus faibles que la valeur expérimental de 3.4 eV
[Schafranek 2011]. Dans chacun des cas, le maximum de la bande de valence (VBM) est situé au point X et dispose
d’un caractère mixte Pb-s et O-p, tandis que le minimum de la bande de conduction (CBM) est au point Z, avec
un caractère prédominant Ti-dxy, avec une énergie très proche au point Γ.

La fonctionnelle qui présente le gap le plus important et le plus proche de la valeur expérimentale de 3.4 eV
[Schafranek 2011] est la PBE, cependant, elle présente également le désacord le plus important entre les paramètres
de maille calculés et expérimentaux (différence de 1.2 % pour a0 et 15 % pour le ratio c0/a0). Les fonctionnelles
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Fonctionnelle a0 c0/a0 Eg E(pz)-Ef ω∥ (m∗) α
Å (eV) (eV) eV.Å2 (m0) (eV.Å)

exp 3.89 1.07 3.4 - - -
PBESol 3.88 1.07 1.65 2.43 10.16 (0.34) 0.15

PBE 3.84 1.23 1.90 2.52 9.09 (0.38) 0.07
LDA 3.87 1.04 1.47 2.19 8.85 (0.39) 0.17

SCAN 3.89 1.04 1.64 2.12 11.02 (0.31) 0.20

Table 4.2 – Valeurs du paramètre de maille a0, du ratio c0/a0, de la largeur de la bande interdite Eg, de la position
par rapport au niveau de Fermi de l’orbitale pz du plomb, de la masse effective m∗ et du coefficient Rashba α de
PTO, calculées pour différentes fonctionnelles.

PBESol, LDA et SCAN présentent des paramètres de maille relativement proches des valeurs expérimentales. La
fonctionnelle LDA calcule une largeur de bande interdite de 1.47 eV, tandis que les deux fonctionnelles PBESol et
SCAN donnent une largeur de bande interdite de 1.64-1.65 eV.

Dans la suite de nos calculs, nous avons utilisé la fonctionnelle PBESol, car elle présente le meilleur accord entre
les paramètres de maille calculés et expérimentaux, mais aussi car les calculs convergent plus rapidement pour la
fonctionnelle PBESol que la SCAN.

4.2.2 Couplages spin-orbite
Inclure l’interaction spin-orbite dans les calculs de la structure électronique (figure 4.4(b)) induit plusieurs levées

de dégénérescence en spin qui sont particulièrement visibles sur les bandes p du plomb. Afin d’exprimer ces levées
de dégénérescence, nous avons établi un Hamiltonien modèle à deux bandes, dont les paramètres dépendent des
bandes étudiées.

Théorie des invariants

Le groupe d’espace P4mm de PbTiO3 présente un petit groupe C4v aux points de haute symétrie Γ (0, 0, 0), Z(
0, 0, 1

2

)
,M

(
1
2 ,

1
2 , 0
)

et A
(

1
2 ,

1
2 ,

1
2

)
1. En utilisant la théorie des invariants, il est possible d’écrire un hamiltonien

à deux bandes allant jusqu’à l’ordre 3 en k autour des points de haute symétrie pris comme origine : 2

HC4v
(k) = H0(k) +Hlin (k) +Hcub

(
k3) (4.1)

avec H0(k) la partie de l’Hamiltonien décrivant la dispersion des bandes (dégénérées sans l’interaction spin-
orbite) qui est dépendante des paramètres ωi (i =∥ ou ⊥), inversement proportionnels aux masses effectives (ωi =
ℏ2

2m0,i
) :

H0(k) = E0 + ω∥
(
k2

x + k2
y

)
+ ω⊥k

2
z (4.2)

Les termes Hlin (k) et Hcub

(
k3) permettent quant à eux de décrire la perturbation spin-orbite :

Hlin (k) = α (kxσy − kyσx) (4.3a)

Hcub

(
k3) = β

(
k3

xσy − k3
yσx

)
+

γkxky (kyσy − kxσx) (4.3b)

On remarque que Hlin (k) a la forme d’un Hamiltonien Byshkov-Rashba, avec α = αR. L’Hamiltonien Hcub

(
k3)

regroupe les termes cubiques en k et est en accord avec la dérivation faite par Vajna et al. [Vajna 2012] et Shanavas
et al. [Shanavas 2016]. Les équations 4.3a et 4.3b montrent que la perturbation spin-orbite est indépendante du
vecteur kz, les seules levées de dégénérescence possibles sont donc suivant les directions perpendiculaires à l’axe
(001), ce qui est cohérent avec la structure de bandes calculée en DFT. De plus, aucun terme en σz n’est permis dans
l’hamiltonien, interdisant les moments de spin d’avoir une coordonnée dans la direction (001), ce qui est également
vérifié par nos calculs DFT, où les textures de spin calculées ne présentent pas de moment de spin suivant z.

1. On peut noter que les points appartenant aux directions Γ − Z et M − A sont aussi de petit groupe C4v , les discussions suivantes
sont donc aussi valides le long de ces directions.

2. Ici k représente la différence de vecteur d’onde entre le vecteur d’onde du point considéré et le point de haute symétrie pris comme
origine.
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Pb-p
HS E − EF ω∥ (m∗) α β γ |klim|

Point (eV) eV.Å2 (m0) (eV.Å) (eV.Å3) (eV.Å3) Å−1

A 5.65 -8.00 (0.43) 0.25 -1.41 -0.63 0.50
Γ 5.46 -4.71 (0.74) 0.46 0.43 -1.50 0.93
M 4.56 -7.98 (0.44) 0.15 -1.67 1.12 0.74
Z 2.43 10.16 (0.34) 0.15 -1.22 0.46 0.63

Ti-dxy

Γ 1.63 7.25 (0.47) ∼ 0 -0.02 -0.43 0.15
Z 1.63 6.75 (0.51) ∼ 0 0.05 3.86 0.01

Table 4.3 – Paramètres principaux de l’Hamiltonien modèle donné dans les équations 4.1 à 4.3b, calculés près de
quelques points de haute symétrie pour les bandes de conduction de caractère majoritaire Pb-p ou Ti-dxy à une
énergie E − EF. La valeur klim est aussi donnée pour avoir une idée de l’effet relatif des paramètres linéaires α ou
cubiques β et γ sur la levée de dégénérescence en spin.

Dans la suite de cette section, nous allons nous focaliser sur l’étude des bandes de conduction près du point Z
(figure 4.4(c)) et nous ne discuterons que brièvement des autres points de haute symétrie.

A partir de l’Hamiltonien de l’équation 4.1, il est possible de déterminer les valeurs propres E± des deux états
de spin + et − près des points de hautes symétries de petit groupe C4v. La différence d’énergie ∆E± de la levée de

dégénérescence en spin est définie dans les directions Z→R (R ≡
(

1
2 , 0,

1
2

)
) et Z→A par :

∆EZ→R(kx) = 2
(
αkx + βk3

x

)
(4.4a)

∆EZ→A(k∥) = 2αk∥ + γ̃k3
∥ (4.4b)

avec k∥ =
√
k2

x + k2
y et γ̃ = β+γ. On peut noter que ces différences d’énergie sont aussi valables pour les directions

Γ→X, M→X et A→R pour l’équation 4.4(a) et Γ→M, M→Γ et A→Z pour l’équation 4.4(b). En ajustant ces équations
avec la structure de bandes, il est alors possible de déterminer les coefficients α, β et γ près des points Γ, M , Z et
A. Les masses effectives peuvent quant à elles être obtenues en ajustant l’équation 4.2. Les différentes valeurs des
coefficients sont données dans le tableau 4.3 pour les bandes de conduction des atomes de titane (dxy) et des atomes
de plomb (p). Afin de comparer les valeurs des paramètres linéaire et cubiques, nous avons proposé de définir une

valeur de vecteur d’onde limite klim définie par
√

2|α|
|γ̃|

. Pour des vecteurs d’onde de norme inférieure à klim, on

s’attend à ce que les levées de dégénérescence en spin issues du paramètre linéaire ∆Elin soient supérieures à celles
des paramètres cubiques ∆Ecub et inversement si k > klim. Autrement dit, si klim est petit devant la norme des
vecteurs du réseau réciproque, ∆Ecub sera très supérieure à ∆Elin et le paramètre linéaire pourra être négligé dans
le modèle, tandis que si klim est proche de la norme des vecteurs du réseau réciproque, ∆Elin sera très supérieure
à ∆Ecub et les paramètres cubiques pourront être négligés dans le modèle.

Le couplage spin-orbite le plus important et de plus basse énergie se situe sur les bandes pz des atomes de
plomb près du point Z (2.43 eV au dessus du niveau de Fermi, figures 4.4(b) et (c)). Les bandes pz des atomes de
plomb disposent d’une masse effective de 0.34 m0 et présentent une texture de spin similaire à un effet Bychkov-
Rashba, comme le montre la figure 4.4(d) (cercle noir), avec deux cercles concentriques de chiralité en spin opposée,
ce qui est cohérent avec un effet Rashba linéaire (figures 4.5(a) et (c)). Cela paraît cohérent avec les paramètres
extraits de notre modèle qui présentent un paramètre Rashba linéaire de 0.15 eV.Å et avec des paramètres cubiques
négligeables, comme le montre la valeur klim de 0.63 Å−1. Des couplages spin-orbite plus importants peuvent être
observés sur d’autres points de haute symétrie et à plus haute énergie, pouvant aller jusqu’à des valeurs proches
de 0.5 eV.Å. Un autre couplage spin-orbite non-négligeable se situe sur les bandes dxy des atomes de titane qui se
situent en dessous des bandes p des atomes de plomb et constituent la CBM au point Z, avec une masse effective
de 0.51 m0, comme représenté sur les figures 4.4(c) et (d). Une des particularités des couplages spin-orbite agissant
sur ces bandes est qu’ils sont anisotropes et ne provoquent pas de levée de dégénérescence en spin dans la direction
Z→R (figures 4.4(c) et (d)), ce qui se traduit par des valeurs de α nulles et de β faibles dans notre modèle, laissant
une levée de dégénérescence en spin négligeable dans la direction Z→R d’après l’équation 4.4a. La perturbation
spin-orbite est donc uniquement gouvernée par le terme en γ, dont la séparation des spins est maximale dans la
direction Z→A (équation 4.4b) et provoque une texture de spin de forme particulière, qui peut être observée dans
les figures 4.5(b) et (d).
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Figure 4.5 – Texture de spin calculée à partir de l’Hamiltonien défini dans l’équation 4.1 pour seulement une des
deux bandes de spin, correspondant aux bandes de caractère (a) pz et (b) dxy près du point Z. Ces textures de spin
mènent aux iso-énergies données respectivement dans les figures (c) et (d) proches de des textures de spin obtenues
par DFT des figures 4.4(d). Les différents coefficient de l’Hamiltonien modèle sont donnés dans le tableau 4.3.

Afin d’avoir d’avoir une compréhension plus fine de l’origine des couplages spin-orbite, nous avons alors utilisé
un modèle de liaisons fortes pour déterminer quelles sont les interactions qui jouent un rôle important dans les effets
spin-orbite.

Modèles des liaisons fortes

Nous avons par la suite établi un modèle de liaisons fortes en considérant les orbitales d des atomes de titane
et p des atomes de plomb, où les paramètres de saut ont été déterminés à partir des fonctions de Wannier (voir les
sections 2.3.2 et 2.5.2 pour plus de détails). L’Hamiltonien d’un tel modèle est donné dans l’équation 4.5a, dont les
éléments sont des tenseurs d’ordre 2 définissant les interactions spin-orbite entre une orbitale i et j (voir l’équation
4.5b). Il est important de noter ici que les différentes intégrales de saut se font au travers des orbitales p de l’oxygène,
qui sont prises en compte de manière effective et n’apparaissent pas explicitement dans nos calculs. Un avantage
de la méthode des liaisons fortes est qu’il est de plus possible de désactiver facilement certaines interactions entre
bandes, ce qui va nous permettre d’établir quelles sont les interactions prédominantes 3.

Dans la suite de ce chapitre, nous allons utiliser les notations suivantes afin d’exprimer les interactions prises en
compte dans notre modèle :

1. Pb et Ti représentent respectivement l’ensemble d’orbitales p des atomes de plomb et d des atomes de titane.
2. Ti :eg et Ti :t2g représentent respectivement l’ensemble d’orbitales {dx2−y2 ,dx2−y2} et {dxy,dyz,dzx}. 4

3. ⟨{i}|{j}⟩ = 0 signifie que les orbitales i de l’ensemble {i} n’interagissent pas avec les orbitales j de l’ensemble
{j}, la notation {i}/{j} signifie que l’ensemble {i} ne possède pas les éléments de l’ensemble {j}. Deux
exemples sont donnés dans les equations 4.5c et 4.5d.

3. D’autres méthodes peuvent permettre d’identifier l’influence des interactions sur les couplages spin-orbite, nous pouvons citer les
travaux de Djani et al. [Djani 2019], qui ont appliqués une correction de type +U sur certaines orbitales dans leur calcul DFT, afin de
monter en énergie ces états et ainsi réduire l’interaction qu’elles pourraient avoir avec d’autres orbitales.

4. Même si la dénomination eg et t2g n’est pas rigoureusement adaptée au système de groupe d’espace P 4mm, puisque l’ensemble
{dx2−y2 , dx2−y2 } représente deux singulets et l’ensemble {dxy , dyz , dzx} correspond en réalité à un singulet {dxy} et un doublet
{dyz , dzx}
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H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx e(px;py) e(px;pz) e(px;dxy) e(px;dyz) e(px;dzx) e(px;dx2−y2 ) e(px;dz2 )

Pb : py e∗
(px;py) dpy e(py ;pz) e(py ;dxy) e(py ;dyz) e(py ;dzx) e(py ;dx2−y2 ) e(py;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz e(pz ;dxy) e(pz ;dyz) e(pz ;dzx) e(pz ;dx2−y2 ) e(pz ;dz2 )

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

e(dxy;dyz) e(dxy;dzx) e(dxy;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) e∗
(pz ;dyz) e∗

(dxy;dyz) ddyz
e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) e∗

(py ;dzx) e∗
(pz ;dzx) e∗

(dxy;dzx) e∗
(dyz ;dzx) ddzx

e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 e∗
(px;dx2−y2 ) e∗

(py ;dx2−y2 ) e∗
(pz ;dx2−y2 ) e∗

(dxy;dx2−y2 ) e∗
(dyz ;dx2−y2 ) e∗

(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) e∗
(pz ;dz2 ) e∗

(dxy ;dz2 ) e∗
(dyz ;dz2 ) e∗

(dzx;dz2 ) e∗
(dx2−y2 ;dz2 ) ddz2


(4.5a)

di =
( i↑ i↓

i↑ ai bi

i↓ b∗
i ai

)
e(i,j) =

( i↑ i↓

j↑ ai,j bi,j

j↓ b∗
i,j ai,j

)
(4.5b)

⟨Pb | Ti⟩ = 0

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) 0 0 0 0 0

Pb : py e∗
(px;py) dpy e(py ;pz) 0 0 0 0 0

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
0 0 0 0 0

Ti : dxy 0 0 0 ddxy
e(dxy ;dyz) e(dxy ;dzx) e(dxy ;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz 0 0 0 e∗
(dxy;dyz) ddyz

e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx 0 0 0 e∗
(dxy;dzx) e∗

(dyz ;dzx) ddzx
e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 0 0 0 e∗
(dxy;dx2−y2 ) e∗

(dyz ;dx2−y2 ) e∗
(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 0 0 0 e∗
(dxy ;dz2 ) e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) e∗

(dx2−y2 ;dz2 ) ddz2


(4.5c)

⟨Pb,Ti : dxy | Ti/{dxy}⟩ = 0

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) 0 0 0 0

Pb : py e∗
(px;py) dpy

e(py ;pz) e(py ;dxy) 0 0 0 0
Pb : pz e∗

(px;pz) e∗
(py ;pz) dpz

e(pz ;dxy) 0 0 0 0
Ti : dxy e∗

(px;dxy) e∗
(py ;dxy) e∗

(pz ;dxy) ddxy
0 0 0 0

Ti : dyz 0 0 0 0 ddyz
e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx 0 0 0 0 e∗
(dyz ;dzx) ddzx

e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 0 0 0 0 e∗
(dyz ;dx2−y2 ) e∗

(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 0 0 0 0 e∗
(dyz ;dz2 ) e∗

(dzx;dz2 ) e∗
(dx2−y2 ;dz2 ) ddz2


(4.5d)

Le tableau 4.4 présente les variations des paramètres α, β et γ au point Z en fonction des interactions prises en
compte dans le calcul des liaisons fortes.

On observe que le couplage de type Rashba linéaire qui apparaît sur les bandes pz est présent même si on
considère uniquement les orbitales pz des atomes de plomb (Tableau 4.4b), avec un paramètre α de 0.05 eV.Å. 5 Ce
paramètre est augmenté lorsqu’on considère l’interaction avec les autres orbitales p des atomes de plomb (Tableau
4.4c), passant ainsi à 0.11 eV.Å. Les interactions avec les orbitales d des atomes de titane et en particulier celles des
orbitales hors-plan (tab. 4.4d) permettent d’augmenter la valeur de α à 0.15 eV.Å, soit la valeur calculée en DFT.
L’interaction avec les orbitales du Titane est portée par les orbitales py et py des atomes de plomb. En effet, en
supprimant l’interaction avec ces orbitales mais en gardant celle avec les orbitales d hors-plan des atomes de titane
(Tableau 4.4e), on retrouve la valeur de 0.05 eV.Å, correspondant au cas sans interaction (Tableau 4.4b).

On trouve que l’interaction avec les orbitales p du plomb est essentielle à l’apparition d’une levée de dégéné-
rescence en spin sur les bandes dxy des atomes de titane (Tableau 4.4i), qui laissent un paramètre cubique γ de
1.78 eV.Å3. En effet si on ne considère pas cette interaction, aucune levée de dégénérescence ne peut être mesurée

5. Nous avons aussi testé le cas d’un modèle de liaisons fortes en prenant en compte explicitement les orbitales p de l’oxygène. En
supprimant toutes les interactions y compris celle de l’oxygène avec les orbitales pz des atomes de plomb, nous avons observé une levée
de dégénérescence en spin de 0.02 eV.Å
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(Tableau 4.4h). Les paramètres du couplage spin-orbite sont ensuite amplifiés par l’interaction conjointe des bandes
p des atomes de plomb avec les bandes dyz,zx (Tableau 4.4j, γ = 3.30 eV.Å3) et les bandes dz2 (Tableau 4.4l,
γ = 2.93 eV.Å3), seule l’orbitale dx2−y2 n’intervient pas dans le couplage spin-orbite des bandes dxy.

Pb-p
Interaction ω∥ (m∗) α β γ |klim|

n◦ type eV.Å2 (m0) (eV.Å) (eV.Å3) (eV.Å3) Å−1

a - 10.16 (0.34) 0.15 0.46 -1.22 0.63
b ⟨Pb : pz|Ti,Pb : {px,py}⟩ = 0 9.55 (0.36) 0.05 -0.17 -0.27 0.50
c ⟨Pb|Ti⟩ = 0 8.91 (0.39) 0.11 -0.65 0.51 1.24
d

〈
Pb,Ti : {dxy,dx2−y2}|Ti : {dyz,dzx,dz2}

〉
= 0 8.96 (0.39) 0.11 -0.58 2.74 0.32

e
〈
Pb,Ti : {dyz,dzx,dz2}|Ti : {dxy,dx2−y2}

〉
= 0 9.77 (0.36) 0.15 -1.19 0.02 0.51

f ⟨Pb : pz,Ti|Pb : {px,py}⟩ = 0 10.40 (0.33) 0.05 -0.16 -0.20 0.52
Ti-dxy

g - 6.75 (0.51) ∼ 0 0.05 3.86 0.01
h ⟨Ti|Pb⟩ = 0 8.03 (0.43) ∼ 0 ∼ 0 ∼ 0 0.99
i ⟨Ti : dxy,Pb|Ti/{dxy}⟩ = 0 7.07 (0.49) ∼ 0 -0.04 1.78 0.02
j ⟨Ti : t2g,Pb|Ti : {eg}⟩ = 0 7.02 (0.49) ∼ 0 -0.03 3.30 0.02
k ⟨Ti : {dxy, eg},Pb|Ti : {dyz,dzx}⟩ = 0 7.04 (0.49) ∼ 0 -0.06 2.94 0.02
l

〈
Ti : {dxy,dz2},Pb|Ti : {dyz,dzx,dx2−y2}

〉
= 0 7.04 (0.49) ∼ 0 -0.06 2.93 0.02

Table 4.4 – Paramètres principaux de l’Hamiltonien modèle donné dans les équations 4.1 à 4.3b, calculés près du
point de haute symétrie Z pour les bandes de conduction de caractère majoritaire Pb-p ou Ti-dxy. La valeur klim
est aussi donnée pour avoir une idée de l’effet relatif des paramètres linéaires α ou cubiques β et γ sur la levée de
dégénérescence en spin. Des commentaires sur ces interactions sont donnés dans le tableau 4.5.

Interaction Commentaires Eq
n◦ type
a,g - Toutes les interactions sont prises en compte. D.1
b ⟨Pb : pz|Ti,Pb : {px,py}⟩ = 0 Les orbitales pz de Pb sont isolées des autres orbi-

tales.
D.2

c,h ⟨Pb|Ti⟩ = 0 Pas d’interaction entre les orbitales p de Pb et d de
Ti.

D.3

d
〈
Pb,Ti : {dxy,dx2−y2}|Ti : {dyz,dzx,dz2}

〉
= 0 Les orbitales p de Pb n’interagissent qu’avec les or-

bitales dxy et dx2−y2 de Ti.
D.4

e
〈
Pb,Ti : {dyz,dzx,dz2}|Ti : {dxy,dx2−y2}

〉
= 0 Les orbitales p de Pb n’interagissent qu’avec les or-

bitales dyz, dzx et dz2 de Ti.
D.5

f ⟨Pb : pz,Ti|Pb : {px,py}⟩ = 0 Les orbitales pz de Pb n’interagissent qu’avec les or-
bitales d de Ti.

D.6

i ⟨Ti : dxy,Pb|Ti/{dxy}⟩ = 0 Les orbitales dxy de Ti n’interagissent qu’avec les
orbitales p de Pb.

D.7

j ⟨Ti : t2g,Pb|Ti : {eg}⟩ = 0 Les orbitales t2g de Ti n’interagissent qu’avec les or-
bitales p de Pb.

D.8

k ⟨Ti : {dxy, eg},Pb|Ti : {dyz,dzx}⟩ = 0 Les orbitales dxy et eg de Ti n’interagissent qu’avec
les orbitales p de Pb.

D.9

l
〈
Ti : {dxy,dz2},Pb|Ti : {dyz,dzx,dx2−y2}

〉
= 0 Les orbitales dxy et dz2 de Ti n’interagissent qu’avec

les orbitales p de Pb.
D.10

Table 4.5 – Commentaires sur les interactions présentées dans le tableau 4.4. La colonne « Eq » fait référence aux
matrices de liaisons fortes données dans l’annexe D.

Pour résumer, la présence d’un couplage Rashba linéaire sur les bandes pz du Plomb est due à la nature de ces
bandes qui présentent un Rashba linéaire intrinsèque de 0.05 eV.Å au point Z. Cependant, ce paramètre spin-orbite
est amplifié jusqu’à une valeur de 0.15 eV.Å par l’interaction conjointe des orbitales py et pz des atomes de plomb
avec les orbitales hors-plan dyz,dzx et dz2 des atomes de titane. Du coté des bandes dxy, la levée de dégénérescence
en spin n’est possible que par l’interaction avec les bandes p des atomes de plomb, la valeur du paramètre γ est
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ensuite amplifiée à 3.86 eV.Å3 grâce aux interactions entre les orbitales dyz,dzx et dz2 des atomes de titane avec les
orbitales p des atomes de Plomb.

4.2.3 Résumé
Nous avons étudié les levées de dégénérescence provoquées par les couplages spin-orbite dans le matériau ferro-

électrique PbTiO3. Plusieurs levées de dégénérescence en spin ont pu être observées sur les bandes inoccupées p des
atomes de plomb et d des atomes de titane, près de plusieurs points de haute symétrie. Les levées de dégénérescence
les plus intéressantes ont été trouvées près du point Z sur les bandes de type dxy des atomes de titane, qui forment
la CBM au point Z et présentent un couplage spin-orbite cubique et anisotrope en k, mais aussi près des bandes de
type pz du plomb, avec un couplage de type Rashba linéaire de 0.15 eV.Å. Nous avons déterminé que le couplage
spin-orbite apparaissant sur les bandes dxy est principalement issu de l’interaction avec les bandes p du plomb.
Tandis que le couplage spin-orbite des bandes pz du plomb est issu de la nature intrinsèque des orbitales pz du
plomb, mais est amplifié avec l’interaction conjointe des orbitales px et py des atomes de plomb avec certaines
orbitales d des atomes de titane.

Dans les sections suivantes, nous verrons que ces couplages spin-orbite peuvent être altérés par des effets de
contrainte biaxiale η. Les effets de contrainte peuvent affecter la structure de bandes d’un semiconducteur en 1)
décalant les bandes en énergie, 2) modifiant les largeurs de bande interdite et les masses effectives des porteurs
de charge, et 3) faisant apparaître des levées de dégénérescence de bandes si la symétrie du cristal est modifiée
[Skierkowski 2007] et avec de nouvelles interactions possibles entre les bandes.

Nous étudierons en particulier l’effet d’une contrainte compressive (qui laisse PTO dans sa phase P4mm) sur les
levées de dégénérescence en spin près du point Z. Nous verrons par la suite qu’une contrainte en tension provoque
des transitions de phase cristallographique, associées à un changement de l’orientation de la polarisation électrique.
Ces nouvelles phases permettent alors l’apparition de nouveaux types de couplages spin-orbite, particulièrement
intéressants près du point Γ.

4.3 Effets d’une contrainte biaxiale en compression (η < 0)
Nous avons montré l’intérêt des bandes p des atomes de plomb et d des atomes de titane pour le couplage

spin-orbite linéaire et cubique qu’elles peuvent présenter. Il pourrait alors être intéressant de voir si des effets de
contrainte peuvent améliorer ces couplages spin-orbite.

La phase P4mm est prédite stable pour une large gamme de contrainte biaxiale en compression, avec des
contraintes allant jusqu’à η = −7 % [Yang 2012, Paillard 2019a]. Dans notre étude DFT de l’effet de la contrainte,
nous avons fixé le paramètre de maille dans le plan et nous avons laissé relaxer le paramètre hors-plan c afin de
simuler une contrainte épitaxiale.

4.3.1 Évolution de la structure atomique en fonction de la contrainte

Figure 4.6 – (a) Variation du paramètre c et du ratio c/a caractérisant la déformation tétragonale en fonction du
paramètre de maille dans le plan de la contrainte. (b) Variation de la polarisation électrique de PTO en fonction
de la contrainte biaxiale η.

Les figures 4.6(a) et (b) présentent respectivement la variation (a) du paramètre c/a et (b) de la polarisation
électrique orientée dans la direction (001). Diminuer le paramètre de maille de 3.88 à 3.7 (η = −4.7 %) entraine
une augmentation du ratio c/a de 1.07 à 1.26 (soit 19 %), et ainsi entraine une augmentation de la polarisation
électrique de PTO de 91 µC.cm−2 à 122 µC.cm−2 (soit de 35 %). De telles modifications de la structure atomique
et de la polarisation engendrent des modifications sur la structure de bandes.
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4.3.2 Variations des propriétés électroniques et spin-orbite
La figure 4.7 présente la variation en énergie des bandes d des atomes de titane et des bandes p des atomes de

plomb au point Z en fonction de la contrainte dans le plan, sans et avec le couplage spin-orbite. On observe que
les bandes de type dyz, dzx et dx2−y2 des atomes de titane, ainsi que les bandes px et py des atomes de plomb
augmentent en énergie lorsqu’on diminue la contrainte dans le plan, avec des variations de l’ordre de -0.07 eV par %
pour les bandes dégénérées en Z dyz et dzx du titane, ainsi que pour les px et py du plomb, et de -0.14 eV par %
pour les dx2−y2 . On observe également une légère diminution de l’énergie des bandes de type pz des atomes de
plomb et dz2 des atomes de titane avec la contrainte biaxiale en compression, avec une variation de 0.03 eV par %.
La position en énergie des bandes de type dxy reste quant à elle quasi-invariante à l’effet de la contrainte.
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Figure 4.7 – Variation de la position en énergie relative au niveau de Fermi des bandes de conduction de PTO en
fonction de la contrainte biaxiale η. Le caractère principale des bandes est donné en couleur.

Couplages spin-orbite au point Z

Les levées de dégénérescence en spin sont aussi modifiées par la contrainte biaxiale en compression, comme
représentées dans les figures 4.8(a) et (b) (courbes noires) qui montrent la variation des paramètres linéaires α
des bandes pz des atomes de plomb et cubiques γ des bandes dxy des atomes de titane (les autres paramètres
ont été trouvés négligeables). Diminuer la valeur de la contrainte biaxiale entraine d’un coté une diminution du
paramètre linéaire des bandes pz des atomes de plomb, passant de 0.15 eV.Å à 0.01 eV.Å pour η = −4.7 % (figure
4.8(a)). Tandis que le paramètre cubique γ des bandes dxy des atomes de titane est d’autant plus important que la
compression est élevée, passant de 3.86 eV.Å3 à 4.68 eV.Å3 pour η = −4.7 % (figure 4.8(b)).

La variation de ces paramètres peut être en partie expliquée par un modèle de liaisons fortes, tel que nous l’avons
fait dans la section 4.2.2. Les différentes couleurs des figures 4.8(a) et (b) présentent les variations des coefficients
spin-orbite, en prenant en compte seulement certaines interactions dans le modèle de liaisons fortes. En considérant
uniquement les orbitales pz (figure 4.8(a), courbe bleue), on observe une augmentation du paramètre linéaire α
avec la contrainte en compression, variant de 0.06 eV.Å à l’état d’équilibre à 0.11 eV.Å pour η = −4.7 %, dont
l’augmentation pourrait être reliée à l’augmentation de la polarisation électrique. L’interaction avec les bandes px

et py induit une diminution du paramètre α lorsqu’on applique une contrainte compressive (courbe rouge). Cet
effet peut être expliqué par la différence d’énergie entre les bandes px, py avec les pz qui croît lorsqu’on augmente
la contrainte en compression, passant de 4.06 à 4.58 à η = −4.7 %, soit une variation de plus de 12 %. Cette
augmentation de la différence d’énergie provoque une diminution de l’interaction entre ces bandes, responsable de
la valeur du Rashba linéaire.

La figure 4.8(b) montre que la tendance du paramètre cubique γ des bandes dxy à augmenter avec la contrainte
en compression est due à l’interaction avec les orbitales dz2 du Titane (courbe verte). Contrairement aux cas où on
considère uniquement l’interaction des bandes dxy avec les états p du Plomb, ou des bandes dxy avec les états t2g

des atomes de titane et les bandes p du plomb, qui présentent une légère diminution du paramètre γ en fonction
de la contrainte.
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Figure 4.8 – (a) Variation du paramètre linéaire α de la bande pz des atomes de plomb et (b) du paramètre cubique
γ de la bande dxy des atomes de titane en fonction de la contrainte biaxiale η. Pour chacune des bandes, nous avons
considéré plusieurs interactions possibles, représentées par les courbes en couleur, la description de ces interactions
est donnée dans le tableau 4.5. La courbe noire correspond au calcul en considérant toute les interactions (calcul
DFT).

4.3.3 Résumé
Nous avons analysé les levées de dégénérescence en spin des bandes de conduction les plus basses en énergie de

la phase tétragonale P4mm de PTO.
Nous avons montré que les levées de dégénérescence en spin des bandes pz des atomes de plomb et dxy des atomes

de titane peuvent être modifiées par l’application d’une contrainte en compression. Plus la contrainte en compression
est importante, plus le couplage Rashba des bandes pz des atomes de plomb devient faible, contrairement aux
paramètres cubiques des bandes dxy qui croit avec la compression. Nous avons vu que la diminution du coefficient
Rashba linéraire des bandes pz avec la compression est due à l’interaction de plus en plus faible des états pz avec
les bandes px et py des atomes de plomb. Au contraire, l’augmentation du paramètre cubique de la CBM est due
à l’interaction des orbitales dxy avec les états dz2 des atomes de titane. Une partie des travaux de cette section est
résumée dans notre article [Arras 2019].

Comme nous l’avons dit précédemment, d’autres phases cristallographiques peuvent être stabilisées avec une
contrainte en tension, ces phases présentent alors des symétries différentes et peuvent altérer de façon plus signifi-
cative les couplages spin-orbite de PTO, permettant d’obtenir de nouvelles formes de texture de spin. Nous allons
décrire plus en détails ces effets dans la section suivante.

4.4 Effets d’une contrainte biaxiale en tension (η > 0)

4.4.1 Évolution de la structure atomique en fonction de la contrainte
En faisant varier la contrainte biaxiale η de 0 à 5%, nous avons calculé une diminution du ratio entre le paramètre

de maille hors-plan et dans le plan de la contrainte (c/a) de 1.07 à 0.94. Cette diminution peut avoir différentes
conséquences sur la structure atomique, en particulier sur la direction de la polarisation électrique.

La figure 4.9 présente (a) la variation de l’énergie totale du système E0, ainsi que (b) la modification de la
polarisation électrique en direction et (c) en norme en fonction de η. La figure 4.9(a) montre que la phase P4mm
reste stable pour des contraintes inférieures à 1.3 %. On observe tout de même une décroissance de la norme de la
polarisation électrique lorsqu’on augmente la contrainte en tension, diminuant jusqu’à 81 µC.cm−2 pour η = 1.3 %,
comme le montre la figure 4.6(b). En augmentant la contrainte au delà de η = 1.3 %, PTO adopte une structure
monoclinique de groupe d’espace Cm (n◦ 8) associée à une rotation de la polarisation électrique dans le plan (110),
depuis la direction hors-plan jusqu’à la direction [110] dans le plan de la contrainte. Au delà de η = 2.5 %, quand
la polarisation électrique est dans le plan de la contrainte, nous avons stabilisé une structure orthorhombique de
groupe d’espace Amm2 (n◦ 38). La norme de la polarisation électrique augmente avec la contrainte dans le plan,
variant de 72 µC.cm−2 pour η = 2.5 % à 87 µC.cm−2 pour η = 5 %.
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En plus de la description que nous venons de faire sur les transformations de la structure subies par PTO, nous
pouvons faire certaines remarques.

1. Premièrement, nous pouvons distinguer quelques valeurs particulières de contrainte comprises entre η = 1.8
et 1.9 %, pour lesquelles les paramètres de maille c et a sont presque égaux (c/a ≃ 1) et où la polarisation
électrique est orientée dans la direction [111]. Dans ce cas précis, la structure est proche du groupe d’espace
R3m (n◦ 160).

2. Deuxièmement, la phase monoclinique Cm correspond à une rotation de la polarisation électrique dans le
plan (110). Une autre phase proche en énergie est la phase monoclinique Pm (n◦6) qui a été prédite par des
calculs premiers principes [Chen 2015], elle correspond à une rotation de la polarisation dans le plan (100).

3. La différence d’énergie entre les phases Cm, P4mm et Amm2 est maximale pour des valeurs de contrainte
proches de 1.8 %, avec une différence d’énergie de 2.38 meV/formule unité (f.u.). A cause de cette petite
différence d’énergie, on peut s’attendre à avoir une coexistence de ces différentes phases pour des contraintes
proches de 1.8 % dans un échantillon réel.

4. Les travaux de Chen et al. [Chen 2015] et Paillard et al. [Paillard 2019a] montrent que la phase orthorhom-
bique la plus stable est de groupe d’espace Ima2 (n◦ 46), au lieu de Amm2. En utilisant une cellule à 20
atomes, nous avons trouvé une différence d’énergie totale entre les phases Ima2 et Amm2 proche de 0.1 meV
par formule unité pour la gamme de contrainte étudiée. La différence entre ces deux phases se caractérise
par une rotation des octaèdres d’oxygène d’un angle inférieure à 0.3◦. Pour des raisons de simplicité, nous
avons choisi de négliger ces rotations et de considérer uniquement la phase Amm2, qui peut être décrite par
une cellule à 5 atomes.
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Figure 4.9 – (a) Energie totale de PbTiO3 calculée pour les phases tétragonale (P4mm), monoclinique (Cm)
et orthorhombique (Amm2) en fonction de la contrainte η. Les flèches rouges représentent l’orientation de la
polarisation électrique dans la base [110], [001]. (b) Angle θp entre la polarisation électrique P et l’axe z [001] et (c)
norme de P calculés pour la phase cristallographique la plus stable dans PbTiO3 en fonction de la contrainte biaxiale
η. La ligne en trait pointillés violette indique la valeur de la contrainte pour laquelle la polarisation électrique est
alignée avec l’axe [111].
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4.4.2 Variations des propriétés électroniques
Dans cette section, nous présenterons la structure électronique des trois différentes phases cristallographiques qui

peuvent être stabilisées dans PTO par une contrainte biaxiale en tension. La figure 4.10 nous permet de comparer
la structure de bandes des différentes phases.

A partir de η = 1.3 %, quand PTO adopte la phase monoclinique Cm, le minimum de la bande de valence au
point Z augmente en énergie lorsque η augmente, jusqu’à atteindre le niveau de Fermi pour η = 1.87 % (figure
4.10(b)). Au delà de cette valeur de contrainte, la bande de valence en X décroît en énergie, tandis que la bande de
valence en Z reste au niveau de Fermi et constitue alors la VBM de la phase Amm2 (4.10(c)).

Concernant les bandes de conduction, à partir de η = 0 %, la plus basse des bandes de caractère d (dxy) des
atomes de Ti augmente en énergie au point Z, la CBM est alors localisée au point Γ. La figure 4.11 présente plus
en détails les variations en énergie des trois premières bandes de conduction au point Γ, ainsi que la variation des
caractères des bandes en fonction de la contrainte biaxiale η (plus de détails sur la variation des caractères est
donnée dans la figure 4.12). Comme dit précédemment, la CBM est située à 1.64 eV et a un caractère dxy, quand
PTO est dans sa phase d’équilibre (η = 0 %). Les deux bandes de conduction supérieures, nommées CBM+1 et
CBM+2, ont un caractère mixte dyz et dzx et sont localisées à 1.07 et 1.13 eV de la CBM (si on ne considère pas
les couplages spin-orbite, les deux bandes CBM+1 et 2 sont dégénérées en Γ). En augmentant la contrainte en
tension, les énergies de ces deux bandes décroissent. L’énergie de la CBM reste constante dans la phase P4mm,
mais commence à augmenter quand PTO adopte la structure Cm.

Une corrélation peut être faite entre l’évolution de la structure atomique (figure 4.9) et de la structure électro-
nique (figure 4.11), la décroissance de la polarisation électrique dans la phase P4mm avec la contrainte implique
une décroissance de la distance entre les cations et les oxygènes et stabilise les bandes CBM+1 et CBM+2, associées
aux orbitales hors-plan dyz et dzx. La rotation de la polarisation électrique, qui commence à devenir non négligeable
à partir de η = 1.4 %, augmente l’énergie de la bande CBM, associée à l’orbitale dxy et stabilise la bande CBM+1.
On observe alors une distinction des bandes CBM+1 et CBM+2 en bandes de caractère dyz+zx (orbitale de forme
t2g dans le plan (110), colinéaire aux composantes dans le plan de la polarisation) et dyz−zx (orbitale de forme t2g

dans le plan (110)). De plus, on observe une hybridation des bandes de caractère dxy et dyz−zx, comme le montre la
figure 4.12. Un premier croisement de bandes apparaît à η = 1.87 %, quand la structure de PTO est la plus proche
d’une phase R3m, avec une polarisation dans la direction [111] : on observe une égalité entre les bandes CBM et
CBM+1, ainsi que d’une équivalence des bandes de valence au point X et Z. Dans la phase Amm2, la polarisation
électrique orientée dans le plan, stabilise la bande de caractère dyz+zx en tant que CBM. De plus, près de η = 3.6 %,
on observe la présence d’un anticroisement de bande avec un évitement et une hybridation des bandes dyz−zx et
dxy.

Figure 4.10 – Structures de bandes associées aux phases (a) tétragonale P4mm pour η = 0 %, (b) monoclinique
Cm pour η = 1.87 % et (c) orthorhombique Amm2 pour η = 3.6 %. La contribution des orbitales d des atomes de
titane est donnée en couleur. Afin de faciliter la comparaison entre les structures de bandes des différentes phases
cristallographiques, nous avons conservé la notation des points de haute de symétrie de la phase P4mm pour toute
les phases.
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Figure 4.11 – Évolution de l’énergie des trois bandes de conduction situées au point Γ en fonction de la contrainte
biaxiale η. La projection des orbitales est représentée avec des points colorés, dont l’épaisseur reflète la contribution
du caractère des bandes n. Les notations « CBM », « CBM+1 » et « CBM+2 » font référence respectivement à la
première, seconde et troisième bandes de conduction, classées par énergie croissante.
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Figure 4.12 – Évolution du caractère des bandes n obtenue en projetant les fonctions d’onde sur des orbitales
sphériques, au point Γ, et en fonction de la contrainte η pour les trois premières bandes de conduction (a) « CBM »,
(b) « CBM+1 » et (c) « CBM+2 ».

4.4.3 Évolution des couplages spin-orbite au point Γ en fonction de la contrainte
Dans cette section, nous allons décrire et expliquer l’origine des levées de dégénérescence en spin induites dans la

structure de bandes par les couplages spin-orbite. Nous allons commencer par une description simple de l’évolution
de ces levées de dégénérescences en fonction de la contrainte biaxiale η, ainsi que les textures de spin associées,
obtenues à partir des résultats DFT. Nous analyserons ensuite plus en détails ces couplages spin-orbite à partir
d’un modèle de liaisons fortes et d’un modèle des invariants.

Analyse à partir des calculs DFT

Comme nous l’avons décrit dans la section 1.2, la correction spin-orbite ajoutée à l’Hamiltonien décrivant le
système dépend fortement des symétries du système. Afin de présenter simplement les couplages spin-orbite dans
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les différentes phases de PTO, nous allons cependant décrire dans un premier temps les variations de la levée de
dégénérescence en spin en fonction de la contrainte biaxiale sans considérer aucun argument de symétrie. Nous
avons ajusté la différence d’énergie ∆E±(k) entre les deux états de spin + et − avec un polynôme de degré 3 en k,
composé d’un terme lineaire k associé à un coefficient a1 et un terme cubique avec un coefficient b3, tel que :

∆E±(k) = E+ − E− = a1 · k + b3 · k3 (4.6)

Une description plus détaillée de la variation de la levée de dégénerescence en spin en tenant en compte des
symétries de la phase Amm2 est donnée à la fin de cette section. Les variations linéaires au voisinage de Γ et
suivant les directions Γ→M et Γ→Z sont données dans la figure 4.13, tandis que les variations cubiques suivant ces
directions sont représentées dans la figure 4.14.

Figure 4.13 – Évolution du coefficient linéaire a1 en fonction de la contrainte biaxiale η, avec une projection sur
les orbitale dxy, dyz+zx et dyz−zx, et le long de (a) la direction Γ→M et Γ→Z . Les résultats obtenus pour la direction
Γ→M sont identiques à ceux de la direction Γ→X .

Figure 4.14 – Évolution du coefficient cubique b3 en fonction de la contrainte biaxiale η, avec une projection sur
les orbitale dxy, dyz+zx et dyz−zx, et le long de (a) la direction Γ→M et Γ→Z . Les résultats obtenus pour la direction
Γ→M sont identiques à ceux de la direction Γ→X .

Comme montré dans les modèles de liaisons fortes de Zhong et al. [Zhong 2013] et de Djani et al. [Djani 2019],
il n’y a pas d’interaction possible entre les orbitales dyz et dzx, 6 ce qui est en accord avec nos faibles valeurs de
séparation en spin pour les bandes CBM+1 et CBM+2, qui correspondent à une combinaison d’orbitales dyz et dzx

pour η <1.3 %, que ce soit suivant la direction Γ→M (figure 4.13(a)) ou Γ→ Z (figure 4.13(b)).
Comme présenté précédemment dans les figures 4.11 et 4.12, au delà de η = 1.4 %, quand PTO est dans la phase

Cm, la distinction des bandes CBM+1 et CBM+2 en dyz+zx et dyz−zx est un indice sur la présence d’une interaction
entre ces deux bandes qui provoque l’augmentation de leur levée de dégénérescence en spin. En comparant les figures
4.11 et 4.13(a), on peut associer le pic de a1 dans la direction Γ→M des bandes CBM+1 et CBM+2 et de 0.39 eV.Å
à η = 1.55 % à la levée de dégénérescence des bandes dyz+zx et dyz−zx. Pour la bande CBM de caractère dxy,
une faible séparation en spin variant de 0.02 à 0.10 eV.Å est observable pour des valeurs de contrainte η > 1.4 %,

6. Du moins si on considère uniquement un modèle de Slater-Koster à deux centres, qui ne prend en compte que les atomes premiers
voisins. Un modèle comportant les seconds voisins prédit une interaction faible entre ces bandes.
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cette variation peut être associée à la réduction de la différence d’énergie des bandes dxy et dyz−zx qui interagissent
ensemble.

Dans la phase Amm2 et pour des valeurs de contraintes croissantes, l’augmentation de l’hybridation des bandes
CBM+1 et CBM+2 de caractère dxy et dyz−zx (voir figures 4.12(b) et (c)), provoque l’apparition d’un large pic
du coefficient a1 dans la direction Γ→Z avec un maximum de 1.08 eV.Å à une valeur de contrainte η = 3.8 %,
proche de la valeur η pour laquelle l’anticroisement de bandes est en Γ (η = 3.6 %, i.e. la contrainte pour laquelle
la différence d’énergie entre la bande CBM+1 et CBM+2 est minimale). L’observation d’une augmentation du
paramètre de couplage spin-orbite près de l’anticroisement des bandes d des atomes de titane est cohérente avec les
observations faites dans les systèmes à base de SrTiO3, telles que nous les avons présentées dans le chapitre 3. Il est
aussi intéressant de noter que les valeurs de a1 des bandes dxy et dyz−zx sont anisotropes. En effet, dans la phase
Amm2, on peut observer que ces coefficients sont plus faibles dans la direction Γ→M que dans la direction Γ→Z .
Dans la direction Γ→Z , l’évolution de a1(Γ→Z) est fortement corrélée avec la variation du caractère des bandes,
comme le montre les figures 4.12(b) et (c).

Nous avons choisi de focaliser notre étude sur les bandes de conduction au point Γ qui présentent un caractère
de bande d du titane. Les figures 4.15 et 4.16 présentent les textures de spin des bandes CBM+1 et CBM+2 dans
le plan (Γ − Z − A − M) et proches du point Γ pour plusieurs valeurs de η. Ce plan est perpendiculaire à la
polarisation électrique dans la phase Amm2. Nous allons maintenant discuter comment évolue ces textures de spin
pour différentes valeurs de contrainte variant de η = 2.5 à 5 %.

Pour 2.5 ≤ η ≤ 5 %, les spins de la bande CBM+1 sont majoritairement orientés suivant la direction [110]
(figures 4.15(a)-(c)), amenant à une texture de spin persistant près de Γ. Pour des valeurs de contrainte supérieures,
les moments de spin precessent quand les spins sont au plus proches de Γ, i.e. pour les énergies les plus hautes
(autour de 2.5 à 2.6 eV dans les figures 4.15(d)-(f)), tandis qu’ils restent orientés suivant les directions [110] pour
des énergies plus basses. On peut effectuer des remarques inverses pour la bande CBM+2 qui présente une texture
avec quelques rotations des moments de spin pour η = 2.5 % (figure 4.16(a)) et une texture de spin persistant pour
η = 5 % (figure 4.16(b)).

De part les résultats DFT que nous venons de présenter, il apparaît clairement que la bande CBM+1 de la
phase Amm2 présente des propriétés intéressantes, telles qu’une amélioration de la levée de dégénérescence en spin
en Γ pour η = 3.8 %, et une texture de spin quasi-persitant près de Γ pour des valeurs de η proches de 2.5 %. En
utilisant des calculs sur une base de liaisons fortes et à partir d’un modèle tiré de la théorie des invariants, nous
allons tenter d’avoir une description plus détaillée de l’origine de ces couplages spin-orbite dans la phase Amm2.
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Approche des liaisons fortes

Les calculs DFT nous ont permis de présenter l’évolution générale des couplages spin-orbite sur la structure élec-
tronique. Comme nous le pensions, différentes variations en fonction de la contrainte ont été observées, dépendantes
de la phase cristallographique. Comme dans les sections 4.2.2 et 4.3.2, nous avons utilisé un modèle de liaisons fortes
pour déterminer quelles sont les interactions qui jouent un rôle important dans les effets spin-orbite. Le modèle de
liaisons fortes a été construit en utilisant les fonctions de Wannier des bandes inoccupées d des atomes de titane et
p des atomes de plomb (voir les sections 2.3.2, 2.3.2 et 2.5.2 pour plus de détails).

Comme nous pouvons le voir en comparant la figure 4.13(b) et la courbe noire de la figure 4.17, en considérant
toutes les interactions entre les bandes d des atomes de titane et p des atomes de plomb, il est possible de retrouver
la même levée de dégénérescence de spin a1(Γ→Z) que celle calculée via la DFT. Un avantage de la méthode des
liaisons fortes est qu’il est possible de désactiver facilement certaines interactions entre bandes. Avec cette méthode,
nous avons trouvé, en plus de l’interaction entre les bandes CBM+1 et CBM+2, qui augmente près du point
d’anticroisement, que l’interaction entre la bande CBM+1 et les bandes p des atomes de plomb (en particulier,
de la bande px−y, agissant dans le plan (110)) est aussi importante. En effet, si nous enlevons ces interactions
(courbe rouge), nous observons une décroissance de la levée de dégénérescence en spin d’un maximum de 31%, ainsi
qu’un décalage de la position du pic de η = 3.8 à 3.6 %, correspondant précisément à l’anticroisement de bandes.
En d’autres termes, cette interaction permet d’expliquer pourquoi le maximum de la séparation en spin n’est pas
exactement associé à la même valeur de η que l’anticroisement entres les bandes d (η = 3.65 %). L’interaction
entre les bandes dxy et dx2−y2 est aussi importante car elle stabilise les bandes de nature dxy. En désactivant cette
interaction, la bande dxy est située plus haut en énergie et ainsi le point d’anticroisement avec la bande dyz−zx

en Γ est situé pour une valeur de contrainte supérieure à 5 %. Si nous déplaçons la bande dxy avec un potentiel
artificiel de -0.17 eV, nous trouvons encore le même maximum pour a1(Γ→Z) en position et en amplitude que si
nous considérons toutes les interactions.

Nous avons aussi utilisé le modèle de liaisons fortes afin de confirmer que les interactions responsables du pic
du coefficient a1(Γ→M ) dans la phase Cm (à η = 1.55 % : a1(Γ→M ) (observé dans la figure 4.13(a)) augmentent
à cause de l’augmentation des intégrales de saut entre les orbitales dyz−zx et dyz+zx, puis diminuant du fait de
l’augmentation de la différence d’énergie entre ces deux bandes, comme le montre la figure 4.11.
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Figure 4.17 – Évolution de la levée de dégénérescence en spin a1(Γ→Z) calculée en utilisant le modèle de liaisons
fortes pour la bande CBM+1. La courbe noire a été obtenue en considérant toutes les interactions entre les orbitales
d des atomes de titane et p des atomes de plomb ; cette courbe correspond exactement au résultats DFT (courbe
en pointillés violette). Les courbes rouge et verte ont été calculées, respectivement, en supprimant les interactions
issues des orbitales p des atomes de plomb et dx2−y2 des atomes de titane. La courbe verte en pointillés correspond
au calcul sans les interactions avec les bandes dx2−y2 et en décalant en énergie la bande CBM+1 en appliquant un
potentiel artificiel de -0.17 eV.

Modèle des invariants

En utilisant la théorie des invariants, nous avons développé un Hamiltonien modèle afin d’expliquer les variations
de la texture de spin en fonction de la contrainte. En particulier, nous allons montré pourquoi la phase Amm2 permet
l’apparition d’une texture de spin persistant au point Γ. Comme nous l’avons décrit dans la section précédente, il
est nécessaire de développer un modèle allant jusqu’à l’ordre 3 en k près du point Γ pour reproduire la levée de
dégénérescence en spin des bandes d inoccupées du titane. Nous avons décidé de centrer notre étude sur la phase
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Amm2 de PTO, puisque cette phase présente les plus grandes valeurs de séparation des spins en Γ et les textures
de spin les plus intéressantes.

Pour la phase Amm2, le point de haute symétrie Γ est associé au petit groupe de symétrie C2v. Les transfor-
mations que subissent le vecteur k et les matrices de Pauli σ sont données dans le tableau 4.6 :

C2v 2110 m110 m001 T
kx −ky −ky ky −kx

ky −kx −kx kx −ky

kz −kz kz −kz −kz

σx −σy σy −σy −σx

σy −σx σx −σx −σy

σz −σz −σz σz −σz

Table 4.6 – Tableau des symétries du petit groupe d’espace C2v.

Le tableau 4.6 permet de déterminer les termes invariants par les opérations de symétrie, ce qui permet de
déduire l’hamiltonien suivant pour décrire deux bandes isolées :

HC2v (k) = H0(k) +Hx+y

(
k,k3)+Hz

(
k,k3)+Hx−y

(
k3) (4.7)

avec H0(k) la partie de l’Hamiltonien décrivant la dispersion des bandes (dégénérées sans interaction spin-orbite)

et dépendante des paramètres ωi (i = 1, 2 ou 3) inversement proportionnels au masse effectives (ωi = ℏ2

2meff,i
) :

H0(k) = E0 + ω1 (kx + ky)2 + ω2 (kx − ky)2 + ω3k
2
z (4.8)

Les termes Hx+y

(
k,k3), Hz

(
k,k3) et Hx−y

(
k3) permettent quant à eux de décrire la perturbation spin-orbite.

Hx+y

(
k,k3) =

(
α1 + β1k

2
z + γ1 (kx + ky)2 +

δ1 (kx − ky)2
)
kz (σx + σy)

(4.9a)

Hz

(
k,k3) =

(
α2 + β2 (kx + ky)2 + γ2k

2
z+

δ2 (kx − ky)2
)

(kx + ky)σz

(4.9b)

Hx−y

(
k3) = ξ (kx − ky) (kx + ky) kz (σx − σy) (4.9c)

où α1/2 sont les paramètres spin-orbite liés aux termes linéaires, tandis que les coefficients β1,2, γ1,2 et δ1,2 sont
reliés aux paramètres cubiques. Résoudre l’hamiltonien Hx+y (équation 4.9a) amène à une levée de dégénérescence
en spin majoritairement dans la direction Γ→Z (l’anisotropie est donné par les termes γ1 et δ1 qui sont faibles par
rapport aux autres termes) et avec des moments de spin orientés dans la direction [110], pour lesquels le signe est
donné par le signe de kz. De manière similaire, l’Hamiltonien Hz (équation 4.9b) est associé à une séparation des
spins principalement dans la direction Γ→M , avec des moments de spin orientés dans la direction [001]. Le dernier
Hamiltonien (équation 4.9c) ajoute une contribution qui tend à aligner les spins sur la direction [110], parallèle à la
polarisation électrique.

En résolvant l’Hamiltonien 4.7 pour des vecteurs k suivant les directions de hautes symétries Γ→X , Γ→M , Γ→Z et
Γ→A2 (avec A2 = (0.5,−0.5, 0.5)), il est possible d’exprimer la différence d’énergie ∆E± en fonction des paramètres
α1,2, β1,2 et δ1,2 :

∆EΓ→X(k) = 2α2k + 2 (β2 + δ2) k3 (4.10a)

∆EΓ→M(k) = 2
√

2α2k + 4
√

2β2k
3 (4.10b)

∆EΓ→Z(k) = 2
√

2α1k + 4
√

2β1k
3 (4.10c)

∆EΓ→A2(k) = 2
√

6
3 α1k + 2

√
6

9 (β1 + 4δ1) k3 (4.10d)

En faisant une analogie entre les équations 4.10b et 4.10c et les paramètres a1 et b3 de l’équation 4.6, calculés
suivant les directions Γ→M et Γ→Z , on obtient directement les coefficients α1,2 et β1,2. Les coefficients δ1,2 sont
ensuite déterminés en ajustant les équations 4.10a et 4.10d sur la structure de bandes. Les paramètres restants,
γ1,2 et ξ, sont déterminés en minimisant la somme des moindres carrés :

∑
k |HC2v

(k) − E(k)|2. L’évolution de ces
paramètres est donnée dans la figure 4.18 pour la bande CBM+1. Les textures de spin calculées à partir de ce
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modèle sont en accord avec les calculs DFT, que ce soit en terme de dispersion en énergie ou en terme d’orientation
des moments de spin, comme le montre la figure 4.19.

Figure 4.18 – Variation des paramètres (a) α1/2, (b) β1/2, (c) γ1/2 et (d) δ1/2 en fonction de la contrainte biaxiale
η pour la bande CBM+1 projetée sur les orbitales dxy (rouge) et dyz−zx (vert) du titane. Le terme ξ a été trouvé
égale à 0 pour chaque valeur de contrainte.
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Figure 4.19 – Textures de spin de la bande CBM+1, calculés à partir de la DFT (gauche) et à partir du modèle
des invariants (droite). La couleur donne la variation en énergie des bandes. Les textures de spin on été tracées dans
le plan (Γ − Z −A−M) pour les états de contrainte (a) η = 3.0 %, (b) η = 4.0 % et (c) η = 5.0 %.

La variation des paramètres linéaires α1 et α2 en fonction de la contrainte est présentée dans la figure 4.18(a).
Comme nous avons α1 = a1(Γ→Z)/

√
2, α1 suit la même évolution que a1(Γ→Z) et présente un pic similaire pour

η = 3.8 %. De manière similaire, nous avons aussi l’identité α2 = a1(Γ→M)/
√

2 ; si la valeur de α2 reste faible, il
subit cependant une augmentation d’un facteur 30 de η = 2.5 à η = 5 %. Le paramètre α1 est supérieur à α2 d’un
facteur variant de 100 pour η = 2.5 %, où α2 est presque nulle, à 6 pour η = 5 %, quand α2 ≃ 3 × 10−2 eV.Å. Du
coté des termes cubiques, le coefficient β1 (figure 4.18(b)) présente une variation similaire à α1, avec un pic de -52.7
eV.Å3 à η = 3.8 %. Comme c’est le cas pour α1 et α2, β1 est supérieur à β2, en particulier près de l’anticroisement
de bandes à η = 3.6 %, où on observe un ratio β1/β2 proche de 100. γ1 et γ2 (figure 4.18(c)) affichent de faibles
variations jusqu’à l’anticroisement de bandes à η = 3.6 %, où on observe de fortes variations de chacun des termes
pour des valeurs supérieures de contrainte. Ces valeurs atteignent 46.4 eV.Å3 à η = 4 % pour γ2 et -15.8 eV.Å3 à
η = 4.1 % pour γ1. Finalement, les termes ξ ont été trouvés très proches de 0 dans nos calculs, impliquant que nous
pouvons négliger l’Hamiltonien Hx−y (qui vaut d’ailleurs strictement 0 le long des directions de haute symétrie).

Pour résumer, pour une contrainte η en tension inférieure à 3.6 %, l’ensemble des coefficients (α1, β1, γ1, δ1)
associé à l’Hamiltonien Hx+y(k) pour la bande CBM+1 possède la contribution dominante sur la forme de la
texture de spin, en comparaison avec l’ensemble des paramètres (α2, β2, γ2, δ2) de l’Hamiltonien Hz(k), ce qui
amène à une texture de spin persistant. Ce comportement reste vrai avant l’anticroisement de bandes, où la bande
CBM+1 possèdent un caractère majoritaire dyz−zx, provoquant l’alignement des spins selon la direction [110], près
du point Γ. Au delà de l’anticroisement de bandes, la texture de spin quasi-persistant est transférée à la bande
CBM+2, qui devient majoritairement dyz−zx, comme on le voit dans la figure 4.16, tandis que la bande CBM+1
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devient majoritairement de type dxy. L’Hamiltonien Hz, qui tend à aligner les spins selon la direction [001], devient
non-négligeable pour la bande CBM+1 à cause de 1) l’augmentation du paramètre α2 qui devient non négligeable
devant α1 et 2) la forte augmentation du coefficient γ2. On observe par conséquence une rotation des moments de
spin près du point Γ.

Les variations que nous venons de décrire sont consistantes avec des précedentes études [Ganichev 2014,
Tao 2018], qui expliquent qu’une texture de spin persistant peut-être atteinte dans des sytèmes présentant des
groupes ponctuels C2v, quand les paramètres Rashba et Dresselhaus linéaires sont égaux en norme. Il est toujours
possible d’être aussi proche que possible du point Γ afin que les termes cubiques deviennent négligeables devant

les termes linéaires. En modifiant notre base telle que x ≡
[√

2
2 ,

2
2 , 1
]
, y ≡

[√
2

2 ,
2
2 ,−1

]
et z ≡ [1,−1, 0], il est

possible d’exprimer nos coefficients α1 et α2 en fonction de paramètres Rashba αR et Dresselhaus αD, tels que :
αR = 1

2(α2 − α1) et αD = −1
2(α2 + α1). Pour 2.5 ≤ η ≤ 3.6 %, quand α2 ≃ 0, nous avons en effet αR ≃ αD. Alors

que pour η = 3.8 %, quand la levée de dégénérescence en spin est maximale, nous obtenons des paramètres αR et
αD légèrement différents (αR = −0.25 eV.Å et αD = −0.29 eV.Å).

4.4.4 Résumé
Pour résumer, en utilisant des calculs premiers principes, nous avons étudié l’effet d’une contrainte biaxiale en

tension η sur les propriétés structurales et électroniques de l’oxyde ferroélectrique PbTiO3. Nos résultats confirment
qu’une contrainte en tension provoque la rotation de la polarisation électrique depuis une direction hors-plan vers
une direction dans le plan de la contrainte, modifiant ainsi le groupe d’espace du matériau, passant d’une structure
tétragonale à monoclinique avant d’atteindre une structure orthorhombique. Nous avons prédit que les changements
de la structure provoquent une modification des propriétés électroniques et spin-orbite. Nous avons focalisé notre
étude sur les bandes de conduction au point Γ. Nous avons montré que les lévées de dégénérescence en spin de
ces bandes peuvent être améliorées dans la phase Cm, pour une valeur de contrainte où la polarisation électrique
commence à tourner et où la différence d’énergie entre les bandes CBM+1 et CBM+2 est encore faible. Un second
pic des levées de dégénérescence en spin est observé pour η = 3.8 %, quand l’anticroisement de bandes entre les
bandes dxy et dyz−zx est localisé près du point Γ. Pour cette valeur de contrainte, on trouve les plus grandes
valeurs pour les paramètres de la perturbation spin-orbite dans la direction Γ→Z, c’est à dire un paramètre linéaire
a1 = 1.08 eV.Å et un paramètre cubique b3 = −75.2 eV.Å3. A partir d’un modèle de liaisons fortes, nous avons
montré que l’interaction entre les bandes d des atomes de titane et p des atomes de plomb sont responsables, en plus
de l’anticroisement de bandes, de la forte valeur de la levée de dégénérescence en spin. Le maximum de la partie
linéaire a1 correspond à une combinaison des paramètres Rashba αR = −0.25 eV.Å et Dresselhaus αD = −0.29 eV.Å.
En plus, de la forte valeur de la levée de dégénérescence en spin dans la phase Amm2, le petit groupe C2v en Γ
permet la stabilisation d’une texture de spin quasi-persistant associée aux bandes dyz−zx. La combinaison de ces
deux propriétés est particulièrement intéressante pour conserver les moments de spin et ainsi obtenir de large
conversion spin vers charge via les effets Hall de spin ou Rashba-Edelstein. Un résumé des travaux décrits dans
cette section est donné dans la publication : [Gosteau 2021].

Des perspectives intéressantes pour cette étude seraient d’établir un modèle k · p afin de comprendre pourquoi
la texture de spin persistant est systématiquement associée aux bandes de caractère dyz−zx et non à la bande de
caractère dxy dans la phase Amm2.

4.5 Conclusion
4.5.1 Résumé des travaux sur PbTiO3

Nous avons effectué des calculs ab initio de type DFT sur l’oxyde ferroélectrique PbTiO3 massif, dont les
résultats ont été associés à des modèles à deux bandes établis à partir de la théorie des invariants et à un modèle
des liaisons fortes.

Nos calculs ont montré la présence de couplages spin-orbite intéressants sur les bandes de conduction d des
atomes de titane et p des atomes de plomb, près du point de haute symétrie Z pour la structure tétragonale
d’équilibre. Le couplage spin-orbite apparaissant sur les bandes pz des atomes de plomb est de type Rashba, avec
un coefficient linéaire αR de 0.15 eV.Å, tandis que les bandes dxy, formant la CBM, présentent un couplage spin-
orbite provoquant une levée de dégénérescence anisotrope et cubique en k, avec un coefficient de 3.86 eV.Å3. A
partir d’un modèle de liaisons fortes, nous avons montré que la présence du plomb est essentielle à l’apparition de
couplage spin-orbite sur les bandes dxy des atomes de titane.

Dans un deuxième temps, nous avons étudié l’effet d’une contrainte biaxiale compressive (η < 0) dans la
phase P4mm sur les effets spin-orbite. Lorsqu’on augmente la contrainte en compression, nous avons trouvé une
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décroissance du paramètre Rashba αR sur les bandes pz des atomes de plomb, opposée à la variation de la polarisation
électrique, cette décroissance a été associée à l’interaction entre les différentes orbitales p des atomes de plomb qui
diminue. La variation croissante avec la contrainte en compression du coefficient cubique, agissant sur les bandes
dxy, est quant à elle associée à l’interaction avec la bande dz2 des atomes de titane.

Finalement, nous avons étudié les variations des couplages spin-orbite au point de haute symétrie Γ en fonction
d’une contrainte en tension (η > 0), où nous avons stabilisé plusieurs phases cristallographiques : tétragonale
(P4mm), monoclinique (Cm) et orthorhombique (Amm2), en accord avec la littérature. Nous avons trouvé que la
phase orthorhombique présente un couplage spin-orbite, qui mène à une texture de spin persistant sur les bandes
d du titane, avec une levée de dégénérescence en spin maximale dans la direction Γ→Z et présentant un coefficient
linéaire a(1)

Γ→Z
variant de 0.4 (η = 2.5 %) à 1.02 eV.Å (η = 3.8 %), au niveau de l’anticroisement de bandes entre

deux orbitales d du titane. Nous avons montré que la présence des atomes de plomb amplifie la valeur maximale de
a

(1)
Γ→Z

à l’anticroisement de bandes.
Nos résultats mettent en évidence la possibilité pour un matériau donné d’acquérir de nouvelles formes de

textures de spin, comme des textures de spin persistant, grâce à des effets de contrainte qui provoquent des transitions
de phase cristallographique. Ils soulignent aussi l’importance de la présence d’un atome lourd sur les couplages
spin-orbite des atomes adjacents. De plus, nos travaux montrent que PbTiO3 est un matériau prometteur pour les
applications spinorbitroniques, que ce soit pour des conversions spin-charge si les bandes de conduction du systèmes
peuvent être adressées, ou comme barrière ferroélectrique dans des MTJ [Tao 2021] (voir la section 1.1.3 pour plus
de détails). Les travaux présentés dans ce chapitre ont donné lieu à deux articles [Arras 2019, Gosteau 2021].

4.5.2 Perspectives
Afin de savoir si PbTiO3 est réellement un matériau intéressant pour la spinorbitronique, il serait nécessaire de

compléter notre étude. Plusieurs aspects pourraient être envisagés.

1 - Utilisation de méthodes de calcul ab initio plus précises

Il pourrait être intéressant de fournir une étude similaire de ce composé, mais en utilisant des méthodes de
calculs plus précises (mais aussi plus coûteuses), afin de confirmer la force des couplages spin-orbite de PbTiO3. A
ce jour, nous n’avons effectué que des tests préliminaires de l’utilisation de méthodes dites « GW » sur la phase
d’équilibre de PTO. Nous avons utilisé un algorithme de type EVGW0 (GW0) [Hybertsen 1986], qui effectue un
calcul partiellement auto-consistant sur une base de fonctions d’onde calculée en PBESol. Nous avons obtenu la
structure de bandes donnée dans la figure 4.20.

Figure 4.20 – Structure de bandes de la phase d’équilibre de PbTiO3, obtenue en déterminant les fonctions de
Wannier à partir d’un calcul type GW, en utilisant l’algorithme EVGW0. La couleur représente respectivement les
contributions des orbitales dxy (rouge), dyz (verte) et dzx (bleue) du titane et pz (violette) des atomes de plomb.
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Nous avons trouvé une largeur de bande interdite de 3.2 eV, proche de la valeur expérimentale de 3.4 eV et en
accord avec de précédents résultats GW [Paillard 2019b]. Nous avons déterminé que la CBM du système est situé
au point Z et correspond aux bandes pz des atomes de plomb (contrairement au résultat en PBESol qui correspond
aux bandes dxy des atomes de titane), qui disposent d’un couplage spin-orbite de type Rashba avec un coefficient
αR ≃ 0.6 eV.Å, soit 4 fois supérieur à la valeur calculée en PBESol. Nous trouvons que les bandes dxy des atomes de
titane sont situées à 0.5 eV au dessus de la CBM et présentent des coefficients spin-orbite similaires à ceux calculés en
PBESol. Il serait alors intéressant de poursuivre cette étude, afin de 1) voir s’il est possible d’expliquer la différence
des valeurs des coefficients spin-orbite entre la fonctionnelle PBESol et la méthode GW0 avec un modèle de liaisons
fortes et 2) d’analyser les autres groupes d’espace de PTO pour différents taux de contrainte, en particulier pour la
phase Amm2.

2 - Etudes des couplages spin-orbite près d’autres points de haute symétrie

Dans notre étude des couplages spin-orbite dans PbTiO3, nous nous sommes focalisés sur l’étude des bandes de
conduction près des points Γ et Z, il peut être cependant intéressant d’étudier les couplages spin-orbite d’autres
bandes, comme les bandes de valence, ainsi que leurs variations près d’autres points de haute symétrie. En effet,
nous avons observé que les bandes de valence, correspondant aux bandes p des atomes d’oxygène peuvent présenter
des couplages spin-orbite non négligeables, près du point de haute symétrie X, avec des levées de dégénérescence en
spin anisotropes de coefficients linéaires variant de 0.09 à 0.22 eV.Å, en fonction de la direction de haute symétrie
et de la contrainte considérée.

On pourrait aussi s’intéresser à d’autres vecteurs d’onde situés sur des directions de haute-symétrie particulières
où des anticroisements de bandes pourraient survenir et amplifier les levées de dégénérescence près de l’anticroise-
ment, d’une manière similaire aux croisements de bandes dans LAO/STO.

3 - Taux de conversion spin vers charge

Afin de savoir si PbTiO3 est un matériau viable pour des conversions spin-charge, il serait particulièrement
intéressant de calculer le taux de conversion spin vers charge des textures de spin que nous avons calculées. Plusieurs
travaux dans la littérature ont eu recours à des calculs basés sur des équations semi-classiques de Boltzmann afin
de déterminer les taux de conversion spin-charge, via un effet Rashba-Edelstein [Vaz 2019, Johansson 2021] ou un
effet Hall de spin [Bhowal 2019, Wang 2020]. Ces méthodes ont l’avantage de prendre en compte les contributions
de toutes les bandes croisant le niveau de Fermi, sur l’intégralité de la zone de Brillouin.

4 - Etude de composés dérivés de PbTiO3

Il pourrait être aussi intéressant d’étudier les composés dérivés de PbTiO3, comme les composés PZT ou PLZT
que nous avons décrits au début de ce chapitre. En effet, en plus d’avoir une composition chimique différente de
PTO pouvant altérer les effets spin-orbite, ces composés peuvent présenter des transitions de phase à des taux de
contrainte plus faibles, voire même l’apparition de nouvelles phases cristallographiques [Noheda 1999, Noheda 2002,
Mangalam 2013].

5 - Effets de surface et système poly domaine

Jusque ici, nous avons considéré un cristal massif. Cependant certains effets de conversion spin-charge, comme
l’effet Rashba-Edelstein, apparaissent en surface. Il pourrait donc être intéressant d’étudier les couplages spin-
orbite de PbTiO3 sur une surface de type (001), afin d’observer si les couplages spin-orbite subsistent en surface.
De plus, nous avons vu dans la section 4.1 que les couches minces de PTO peuvent présenter plusieurs domaines
avec des orientations de polarisation électrique différentes. Il parait donc judicieux d’étudier comment sont affectés
les couplages spin-orbite aux voisinages des parois de domaine.

6 - Effet du dopage et interface métallique

Afin que les textures de spin des bandes d des atomes de titane et p des atomes de plomb puissent intervenir
dans les propriétés de transport, il est nécessaire que ces bandes soit peuplées en électrons. Des effets de dopage
(lacunes, défauts, substitution d’atomes) peuvent permettre de placer le niveau de Fermi au niveau de ces bandes
et ainsi de les peupler. Une étude de la stabilité des couplages spin-orbite en fonction d’un dopage en électrons
paraît donc judicieuse. Certains de nos résultats préliminaires à structure fixe semblent montrer que non seulement
les couplages spin-orbite des bandes p des atomes de plomb et d des atomes de titane sont toujours présents, mais
peuvent même présenter une augmentation de leurs coefficients spin-orbite. Pour un dopage de 0.15 e par formule
unité, on trouve un coefficient Rashba αR ≃ 0.16 eV.Å pour les bandes pz des atomes de plomb pour la structure
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Métal φM (eV) a (Å)
Pd 5.22-5.60 3.89
Pt 5.12-5.93 3.84
Ir 5.00-5.67 3.84
Ag 4.26-4.74 4.08

Table 4.7 – Valeurs de travaux de sortie et de paramètres de maille de plusieurs métaux, valeurs tirés de [Lide 2003]

d’équilibre et au point de haute symétrie Z, on trouve un coefficient cubique d’environ 5.5 eV.Å3 pour les dxy des
atomes de titane (soit une augmentation de 40 %).

Une étude plus détaillée serait cependant appropriée, afin de comprendre l’origine de l’augmentation de la levée
de dégénérescence en spin lorsqu’on dope le système dans la phase P4mm, ainsi que de connaitre les effets sur les
autres phases cristallographiques et sur d’autres points de haute symétrie.

Une autre manière d’adresser les bandes de conduction ou de valence du système est d’utiliser une électrode
métallique avec des caractéristiques adaptées à PTO. En particulier, il faut que la structure atomique de l’électrode
soit compatible avec la structure de PTO (par exemple avec de faibles désaccords paramétriques), de plus, il
faut que le métal dispose d’un travail de sortie adapté à l’adressage des bandes souhaitées, c’est à dire proche du
potentiel d’ionisation de PTO (évalué expérimentalement à 6.2 eV) pour les bandes de valence ou proche de l’affinité
électronique (2.8 eV) pour les bandes de conduction [Schafranek 2011]. Le tableau 4.7 présente quelques métaux
qui disposent d’une structure et d’un travail de sortie des électrons compatibles avec PbTiO3.

On observe que ces métaux ne permettraient que d’adresser la bande de valence de PTO, les travaux de sortie
étant trop importants pour adresser les bandes de conduction. Cependant la présence d’une électrode métallique
pourrait provoquer l’apparition de lacunes d’oxygène en surface de PTO par l’oxydation de la couche métallique,
d’une manière similaire à ce qui a été observé à l’interface Al/SrTiO3 (001) [Vaz 2019, Noël 2020]. Ces lacunes
pourraient alors provoquer le peuplement des bandes de conduction de PTO. Enfin, il est important de noter que
la présence d’une électrode métallique ainsi que les reconstructions atomiques qu’elle provoque pourrait affecter la
ferroélectricité du matériau.

Afin de savoir si PbTiO3 peut être un matériau FERSC intéressant, il est donc nécessaire de procéder à une
étude détaillée de l’influence d’un contact métallique sur PTO afin de savoir 1) si les différentes bandes de valence
ou de conduction peuvent être adressées et 2) si on a toujours la présence d’une phase ferroélectrique stable.

Nous pouvons signaler que même s’il n’est pas possible d’adresser les bandes de valence ou de conduction
de PTO, PbTiO3 peut rester un matériau intéressant pour des systèmes FERSC, grâce à sa forte polarisation
électrique. En effet si l’électrode métallique est constituée d’un atome lourd, on peut s’attendre à des couplages
spin-orbite importants, possiblement contrôlables par manipulation de la polarisation électrique de PbTiO3, rendant
ce système intéressant pour des dispositifs spinorbitroniques non-volatiles. Cependant l’aspect toxique du plomb
dans PTO peut être rédhibitoire pour des applications industrielles. Comme alternative à PTO, nous proposons
dans le chapitre suivant d’étudier l’oxyde ferroélectrique en couche mince HfO2, qui interfacé à un métal pourrait
donner lieu à des couplages spin-orbite particuliers.



Chapitre 5

Contrôle des effets spin-orbite à
l’interface entre une électrode métallique
et une fiche couche de l’oxyde
ferroélectrique HfO2

Ce chapitre présente les résultats préliminaires que nous avons obtenus suite à l’étude de l’oxyde HfO2, qui
en couche mince, peut présenter des phases ferroélectriques potentiellement utilisables pour des dispositifs spinor-
bitroniques. Ces travaux s’inscrivent dans le cadre d’une collaboration avec l’équipe du MODEM du laboratoire
CNR-SPIN, dirigée par Silvia Piccozi.

Nous présenterons dans un premier temps les différents travaux recensés dans la littérature qui traitent des
phases ferroélectriques de HfO2. Nous décrirons ensuite les résultats que nous avons obtenus sur l’étude de ces
phases au travers de trois parties. Nous commencerons par décrire dans la section 5.2 les propriétés du cristal massif
de HfO2 dans ses phases ferroélectriques rhombohédrale et orthorhombique. Nous poursuivrons dans la section 5.3
sur l’étude de HfO2 en couche mince, puis, nous terminerons par l’étude de l’interface entre HfO2 et un métal lourd
dans la section 5.4. Dans cette section, nous montrerons en particulier le rôle de l’interface dans l’apparition de
levées de dégénérescence en spin dans la structure de bandes du métal.

5.1 État de l’art
HfO2 est un oxyde isolant, avec une largeur de bande interdite comprise entre 5.1 et 6.0 eV [Bersch 2008]. Ce

matériau est principalement connu pour sa grande valeur de permittivité électrique (6 fois supérieure à la permittivité
de SiO2) et sa compatibilité avec les structures à base de silicium [Wilk 2001], le rendant particulièrement intéressant
comme grille pour les transistors à effet de champ. La découverte de phases ferroélectriques et anti-ferroélectriques
en 2011 pour des couches minces de HfO2 dopées avec du SiO2, alors que la polarisation électrique tend généralement
à disparaître pour des couches minces, a suscité un engouement pour l’étude de cet oxyde [Böscke 2011], et confirme
ainsi son intérêt applicatif, en particulier pour la miniaturisation des dispositifs électroniques.

HfO2 est un matériau polymorphe présentant de nombreuses phases cristallographiques stables [Aarik 2001].
La phase cristallographique la plus courante de ce matériau, à température et pression ambiante, est la phase
monoclinique P21/c (n◦ 14, de paramètre de maille variant de 5.07 à 5.29 Å [Müller 2012]), bien que des phases
tétragonales et orthorhombiques puissent aussi être présentes à température ambiante, si le cristal a été déposé à
haute pression [Aarik 2001]. Des études DFT ont montré que les phases ferroélectriques les plus stables sont les
phases orthorhombique Pca21 (n◦ 29) et rhombohedrale R3m (n◦ 160) [Zhang 2020]. Ces phases ne peuvent être
stabilisées que pour des couches minces de HfO2 (111), composées de moins de 6 monocouches [Zhang 2020, Qi 2020],
comme le montre la figure 5.1.
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Figure 5.1 – Énergie totale de HfO2 pour plusieurs phases cristallographiques en fonction (a) d’une contrainte
biaxiale imposé au cristal massif et (b) en fonction du nombre N de cellules de HfO2 en couche mince. Ici, une
cellule correspond à 3 monocouches de HfO2. [Zhang 2020].

Expérimentalement, la première phase ferroélectrique observée correspond à la phase orthorhombique Pca21,
obtenue en dopant le système avec du SiO2 et présentant une polarisation électrique de 10 µC.cm−2 [Böscke 2011,
Mueller 2012]. En substituant un atome d’hafnium par un atome de zirconium (Hf0.5Zr0.5O2), tout en appliquant
une contrainte épitaxiale sur le système, il est possible d’augmenter la polarisation électrique à une valeur de
l’ordre de 40 µC.cm−2 [Estandia 2019, Lyu 2019b], permettant de stabiliser la phase rhombohedral R3m avec une
polarisation hors-plan de 34 µC.cm−2 [Wei 2018].

L’étude théorique de Dutta et al. [Dutta 2020] montre que la substitution des atomes de Hf par d’autres atomes
(HfxA1−xO2) n’affecte pas directement la polarisation électrique du matériau, mais affecte la stabilité des phases
ferroélectriques et provoque certaines distorsions dans HfO2, qui elles modifient la valeur de la polarisation élec-
trique. D’autres travaux ont établi que la polarisation électrique finale du matériau dépend de la température et
de la pression partielle en oxygène lors de la croissance [Lyu 2019b]. La polarisation électrique décroît lorsqu’on
augmente l’épaisseur de la couche mince [Wei 2018, Estandia 2019], ou lorsqu’une contrainte compressive est appli-
quée [Estandia 2019, Zhang 2020]. Les variations de la polarisation électrique sont principalement dues aux tailles
respectives des domaines ferroélectriques (Pca21 et R3m) et des domaines non-ferroélectriques (tétragonaux et
monocliniques) [Wei 2018, Lyu 2019b, Estandia 2019].

En plus des propriétés ferroélectriques décrites précédemment, il a été prédit que des couplages spin-orbite non
négligeables pourraient se trouver sur les bandes de valence et de conduction d’un cristal massif de HfO2 adoptant
la phase cristallographique Pca21 [Tao 2017]. Tao et et al. ont calculé un couplage spin-orbite de type Rashba, avec
un coefficient αR = 0.05 eV.Å sur les bandes de valence de caractère p des atomes d’oxygène et un couplage de type
Dresselhaus de αD = 0.58 eV.Å sur les bandes de conduction, correspondant aux bandes d des atomes d’hafnium.

L’ensemble des propriétés de HfO2 en couche mince que nous venons de décrire, rend ce matériau particulièrement
intéressant du point de vue applicatif. En particulier, il a été montré que ce composé peut présenter des facteurs
d’endurance élevés (> 109 cycles) et des temps de rétention de la polarisation important (> 10 ans) [Lyu 2019a].
HfO2 pourrait alors remplacer à terme des composés polluant à base de plomb (PbTiO3 ou PbZrO3), utilisés dans
des FeRAM [Böscke 2011, Mueller 2013] ou des condensateurs [Park 2014, Payne 2020]. L’oxyde HfO2 pourrait aussi
mener à des architectures de calculs autres que celles de Von Neumann [Breyer 2021], par exemple, le contrôle de
la polarisation électrique de différents domaines ferroélectriques conduirait à plusieurs états stables, permettant de
coder et stocker l’information dans des architectures types « neuromorphiques »[Kim 2021].

Dans cette étude, nous proposons de manipuler les effets spin-orbite d’une couche de métal lourd, par renver-
sement de la polarisation électrique d’une couche de HfO2 adjacent, comme cela a été fait dans l’étude DFT de
l’interface entre une monocouche de bismuth (Bi) et un substrat de BaTiO3(001) [Mirhosseini 2010]. Pour cette
interface, Mirhosseini et al. ont en effet calculé un couplage spin-orbite important et anisotrope, menant à une levée
de dégénérescence de 2.8 eV.Å sur les bandes 6p du bismuth, comme le montre la figure 5.2. Ils ont montré par
ailleurs que la texture de spin pourrait être renversée en retournant la polarisation électrique de BaTiO3, orientée
dans la direction [001].

Dans les sections suivantes, nous présenterons les résultats DFT que nous avons obtenus durant cette thèse.
Nous avons utilisé la fonctionnelle PBESol, les autres paramètres de calculs sont donnés dans le tableau A.1 de
l’appendice A.
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Figure 5.2 – (a) États électroniques de surface résolus en spin, correspondant aux états 6p de Bi sur BaTiO3 pour
un état de polarisation donné P↑. Projection radiale (b) et tangentielle (c) de la polarisation en spin dans la zone de
Brillouin des états de surface de Bi sur BaTiO3 pour un état de polarisation P↑ et pour une isoénergie de -1.30 eV
[Mirhosseini 2010].

5.2 Étude des phases ferroélectriques d’un cristal massif de l’oxyde
HfO2

5.2.1 Structure rhombohedrale de groupe d’espace R3m

Structure atomique

La structure atomique de la phase R3m est représentée dans les figures 5.3 (a) pour la cellule primitive et 5.3
(b) pour la cellule hexagonale. Le passage de la cellule primitive à la cellule hexagonale s’effectue en multipliant les

vecteurs du réseau direct par la matrice Mcub→hex

 1 0 1
−1 1 1
0 −1 1

. La structure se caractérise par un paramètre

de maille de 4.999 Å, avec une distance entre deux atomes d’hafnium (Hf) de 3.53 Å. La distance entre deux plans
(111) de Hf est estimée à 2.88 Å. Nous avons déterminé une polarisation électrique de 0.06 µC.cm−2 suivant la
direction [111] de la cellule pseudo-cubique.

Figure 5.3 – Structures atomiques de (a) la cellule primitive et la cellule hexagonale vue du plan (b) (111) et (c)
(011) de HfO2 dans sa phase rhombohedrale R3m.
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Structure de bandes

La structure de bandes de la cellule primitive de la phase R3m de HfO2 est tracée dans la figure 5.8. Nous
obtenons une largeur de bande interdite de 4.3 eV, inférieure à la valeur expérimentale comprise entre 5.1 et 6.0 eV
qui apparaît pour une cellule monoclinique de HfO2 [Bersch 2008]. Les bandes de conduction du système sont
associées aux orbitales d de l’atome d’hafnium, avec un minimum situé au point Γ, tandis que les bandes de valence
correspondent aux orbitales p des atomes d’oxygène, avec un maximum au point L. Nous avons estimé une masse
effective de 0.8 m0 pour la première bande de conduction du cristal au point Γ.

Figure 5.4 – Structure de bandes de la phase R3m calculée pour la cellule primitive et projetée sur les atomes de
Hf (bleu) et d’O (rouge).

La figure 5.5(a) présente la structure de bandes des premières bandes de conduction avec et sans couplages
spin-orbite. Afin de quantifier les levées de dégénérescence en spin ∆E±, nous avons appliqué une régression linéaire
et cubique en k, sur les différentes directions de haute symétrie :

∆E(ki) = a
(1)
i · ki + b

(3)
i · k3

i (5.1)

où a
(1)
i et b(3)

i sont respectivement les coefficients linéaire et cubique dans la direction définie par ki.
Le couplage spin-orbite le plus important se situe près du point S2 et dans la direction S2,→Γ, avec une lévée de

dégénérescence en spin linéaire de 0.06 eV.Å et cubique de 2.70 eV.Å3. Près du point Γ, nous pouvons déceler un
couplage spin-orbite relativement faible, engendrant une lévée de dégénérescence en spin linéaire de 0.01 eV.Å.
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Figure 5.5 – Structure de bandes de la phase R3m dans la cellule (a) primitive et (b) hexagonale avec (courbes
rouge) et sans (courbes noires) considérer les interactions spin-orbite.

Afin de faire l’étude des couplages spin-orbite pour une couche mince (111) de HfO3, il est intéressant de
comprendre les repliement de bandes que peut engendrer le passage d’une maille cubique à une cellule hexagonale.
La figure 5.5(b) présente la structure de bandes avec et sans couplage spin-orbite de la cellule hexagonale de HfO2
dans la phase R3m. Les matrices de passage entre les vecteurs des réseaux réciproques des deux cellules sont :

Mk,cub→hex =

 2 1 1
1 1 1

−1 −2 1

 ; Mk,hex→cub =

 3 −3 0
−2 3 −1
−1 3 1

 (5.2)

En particulier, le point S2 (figure 5.5(a)) correspond au point M de la cellule hexagonale (figure 5.5(b)).
En ce qui concerne les couplages spin-orbite, on observe que la levée de dégénérescence en spin la plus importante

dans la maille hexagonale se trouve près du point A et dans la direction A→L, avec un coefficient linéaire de 0.05
eV.Å et cubique de 2.69 eV.Å3. Ces valeurs sont très similaires à celles que nous avons obtenues près du point S2
de la maille cubique. On suppose que le point A provient du repliement du point de coordonnée

(
0,− 1

2 ,
1
2
)

de la
maille cubique.

5.2.2 Structure orthorhombique de groupe d’espace Pca21

Structure atomique

Afin de pouvoir comparer les deux phases cristallographiques plus facilement, en particulier pour l’étude des
surfaces, HfO2 dans sa phase Pca21 a été contraint au paramètre de maille de la cellule primitive R3m (à savoir
a = b = c = 4.999 eV) et nous avons optimisé la position des atomes, afin de minimiser l’énergie totale du système.
La structure est représentée par la figure 5.6(a) pour la cellule primitive et (b) pour la cellule hexagonale. La
distance entre deux atomes de hafnium premiers voisins varie de 3.30 à 3.36 Å, tandis que la distance relative entre
deux plans de HfO2 (111) est comprise entre 2.59 et 3.17 Å. En utilisant le formalisme des phases de Berry, nous
avons calculé une polarisation électrique de -58.151 µC.cm−2 dans la direction [001], en accord avec la littérature
[Tao 2017].
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Figure 5.6 – Structures atomiques de (a) la cellule primitive et la cellule hexagonale vue du plan (b) (111) et (c)
(011) de HfO2 dans sa phase orthorhombique Pca21.

Structure de bandes

La structure de bandes du matériau est donnée dans la figure 5.7. Cette structure est similaire à celle de la phase
R3m, avec des bandes de conduction issues des orbitales d de l’hafnium et des bandes de valence correspondant
aux orbitales p de l’oxygène. Elle présente cependant une largeur de bande interdite légèrement plus importante de
4.4 eV (contre 4.3 eV pour la phase R3m). De plus, le minimum de la bande de conduction est proche du point de
haute symétrie T , dans la direction T→R, tandis que le maximum de la bande de valence est située au point Γ.

Figure 5.7 – Structure de bandes de la phase Pca21 calculée pour la cellule primitive et projetée sur les atomes
de Hf (bleu) et d’O (rouge).

Comparé à la phase R3m, la phase Pca21 de HfO2 présente des couplages spin-orbite importants, en particulier
près du point T , où on observe des levées de dégénérescence linéaires en k de coefficient a(1)

T→R
= 0.20 eV.Å pour
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la direction T→R, a(1)
T→Z

= 0.60 eV.Å pour la direction T→Z et a(1)
T→Y

= 0.66 eV.Å pour la direction T→Y . Ces
valeurs sont différentes de celles données par Tao et al. [Tao 2017], qui trouvent respectivement : a(1)

T→R
= 1.21 eV.Å,

a
(1)
T→Z

= 1.10 eV.Å et a(1)
T→Y

= 0.33 eV.Å. Contrairement à nous Tao et al. ont d’une part utilisé la fonctionnelle
PBE, tandis que nous avons utilisé la fonctionnelle PBESol ; et d’autre part ils n’ont pas contraint le système à une
cellule cubique. Ils ont calculé les paramètres de maille suivants : a = 5.234,b = 5.010 et c = 5.043, ce qui pourrait
en partie expliquer les différences par rapport à nos valeurs de coefficient spin-orbite.
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Figure 5.8 – Structure de bandes de la phase R3m dans la cellule (a) primitive et (b) hexagonale avec (courbes
rouge) et sans (courbes noires) considérer les interactions spin-orbite.

Le minimum de la bande de conduction de la cellule hexagonale se situe aux alentours du point Γ et semble être
issu d’un repliement de bandes, mais nous n’avons pas encore réussi à déterminer quel point de haute symétrie de
la cellule primitive a été replié. Néanmoins, il ne semble pas correspondre au point T , qui quant à lui est replié au
point Z.

Concernant les couplages spin-orbite, près du point Γ, on observe une levée de dégénérescence aussi importante
que celle observée au point T de la cellule primitive, avec un coefficient linéaire de 0.58 eV.Å dans la direction
Γ→M , 0.44 eV.Å dans la direction Γ→K et 0.43 eV.Å dans la direction Γ→A.

Ainsi, pour la phase Pca21, des couplages spin-orbite importants sont susceptibles d’apparaître pour des couches
minces (111) de HfO2. Le but de la section suivante est de présenter les effets de la création de surfaces sur les
couplages spin-orbite des phases R3m et Pca21.

5.3 Étude des phases ferroélectriques de l’oxyde HfO2 en couche mince

Afin de modéliser une couche mince de HfO2, nous avons utilisé N plans atomiques (111) de HfO2 correspondant
aux structures hexagonales de la figure 5.3 (b) pour la phase R3m et de la figure 5.6(b) pour la phase Pca21. Nous
avons appliqué un vide initial de 15 Å. Pour des raisons de simplicité, nous n’avons pas appliqué de correction
dipolaire sur les systèmes étudiés, ce qui peut être justifié par l’absence de courbure du potentiel local dans le vide,
comme le montre la figure 5.9.
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Figure 5.9 – Variation du potentiel local (ionique et Hartree) moyenné dans le plan xy (111) en fonction de la
position z suivant l’axe [111]. Les lignes en pointillé représentent la position moyenne suivant z des plans des atomes
d’oxygène (rouge) et des atomes d’hafnium (bleue).

5.3.1 Couches minces obtenues à partir de la phase R3m

Structure atomique

La structure utilisée pour modéliser une couche mince de HfO2 dans la phase R3m est représentée par la figure
5.10. Nous avons fait varier le nombre de monocouches de HfO2 de N = 3 à 9.

Avec la présence de surfaces (111), la phase cristallographique du cristal devient P3m (n◦156), qui dispose des
mêmes symétries que la phase R3m sans les translations suivant l’axe [111]. Nous obtenons deux surfaces que nous
avons nommées SA et SB (voir 5.10).

(a)

(b)
15 Å

3.49-3.53 Å

SA SB

Figure 5.10 – Structure atomique d’une couche mince de HfO2 dans la phase P3m (a) vu de dessus, (b) vu sur le
coté.

La création des surfaces semble augmenter la polarisation électrique de HfO2 par rapport au cristal massif, avec
une polarisation électrique orientée dans la direction [111] et qui pointe en dehors de la couche de HfO2, comme le
montre la figure 5.11(a), qui présente la variation de la polarisation électrique de chaque plan (111) de HfO2 pour
plusieurs épaisseurs N . La polarisation électrique a été calculée en utilisant les charges effectives de Born calculées
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pour la structure non-ferroélectrique Fm− 3m (n◦225). La polarisation électrique PiHfO2
d’un plan iHfO2 de HfO2

(111) est alors obtenue en utilisant la formule suivante :

PiHfO2
= 1
ViHfO2

∈iHfO2∑
i

Z∗
eff,F m−3m,i · (RS,i − RB,i) (5.3)

où ViHfO2
est le volume du plan iHfO2 , Z∗

eff,F m−3m,i est la charge effective de borne de l’atome i, calculé dans
la cellule centrosymétrique, RS,i et RB,i sont respectivement la position de l’atome i dans la structure en couche
mince P3m et dans le cristal massif de phase Fm− 3m.

La figure 5.11(b) montre que la polarisation électrique des deux surfaces augmentent en norme lorsque l’épaisseur
augmente, passant d’une valeur de 2 pour N = 3 à 6 µC.cm−2 pour N = 9 pour la surface SB .

Il est finalement important de nuancer les valeurs de polarisation électrique données dans la figure 5.11. En effet,
il est difficile de calculer la polarisation électrique dans un tel système, puisque les méthodes conventionnelles ne
sont utilisées que pour des systèmes périodiques (formalisme de Berry, Centres de Wannier ou charges effectives de
Born). Ici, nous avons fait le choix d’utiliser les charges effectives de Born, mais nous aurions pu utiliser d’autres
méthodes, comme celle utilisant les fonctions de Wannier, où la position des électrons est assimilée aux centres de
ces fonctions.
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Figure 5.11 – (a) Variation de la composante z de la polarisation électrique interne dans le plan ième plan (111)
iHfO2 de HfO2. (b) Variation de la composante z de la polarisation électrique de la surface A (bleue) et B (rouge)
en fonction de l’épaisseur n de HfO2.

Structure de bandes

Les structures de bandes des couches minces de HfO2 dans la phase P3m (figures 5.12(a) et (b)) sont similaires
à celle du cristal massif de groupe d’espace R3m. Les premières bandes de conduction correspondent essentiellement
aux bandes du cristal massif, tandis que les états de surface se situent plus haut en énergie, aux environs de 6 eV
dans une zone de bande interdite du cristal massif de HfO2. La largeur de la bande interdite est légèrement inférieure
à celle du cristal massif, et décroît lorsque l’épaisseur de HfO2 augmente, passant de 4.12 eV pour N = 3 à 3.87 eV
pour N = 9, comme le montre la figure 5.13.
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Figure 5.12 – Structure de bandes (gauche) et densité d’états (droite) projetées sur les plans atomiques de HfO2.
La contribution de la surface SA est donnée en rouge, celle de la surface SB en bleu, tandis que la contribution des
autres plans est en vert. (a) Pour une épaisseur de 3 monocouches de HfO2 et (b) pour une épaisseur de 9 plans
atomiques (111).
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Figure 5.13 – Variation de la largeur de bande interdite Eg en fonction de l’épaisseur N de HfO2.

Comme pour le cristal massif, les couplages spin-orbite apparaissant sur les bandes de conduction sont relative-
ment faibles, de l’ordre de 0.02 eV.Å, et ne varient pas en fonction de l’épaisseur de HfO2. On trouve néanmoins
un couplage spin-orbite plus important sur les états de surfaces, avec des levées de dégénérescence de l’ordre de
0.1 eV.Å.
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Figure 5.14 – (a) Structure de bandes sans (courbes noires) et avec (courbes rouges) l’interaction spin-orbite de
HfO2 dans la phase P3m pour une épaisseur de 3 monocouches de HfO2. Structure de bandes projetées suivant les
composantes x (b), y (c) et z (d) de l’aimantation mn, mn = ⟨φn|σ|φn⟩. La couleur rouge correspond aux états
de spin up (|+⟩), tandis que la couleur bleue correspond aux états de spin down (|−⟩).

5.3.2 Couches minces obtenues à partir de la phase Pca21

(a)

(b)
15 Å

SA SB

Figure 5.15 – Structure atomique d’une couche mince de HfO2 dans la phase Pca21 (a) vu de dessus, (b) vu sur
le coté.

Nous avons tenté de calculer les propriétés électroniques des surfaces de Pca21. Cependant, nous avons eu des
difficultés à faire converger nos calculs. Nous n’avons obtenu que quelques résultats pour des épaisseurs de 3 à 5
couches de Pca21. Ces difficultés à faire converger la structure atomique et électronique pourraient provenir de la
perte des symétries du cristal, lorsqu’on passe à une couche mince (111) (groupe d’espace P1).
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Figure 5.16 – Structure de bandes (gauche) et densité d’états (droit) projetés sur les plans atomiques de HfO2
(b) pour une épaisseur de 3 monocouches. La contribution de la surface SA est donnée en rouge, celle de la surface
SB en bleu, tandis que la contribution des autres plans est en vert.

Contrairement à une surface de groupe d’espace P3m, les surfaces issues de la phase Pca21 font apparaître des
états de surface dans la bande interdite, comme le montre la figure 5.16, réduisant la largeur de bande interdite à
3.5-3.6 eV pour N = 3, 4 et 2.6 pour N = 5. Ces états de surface présentent des couplages spin-orbite intéressants
(figure 5.17), menant à des levées de dégénérescence linéaires en Γ de 0.10 à 0.14 eV.Å pour N = 3 ou 4 et jusqu’à
0.27 eV.Å pour une épaisseur de 5 plans de HfO2 (111).

Figure 5.17 – (a) Structure de bandes sans (courbes noires) et avec (courbes rouges) l’interaction spin-orbite.
Structure de bandes projetées suivant les composantes x (b), y (c) et z (d) de l’aimantation mn, mn = ⟨φn|σ|φn⟩.
La couleur rouge correspond aux états de spin up (|+⟩), tandis que la couleur bleue correspond aux états de spin
down (|−⟩).

Ainsi, la phase ferroélectrique de HfO2 en couche mince qui présente les couplages spin-orbite et la largeur
de bande interdite la plus faible correspond à la phase Pca21. Quelques questions restent cependant en suspens :
quel est la phase cristallographique la plus stable en couche mince ? D’après Tao et al., les deux phases disposent
d’une énergie similaire, quel que soit l’épaisseur de HfO2 considérée [Tao 2017]. On peut aussi se demander quelle
est la structure qui présente la polarisation électrique la plus importante (probablement la surface Pca21), mais
aussi laquelle des deux surfaces a la polarisation la plus facilement renversable, en supposant que plusieurs états de
polarisation stables existent.
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On peut aussi se demander comment peuvent être adressées les bandes de conduction du système qui présentent
des couplages spin-orbite non-négligeables sur les états de surfaces de la phase Pca21. Un élément de réponse
sera donné dans la section suivante, bien que l’objectif principal de cette section soit de présenter les propriétés
spin-orbite d’une interface entre un métal lourd et une surface de HfO2 (111) dans la phase P3m.

5.4 Étude de l’interface Pb/HfO2 (R3m) (111)
5.4.1 Choix du plomb comme électrode à base de métal lourd

Afin de modéliser la déposition épitaxiale d’un métal lourd sur une surface de HfO2, nous avons cherché des
matériaux avec une structure qui puissent être compatible avec un plan (111) de HfO2, c’est à dire avec des
atomes séparés par une distance multiple de 3.53 (distance entre deux atomes de Hf dans la structure R3m) et
formant des angles de 60◦. Le tableau 5.1 présente quelques métaux lourds de structure cubique, qui dans un plan
(111) pourraient satisfaire les conditions que nous recherchons, des métaux lourd de structure hexagonale avec des
paramètres de maille proches de 3.5 Å pourraient aussi répondre à nos critère. D’autres structures plus complexes
pourraient aussi êtres envisagées [Zhou 2021], mais nous avons dans un premier temps décidé de considérer les
structures les plus simples possibles.

Métal Groupe d’espace a (Å) b (Å) c (Å) dmin,(111) (Å)
Structure cubique

Au (fcc) Fm− 3m 4.07 4.07 4.07 2.87
Pt (fcc) Fm− 3m 3.92 3.92 3.92 2.77
Ir (fcc) Fm− 3m 3.83 3.83 3.83 3.03
Pb (fcc) Fm− 3m 4.95 4.95 4.95 3.50
W (bcc) Im− 3m 3.16 3.16 3.16 4.46

Structure hexagonale
La (hcp) P63/mmc 3.77 3.77 12.14
Lu (hcp) P63/mmc 3.50 3.50 5.55
Tl (hcp) P63/mmc 3.46 3.46 5.52

Table 5.1 – Paramètres structuraux de quelques métaux de structure cubique et hexagonale. a, b et c sont les
paramètres de maille. dmin,(111) est la distance entre 2 atomes dans le plan (111) pour une structure cubique.

Le plomb semble être un bon candidat, il dispose d’une structure cubique de paramètre de maille de 4.95 Å ce
qui correspond à une distance entre deux atomes de plomb de 3.50 Å dans les plans atomiques (111) (voir figure
5.18). De plus, nous avons montré dans le chapitre précédent que les orbitales p du plomb présentent des levées de
dégénérescence en spin dans la structure PbTiO3, ce qui nous laisse supposer que le plomb pourrait donner lieu à
des couplages spin-orbite, lorsqu’il est en contact avec les oxygènes d’une surface de HfO2.

3.50 Å

4.95 Å

Figure 5.18 – Structure atomique du plomb dans sa phase cristallographique Fm− 3m.

Les structures de bandes du plomb massif et en couche mince sont données dans les figures 5.19 (a) et (b) avec
et sans spin-orbite. Pour le cristal massif ou pour des couches minces de M plans atomiques (111) (où nous avons
fait varier M de 1 à 6), nous n’observons pas de levée de dégénérescence en spin sur les différentes directions de
haute symétrie.
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Figure 5.19 – Structure de bandes avec (courbes rouges) et sans (courbes noires) couplage spin-orbite (a) du
cristal massif de Pb et (b) d’une couche mince composée de deux plans atomiques (111) de plomb.

5.4.2 Interface Pb/HfO2 (111)
Nous avons considéré un système en couche mince PbM/HfO2N=4. Ici, HfO2 est de structure cristallographique

R3m et les atomes de plomb sont alignés avec la position des hafniums de la surface. Nous avons fait varier l’épaisseur
M du plomb de 1 à 6, une telle structure est représentée dans la figure 5.20.

(a)

(b)

Figure 5.20 – Structure atomique d’une interface entre une couche mince de HfO2 dans la phase P3m et le plomb
(a) vu de dessus, (b) vu sur le coté.

La structure de bandes de l’interface PbM/HfO2N=4 est donnée dans les figures 5.21 (a-c) pour M = 1 et (d-f)
pour M = 2. Pour M = 1, le système reste isolant, mais avec les états p du plomb dans la bande interdite de
HfO2 et avec une faible largeur de bande interdite de 0.28 eV, qui semble provenir d’un évitement de bandes. Pour
une épaisseur de plomb supérieure ou égale à 2, on obtient des structures de bandes similaires à la figure 5.21(d-f),
avec des bandes conductrices issues des orbitales p du plomb situées dans la bande interdite de HfO2. Les bandes
de conduction de HfO2 sont relativement proches du niveau de Fermi, avec une position relative variant de 0.92
à 1.08 eV en fonction de l’épaisseur du plomb. Ce résultat est d’ailleurs encourageant quant à la possibilité de
contacter les bandes de conduction de HfO2 dans la phase Pca21 par un métal. Dans PbM/HfO2N=4, la largeur
de la bande interdite dans HfO2 est de 4.18 eV pour M = 2 et proche de 4.52 eV pour les autres épaisseurs M du
plomb.
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Figure 5.21 – (a,d) Structure de bandes de PbM/(HfO2)n=4. Densité d’états (b,e) projetée sur les atomes Hf
(bleu), O (rouge) et Pb (vert) et (c,f) projetée sur les orbitales s (vert), p (rouge) et d (bleu). Les figures (a-c)
correspondent aux résultats pour 1 monocouche de plomb (M = 1), tandis que les figures (d-f) correspondent à une
épaisseur de plomb M = 2.

Nous avons observé des couplages spin-orbite non négligeables sur les bandes p du plomb qui croisent le niveau
de Fermi, comme le montre la figure 5.22. On trouve en particulier des couplages intéressants près de certains
anticroisements de bandes qui sont observables au niveau de Fermi. On trouve aussi des couplages spin-orbite près
du point Γ à une énergie proche de EF+0.5 eV (bandes de couleur rouge, bleue et verte sur la figure 5.22(a)),
qui mènent à des lévées de dégénérescence en spin linaire et cubique en k dont les coefficients varient de 0.03 à
0.40 eV.Å pour la partie linéaire et de -57.64 à 23.24 eV.Å3 pour le paramètre cubique en fonction de l’épaisseur.
Ces variations sont respectivement représentées sur la figure 5.23 pour les directions Γ→M et Γ→K .

Figure 5.22 – (a) Structure de bandes avec l’interaction spin-orbite pour l’interface PbM=3/HfO2N=4. Structure
de bandes projetées suivant les composantes x (b), y (c) et z (d) de l’aimantation mn, mn = ⟨φn|σ|φn⟩. La couleur
rouge correspond aux états de spin up (|+⟩), tandis que la couleur bleue correspond aux états de spin down (|−⟩).
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Figure 5.23 – Variation des paramètres spin-orbite en fonction de l’épaisseur M du plomb. Paramètres linéaires
(a) et cubiques (b) en k, évalués dans la direction Γ→M . Paramètres linéaires (c) et cubiques (d) en k, évalués
dans la direction Γ→K . Les couleurs correspondent aux bandes étudiées dans la figure 5.21(a), la couleur rouge
représente la première bande au dessus du niveau de Fermi, la couleur bleue correspond à la seconde et la courbe
verte s’assimile à la troisième bande au dessus de EF.

Ainsi, les bandes p du plomb présentent des levées de dégénérescence en spin relativement importantes à l’inter-
face avec des couches minces de HfO2 de groupe d’espace P3m, contrairement au cas ou on considère une surface
seule de plomb. On a calculé des paramètres linéaires allant jusqu’à 0.40 eV.Å dans les directions Γ→M et Γ→K

pour une épaisseur de 3 plans atomiques (111) de plomb. Il est cependant important de noter que les bandes du
plomb qui croisent le niveau de Fermi, sont délocalisées sur toute la couche du plomb. Ainsi, en supposant que
plusieurs états de polarisation stables sont possibles pour la phase R3m de HfO2 en couche mince, il est probable
que retourner la polarisation électrique à l’interface n’ait qu’un effet mitigé sur les couplages spin-orbite du plomb
pour des épaisseurs de plomb trop grandes. Autrement dit, pour contrôler les couplages spin-orbite du plomb avec
la polarisation de HfO2, et ainsi rendre fonctionnelle les couplages de cette interface, il serait nécessaire d’utiliser
une faible épaisseur de plomb.

5.5 Conclusion et perspectives
5.5.1 Résumé

Nous avons effectué des calculs DFT préliminaires sur les couplages spin-orbite dans des couches minces ferro-
électriques de HfO2 et au niveau d’une interface avec un métal lourd.

Nous avons considéré deux phases ferroélectriques pour les couches minces de HfO2 (111) de groupe d’espace
R3m et Pca21. Nous avons montré que la phase R3m présente des couplages spin-orbite relativement faibles à la
fois dans le cristal massif et en surface, si on les compare à ceux de la phase Pca21 qui présente des levées de
dégénérescence en spin linéaires d’environ 0.5 eV.Å pour le cristal massif et de l’ordre de 0.10 à 0.27 eV.Å pour les
couches minces.

En interfaçant une surface (111) R3m de HfO2 avec du plomb, nous avons montré que :
1. les états p du plomb se situent dans la bande interdite de HfO2, rendant ainsi conducteur l’interface.
2. les bandes de conduction de HfO2 sont relativement proches du niveau de Fermi, ce qui est un résultat

encourageant afin d’adresser les bandes de conduction d’une surface Pca21 de HfO2, qui présentent de bons
couplages spin-orbite.

3. les états p du plomb possèdent des lévées de dégénérescence en spin linéaires et cubiques allant jusqu’à
0.40 eV.Å et -57.64 eV.Å3.
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Nous avons montré aussi que les états p du plomb sont délocalisés sur toute la couche de plomb, laissant supposer
que seuls les systèmes avec un faible nombre de couche de plomb auront des couplages spin-orbite contrôlables par
la polarisation électrique à l’interface.

5.5.2 Perspectives
Bien que nos résultats préliminaires semblent encourageants sur la possibilité d’interfacer HfO2 avec un métal

lourd pour donner lieu à des dispositifs spinorbitroniques fonctionnels, où les couplages spin-orbite à l’interface
seraient contrôlables via la polarisation électrique. Néanmoins, il est nécessaire de poursuivre ces travaux pour
approfondir plusieurs points.

1) Renversement de la polarisation électrique

Parmi les points les plus importants, il faudrait (1) savoir s’il existe plusieurs états de polarisation électrique
stables au niveau du plan de HfO2 de l’interface et (2) connaître les variations des couplages spin-orbite pour un
changement de l’état de polarisation du système.

Une des premières étapes à accomplir est de correctement calculer la polarisation électrique en surface. Dans la
section 5.3, nous avons déterminé que la polarisation électrique des deux surfaces de la couche mince de la phase
R3m est orientée vers l’extérieur de la couche de HfO2 et augmente en norme avec l’épaisseur de la couche mince,
avec des valeurs de l’ordre du µC.cm−2. Ces valeurs ont été déterminées en calculant les charges effectives de Born
d’une cellule de HfO2 centrosymétrique, ne présentant pas de polarisation électrique, et les différences de position
entre les atomes de cette cellule et ceux du système étudié. Cependant, cette méthode peut ne pas être adaptée
à l’étude de couches minces et d’autres méthodes pourraient présenter des résultats différents. Par exemple, nous
avons aussi tenté de calculer la polarisation électrique des surfaces de HfO2 en calculant le déplacement relatif des
centres de Wannier, par rapport à une structure centro-symétrique. Nous avons trouvé des valeurs de polarisation
électrique de l’ordre du µC.cm−2, mais dont la direction pointe vers l’intérieur de la couche de HfO2, contrairement
au calcul avec les charges effectives de Born. Il est donc primordial de déterminer la méthode la plus adaptée pour
calculer la polarisation électrique en surface de HfO2. De plus la géométrie utilisée peut aussi avoir une influence
sur la polarisation du système ; ici nous avons considéré une couche mince asymétrique sans appliquer de correction
dipolaire. Il est possible que l’absence de cette correction engendre un retournement de la polarisation électrique
d’une des deux surfaces. Nous devrions donc tester l’effet de la correction dipolaire sur la polarisation du système
ou alors tester une géométrie symétrique vide/HfO2/vide/HfO2/vide, où chacune des couches de HfO2 aurait une
polarisation électrique opposée.

Une fois cette étape validée, nous tenterons de renverser la polarisation électrique du matériau et d’observer les
changements induits sur les couplages spin-orbite à la fois pour une surface de HfO2 dans les phases R3m et Pca21,
ainsi que pour l’interface avec le plomb.

2) Variation de l’épaisseur de HfO2 et interface avec la phase Pca21

Les calculs que nous avons effectués dans la section 5.4 pour déterminer les propriétés spin-orbite d’une interface
entre HfO2 et le plomb, portent uniquement sur le cas d’une couche mince de HfO2, composée de 4 plans atomique
(111) et correspondant au groupe d’espace R3m. Il serait intéressant, d’une part, de calculer les variations des
couplages spin-orbite du plomb en fonction de l’épaisseur de la couche mince, puisque nous avons vu dans la section
5.3 que la polarisation électrique en surface de HfO2 varie avec l’épaisseur. D’autre part, il serait important de
modéliser une interface HfO2 dans le groupe d’espace Pca21 et de calculer les paramètres spin-orbite qui apparaissent
à l’interface.

3) Taux de conversion spin-charge

Nous avons vu dans la section 5.4 que plusieurs bandes du plomb présentant des couplages spin-orbite non
négligeables croisent le niveau de Fermi. Les processus de conversion spin-charge font intervenir l’ensemble des
bandes situées au niveau de Fermi et les différentes contributions de chacune de ces bandes pourraient « interférer »
destructivement. Il serait donc important de déterminer les effets de chacune de ces bandes sur les conversions
spin-charge en utilisant un modèle semi-classique de Boltzmann, comme cela a pu être effectué dans différentes
études pour un effet Rashba-Edelstein [Vaz 2019, Johansson 2021] ou Hall de spin [Bhowal 2019, Wang 2020].

4) Reconstructions atomiques et autres terminaisons d’interface

Jusqu’à présent, nous avons considéré des surfaces et interfaces parfaites, sans aucun défaut de structure. La
présence de défauts peut cependant altérer les différentes propriétés d’une surface ou d’une interface. Nous pourrions
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donc aussi calculer la stabilité de différents défauts (lacune d’oxygène ou reconstruction atomique par exemple) et
leurs effets sur la polarisation électrique et les propriétés spin-orbite des systèmes étudiés.

5) Autres choix d’électrode

Finalement, nous avons considéré uniquement l’interface avec une électrode de plomb qui dispose d’une structure
compatible avec HfO2. Néanmoins, comme nous l’avons dit dans le chapitre précédent, il s’agit d’un élément toxique
qu’on cherche à éviter dans les différents dispositifs, bien qu’il soit adapté pour des études fondamentales. Nous
pourrions aussi nous intéresser à l’étude d’autres composés lourds moins toxiques.



Chapitre 6

Autres systèmes étudiés

Les travaux décrits dans les chapitres précédents ont constitué le cœur de cette thèse et ont eu pour but
d’étudier les effets résultants de l’interaction spin-orbite dans différentes structures à base d’oxydes. En marge de
ces travaux, nous avons été amenés à participer à d’autres études, souvent initiées ou motivées par les différentes
collaborations que nous avons nouées, et pour une partie d’entre elles, associées à la physique des oxydes au sens
large. Plus particulièrement, les systèmes envisagés ont soit concerné des surfaces ou interfaces d’oxydes présentant
un gaz bidimensionnel d’électrons, de la même manière que l’interface LaAlO3/SrTiO3 décrite dans le chapitre 3,
des composés massifs sans symétrie d’inversion spatiale, comme dans le chapitre 4, ou des interfaces métal/oxyde
(chapitre 5). Une partie de ces études a mis en jeux des systèmes complexes dans lesquels un effort tout particulier a
été réalisé pour montrer le rôle primordial des défauts de structure, ce qui a rendu l’étude des effets spin-orbites plus
compliqués ou voire même impossible pour ces structures. Dans ce chapitre, nous ferons donc un résumé succinct
des résultats obtenus au cours de ces différentes études, tout en essayant de les connecter à notre thématique initiale.

6.1 Gaz bidimensionnel d’électrons aux surfaces et interfaces d’oxydes
6.1.1 Interface LaAlO3/SrTiO3(001) dopée avec des atomes d’iridium

Dans le chapitre 3, nous avons étudié les effets de l’interaction spin-orbite sur la structure électronique associée
au gaz bidimensionnel d’électrons (2DEG) à l’interface LaAlO3/SrTiO3(001) (LAO/STO) et nous avons discuté
comment cette propriété pourrait être modifiée, soit en appliquant un champ électrique, soit en modifiant la structure
atomique. Une autre méthode bien connue pour modifier les propriétés électroniques d’un système est de changer
sa composition chimique ou de le doper.

Différentes études se sont déjà intéressées aux effets du dopage sur les propriétés de transport à l’interface
LAO/STO. La nature chimique des dopants utilisés est relativement variée et il est à noter que des effets différents
peuvent être observés en fonction de la zone choisie pour le dopage, qu’il s’agisse de la couche de SrTiO3, de
celle de LaAlO3 ou des plans atomiques d’interfaces. Il a été ensuite montré expérimentalement que des effets
divers pouvaient (ou non) être obtenus par dopage, comme des variations de la conductivité ou de la densité de
porteur, de l’épaisseur critique pour obtenir la transition isolant-métal ou l’apparition d’un ordre magnétique mis en
évidence par la présence d’un effet Kondo ou d’un effet Hall anomal [Fix 2009, Fix 2010, Gray 2015, Sanders 2015,
Yan 2018]. Peu de calculs numériques ont été à ce jour publiés sur l’étude des propriétés d’interfaces LAO/STO
dopées [Nazir 2015, Nazir 2016].

Parmi les références citées ci-avant, deux d’entre elles font référence à des variations de l’effet Rashba à l’interface
LAO/STO en fonction de la concentration en dopants de Cr introduits dans LaAlO3. Il est notamment montré que
la présence d’atomes de Cr augmente significativement le temps de relaxation de spin dû à l’interaction spin-orbite,
diminue la densité de charge, et peut entrainer une augmentation de la résistance à basse température par effet
Kondo [Kumar 2015]. Les résultats obtenus suggèrent également que le désordre induit par le dopage est à l’origine
de la décroissance de la température de transition vers l’état supraconducteur [Singh 2017].

Durant sa thèse, Lee [Lee 2017, Lee 2018] s’est intéressée à l’étude de l’interface LAO/STO dopée par des
éléments de transition. Parmi les deux éléments étudiés, l’iridium est apparu comme particulièrement prometteur
compte tenu de la physique des iridates, dont la richesse provient de la compétition entre corrélations électroniques
et couplages spin-orbite des électrons peuplant les bandes 5d [Rau 2016, Zhang 2018].

Expérimentalement, les hétérostructures étudiées étaient LaAlO3/SrTi1−xIrxO3(1 couche)/SrTiO3 (avec x = 0
à 5%). La caractérisation structurale par microscopie électronique des interfaces LAO/STO dopées Ir n’a pas été
aisée et il s’est avéré compliqué de déterminer la position des atomes d’Ir une fois la croissance terminée. Il a été
en revanche possible de mettre en évidence diverses modifications de l’état de contrainte, certainement résultant
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du dopage [Lee 2017]. Cette première étude a donc montré qu’en plus de potentiellement modifier directement la
structure électronique du 2DEG, un effet indirect via une modification de la structure atomique d’interface pourrait
être attendue. Les mesures de transport ont quant à elles établi une variation non linéaire de la densité de porteurs
en fonction de la quantité de dopants, tandis que la mobilité restait quasiment constante.

Figure 6.1 – (a) Exemple de structure atomique utilisée pour le calcul des propriétés de l’interface
LaAlO3/SrTiO3(001) dopée avec un atome d’Ir. Dans cet exemple, l’impureté est située dans le plan de TiO2
d’interface. Seule la moitié de l’hétérostructure est montrée. (b) Energie de formation de la substitution en fonction
de la position de l’atome d’Ir dans l’hétérostructure. Le calcul prend en compte les variations de potentiel chimique
des atomes substitués (Ti ou Al), afin que les cristaux massifs de SrTiO3 et LaAlO3 restent stables. (c) Densité
d’états projetée dans le plan de l’impureté, dans le cas où l’atome d’Ir se situe en surface de LaAlO3 (haut) ou dans
le plan de TiO2 d’interface (bas).

Nous avons effectué des calculs DFT en utilisant une hétérostructure de dimension dans le plan (2 × 2) et symé-
trique vide/(LAO)M=5/(STO)N=6.5/(LAO)M=5/vide avec deux interfaces de terminaisons identiques LaO/TiO2.
Deux atomes d’Ir ont été introduits dans cette structure, à des positions variables, et de telle sorte à conserver le
plan miroir (001) au centre de la couche de STO. Les atomes d’Ir ont toujours été introduits en substitution des
atomes de Ti ou de Al, car ces positions sont énergétiquement plus favorables. La moitié de la structure atomique
utilisée pour le calcul peut être visualisée dans la figure 6.1(a). Les calculs ont tous été réalisés dans l’approximation
PBE.

Les résultats des calculs montrent que les positions atomiques dans les plans proches de l’interface donnent
des énergies de substitution plus élevées que celles au centre de la couche de SrTiO3 ou en surface de LaAlO3, la
position près du centre de SrTiO3 étant la plus basse en énergie (voir figure 6.1(b)). Comme nous pouvons le voir
sur la figure 6.1(c), lorsqu’un atome de Ir est introduit dans SrTiO3 ou LaAlO3, il crée un état de défauts dans
la bande interdite, proche du niveau de Fermi. Celui-ci, va agir comme un piège pour les charges transférées lors
de la création du gaz 2D d’électrons. Ainsi, en substitution d’un cation de Ti4+ dans le centre de la couche de
STO, l’iridium adoptera également un degré d’oxydation 4+ (5d56s0), alors qu’il se transformera en Ir3+ (5d66s0)
en piégeant un électron s’il est situé à la place d’un atome de Ti de l’interface. De la même manière, nous avons
calculé la formation d’un atome d’Ir de degré d’oxydation 3+ lorsqu’il est en substitution d’un cation Al3+, qui se
transforme en Ir4+, lorsqu’il est situé à la surface de LAO. Ce résultat montre que les états de l’Ir dans la bande
interdite sont directement impliqués dans le transfert d’électrons qui s’opère entre la surface de LAO et le plan
atomique de TiO2 de l’interface du fait de la catastrophe polaire. Toujours d’après nos calculs, les cations d’Ir se
stabilisent dans un état bas spin, de moment magnétique de spin égal à 1 µB pour Ir4+ ou 0 µB pour Ir3+.

Les résultats que nous avons obtenus montrent que si les atomes d’Ir restaient près de l’interface, ils devraient
être responsables d’un piégeage des charges, ce qui devrait globalement diminuer la conductivité du 2DEG. Le fait
qu’expérimentalement la conductivité ait été trouvée inchangée en fonction du dopage pourrait confirmer l’idée
d’une migration des atomes de Ir hors de l’interface.

Cette étude nécessite encore d’être complétée afin de pouvoir être publiée. D’une part, il pourrait être nécessaire
de vérifier si ces résultats dépendent fortement ou non de l’application d’une correction de type +U sur la fonction-
nelle d’échange et de corrélation. Il pourrait également être intéressant de vérifier si le couplage magnétique entre
les atomes d’Ir est bien ferromagnétique (choix effectué par défaut). Finalement, la présence de défauts chargés n’est
pas à exclure et pourrait modifier le résultat obtenu. Quant au calcul des effets spin-orbite, ils pourraient s’avérer
compliqués du fait du grand nombre d’atomes dans notre cellule (332 atomes) et de la dimension latérale (2 × 2) à
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prendre en compte.

6.1.2 Etats électroniques polarisés en spin et reconstructions atomiques aux surfaces
polaires de l’antiperovskite Sr3SnO(001)

Les matériaux de structure antipérovskite, ou également appelée pérovskite inverse, possèdent la même structure
cristallographique que des matériaux de structure pérovskite normaux, mais avec une inversion de la position
respective des cations et des anions [Krivovichev 2008].

L’oxyde de structure antiperovskite Sr3SnO a été prédit comme étant un semimétal de Dirac 3D, avec une
structure de bandes présentant un cône de Dirac dans chacune des six directions Γ − X [Nakamura 2020]. Ce
matériau est formellement considéré comme étant un isolant topologique cristallin, i.e. présentant des états de
surface dans sa bande interdite qui sont préservés par la symétrie d’inversion du cristal [Hsieh 2014]. Des états
supraconducteurs [Oudah 2016] ou la présence d’un ordre magnétique [Lee 2013] ont également déjà été rapportés
pour ce matériau.

En considérant les degrés d’oxydation formels +2, -4 et -2, respectivement pour les cations de Sr et les anions
de Sn et O, Sr3SnO devrait être constitué d’une alternance de plans atomiques polaires (SrSn)2− et (Sr2O)2+ dans
la direction (001). Comme nous l’avons expliqué dans le chapitre 3 pour l’interface LaAlO3/SrTiO3(001), du fait
de cette alternance de plans chargés et de la discontinuité de charge à l’interface avec le vide, nous pouvons nous
attendre à voir apparaître des reconstructions électroniques ou atomiques de surface. L’impact de ces reconstructions
sur les propriétés des états de surface n’avait pas encore été étudié en détails. En conséquence, nous avons effectué
des calculs ab initio pour essayer de déterminer quelles terminaisons des surfaces (001) peuvent être les plus stables
et quelles sont les propriétés qui leurs sont associées [Arras 2021].

Nous avons identifié plusieurs terminaisons de surface qui pourraient être stabilisées en fonction des conditions de
croissance. Les surfaces de terminaison SrSn et SrSn0.5 apparaissent comme étant énergétiquement les plus stables
pour des conditions de croissance permettant la formation de Sr3SnO. Du fait des faibles énergies de surface qui
les séparent, d’autres terminaisons (Sr2O et Sr2O1.5) restent tout de même probables. Nous avons calculé que des
reconstructions (2 × 1) sont énergétiquement plus stables que des reconstructions

(√
2 ×

√
2
)
R45°.

Dans notre étude, nous avons détaillé les propriétés électroniques de ces quatre terminaisons. Chacune de ces
surfaces présente des états électroniques dans la bande interdite, avec une forte contribution de la surface près des
points de haute symétrie M et X, ce qui confirmerait la capacité de ce matériau à former un isolant topologique
d’ordre plus élevé. Ces états croisent le niveau de Fermi et sont fortement localisés à la surface (voir figure 6.2(a)),
formant un gaz bidimensionnel d’électrons. Les reconstructions électroniques ou atomiques favorisant les trans-
ferts d’électrons à la surface induisent la présence d’états hybridés Sn-p et Sr-d, alors que le transfert de trous
implique que seul des états de caractère purement Sn-p croisent le niveau de Fermi, et sont de fait plus délocalisés
perpendiculairement à la surface (i.e. présentent une extension plus grande du gaz 2D d’électrons dans la couche).

Nous avons ensuite trouvé que dans le cas d’une surface parfaite de terminaison Sr2O, un ordre ferromagnétique
peut se stabiliser en raison de l’occupation des orbitales 4d des atomes de Sr. Du fait de la faible localisation des
orbitales 4d, les moments magnétiques de spin par atome ont été calculés comme étant presque nuls. Cet ordre
magnétique ne semble de fait pas robuste et nous avons montré que la présence de défauts peut suffire à le faire
disparaître. La différence d’énergie entre l’état magnétique et non magnétique a été calculée égale à −0.43 eV/a2

0.
En considérant une structure asymétrique, nous avons aussi calculé que des levées de dégénérescence en spin

des états de surface apparaissent, comme le montre la texture de spin représentée dans la figure 6.2(b). Ces levées
de dégénérescence ont été caractérisées en effectuant une régression de la différence d’énergie entre les deux bandes
de spins différents, suivant le polynôme ∆E±(k) = a · k + b · k3. Les coefficients a et b calculés sont donnés dans le
tableau 6.1. Il est intéressant de noter que ces levées de dégénérescence sont particulièrement visibles au voisinage
du point M, de petit groupe C4v, où le coefficient a correspond au paramètre Rashba multiplié par un facteur
2 : a = 2αR. Sr3SnO pourrait donc être ajouté la liste des candidats potentiels pour réaliser des dispositifs de
conversion spin-charge.
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Table 6.1 – Masses effectives m∗ et paramètres de séparation des spins a et b, calculés pour les bandes d’énergie
E, les plus proches du niveau de Fermi EF aux points X et M .

Direction E − EF m∗ a b
(eV) (m0) (eV Å) (eV Å3)

Terminaison Sr2O
X→Γ 0.042 −0.54 0.10 −2.2
X→M 0.042 1.34 0.16 −1.6
M→X 0.606 −0.23 0.07 0
M→Γ 0.606 −0.33 0.08 −0.33

Terminaison SrSn
X→Γ −0.077 4.04 0.04 0.47
X→M −0.077 −2.03 0.21 −1.68
M→X 0.204 −0.69 0.05 −1.42
M→Γ 0.204 −0.88 0.05 −2.48

(i)

(a) (b)

Figure 6.2 – (a) Structure de bandes d’une surface de Sr3SnO (001) de terminaison SrSn, projetée sur les atomes
de Sr (vert), Sn (orange) et O (rouge) de surface. L’état (i) correspond à l’état de surface. (b) Isoénergie projetée
dans la zone de Brillouin 2D, avec la texture de spin associée. Les couleurs bleue et rouge aident à distinguer les
bandes scindées par la perturbation spin-orbite et de moments de spin opposés. Les lignes grises représentent les
bandes n’appartenant pas à la surface. [Arras 2021]

Un résumé plus détaillé des résultats obtenus a été publié dans le journal Phys. Rev. B en 2021 [Arras 2021].

6.2 Effets spin-orbite dans les cristaux massifs
Dans le cadre de notre collaboration avec le groupe de Laurent Bellaiche, nous avons effectué une série d’études

sur les effets spin-orbite de type Rashba dans des composés massifs. Les travaux décrits dans le chapitre 4 ont été
menés dans le cadre de discussions assez larges, qui nous ont permis d’être associés aux deux études supplémentaires
mentionnées dans cette section.

6.2.1 Large levée de dégénérescence due au degré de liberté dans le matériau ferro-
électrique LaWN3

Dans cette étude, menée par H. Zhao [Zhao 2020a], il a été montré que le matériau ferroélectrique LaWN3, de
groupe d’espace R3c (n◦ 161), présente des levées de dégénérescence en spin des bandes de conduction, dont les
valeurs peuvent atteindre 2.7 eV.Å.

La structure de bandes de LaWN3 est présentée dans la figure 6.3(a). LaWN3 possède d’après le calcul une
largeur de bande interdite de 0.85 eV, avec une polarisation électrique de 61.5 µC.cm−2. Sans le couplage spin-
orbite, les bandes de conduction sont dégénérées 4 fois aux points L et Γ : 2 fois pour les spins et deux fois pour les
orbitales (figures 6.3(a) et (b)). En incluant la perturbation spin-orbite, la dégénérescence des orbitales se lève aux
points L et Γ, tandis que celle des spins ne se lève que suivant les directions de haute-symétrie hors de ces points,
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laissant apparaître des dispersions en k de ces levées de dégénérescence de l’ordre de 0.08-0.13 eV.Å près du point
Γ et de 1.6-2.7 eV.Å près du point L (figure 6.3(a)).

L’origine de la force du couplage spin-orbite provient de l’interaction des deux bandes dégénérées en L et en
Γ (figure 6.3(c)). En particulier, un modèle k · p à 4 bandes, contenant les degrés de liberté du spin et les degrés
de liberté des orbitales, est nécessaire pour correctement décrire les couplages spin-orbite près des points de haute
symétrie L et Γ, comme le montrent les figures 6.3(d) à (g), qui présentent une comparaison entre un modèle k · p
à 4 et 2 bandes près de ces points.

Finalement, il a été montré que l’énergie de la bande au point L peut être abaissée de 0.25 eV en appliquant
une contrainte épitaxiale de 3 %.

Figure 6.3 – (a) Structure de bandes de LaWN3. (b) et (c) Bandes de conduction du système dans la direction
L→Γ respectivement avec et sans spin-orbite. (d) et (f) Bandes de conduction respectivement près des points Γ et
L. Les courbes noires représentent les résultats DFT, tandis que les courbes oranges correspondent au modèle à 4
bandes. (e) et (g) Bandes de conduction respectivement près des points Γ et L. Les courbes noires représentent les
résultats DFT, tandis que les courbes oranges correspondent au modèle à 2 bandes. [Zhao 2020a]

Les résultats de cette étude sont résumés en détail dans l’article [Zhao 2020a].

6.2.2 Levée de dégénérescence purement cubique avec une texture de spin persistant
Dans les chapitres précédents, nous avons vu que la plupart des couplages spin-orbite dans les cristaux non-

magnétiques provoquent une levée de dégénérescence en spin linéaire et cubique, qui peut être majoritairement
linéaire ou majoritairement cubique en fonction de la valeur des coefficients spin-orbite. Nous avons également vu
dans la section 1.2.3 que l’effet Dresselhaus cubique, apparaissant dans les systèmes de groupe d’espace F43m,
présente uniquement une levée de dégénérescence cubique en k.

Concernant les textures de spin, il a été discuté que deux cas de figures pouvaient mener à une texture de
spin persistant : 1) soit certains coefficients spin-orbite se compensent mutuellement, ne laissant que des coeffi-
cients non-nuls pour les termes d’interaction alignant les spins suivant une direction donnée [Tao 2018], 2) soit les
seuls coefficients permis par les opérations de symétrie forcent automatiquement un alignement parallèle des spins
[Tao 2018]. Dans le premier cas, la texture de spin persistant sera fortement dépendante du système, et notamment
des effets de contrainte ; dans le second cas, la texture sera robuste tant que le groupe d’espace reste inchangé.

De ces différents constats, il apparaît naturel de se poser la question de savoir s’il existe des groupes d’espace
dont les symétries imposeraient des levées de dégénérescence purement cubiques, et si des textures de spin persistant
pourraient leurs être associées. Le but de l’étude a justement été de tenter de répondre à cette question [Zhao 2020b].

Il a été montré que des levées de dégénérescence purement cubiques en k et forcées par la symétrie, c’est à
dire sans aucun terme linéaire possible en k, sont permises dans des systèmes de groupes ponctuels 6 (C3h) et 6m2
(D3h). Ces levées de dégénérescence entraînent des textures de spin persistant (voir figure 6.4 (i)), avec des moments
de spin orientés dans la direction de l’axe de symétrie de plus grand ordre (C6) et dont la forme dépend de deux
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Ge3Pb5O11 Pb7Br2F12 Pb7Cl2F12
E0 (eV) 2.13 3.76 3.98
ξ (eV.Å3) -5.24 -2.92 1.75
λ (eV.Å3) -3.43 -5.04 8.65

Table 6.2 – Position en énergie E0 de la bande de conduction et des paramètres spin-orbite ξ et λ calculés près
du point de haute symétrie Γ pour différents composés [Zhao 2020b].

paramètres ξ et λ (analogues aux paramètres cubiques Rashba α(3)
R et Dresselhaus α(3)

D ). L’Hamiltonien spin-orbite
correspondant est de la forme :

HSOC(kx, ky, kz) = ξkx

(
k2

x − 3k2
y

)
· σz + λky

(
3k2

x − k2
y

)
· σz (6.1)

Figure 6.4 – Schémas de structures de bandes et textures de spin dues à des levées de dégénérescence linéaires
et/ou cubiques. Les panneaux (a) à (c) décrivent la variation en énergie Ek des bandes en fonction de k pour des
couplages spin-orbite (a) linéaire Ek = αk2 ± λk, (b) linéaire et cubique Ek = αk2 ± λk ± ηk3 et (c) cubique
Ek = αk2 ± ηk3, les différentes couleurs représentent les deux états de spin. Les panneaux (d) à (f) représentent les
textures de spin pour (d) un effet Bychkov-Rashba, (e) un effet Dresselhaus linéaire et (g) un effet Byschkov-Rashba
et Dresselhaus linéaire avec des coefficients αR = ±αD. Les panneaux suivants représentent les couplages cubiques
en k, avec (g) un effet Rashba cubique, (h) un effet Dresselhaus, tandis que le panneau (i) représente la texture de
spin correspondant à l’équation 6.1, obtenue pour les systèmes adoptant un groupe ponctuel 6 (C3h) ou 6m2. les
couleurs rouge et bleue correspondent à des moments de spin opposés dans la direction z. [Zhao 2020b]

Des exemples de composés à base de plomb, tels que Ge3Pb5O11, Pb7Br2F12 ou Pb7Cl2F12, et présentant le
groupe ponctuel 6 ou 6m2 au point de haute symétrie Γ ont été proposés et étudiés dans cette étude. Les valeurs
de leurs coefficients spin-orbite sont données dans le tableau 6.2.

L’ensemble de ces résultats est décrit plus en détail dans l’article [Zhao 2020b].

6.3 Interfaces métal/oxyde : Formation de barrières Schottky à l’in-
terface Fe/SrTiO3(001)

L’association d’un métal et d’un isolant ou semi-conducteur est centrale dans la réalisation de dispositifs pour
l’électronique tels que les condensateurs et les diodes Schottky, constituants de bases des mémoires DRAM ou des
transistors MOSFET. L’étude de ces interfaces est alors cruciale afin d’utiliser ces matériaux dans des dispositifs
de plus en plus performants.

L’étude de l’interface Fe/SrTiO3(001) a été réalisée dans le cadre d’une collaboration avec le groupe de Phi-
lippe Schieffer. Préalablement à notre étude numérique, Catrou et al. ont étudié expérimentalement des interfaces
Fe/SrTiO3(001). Leurs échantillons présentaient majoritairement une terminaison de TiO2, avec une proportion de
10 à 20 % de terminaison SrO. Les auteurs de cette publication ont montré qu’en dessous de 10 monocouches de
fer déposées sur SrTiO3, le minimum de la bande de conduction (CBM) se situe sous le niveau de Fermi, ce qui
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correspond à une métallisation de la couche de SrTiO3 (soit un régime ohmique), alors qu’au delà de 15 mono-
couches de fer, une hauteur de barrière de Schottky (SBH) de l’ordre de 0.05 ± 0.07 eV est formée. Ces résultats
expérimentaux ne semblaient pas être directement comparables avec les calculs théoriques réalisés pour l’interface
Co/SrTiO3, qui prédisent une SBH de 1.3 (1.0) eV pour une interface de terminaison TiO2 (SrO) [Mrovec 2009].
L’hypothèse que la SBH puisse être réduite par la présence de lacunes d’oxygène a alors été avancée par Catrou et
al. afin d’expliquer ces différences. Dans notre étude, nous avons tenté de vérifier cette hypothèse à l’aide de calculs
numériques [Arras 2020b].

Nous avons effectué des calculs DFT+U afin d’étudier différentes configurations possibles de l’interface Fe/SrTiO3(001)
et afin d’essayer de définir quels sont les paramètres clés qui permettent d’expliquer les faibles mesures de hauteurs
de barrière de Schottky de type n [Catrou 2018].

Il a d’abord été montré que la terminaison d’interface, Fe/TiO2 ou Fe/SrO pour des interfaces parfaites, est le
facteur qui semble être le plus important pour expliquer les observations expérimentales. Nous avons en effet calculé
une SBH proche de 1.2 eV pour une interface parfaite de terminaison Fe/TiO2, alors qu’une interface Fe/SrO aboutit
au calcul d’une SBH quasiment nulle.

Pour une interface de terminaison TiO2, la présence de lacunes d’oxygène peut aussi altérer la barrière de
Schottky, mais dans des proportions moindres, les modifications étant limitées par la localisation spatiale des
lacunes. Il a en effet été trouvé que la création d’une lacune d’oxygène est énergiquement plus stable dans le plan
de TiO2 de l’interface (voir figure 6.5(a)), et que dans ce cas précis, elle ne modifie pas du tout la valeur de la
SBH. Uniquement dans le cas où les lacunes sont localisées dans des plans plus éloignés de l’interface, il est possible
d’observer une réduction de la SBH en raison de la localisation d’une partie des charges au voisinage de la lacune
(entraînant une distorsion de la maille et la formation d’états de défauts dans la bande interdite, voir figure 6.5(b)).

De plus, il a été prouvé dans cette article, que l’oxydation de la première couche de fer au contact de l’interface
améliorerait cette valeur.

La suppression des lacunes d’oxygène par des processus de recuit, ou en effectuant la croissance dans un en-
vironnement riche en oxygène devrait donc aider à conserver de hautes valeurs de SBH. Un bon contrôle de la
terminaison d’interface reste le point primordial.

(a) (b)

Figure 6.5 – (a) Énergie de formation des lacunes d’oxygène en fonction de leur position par rapport à l’interface de
terminaison TiO2 (bleue) et SrO (verte). La ligne noire en pointillés correspond à l’énergie de formation (5.18 eV)
d’une lacune d’oxygène dans une supercellule 2 × 2 × 5, avec la lacune située sur un plan de TiO2 (001). (b)
Résumé des différentes hauteurs de barrière de Schottky (SBH) de type n, calculées pour les interfaces parfaites de
terminaison SrO ou TiO2 (gauche), avec une lacune d’oxygène située à IF-i plans de l’interface (centre) ou avec une
monocouche oxydée de fer (droite). [Arras 2020a]

Pour plus de détails sur ces résultats, le lecteur peut se référer à l’article que nous avons publié en 2020 dans
Phys. Rev. B [Arras 2020a]. Bien que cette étude n’a pas donné lieu à l’étude de phénomènes physiques associés à
l’interaction spin-orbite, elle est liée à ce sujet de thèse par plusieurs aspects. Tout d’abord, cette interface met en
jeu l’oxyde SrTiO3 que nous avons évoqué plusieurs fois au cours de ce manuscrit, et notamment dans le chapitre 3.
Ensuite, les études des interfaces métal / oxyde isolant sont apparues intéressantes à la fin du chapitre précédent.
Finalement, le rôle des défauts, peu évoqué jusqu’à présent dans nos calculs, est un paramètre important à prendre
en compte pour comparer les résultats numériques avec des mesures expérimentales sur des systèmes réels. Comme
décrit dans l’annexe de notre article [Arras 2020a], la présence de lacunes d’oxygène dans SrTiO3 et/ou l’oxydation
de la couche métallique à l’interface, en plus de modifier les hauteurs de barrières de Schottky, peut aussi affecter les
propriétés magnétiques de la couche adjacente et, même si nous ne l’avons pas étudié, pourrait modifier l’anisotropie
magnétique de la couche de Fe [Hallal 2013, Dieny 2017].





Conclusion

Les travaux numériques réalisés au cours de cette thèse s’inscrivent dans la recherche et la compréhension de
matériaux aux couplages spin-orbite adaptés aux applications en spinorbitronique.

Pour approfondir nos connaissances sur ces propriétés, nous avons choisi de nous focaliser sur des éléments de
la famille des oxydes de métaux de transition, matériaux déjà connus pour présenter une large variété de propriétés
physiques. Trois types de systèmes ont été retenus et comparés pour cette étude :

1. une interface entre deux oxydes, comme siège d’un gaz bidimensionnel d’électrons, avec, à titre d’exemple,
l’interface LaAlO3/SrTiO3(001) [Rubi 2020], qui, fortement étudiée depuis 2004, reste la plus emblématique ;

2. un matériau massif ferroélectrique, avec encore une fois, le choix d’un véritable cas d’école dans cette fa-
mille de matériaux, à savoir PbTiO3 ; ces travaux ont permis la publication de deux articles [Arras 2019,
Gosteau 2021].

3. l’interface métal/oxyde ferroélectrique Pb/HfO2 (111).
Ces trois systèmes ont été étudiés à l’aide de calculs ab initio basés sur la théorie de la fonctionnelle de la

densité (DFT), qui permettent à la fois d’optimiser les structures atomiques et d’extraire divers paramètres clés
pour analyser entre autre les distorsions structurales dans la maille, mais aussi de calculer avec plus ou moins de
précision la structure électronique des matériaux, tout en incluant l’effet de l’interaction spin-orbite. Dans certains
cas, ces calculs ont été complétés par des modèles de liaisons fortes ou des hamiltoniens modèles basés sur la théorie
des invariants, les premiers afin de déterminer plus facilement les interactions dominantes entre orbitales atomiques
dans les effets spin-orbite, et les seconds afin d’analyser la forme des couplages spin-orbite (ou des textures de spin)
à partir d’arguments de symétrie.

Résumé et comparaison des propriétés spin-orbite des systèmes étudiés
Afin de comparer les couplages spin-orbite dans les systèmes étudiés, nous nous aiderons du tableau 6.3, qui

présente les principales caractéristiques de ces couplages.

Tout d’abord, nous avons étudié l’interface conductrice LaAlO3/SrTiO3(001) [Rubi 2020]. Nous avons déterminé
une densité de charge de l’ordre de 1.9 × 1014 cm−2, correspondant au gaz 2D d’électrons pour une épaisseur de
couche de LaAlO3 de 5 formules unités. Les électrons localisés proches de l’interface occupent majoritairement les
orbitales dxy des atomes de titane. Pour ces bandes, l’interaction spin-orbite induit des levées de dégénérescence
en spin de type Bychkov-Rashba linéaire en k, dont l’amplitude est de l’ordre de 7 meV.Å et 4 meV.Å pour les
deux bandes de conduction les plus basses en énergie. De plus, conformément à la littérature, nous avons trouvé
que la levée de dégénérescence en spin la plus importante se situe au niveau de l’anticroisement entre les bandes de
caractère dxy et dyz/zx, où l’interaction entre ces deux bandes est la plus importante. Dans ces zones, la différence
d’énergie entre les deux états de spin est de l’ordre de 3 meV pour la bande de caractère dxy la plus basse en énergie
(notée 1dxy), alors qu’elle est près de deux fois supérieure (7 meV) pour la seconde bande, 2dxy ; cette différence
notable d’énergie semble s’expliquer par la différence de localisation des électrons correspondant aux bandes 1dxy,
localisées à l’interface et aux bandes 2dxy localisées en profondeur de la couche de STO, ce qui pourrait permettre
une plus forte interaction avec les bandes de caractère dyz/zx, associées à des charges délocalisées sur plusieurs plans
atomiques en profondeur.

Par la suite, nous avons modélisé l’effet d’une tension de grille perpendiculaire à l’interface et nous avons montré
une augmentation / diminution de la densité de charge en fonction du signe de la tension appliquée, qui entraîne
un décalage en énergie non-rigide des bandes de caractère dxy et dyz/zx par rapport au niveau de Fermi. Nous
avons aussi montré que les couplages spin-orbite ne sont que faiblement impactés par le champ électrique appliqué,
qui reste négligeable par rapport au champ électrique interne du système. Les variations des propriétés dues à
l’interaction spin-orbite mesurées expérimentalement sont donc plus probablement à attribuer à des variations du
niveau de Fermi, ce qui implique que les contributions aux effets spin-orbite mesurés puissent provenir d’un nombre
différent de bandes ou pour des vecteurs d’onde k plus ou moins proches de points d’anticroisement.
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Les effets de contrainte mécanique dans le plan de l’interface, pouvant résulter d’une croissance épitaxiale,
peuvent se traduire par une augmentation (diminution) des paramètres spin-orbite des bandes dxy pour une
contrainte en compression (tension). Un comportement inverse a été calculé quant à la variation de la différence
d’énergie au point d’anticroisement des bandes. Nous n’arrivons pas encore à comprendre l’origine de ces variations,
mais nous espérons qu’une étude avec un modèle de liaisons fortes pourra aider à lever certaines interrogations.

L’étude des effets spin-orbite à l’interface LAO/STO s’est avérée compliquée, principalement du fait du choix
complexe de la meilleure géométrie pour modéliser l’hétérostructure, mais aussi du fait de la taille des systèmes
étudiés, comportant un trop grand nombre d’atomes.

Dans sa structure d’équilibre, l’oxyde ferroélectrique PbTiO3 [Arras 2019, Gosteau 2021] cristallise dans une
structure quadratique de groupe d’espace P4mm, avec une polarisation électrique calculée de 91 µC.cm−2. Nos
calculs ont montré, au point de haute symétrie Z, des couplages spin-orbite relativement importants sur les états
pz des atomes de plomb et les bandes dxy des atomes de titane, l’hamiltonien spin-orbite décrivant ces couplages
présente un terme dominant de type Rashba linéaire (avec un paramètre αR = 0.15 eV.Å) pour ces premiers et un
caractère anisotrope et cubique en k (avec un paramètre de 3.9 eV.Å3) pour les seconds.

L’utilisation d’un modèle de liaisons fortes nous a permis de démontrer que l’interaction entre les orbitales p des
atomes de plomb et d des atomes de titane est essentielle à l’apparition des effets spin-orbite sur les bandes dxy. Ces
couplages spin-orbite semblent être plus importants que ceux calculés sur les états dxy à l’interface de LAO/STO,
comme le montre le tableau comparatif 6.3. De ces résultats, nous pouvons donc conclure que la polarisation
électrique n’est pas suffisante pour obtenir des effets spin-orbite sur les bandes dxy des atomes de Ti, mais que la
présence d’un atome lourd est primordiale. En comparant avec l’interface LAO/STO, nous pouvons nous rendre
compte qu’une étude plus approfondie serait nécessaire afin d’expliquer pourquoi le couplage spin-orbite est linéraire
en k dans STO, alors qu’il est principalement cubique dans PTO.

Nous avons montré qu’une contrainte biaxiale en compression sur PTO (η < 0%) conserve le groupe d’espace
P4mm de la structure d’équilibre et provoque une augmentation de la polarisation électrique, liée à l’augmentation
du ratio c/a. Tout comme dans STO, l’intensité des couplages spin-orbite s’intensifie sur les états dxy du titane avec
une contrainte en compression. Nos calculs montrent au contraire une diminution du paramètre Rashba linéaire des
bandes pz des atomes de plomb, en raison de l’augmentation de la différence d’énergie de ces bandes avec les bandes
px et py.

Appliquer une contrainte en tension dans le plan (η > 0%) provoque plusieurs transitions de phase cristallogra-
phique dans PTO, en raison de la rotation de la polarisation électrique. Ces changements dans la structure atomique
ont des effets sur les couplages spin-orbite : en plus de modifier la valeur de certains paramètres spin-orbite, comme
dans le cas de la contrainte en compression, ils peuvent induire de nouvelles levées de dégénérescence et changer
la forme des textures de spin. Ainsi, pour une contrainte η < 1%, la polarisation électrique est toujours suivant la
direction hors-plan [001], garantissant un groupe d’espace P4mm. Pour une contrainte 1 < η < 2.5%, on obtient
une phase Cm avec la polarisation électrique tournant dans un plan (110), pour s’aligner avec la direction [110]
(groupe d’espace Amm2) lorsque la contrainte est au dessus de 2.5%.

Une fois le système dans la phase Amm2, nous avons montré qu’il est possible d’avoir une texture de spin
persistant associée aux bandes de caractère dyz−zx, peu importe la valeur de la contrainte et avec des levées de
dégénérescences en spin majoritairement linéaires et anisotropes de coefficient variant de 0.4 eV.Å pour η = 2.5 à
1.2 eV.Å lorsque la bande dyz−zx croise la bande dxy pour η = 3.8 %. Grâce au modèle de liaisons fortes, nous
avons vu que les interactions entre ces bandes d et les orbitales p du plomb sont importantes pour l’obtention de
coefficients spin-orbite élevés.

Ainsi, PbTiO3 pourrait être un matériau intéressant pour des applications spinorbitroniques. Il est cependant à
noter que ce matériau présente tout de même un certain nombre de désavantages. A cause de sa largeur de bande
interdite importante et de la difficulté à trouver des métaux ayant les caractéristiques nécessaires pour adresser les
bandes de conduction du système, PTO pourrait être compliqué à utiliser dans des applications à base de conversion
spin-charge. Néanmoins, grâce a ses propriétés ferroélectriques, il pourrait être utilisé en tant que barrière isolante
dans des jonctions tunnel magnétiques, où la barrière isolante ferroélectrique permet d’analyser, via les couplages
spin-orbite et l’orientation de la polarisation électrique, le moment magnétique d’un spin injecté par une couche
ferromagnétique adjacente [Gould 2004, Tao 2021].

Finalement, nous avons présenté des résultats préliminaires des effets de couplage spin-orbite à l’interface mé-
tal/oxyde Pb/HfO2. L’oxyde HfO2 présente des phases ferroélectriques stables lorsque le système est en couche
mince, qui sont soit rombohedrale R3m ou orthorhombique Pca21. En interfaçant une couche mince de HfO2 avec
un métal lourd, on pourrait imaginer contrôler les couplages spin-orbite élevés du métal via la polarisation électrique
de HfO2, ce qui pourrait mener à des dispositifs spinorbitroniques de taille réduite.

Nous avons commencé par étudier les couplages spin-orbite apparaissant sur les phases ferroélectriques d’un
cristal massif de HfO2, puis nous avons étudié ce même matériau en couche mince. Nos résultat ont montré que
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des couplages spin-orbite importants sont obtenus lorsque le système adopte une phase Pca21, avec des coefficients
spin-orbite linéaires de l’ordre de 0.6 eV.Å pour le cristal massif et de 0.1-0.2 eV.Å pour des couches minces, tandis
que lorsque HfO2 est dans la phase R3m, on trouve des levées de dégénérescence 10 fois plus faibles de l’ordre de
0.06 eV.Å que ce soit dans le cristal massif ou en couche mince.

Nous avons par la suite montré que lorsque une couche de plomb est déposée sur un substrat de HfO2 en couche
mince, les états conducteurs p du plomb acquièrent des levées de dégénérescence en spin importantes allant de 0.1
à 0.4 eV.Å en fonction de l’épaisseur de la couche de plomb, ce qui correspond au même ordre de grandeur que la
levée de dégénérescence des orbitales pz des atomes de plomb dans PTO (voir tableau 6.3).

Nos résultats préliminaires sur l’interface Pb/HfO2 montrent que ce système pourrait être un candidat intéressant
pour des applications spinorbitroniques. En particulier, si plusieurs états de polarisation électrique peuvent être
stabilisés en surface de HfO2, rendant possible le contrôle des taux de conversions spin-charge de manière non-
volatile.

Les matériaux principalement étudiés dans cette thèse semblent donc être prometteurs pour diverses applications
spinorbitroniques et nous avons essayé de décrire et comprendre au mieux leurs propriétés. Afin de confirmer cet
intérêt, nous avons d’ores et déjà proposé plusieurs pistes tout au long de ce manuscrit afin d’approfondir nos
études ; nous en proposons une synthèse dans la section suivante.
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Perspectives
A la fin de chaque chapitre, diverses perspectives, spécifiques à chaque étude, ont déjà été présentées. Un certain

nombre de ces perspectives apparaissent communes à tous les travaux réalisés :
Nous avons identifié qu’un approfondissement ou une généralisation des méthodes utilisées pour mieux com-

prendre les propriétés fondamentales des systèmes étudiés est nécessaire. L’utilisation plus systématique de modèles
types « liaisons fortes » ou l’extension à des calculs basés sur la théorie k·p pourrait permettre de mieux comprendre
comment obtenir des couplages spin-orbite importants, en fonction de la composition chimique et de la structure
crystallographique du système, ceci afin de pouvoir sélectionner plus efficacement des matériaux adéquats pour une
application donnée.

Certaines des perspectives évoquées sont une continuation logique vers l’étude des propriétés fonctionnelles,
telles que les propriétés de transport, les conversions spin-charge ou les processus spin-orbit torque, propriétés plus
pertinentes pour juger de la pertinence des systèmes étudiés pour des applications en spinorbitronique.

Finalement, les calculs numériques réalisés devraient permettre autant que possible une description des propriétés
physiques de systèmes aux structures réalistes, incluant des imperfections, ceci afin de faciliter une comparaison avec
des mesures expérimentales, prérequis à la validation de nos résultats.

1) Modèle des liaisons fortes

Nous avons vu dans le chapitre 4 que des modèles de liaisons fortes sont particulièrement utiles pour décrire les
effets des interactions entre orbitales sur les couplages spin-orbite dans PbTiO3. Une application générale de ces
modèles pourrait permettre de mieux comprendre l’origine des couplages spin-orbite dans le gaz 2D d’électrons à
l’interface LaAlO3/SrTiO3 ou aux surfaces et interfaces des couches minces de HfO2. Par rapport à des méthodes
DFT, les calculs basés « liaisons fortes » ont pour avantage de permettre l’étude de systèmes étendus car ils requièrent
beaucoup moins de ressources de calcul. Ces calculs sont également utiles pour calculer avec une meilleure résolution
la structure électronique des matériaux, ce qui est indispensable pour des calculs de certaines propriétés de transport.

2) Modèle k · p

La méthode des invariants nous a permis de décrire la forme des champs spin-orbite apparaissant dans PTO en
considérant uniquement des arguments de symétrie. Cependant, cette méthode simplifiée présente des limites et ne
permet pas par exemple d’expliquer pourquoi nous obtenons systématiquement une texture de spin persistant sur
les états dyz−zx des atomes de titane dans la phase Amm2.

Nous pensons qu’utiliser une méthode de type k · p, plus complexe que la méthode des invariants, pourrait
permettre de donner plus de détails sur les formes des textures de spin permises par les symétries en fonction de la
nature des orbitales. De plus, des modèles k · p prenant en compte l’interaction entre plusieurs états permettraient
de compléter les résultats des modèles de liaisons fortes, mais avec des arguments de symétrie.

3) Conversion spin-charge

Afin de savoir si les matériaux étudiés sont effectivement des candidats potentiels pour des applications spi-
norbitroniques, il serait intéressant de calculer certaines propriétés de transport. Plusieurs travaux dans la litté-
rature ont eu recours à des calculs basés sur des équations semi-classiques de Boltzmann afin de déterminer les
taux de conversion spin-charge, via un effet Rashba-Edelstein [Vaz 2019, Johansson 2021] ou un effet Hall de spin
[Bhowal 2019, Wang 2020]. Ces méthodes ont l’avantage de prendre en compte les contributions de toutes les bandes
croisant le niveau de Fermi, sur l’intégralité de la zone de Brillouin. Il est important de noter que ces calculs né-
cessitent un échantillonnage précis de la zone de Brillouin, qui peut être obtenu par l’utilisation de calculs types
liaisons fortes ou à partir des fonctions de Wannier.

4) Effets des reconstructions atomiques aux surfaces/interfaces

Dans les principales études réalisées au cours de cette thèse, nous avons considéré des cristaux, des surfaces et
des interfaces parfaites, i.e. sans défauts de structure et en particulier sans lacunes d’oxygène, dont la présence serait
fortement probable dans des échantillons. Ces défauts pourraient avoir un impact non-négligeable sur les effets spin-
orbite, notamment en introduisant des distorsions de la maille ou en dopant électroniquement le matériau. Ainsi, si
nous souhaitons faire des comparaisons avec l’expérience, il serait particulièrement intéressant de 1) déterminer la
stabilité des défauts potentiels et 2) d’analyser les modifications que ces défauts induisent sur les effets spin-orbite.
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5) Comparaison avec l’expérience

Pour une comparaison avec nos résultats numériques, plusieurs méthodes expérimentales pourraient être utilisées
pour mesurer les couplages spin-orbite et ainsi, vérifier si ces matériaux sont réellement adaptés pour des applications
spinorbitroniques. Parmi ces méthodes, nous pouvons citer des mesures de magnétorésistance, ARPES, optique par
effet Kerr-Faraday ou de conversion spin-charge.



Annexe A

Paramètres de calcul pour l’étude des
différents systèmes

A.1 Calculs DFT
Le tableau A.1 présente les paramètres de calcul qui ont été utilisés dans le logiciel logiciel VASP pour l’étude

des différents systèmes :
1. Interface conductrice LaAlO3/SrTiO3(001) (LAO/STO, voir chapitre 3), modélisée à partir :

(a) d’une supercellule (SC, voir annexe B).
(b) d’une structure symétrique vide/LAO/STO/LAO/vide (Sym, voir chapitre 3)
(c) d’une structure asymétrique vide/STO/LAO/vide (Asym, voir chapitre 3 et annexe C)

2. Cristal massif de PbTiO3 (PTO, voir chapitre 4)
3. oxyde HfO2 (voir chapitre 5) sous la forme :

(a) d’un cristal massif (Massif, voir section 5.2)
(b) d’une couche mince seule ou interfacée avec un métal (CM, voir sections 5.3 et 5.4).

Dans ce tableau :
— « Exc » représente la fonctionnelle d’échange et corrélation utilisée.
— « ENCUT » correspond à l’énergie de coupure définit dans l’équation 2.18.
— « Relax Ion » représente un calcul de relaxation atomique.
— « Relax Elec » représente un calcul de relaxation électronique.
— « EDIFF » et « EDIFFG » critères de convergence en énergie pour deux itérations électroniques et ioniques.
— « BZ » correspond à l’échantillonnage de la zone de Brillouin pour des calculs de densité de charge avec et

sans couplage spin-orbite (« CHG »), de densité d’états (« DOS »), de structure de bandes (« BS ») ou de
texture de spin (« ST ») ; une notation i× i× i correspond à une grille de Monkhorst-Pack [Monkhorst 1976].

A.2 Ajustement des modèles sur le spectre en énergie
Pour tous les systèmes étudiés, la détermination des paramètres spin-orbite a été effectuée en ajustant les modèles

sur des points de la zone de Brillouin situés à un vecteur d’onde k de norme inférieure ou égale à 0.06 Å−1 du point
de haute symétrie étudié.

Afin d’ajuster les différents modèles, nous avons utilisé la méthode « Nelder-Mead »[Nelder 1965] disponible
dans la librairie Scipy de python.
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Annexe B

Étude des interfaces LAO/STO
modélisées par une supercellule

La supercellule qui a été utilisée dans cette section est représentée dans la figure B.1, elle est composée de n
couches de STO et m couches de LAO et de deux interfaces IFn et IFp, respectivement de type n (de terminaison
TiO2/LaO) ou p (SrO/AlO2).

IFn IFp

LAOSTO

Figure B.1 – Structure atomique d’une supercellule LAO/STO.

Nous avons effectué les calculs DFT en utilisant la fonctionnelle PBESol. Nous avons fixé le paramètre de maille
dans le plan au paramètre de maille calculé pour STO (3.898 Å) et nous avons optimisé le paramètre de maille
hors-plan. Plusieurs épaisseurs de STO et de LAO ont été envisagées (n = 6 − 8 et m = 6 − 7).
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Figure B.2 – (a) Structure de bandes dans la direction X − Γ. (b) Variation de l’énergie de chaque bande en Γ
en fonction du nombre de monocouches de STO nSTO. Les couleurs rouges et vertes représentent respectivement le
système avec m = 6 et 7 monocouches de LAO.
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La figure B.2 présente la variation en énergie des bandes t2g constituant les bandes de conduction de plus basses
énergies en fonction du nombre de couches de STO et de LAO. Nous n’avons observé aucun état conducteur pour
les nombres de couches de LAO/STO considérés (mLAO < tc). Cependant, on observe que la largeur de la bande
interdite diminue lorsqu’on augmente l’épaisseur de LAO ou le nombre de couche de STO. En considérant une
évolution linéaire de la largeur de bande interdite en fonction du nombre de couche m = n (correspondant à une
variation de 0.17 eV par couche de LAO et de STO), nous estimons qu’il est nécessaire d’avoir aux alentours de 10
à 11 couches de STO et de LAO pour obtenir un gaz 2D à l’interface, cette valeur est cohérente avec les travaux de
Bristowe et al. [Bristowe 2014], qui en faisant varier les épaisseurs de LAO et STO ont obtenu un gaz 2D d’électrons
pour une héterostructure comportant 12 couches de LAO et de STO (calcul en LDA). Certaines études montrent
que des états conducteurs peuvent être obtenus pour une épaisseur de couche plus fine (LAO6/STO6) [Park 2006]
[Yamaguchi 2017]. Cependant dans ces études le paramètre hors-plan est fixé. De plus, dans les travaux de Park et
al., un état conducteur est atteint uniquement si la position des atomes est fixe [Park 2006], lorsque les coordonnées
des atomes sont optimisées afin de minimiser les forces, Park et al. obtiennent une transition métal-isolant. Les
travaux de Yamaguchi et al. correspondent à des calculs en GGA-PBE en gardant le paramètre de maille de STO
expérimental et à volume fixe (correspondant au volume expérimentale) [Yamaguchi 2017], cela engendre un effet
de contrainte hydrostatique, qui peut altérer l’épaisseur critique de STO et de LAO pour cette structure.

La figure B.3 présente la projection pni
des bandes de conduction φn sur chacune des monocouches ni de STO

(pni
=
∑ni

at |⟨at|φn⟩|2), elle montre que chacune des bandes de type dxy est localisée sur une monocouche de TiO2.
De plus, plus une bande est basse en énergie plus elle est localisée proche de l’interface de type n. Les bandes de
nature dyz ou dzx (dégénérées au point Γ) sont quant à elles délocalisées sur plusieurs plans proches de l’interface
de type n. On peut corréler ces observations avec les variations en dent de scie du potentiel local représentées sur la
figure B.4. En effet, on y observe un gradient du potentiel dans STO avec un potentiel plus haut en énergie (1.88 eV)
proche de l’interface de type p et un potentiel plus bas au niveau de l’interface de type n (1.67 eV), ce qui se traduit
par un champ électrique ESTO interne dans STO de 68 mV.cm−1 . Ce potentiel sépare en énergie les bandes dxy des
atomes de titane et réduit aussi les interactions des orbitales dxy de deux plans adjacents, permettant de localiser
chacune des bandes dxy sur un plan précis de TiO2. Ainsi les bandes dxy les plus stables sont celles localisées dans
les plans de TiO2 les plus proches de l’interface.
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Figure B.3 – Profil des projections pn(iSTO) (en unité arbitraire) des fonctions d’onde φn, correspondant aux
bandes de conduction, sur chaque plan atomique iSTO. pn(iSTO) est défini par pn(iSTO) =

∑
α∈iSTO

∑
l,m pn,k

α,l,m,

avec pn,k
α,l,m =

∣∣∣〈Y α
l,m|φn,k=0

〉∣∣∣2, où Y α
l,m est l’harmonique sphérique centrée sur l’atome α et de moment orbital l et

magnétique m.
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Figure B.4 – Variation du potentiel local moyenné sur les directions x et y en fonction de la coordonnée z pour
l’héterostructure STOm=8/LAOn=6. La courbe rouge représente la moyenne macroscopique suivant la direction z,
calculée en faisant la moyenne du potentiel local entre deux plans atomiques. Les zones verte et violette représentent
respectivement les couches de STO et de LAO.



Annexe C

Étude de l’interface LaAlO3/SrTiO3
(001) modélisée par une structure
asymétrique avec du vide

La seconde géométrie utilisée pour étudier l’interface LAO/STO est une structure asymétrique en couche mince,
constituée d’une interface de type n de terminaison LaO/TiO2 et de deux surfaces de terminaison AlO2 et SrO,
voir figure C.1.

Nous allons discuter dans cette annexe de l’effet de l’épaisseur des couches de STO et LAO sur les propriétés
du système, c’est à dire les variations des propriétés électroniques et spin-orbite en fonction de l’épaisseur de STO
et de LAO.

Dans les différents calculs que nous présenterons dans cette section, nous avons considéré le paramètre de maille
calculé de SrTiO3 en PBE, correspondant à a0 = 3.94 Å. Excepté les deux premiers plans de la surface de STO, qui
ont été fixés à la structure cubique de STO, afin de simuler l’effet d’un substrat, nous avons permis aux atomes de
la structure de relaxer leur position suivant l’axe [001], dans le but de minimiser l’énergie totale du système. Nous
avons considéré un vide initial de 15 Å et nous avons ajouté une correction dipolaire dans la direction [001] afin
de supprimer les interactions entre les deux surfaces [Bengtsson 1999]. Plus de détails sur les paramètres de calculs
sont donnés dans l’annexe A.

SrO AlO2TiO2/LaO

STO LAO

couches
fixes

Figure C.1

Dans cette annexe, nous présenterons l’effet de l’épaisseur des couches de STO et de LAO sur les propriétés
électroniques et spin-orbite de l’interface LAO/STO.

C.1 Densité de charge et épaisseur critique
Les figures C.2 et C.3 représentent les variations de la densité de charge à l’interface de LAO/STO respectivement

en fonction du nombre de monocouches de LAO (avec nSTO = 5) et de l’épaisseur de STO (avec mLAO = 8). Les
densités de charge ont été obtenues en intégrant la densité d’états jusqu’au niveau de Fermi EF sur tous les plans
de STO dans les figures C.2(a) et C.3(a) et pour quelques plans de STO précis pour les figures C.2(b) et C.3(b).

http://www.rapport-gratuit.com/
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avec du vide
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Figure C.2 – Variation de la densité de charge n en fonction du nombre de monocouche mLAO de LAO (pour
une épaisseur de 5 monocouches de STO). (a) Densité de charge calculée en intégrant la densité d’états sur toute
la couche de STO. Les couleurs noire, rouge et verte représentent respectivement la densité de charge totale, de
nature dxy et de nature dyz,zx. (b) Densité de charge des quatre premières monocouches de STO et de la somme des
densités de toutes les monocouches autres que celle de l’interface, où IF-1 représente la couche de STO de l’interface.
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Figure C.3 – Variation de la densité de charge n en fonction du nombre de monocouches nST O de STO (pour une
épaisseur de 8 monocouches de LAO). (a) Densité de charge calculée en intégrant la densité d’états sur toute la
couche de STO. Les couleurs noire, rouge et verte représentent respectivement la densité de charge totale, de nature
dxy et de nature dyz,zx. (b) Densité de charge des quatre premières plans atomiques de STO et de la somme des
densités de toutes les monocouches autres que celle de l’interface, où IF-1 représente la couche de STO de l’interface.

Nous avons trouvé une épaisseur critique de 4 monocouches de LAO, afin d’obtenir un état conducteur à
l’interface. On observe en effet sur la figure C.2(a) une densité de charge non nulle dans STO à partir de 4 couches
de LAO, avec une densité de charge de 0.07 × 1014 cm−2, uniquement gouvernée par les bandes de caractère dxy.
La densité de charge des bandes dxy augmente de manière quasi-linéaire entre mLAO = 4 à mLAO = 7, variant
respectivement de 0.07 × 1014 cm−2 à 1.03 × 1014 cm−2. A partir de 7 monocouches de LAO, la densité de charge
des bandes dyz/zx devient non-négligeable avec une valeur de 0.04 × 1014 cm−2 pour 7 monocouches de LAO et
0.06 × 1014 cm−2 pour 8 monocouches.

La figure C.2(b) montre que la densité de charge totale du système correspond majoritairement au plan de STO
de l’interface, mais se diffuse aussi sur les autres plans de STO. Plus la densité de charge totale du système est
grande, plus les charges transférées sont diffusées à l’intérieur de la couche de STO.

La figure C.3(a) montre que la densité de charge du système, ainsi que la proportion des bandes dxy et dyz/zx

reste relativement stable en fonction de l’épaisseur de STO, avec des valeurs de densité variant de 1.07 × 1014 cm−2

pour nSTO = 5 à 0.92 × 1014 cm−2 pour 7 monocouches de STO, excepté pour le cas de 11 monocouches de STO.
Ces variations sont associées à des transferts de charge plus diffus dans les couches de STO lorsque l’épaisseur de
STO augmente, avec une diminution de la contribution du plan de STO (passant de 30 % pour nSTO = 5 à 24 %
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pour nSTO = 15) de l’interface et une augmentation de la contribution de tous les autres plans de STO (variant de
70 % pour nSTO = 5 à 76 % pour nSTO = 15).

Le système avec 11 monocouches de STO dispose d’un comportement différent, en effet pour nSTO = 11, la
densité de charge atteint son minimum (0.6 × 1014 cm−2) et correspond uniquement aux orbitales dxy des atomes
de titane (figure C.3(a)). De plus, cette densité de charge est majoritairement issue du plan de STO de l’interface
avec une contribution de 42% (figure C.3(b)), la densité de charge est donc plus localisée à l’interface que pour les
systèmes avec des épaisseurs de STO différentes.

C.2 Structure de bandes
La figure C.4 représente une structure de bandes typique de LAO/STO dans une géométrie asymétrique avec

une interface de type n, une surface de STO et une surface de LAO. Les bandes de valence sont issues des orbitales
p des atomes d’oxygène en surface, tandis que les bandes de conduction correspondent aux orbitales d des atomes
de titane. En particulier, les bandes de conduction de plus basses énergie sont de caractère dxy avec une masse
effective de 0.4 m0 (où m0 est la masse de l’électron), les premières bandes de caractère dyz et dzx sont situées au
même niveau que les bandes dxy, avec des masses effectives de l’ordre de 1.6 m0 (moyenne géométrique). Ici nous
considérons que les bandes participant à la densité de charge représentée dans les figures C.2 et C.3 sont celles qui
sont situées à une énergie inférieure au niveau de Fermi plus ou moins σ = 0.05 eV, où σ est la largeur à mi-hauteur
des gaussiennes que nous avons utilisées pour calculer l’occupation des bandes. La position en énergie des bandes
de conduction ainsi que la localisation des charges dans la couche de STO dépend de l’épaisseur de LAO et de STO,
comme le montrent les figures C.5 et C.6.
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Figure C.4 – Structure de bandes de STOm=5/LAOn=8. Les bandes rouges correspondent aux bandes des atomes
de titane de STO tandis que les bandes bleues sont issues des orbitales p des atomes d’oxygène en surface de LAO.
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avec du vide

−0.2

0.0

0.2

0.4

0.6

0.8

1.0
E
−
E
F
(e
V
)

3 4 5 6 7 8
mLAOX Γ

(a)

1 2 3 4 5
iSTO

1dxy

mLAO=3

mLAO=4

mLAO=5

mLAO=6

mLAO=7

mLAO=8

4dxy

1dyz

3dxy

2dxy

(b)

Figure C.5 – (a) Gauche : Structure de bandes de STOn=5/LAOm=3. Droite : variation de la position en énergie
par rapport au niveau de Fermi des bandes de conduction du système au point Γ en fonction de l’épaisseur de
LAO, avec nSTO = 5 monocouches de STO. La couleur rouge correspond aux bandes de caractère dxy, tandis que la
couleur verte représente les bandes de caractère dyz et dzx. (b) Profil des projections pn(iSTO) (en unité arbitraire)
des fonctions d’onde φn, correspondant aux bandes de conduction, sur chaque plan atomique iSTO. pn(iSTO) est
défini par pn(iSTO) =

∑
α∈iSTO

∑
l,m pn,k

α,l,m, avec pn,k
α,l,m =

∣∣∣〈Y α
l,m|φn,k=0

〉∣∣∣2, où Y α
l,m est l’harmonique sphérique

centrée sur l’atome α et de moment orbital l et magnétique m. Pour un soucis de lecture, les signes des courbes
mLAO = 4, 5 et 6 sont inversés.

La figure C.5(a) montre un saut de la position des bandes de conduction du titane quand on passe de 3 à
4 monocouches de STO, on trouve alors des bandes de caractère dxy proches du niveau de Fermi d’une énergie
inférieure à 0.05 eV. Il en résulte un état conducteur, avec des densités de charge uniquement constituées de bandes
dxy comme nous l’avons décrit précédemment. Lorsqu’on augmente l’épaisseur de LAO, on observe une stabilisation
des différentes bandes de conduction dont l’énergie diminue de manière homogène jusqu’à 7 monocouches de LAO,
correspondant au moment où les bandes dyz et dzx sont à une énergie inférieure à 0.05 eV du niveau de Fermi et
participent alors à la conduction du système. Au delà de 7 monocouches, seule la première bande dxy se stabilise. La
figure C.5(b) montre en particulier que plus on augmente l’épaisseur de LAO, plus la première bande dxy se trouve
localisée à l’interface. Elle montre aussi que les autres bandes dxy sont délocalisées sur plusieurs plans atomiques
de STO. Enfin les bandes dyz (équivalent à dzx) sont elles aussi délocalisées sur plusieurs plans de STO, mais
avec une position moyenne située sur le plan central de la couche de STO. Ainsi, la première bande dxy contribue
majoritairement à la densité de charge de la couche de STO de l’interface, tandis que les autres bandes dxy ainsi
que les bandes de caractère dyz et dzx contribuent aux densités de charge observables à l’intérieur de STO.

Ces résultats ne sont pas cohérents, avec ceux que nous avons obtenus pour une structure symétrique en couche
mince vide/LAO/STO/LAO/vide (figure 3.18(b) section 3.2) ou une supercellule LAO/STO (figure B.3 de l’annexe
B), où chacune des bandes dxy est localisée sur un plan atomique de STO, alors qu’ici, seule la première bande
de conduction 1dxy est localisée à l’interface. De plus, les bandes dyz/zx sont délocalisées sur plusieurs de STO,
mais avec une contribution maximale au niveau du centre de la couche de STO pour le système asymétrique
vide/LAO/STO/vide, tandis qu’elles sont délocalisées sur quelques plans atomiques proches de l’interface pour un
système vide/LAO/STO/LAO/vide ou une supercellule LAO/STO. On suppose que cette différence provient de
la correction dipolaire que nous avons appliquée à ce système afin de supprimer l’interaction entre les surfaces.
Malheureusement, cette correction pourrait perturber le champ électrique interne dans STO et ainsi délocaliser les
diverses bandes d des atomes de titane sur toute la couche de STO.
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Figure C.6 – (a) Gauche : Structure de bandes de STOn=5/LAOn=8. Droite : variation de la position en énergie
par rapport au niveau de Fermi des bandes de conduction du système au point Γ en fonction de l’épaisseur de STO,
avec mLAO = 8 monocouches de LAO. La couleur rouge correspond aux bandes de caractère dxy, tandis que la
couleur verte représente les bandes de caractère dyz et dzx. (b) Profil des projections pn(iSTO) (en unité arbitraire)
des fonctions d’onde φn, correspondant aux bandes de conduction, sur chaque plan atomique iSTO. pn(iSTO) est
défini par pn(iSTO) =

∑
α∈iSTO

∑
l,m pn,k

α,l,m, avec pn,k
α,l,m =

∣∣∣〈Y α
l,m|φn,k=0

〉∣∣∣2, où Y α
l,m est l’harmonique sphérique

centrée sur l’atome α et de moment orbital l et magnétique m. Pour un soucis de lecture, les signes des courbes
nST O = 5, 7 et 9 sont inversés.

La figure C.6(a) montre que, excepté dans le cas où nSTO = 11, les différentes bandes de conduction de caractère
dxy tendent à se rapprocher proche du niveau de Fermi, engendrant une décroissance en énergie des bandes au
dessus du niveau de Fermi et une augmentation pour les bandes en dessous de EF. Les bandes dyz et dzx restent
quant à elles au même niveau d’énergie (≃ 0.03 eV). De plus, on observe que la première bande dxy subit les plus
fortes variations, passant de -0.26 eV pour nSTO = 11 à -0.11 eV pour nSTO = 7 et -0.07 eV pour nSTO = 15. Le
cas de nSTO = 11 est plus complexe, en effet, la troisième bande dxy passe au dessus du niveau de Fermi, réduisant
ainsi la densité de charge du système, en particulier pour les charges localisées à l’intérieur de STO. De plus, on
observe que la bande dyz/zx est située à plus de 0.05 eV du niveau de Fermi, expliquant pourquoi la contribution des
orbitales dyz/zx sur la densité de charge est nulle pour cette épaisseur. En observant la figure C.6(b), on remarque
que hormis la première bande dxy, localisée à l’interface, toutes les autres bandes sont délocalisées sur plusieurs
plans de STO et se comportent comme des fonctions d’onde dans une boite quantique. En effet, on observe j − 1
maximums sur les courbes de dispersion suivant iST O des bandes j ≥ 2dxy. Cela laisse suggérer qu’avoir un système
de taille fini à une influence non négligeable sur les bandes dyz/zx, mais aussi sur les bandes dxy, autre que la bande
dxy de plus basse énergie.

Pour nSTO < 11, le profil des projections sur les plans de STO des bandes 2dxy et 1dyz est similaire, avec une
position moyenne au centre de la couche de STO, tandis que pour nSTO ≥ 11, la position moyenne de la bande
2dxy est proche de l’interface, alors que celle des bandes 1dyz/zx est plutôt située proche de la surface de SrO. On
peut alors supposer que nous avons une interaction entre les bandes 2dxy et 1dyz/zx plus forte à faible épaisseur de
STO, mais aussi une interaction plus faible entre les bandes 1dxy et 1dyz/zx à forte épaisseur, puisque la position
moyenne des bandes 1dyz/zx s’éloigne de la position de l’interface. Nous verrons dans la suite de cette section que
la variation des positions moyennes de ces bandes à un impact sur les propriétés spin-orbite.
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avec du vide

C.3 Couplage spin-orbite
La figure C.7 présente la structure de bandes de l’interface STOn=5/LAOm=8 en prenant en compte l’interaction

spin-orbite.
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Figure C.7 – Structure de bandes de STOm=5/LAOn=8 calculé en incluant l’interaction spin-orbite et suivant la
direction Γ→X . Les courbes rouge et bleue indiquent les bandes sur lesquelles on a recherché la différence d’énergie
maximale ∆SOC située au point kSOC,Max (correspondant aux anticroisements avec les bandes 1dyz réprésentés par
les cercles verts), et pour lesquelles on a calculé les coefficients Rashba linéaires αR en Γ.

De part l’absence de la symétrie d’inversion induite par la présence de l’interface, les bandes de conduction
présentent une lévée de dégénérescence en spin dépendant du vecteur d’onde en adéquation avec un effet Bychkov-
Rashba. Nous avons trouvé un coefficient Rashba de l’ordre de 3 meV.Å pour les bandes 1dxy et 2dxy. Cependant,
comme pour le cas d’une cellule symétrique, la levée de dégénérescence la plus importante se situe à l’anticroisement
entre les bandes dxy et dyz/zx (en particulier entre la 2dxy et la 1dyz/zx), avec une différence d’énergie maximale
∆SOCMax entre les deux états de spin de 12 meV pour la 2dxy ( / 2 meV pour la 1dxy), alors qu’on s’attendrait à
avoir une différence d’énergie de l’ordre de 1 meV à l’anticroisement, si on ne considérait que l’effet Rashba linéaire
en Γ.
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Figure C.8 – Variation des propriétés spin-orbite des bandes 1dxy (rouge) et 2dxy (bleu) en fonction de l’épaisseur
de LAO mLAO : (a) Variation de la différence d’énergie maximale entre les deux états de spin ∆SOCMax (au niveau
de l’anticroisement). (b) Variation du vecteur d’onde kSOC,Max pour lequel ∆SOCMax est atteinte. (c) Variation
du coefficient Rashba linéaire αR en Γ.
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Figure C.9 – Variation des propriétés spin-orbite des bandes 1dxy (rouge) et 2dxy (bleu) en fonction de l’épaisseur
de STO nSTO : (a) Variation de la différence d’énergie maximale entre les deux états de spin ∆SOCMax (au niveau
de l’anticroisement). (b) Variation du vecteur d’onde kSOC,Max pour lequel ∆SOCMax est atteinte. (c) Variation
du coefficient Rashba linéaire αR.

Les figures C.8 et C.9 présentent les variations des paramètres spin-orbite respectivement en fonction de l’épais-
seur de LAO et de STO. La figure C.8(a) présente des variations relativement faibles de ∆SOCMax pour la bande
1dxy avec des valeurs entre 2 et 5.5 meV. La bande 2dxy présente une variation importante de ∆SOCMax lorsque
l’épaisseur de LAO passe de 5 à 6 monocouches de LAO, avec une valeur augmentant de 6 à 12 meV. Cette variation
peut être associée à la localisation des bandes 2dxy et 1dyz : comme le montre la figure C.5(b), pour mLAO < 6,
le profil des projections par plan atomique est différent entre les bandes 2dxy et 1dyz (projection nulle sur le plan
iSTO = 2 pour 2dxy), laissant suggérer qu’il y a une interaction plus faible entre elles que dans les cas mLAO ≥ 6,
pour lesquelles les profils sont relativement semblables. La figure C.8(c) présente une faible variation du coefficient
αR en fonction du nombre de monocouches de LAO pour la bande 2dxy avec des valeurs très proches de 3 meV.Å,
tandis que les pour bandes 1dxy, on observe une augmentation linéaire du coefficient Rashba à partir de 5 mo-
nocouches de LAO, passant de 0 à 3 meV.Å pour mLAO = 8. La valeur de ≃ 3 meV.Å pour la seconde bande
dxy semble être en accord avec la valeur de 4.3 meV.Å que nous avons obtenue pour une structure symétrique
vide/LAO/STO/LAO/vide, contrairement à la valeur de αR de la bande 1dxy qui est quasiment deux fois inférieure
à la valeur obtenue pour la cellule symétrique (7.5 meV.Å).

La variation de l’épaisseur de STO semble n’avoir qu’une très faible influence sur les propriétés spin-orbite de
la première bande dxy. En effet, la différence d’énergie ∆SOCMax reste à une valeur proche de 2-3 meV pour les
différentes épaisseurs de STO testées (figure C.8(a)), de même pour le coefficient Rashba αR qui reste proche de
3 meV.Å (figure C.8(c)). L’épaisseur de STO a cependant un effet non-négligeable sur les propriétés spin-orbite
de la bande 2dxy, que ce soit sur la valeur de ∆SOCMax qui décroît avec l’épaisseur de STO ou sur le coefficient
Rashba qui croît avec le nombre de monocouche de STO jusqu’à nSTO = 9, avant de décroître fortement pour 11
monocouches de STO. Comme nous l’avons expliqué précédemment, on s’attend à avoir une interaction plus forte
entre les bandes 2dxy et 1dyz à faible épaisseur de STO, expliquant ainsi la décroissance que nous observons dans
la figure C.8(a) sur la valeur de ∆SOCMax de la bande 2dxy.

C.4 Résumé
Nous avons montré dans cette section que la géométrie asymétrique vide/LAO/STO/vide présente une épaisseur

critique de la transition isolant vers conducteur de 4 monocouches de LAO, ce qui est cohérent avec la littérature.
Nous avons montré que plus l’épaisseur de LAO est faible plus les charges sont localisées proches de l’interface.
Cependant pour des faibles couches de LAO, on trouve des effets spin-orbite plus faibles que pour des épaisseurs
de LAO plus importantes. Nous avons montré que la couche de STO se comporte comme une boite quantique pour
les bandes de conduction du système , excepté pour la bande dxy de plus basse énergie (1dxy). L’épaisseur de STO
semble avoir une influence relativement faible sur la densité de charge dans la couche de STO, sur le nombre de
charges situées à l’interface, ainsi que sur les propriétés spin-orbite de la première bande dxy localisée à l’interface,
mais dispose d’une influence non-négligeable sur les effets spin-orbite des autres bandes de conduction, en particulier
de la seconde bande dxy.





Annexe D

Matrice des modèles de liaisons fortes
pour l’étude de PbTiO3

Cette annexe présente les matrices des modèles de liaisons fortes que nous avons utilisées dans le chapitre 4.

D.1 Toutes les interactions
L’équation présente le cas d’un modèle de liaisons fortes où toutes les orbitales p des atomes de plomb et d des

atomes de titane interagissent entre elles.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) e(px;dyz) e(px;dzx) e(px;dx2−y2 ) e(px;dz2 )

Pb : py e∗
(px;py) dpy

e(py ;pz) e(py ;dxy) e(py ;dyz) e(py ;dzx) e(py ;dx2−y2 ) e(py;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
e(pz ;dxy) e(pz ;dyz) e(pz ;dzx) e(pz ;dx2−y2 ) e(pz ;dz2 )

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

e(dxy;dyz) e(dxy;dzx) e(dxy;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) e∗
(pz ;dyz) e∗

(dxy;dyz) ddyz e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) e∗

(py ;dzx) e∗
(pz ;dzx) e∗

(dxy;dzx) e∗
(dyz ;dzx) ddzx e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 e∗
(px;dx2−y2 ) e∗

(py ;dx2−y2 ) e∗
(pz ;dx2−y2 ) e∗

(dxy;dx2−y2 ) e∗
(dyz ;dx2−y2 ) e∗

(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) e∗
(pz ;dz2 ) e∗

(dxy ;dz2 ) e∗
(dyz ;dz2 ) e∗

(dzx;dz2 ) e∗
(dx2−y2 ;dz2 ) ddz2


(D.1)

D.2 ⟨Pb : pz|Ti : d, Pb : {px, py}⟩ = 0
L’équation D.2 présente un modèle de liaisons fortes où les orbitales pz des atomes de plomb sont isolées des

autres orbitales du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx e(px;py) 0 e(px;dxy) e(px;dyz) e(px;dzx) e(px;dx2−y2 ) e(px;dz2 )

Pb : py e∗
(px;py) dpy 0 e(py ;dxy) e(py ;dyz) e(py ;dzx) e(py ;dx2−y2 ) e(py;dz2 )

Pb : pz 0 0 dpz 0 0 0 0 0
Ti : dxy e∗

(px;dxy) e∗
(py ;dxy) 0 ddxy

e(dxy;dyz) e(dxy;dzx) e(dxy;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) 0 e∗
(dxy ;dyz) ddyz

e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) e∗

(py ;dzx) 0 e∗
(dxy;dzx) e∗

(dyz ;dzx) ddzx
e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 e∗
(px;dx2−y2 ) e∗

(py ;dx2−y2 ) 0 e∗
(dxy ;dx2−y2 ) e∗

(dyz ;dx2−y2 ) e∗
(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) 0 e∗
(dxy ;dz2 ) e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) e∗

(dx2−y2 ;dz2 ) ddz2


(D.2)
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D.3 ⟨Pb|Ti⟩ = ⟨Ti|Pb⟩ = 0
L’équation D.3 présente un modèle de liaisons fortes où il n’y a pas d’interaction entre les orbitales p des atomes

de plomb et d des atomes de titane.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx e(px;py) e(px;pz) 0 0 0 0 0
Pb : py e∗

(px;py) dpy
e(py ;pz) 0 0 0 0 0

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
0 0 0 0 0

Ti : dxy 0 0 0 ddxy e(dxy ;dyz) e(dxy ;dzx) e(dxy ;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz 0 0 0 e∗
(dxy;dyz) ddyz

e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx 0 0 0 e∗
(dxy;dzx) e∗

(dyz ;dzx) ddzx e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 0 0 0 e∗
(dxy;dx2−y2 ) e∗

(dyz ;dx2−y2 ) e∗
(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 0 0 0 e∗
(dxy ;dz2 ) e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) e∗

(dx2−y2 ;dz2 ) ddz2


(D.3)

D.4 ⟨Pb, Ti : {dxy, dx2−y2}|Ti : {dyz, dzx, dz2}⟩ = 0
L’équation D.4 correspond à un modèle de liaisons fortes avec des orbitales dyz, dzx et dz2 des atomes de titane

isolées du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) 0 0 e(px;dx2−y2 ) 0

Pb : py e∗
(px;py) dpy e(py ;pz) e(py ;dxy) 0 0 e(py ;dx2−y2 ) 0

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
e(pz ;dxy) 0 0 e(pz ;dx2−y2 ) 0

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

0 0 e(dxy ;dx2−y2 ) 0
Ti : dyz 0 0 0 0 ddyz

e(dyz ;dzx) 0 e(dyz ;dz2 )
Ti : dzx 0 0 0 0 e∗

(dyz ;dzx) ddzx 0 e(dzx;dz2 )

Ti : dx2−y2 e∗
(px;dx2−y2 ) e∗

(py ;dx2−y2 ) e∗
(pz ;dx2−y2 ) e∗

(dxy;dx2−y2 ) 0 0 ddx2−y2 0
Ti : dz2 0 0 0 0 e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) 0 ddz2


(D.4)

D.5 ⟨Pb, Ti : {dyz, dzx, dz2}|Ti : {dxy, dx2−y2}⟩ = 0
L’équation D.5 correspond à un modèle de liaisons fortes avec des orbitales dxy et dx2−y2 des atomes de titane

isolées du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) 0 e(px;dyz) e(px;dzx) 0 e(px;dz2 )

Pb : py e∗
(px;py) dpy

e(py ;pz) 0 e(py ;dyz) e(py ;dzx) 0 e(py;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
0 e(pz ;dyz) e(pz ;dzx) 0 e(pz ;dz2 )

Ti : dxy 0 0 0 ddxy
0 0 e(dxy;dx2−y2 ) 0

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) e∗
(pz ;dyz) 0 ddyz

e(dyz ;dzx) 0 e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) e∗

(py ;dzx) e∗
(pz ;dzx) 0 e∗

(dyz ;dzx) ddzx
0 e(dzx;dz2 )

Ti : dx2−y2 0 0 0 e∗
(dxy ;dx2−y2 ) 0 0 ddx2−y2 0

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) e∗
(pz ;dz2 ) 0 e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) 0 ddz2


(D.5)
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D.6 ⟨Pb : pz, Ti|Pb : {px, py}⟩ = 0
L’équation D.6 correspond à un modèle de liaisons fortes avec des orbitales px et py des atomes de plomb isolées

du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx 0 0 e(px;dxy) e(px;dyz) e(px;dzx) e(px;dx2−y2 ) e(px;dz2 )

Pb : py 0 dpy
e(py ;pz) 0 0 0 0 0

Pb : pz 0 e∗
(py ;pz) dpz

0 0 0 0 0
Ti : dxy e∗

(px;dxy) 0 0 ddxy
e(dxy ;dyz) e(dxy ;dzx) e(dxy ;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz e∗
(px;dyz) 0 0 e∗

(dxy;dyz) ddyz
e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) 0 0 e∗

(dxy;dzx) e∗
(dyz ;dzx) ddzx e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 e∗
(px;dx2−y2 ) 0 0 e∗

(dxy;dx2−y2 ) e∗
(dyz ;dx2−y2 ) e∗

(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 e∗
(px;dz2 ) 0 0 e∗

(dxy ;dz2 ) e∗
(dyz ;dz2 ) e∗

(dzx;dz2 ) e∗
(dx2−y2 ;dz2 ) ddz2


(D.6)

D.7 ⟨Ti : dxy, Pb|Ti/{dxy}⟩ = 0
L’équation D.7 présente un modèle de liaisons fortes où les orbitales dxy des atomes de titane interagissent

seulement avec les orbitales p des atomes de plomb. Les orbitales p des atomes de plomb n’interagissent pas avec
les autres orbitales d des atomes de titane.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx e(px;py) e(px;pz) e(px;dxy) 0 0 0 0
Pb : py e∗

(px;py) dpy
e(py ;pz) e(py ;dxy) 0 0 0 0

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
e(pz ;dxy) 0 0 0 0

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy 0 0 0 0

Ti : dyz 0 0 0 0 ddyz e(dyz ;dzx) e(dyz ;dx2−y2 ) e(dyz ;dz2 )

Ti : dzx 0 0 0 0 e∗
(dyz ;dzx) ddzx e(dzx;dx2−y2 ) e(dzx;dz2 )

Ti : dx2−y2 0 0 0 0 e∗
(dyz ;dx2−y2 ) e∗

(dzx;dx2−y2 ) ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 0 0 0 0 e∗
(dyz ;dz2 ) e∗

(dzx;dz2 ) e∗
(dx2−y2 ;dz2 ) ddz2


(D.7)

D.8 ⟨Ti : t2g, Pb|Ti : {eg}⟩ = 0
L’équation D.8 présente un modèle de liaisons fortes où les orbitales t2g des atomes de titane interagissent

seulement avec les orbitales p des atomes de plomb. Les orbitales p des atomes de plomb n’interagissent pas avec
les orbitales eg des atomes de titane.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) e(px;dyz) e(px;dzx) 0 0

Pb : py e∗
(px;py) dpy

e(py ;pz) e(py ;dxy) e(py ;dyz) e(py ;dzx) 0 0
Pb : pz e∗

(px;pz) e∗
(py ;pz) dpz

e(pz ;dxy) e(pz ;dyz) e(pz ;dzx) 0 0
Ti : dxy e∗

(px;dxy) e∗
(py ;dxy) e∗

(pz ;dxy) ddxy
e(dxy ;dyz) e(dxy;dzx) 0 0

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) e∗
(pz ;dyz) e∗

(dxy;dyz) ddyz e(dyz ;dzx) 0 0
Ti : dzx e∗

(px;dzx) e∗
(py ;dzx) e∗

(pz ;dzx) e∗
(dxy;dzx) e∗

(dyz ;dzx) ddzx 0 0
Ti : dx2−y2 0 0 0 0 0 0 ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 0 0 0 0 0 0 e∗
(dx2−y2 ;dz2 ) ddz2


(D.8)
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D.9 ⟨Ti : {dxy, eg}, Pb|Ti : {dyz, dzx}⟩ = 0
L’équation D.4 correspond à un modèle de liaisons fortes avec des orbitales dyz et dzx des atomes de titane

isolées du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) 0 0 e(px;dx2−y2 ) e(px;dz2 )

Pb : py e∗
(px;py) dpy e(py ;pz) e(py ;dxy) 0 0 e(py ;dx2−y2 ) e(py;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
e(pz ;dxy) 0 0 e(pz ;dx2−y2 ) e(pz ;dz2 )

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

0 0 e(dxy ;dx2−y2 ) e(dxy ;dz2 )

Ti : dyz 0 0 0 0 ddyz
e(dyz ;dzx) 0 0

Ti : dzx 0 0 0 0 e∗
(dyz ;dzx) ddzx

0 0
Ti : dx2−y2 e∗

(px;dx2−y2 ) e∗
(py ;dx2−y2 ) e∗

(pz ;dx2−y2 ) e∗
(dxy ;dx2−y2 ) 0 0 ddx2−y2 e(dx2−y2 ;dz2 )

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) e∗
(pz ;dz2 ) e∗

(dxy;dz2 ) 0 0 e∗
(dx2−y2 ;dz2 ) ddz2


(D.9)

D.10 ⟨Ti : {dxy, dz2}, Pb|Ti : {dyz, dzx, dx2−y2}⟩ = 0
L’équation D.10 correspond à un modèle de liaisons fortes avec des orbitales dyz, dzx et dx2−y2 des atomes de

titane isolées du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx
e(px;py) e(px;pz) e(px;dxy) 0 0 0 e(px;dz2 )

Pb : py e∗
(px;py) dpy e(py ;pz) e(py ;dxy) 0 0 0 e(py ;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz e(pz ;dxy) 0 0 0 e(pz ;dz2 )

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

0 0 0 e(dxy ;dz2 )

Ti : dyz 0 0 0 0 ddyz
e(dyz ;dzx) e(dyz ;dx2−y2 ) 0

Ti : dzx 0 0 0 0 e∗
(dyz ;dzx) ddzx

e(dzx;dx2−y2 ) 0
Ti : dx2−y2 0 0 0 0 e∗

(dyz ;dx2−y2 ) e∗
(dzx;dx2−y2 ) ddx2−y2 0

Ti : dz2 e∗
(px;dz2 ) e∗

(py ;dz2 ) e∗
(pz ;dz2 ) e∗

(dxy;dz2 ) 0 0 0 ddz2


(D.10)

D.11 ⟨Ti/{dx2−y2}, Pb|Ti : dx2−y2⟩ = 0
L’équation D.11 correspond à un modèle de liaisons fortes avec des orbitales dx2−y2 des atomes de titane isolées

du reste du système.

H(k) =



Pb : px Pb : py Pb : pz Ti : dxy Ti : dyz Ti : dzx Ti : dx2−y2 Ti : dz2

Pb : px dpx e(px;py) e(px;pz) e(px;dxy) e(px;dyz) e(px;dzx) 0 e(px;dz2 )
Pb : py e∗

(px;py) dpy e(py ;pz) e(py ;dxy) e(py ;dyz) e(py ;dzx) 0 e(py ;dz2 )

Pb : pz e∗
(px;pz) e∗

(py ;pz) dpz
e(pz ;dxy) e(pz ;dyz) e(pz ;dzx) 0 e(pz ;dz2 )

Ti : dxy e∗
(px;dxy) e∗

(py ;dxy) e∗
(pz ;dxy) ddxy

e(dxy ;dyz) e(dxy;dzx) 0 e(dxy ;dz2 )

Ti : dyz e∗
(px;dyz) e∗

(py ;dyz) e∗
(pz ;dyz) e∗

(dxy;dyz) ddyz
e(dyz ;dzx) 0 e(dyz ;dz2 )

Ti : dzx e∗
(px;dzx) e∗

(py ;dzx) e∗
(pz ;dzx) e∗

(dxy;dzx) e∗
(dyz ;dzx) ddzx

0 e(dzx;dz2 )

Ti : dx2−y2 0 0 0 0 0 0 ddx2−y2 0
Ti : dz2 e∗

(px;dz2 ) e∗
(py ;dz2 ) e∗

(pz ;dz2 ) e∗
(dxy ;dz2 ) e∗

(dyz ;dz2 ) e∗
(dzx;dz2 ) 0 ddz2


(D.11)
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Résumé :

Calculs ab initio des effets spin-orbite de type « Rashba » dans des oxydes de métaux de transition
et leurs interfaces.

La « spinorbitronique » est un domaine de recherche en pleine expansion qui pourrait permettre de proposer
de nouveaux dispositifs électroniques tirant profit de l’interaction spin-orbite afin d’en améliorer les performances,
notamment en termes de consommation énergétique. Durant cette thèse, nous avons effectué des calculs numériques
basés sur la théorie de la fonctionnelle de la densité (DFT) afin de mieux décrire et comprendre les effets spin-
orbite de type Rashba dans différents oxydes de métaux de transition et leurs interfaces. Ces calculs ab initio ont
été complétés par des calculs reposant sur la méthode des liaisons fortes ou par le développement d’hamiltoniens
basés sur la théorie des invariants, tout ceci dans le but de réaliser une analyse plus fine de l’origine des levées
de dégénérescence en énergie observées dans la structure électronique en fonction du spin ou de l’orientation des
textures de spin qui en résultent. Les différents résultats pourront servir à déterminer quels sont les paramètres
primordiaux à optimiser afin d’obtenir les effets spin-orbite désirés pour une application donnée.

Les travaux réalisés au cours de cette thèse ont principalement porté sur l’étude des couplages spin-orbite dans
deux matériaux de structure pérovskite. Tout d’abord, nous nous sommes intéressés à l’oxyde SrTiO3(001) interfacé
avec LaAlO3, système déjà bien connu pour présenter un gaz d’électrons bidimensionnel et des taux de conversion
spin-charge par effet Rashba-Edelstein particulièrement élevés. Par la suite, nous avons étudié l’oxyde ferroélectrique
PbTiO3, qui est composé d’un élément chimique lourd et peut ainsi être présenté comme une alternative 3D aux
systèmes à base de SrTiO3. Pour ce système, l’orientation de la polarisation électrique du matériau pourrait être
contrôlée par l’application d’un champ électrique, mais aussi grâce à des effets de contraintes épitaxiales. Dans
un troisième temps, nous avons présenté des résultats préliminaires obtenus pour le composé HfO2, ferroélectrique
en couche mince, et nous avons montré comment ce matériau pourrait être utilisé pour contrôler les effets spin-
orbite d’une couche de métal lourd adjacente. Finalement, nous avons proposé une description brève d’autres études
réalisées durant cette thèse et qui viennent confirmer la richesse de la physique des oxydes de métaux de transition.
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Abstract :

Ab initio calculations of "Rashba"-like spin-orbit effects in transition metal oxides and their in-
terfaces.

"Spinorbitronics" is a fast-growing field of research that aims at proposing new devices taking advantage of the
spin-orbit interaction in order to improve the performance in regard to conventional electronic devices, especially in
terms of energy consumption. During this thesis, we performed numerical calculations based on density-functional
theory (DFT) in order to better describe and understand the "Rashba"-like effects arising from the spin-orbit
interaction in different transition metal oxides and their interfaces. These ab initio calculations have been extended
by calculations based on tight-binding models or by the development of Hamiltonians based on the theory of
invariants, all of this, in the aim of carrying out a deeper analysis of the origin of spin splittings observed in the
band structure or of the orientation of the resulting spin texture. A side goal of this thesis has been to determine
the essential physical parameters to be optimized in order to obtain the desired spin-orbit effect.

The work we performed was mainly focused on the study of spin-orbit couplings in two perovskite materials.
First of all, we were interested in the SrTiO3 oxide interfaced with LaAlO3 ; this system is already well known for its
capacity to host a two-dimensional electron gas and to display particularly high spin-charge-conversion rates through
the Rashba-Edelstein effect. Subsequently, we studied the bulk ferroelectric oxide PbTiO3, which is composed of a
heavy chemical element and can thus be presented as a 3D alternative to SrTiO3-based systems. For this system,
the orientation of the electrical polarization could be controlled by the application of an electric field, but also by
epitaxial strain effects. In addition to these two studies, we also present some preliminary results obtained for a
ferroelectric thin-film of HfO2, in which we attempt to show how this material could be used to control the spin-orbit
effects of an adjacent heavy-metal layer. Finally, we propose a brief description of other studies carried out during
this thesis, which confirm the richness of the physics of transition-metal oxides.
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