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Introduéction

Que se passe-t-il lorsqu'un enfant apprend, pour la premieretfois;, a faire du vélo? Un
adulte I'installe sur la selle, c’est I'initialisation. A ce moment, I’enfantmn’a aucune connais-
sance en physique. Masse, inertie, forces de frottements, poussée, portance, accélération
gravitationnelle, ou encore énergie cinétique, sont autant de concepts qui lui sont inconnus.
Il est bien incapable de calculer, au sens mathématique duterme, quelles forces appliquer
sur les pédales et le guidon afin de mener son vélo la oufil'l’entend. Malgré tout, I’enfant va
essayer quelques mouvements, quelques actions qui vont avoir des effets sur le comportement
du vélo. Petit a petit, et probablement au prix d'une ¢hute ou deux, I’enfant va parvenir a
controler son vélo. Il a appris comment utiliserdes points de controle a sa disposition pour
avancer, freiner, tourner, etc. L'enfant maitrisefmainténant son vélo, il peut pleinement profiter
de la liberté qu’offre ce moyen de transpott. Et ‘pourtant il ne connait toujours rien aux
théories de la dynamique et de la mécanique dyselide. Les processus physiques en jeu au
sein de sa bicyclette lui demeurent étrangers. Il controle un systéme sans en avoir construit un
modeéle analytique décrivant son comportement. Tout vient de I’expérience. L'enfant reconnait
des situations qu’il a déja rencontrées, et sait, quelles sont les actions a faire (ou a ne pas
faire!) pour garder le contrdle du vélgs Voila qui résume, de maniere imagée, le point de vue
adopté par cette these au sujet du contrdle de systemes complexes.

Objectif de la these

Controler un systeme, ¢’est'étre capable d’effectuer les manipulations adéquates sur ses
entrées afin d’en placer des sorties dans un état désiré. Le controle est un domaine situé
au carrefour de I'automatique, des mathématiques, de I'informatique et de 1'ingénierie. La
tendance actuelle, en particulier dans 1'industrie, est de commencer par construire un modele
mathématique prégis du systeme a controler, puis de s’en servir pour calculer les actions a
entreprendre en fonction des consignes.

Devant la difficulté et le'cott de 1'élaboration (puis du paramétrage) d’un modele, une
alternative souvent adoptée est de 'apprendre. Doter un contrdleur de capacités d’apprentis-
sage, afin qu'il se construise lui-méme un modele du systéeme controlé pour ensuite 1’exploiter
et calctilerles actions a entreprendre, est une solution séduisante. Cependant, elle montre ses
limites surles systémes complexes. En effet, 1'utilisation qui est faite du modéle est tributaire
de la complexité de celui-ci. La complexité d"un modéle, notamment la non-linéarité, rend
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rapidement le calcul du controle bien trop cofiteux, voire tout bonnement impossible. 1l existe
une autre possibilité : apprendre non pas un modele du systeme controlé, mais le controle
lui-méme. La difficulté est ainsi contournée, puisque si la complexité du contrdle demeure,
celle du systeme controlé est en quelque sorte masquée. On ne se concentre que sur ses
entrées et sorties, sans chercher a expliciter son fonctionnement interne.

L’objectif de cette these est donc de concevoir un systeme capable d’apprendre a controler,
sans posséder de connaissances préalables sur le systeme auquel il s’applique. L’apprentissage
doit se faire en temps réel, a partir de I'observation des entrées et des sorties du systéme
controlé.

L’intérét du controle de moteurs

Le systeme de controle présenté dans cette these se veut générique. Néanmoins, disposer
d’un terrain d’expérimentation concret permet de se confronter a des problemes réels. Cela
est donc primordial dans le cadre de travaux sur le controle. Pour cette these, il s’agit des
moteurs a combustion.

Au cours des dernieres années, les moteurs a combustion interne utilisés par I'industrie
automobile se sont significativement complexifiés. On note en particulier les arrivées de
nouvelles technologies comme les filtres a particules, ou encore les systémes EGR (Exhaust Gas
Recirculation) permettant de recycler les gaz d’échappement. Ces innovations améliorent le
rendement des moteurs, mais, en contrepartie, elles en complexifient d’autant plus le controle.
En outre, les exigences sur les performances des moteurs se sont accrues, principalement en
raison du renforcement des normes antipollution. Dans ces conditions, le contrdle prend une
place cruciale. En effet, la manipulation adéquate des parameétres d’entrée d"un moteur est
garante de la satisfaction de ces exigences.

L’électronique et le numérique, maintenant bien implantés dans le domaine de I'automo-
bile, permettent la mise en ceuvre des techniques avancées de controle, issues de I'informatique
(citons par exemple la commande prédictive, basée sur l"utilisation de modeles). Un moteur
étant un systéme dynamique, non-linéaire, bruité et instable, il représente un défi d’envergure
quant a l'apprentissage de son contrdle. Les moteurs a combustion constituent donc un
domaine d’application tres intéressant.

Un projet multidisciplinaire

La plus grande partie des travaux présentés dans ce document se sont déroulés au sein du
projet ORIANNE (Outil numéRIque pour le mAquettage de foNctions de coNtrole motEur).
Ce projet, soutenu par le Fond Unique Interministériel, a pour but d’élaborer un outil
permettant le prototypage rapide d’un contréleur de moteur. Il inclut des problématiques
allant du matériel électronique utilisé pour le calculateur a la conception de son logiciel. Aussi,
il implique de nombreux partenaires, industriels comme académiques, provenant d"horizons
variés :



Organisation du document

— Aboard Engineering, bureau d’études en automatique, électronique et informatique
industrielle, et leader du projet;
— FH Electronics, concepteur de calculateurs électroniques embarqués ;
— Renault, constructeur automobile;
— le Centre d’Etude et de Recherche Technologique en Aérothermique et Moteurs (CER-
TAM);
— le Centre d’Etudes Vibro-Acoustiques pour ’Automobile (CEVAA);
— I'Institut de Recherche en Systémes Electroniques Embarqués (IRSEEM);
— I'Institut de Recherche en Informatique de Toulouse (IRIT), représenté par 1'équipe de
recherche Systemes Multi-Agents Coopératifs (SMAC).
La tache dédiée a I'IRIT concerne la conception d"un outil de calibration automatique, c’est-
a-dire un systeme capable d’apprendre le paramétrage optimal du logiciel d'un calculateur.
Cette tache s’apparente en fait a 'apprentissage du contrdle du moteur, et a constitué 1’activité
centrale de cette these.

Organisation du document

Le premier chapitre de ce document précise le contexte de nos travaux. Il trace un bref
historique du contrdle de systémes, en aborde les notions élémentaires, et présente le cas
particulier du contréle de moteurs. Il met le doigt sur la nécessité d’apprendre le controle.

Le second chapitre est un état de I'art des méthodes de contrdle, ainsi que des techniques
d’apprentissage artificiel. Il présente un large éventail d’approches, et en étudie les manques.
I souligne notamment la difficulté que représente 'instanciation des méthodes existantes a
un cas concret.

C’est dans le chapitre 3 que sont introduits les systemes multi-agents. Cette branche
particuliere de l'intelligence artificielle présente de nombreuses qualités intéressantes vis-
a-vis des problemes posés par le controle de systemes et son apprentissage. Les notions
d’auto-organisation et d’émergence sont abordées, puis la théorie des systémes multi-agents
adaptatifs (Adaptive Multi-Agent Systems, AMAS) est exposée. Cette approche place la notion
de coopération au centre du comportement des agents, et permet de concevoir des systéemes
auto-organisateurs dotés d"une grande capacité d’adaptation et d’apprentissage.

Le chapitre 4 présente et analyse ESCHER (Emergent Self-adaptive Controller for Heat Engine
calibRation), un systeme multi-agent adaptatif capable d’apprendre en temps réel le controle
d’un systeme complexe. Congu et développé durant cette these, il en constitue la principale
contribution.

En réponse au probleme récurrent de I'indisponibilité de certaines ressources critiques
dans un projet (en l'occurrence celle d’un moteur et de son banc d’essai), ainsi que pour
assurer la généricité de ESCHER, ce dernier a été testé sur des "boites noires" tout au long
de son développement. Ces boites ont été générées par BACH (Builder of Abstract maCHines),
un autre systéme multi-agent adaptatif concu et développé lors de cette these. Il est présenté
dans le chapitre 5.
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Enfin, le chapitre 6 montre les expérimentations conduites sur des boites noires générées,
ainsi que sur un moteur réel. Les résultats obtenus aboutissent a la validation des deux
systémes, et a la caractérisation de leurs limites.
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CHAPITRE

Contexte de la theése

L'objectif de ce chapitre est d’introduire la problématique générale du controle de systemes
complexes, et de préciser les objectifs de cette these. La premiére partie du chapitre s’intéresse
au contréle de maniere générale, esquisse un rapide historique et pose les principales défini-
tions, tandis que la deuxiéme partie se concentre sur le contrdle de moteurs a combustion
interne.

1.1 Le controle de systémes complexes

Le contrdle est une notion tres générique qui s’exprime de bien des manieres. Cette
section consiste en une présentation générale du controle de systémes, de son histoire et des
principaux concepts manipulés.

1.1.1 Historique

Depuis toujours, les humains cherchent a agir sur 'environnement afin d’améliorer leur
condition. Trouver quelles sont les actions a entreprendre pour arriver a ses fins est I'essence
méme du contréle. On parle plus précisément de controle de systemes lorsque ces actions
sont effectuées sur les entrées d'un systeme particulier. Avant d’étre une science théorisée,
le controle relevait purement de 1'ingénierie car il est fortement ancré dans les problemes
pratiques.

1.1.1.1 La clepsydre de Ctésibios

Un des exemples les plus connus nous est donné par le probleme de la mesure du temps
dans I’Antiquité. La clepsydre égyptienne est en effet un des premiers systemes sur lequel fut
appliqué un raisonnement de controle afin d’en améliorer le fonctionnement. Une clepsydre
égyptienne consiste en un réservoir, rempli d’eau, dont la base est trouée. L'eau s’écoule
progressivement par ce trou et est réceptionnée dans un deuxieme récipient. Celui-ci est

1
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Réservoir alimentant la clepsydre

Vide le surplus d'eau
pour maintenir constant le niveau \ -

Réservoir a niveau constant

Réservoir gradué
mesurant le temps

FIGURE 1.1 — Schéma de la clepsydre grecque de Ctésibios.

gradué, de sorte que le niveau d’eau indique une mesure du temps passé. Cependant le
volume d’eau du premier seau diminuant petit a petit, la pression exercée devient de moins en
moins importante. Cela cause une variation du débit entre les deux récipients qui entraine une
approximation de plus en plus importante des mesures. C’est pour remédier a ce probléeme
que le grec Ctésibios d”Alexandrie proposa, au III° siécle avant J-C, d’ajouter un troisieme
seau (RoNAN 1983). Celui-ci est placé entre les deux récipients originaux, et son niveau d’eau
est maintenu constant a ’aide d’un mécanisme de rejet du surplus d’eau (figure 1.1). Ainsi le
débit entrant du vase gradué ne varie plus et les mesures sont plus précises. Révolutionnaire
a I’époque, le méme principe est encore utilisé aujourd’hui, par exemple dans les carburateurs
de voiture.

Cet exemple de systéeme de contrdle automatique illustre la volonté d’alimenter de maniére
adéquate un systéme afin que celui-ci donne le résultat attendu. Dans le cas de la clepsydre de
Ctésibios, il s’agit d'une forme particuliere du contrdle, la régulation, qui consiste a s’assurer
de la stabilité de l'activité d"un systeme. Mais le controle consiste aussi (et surtout) a étre
capable de faire varier la sortie d’un systéme selon les souhaits de "utilisateur.

1.1.1.2 De la révolution industrielle a nos jours

C’est au XIX* siecle, lors de la révolution industrielle, que "utilisation massive de machines
donna aux systemes de contrdle automatique une importance cruciale. Réguler température,
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pression, et autres niveaux ne pouvait effectivement pas se faire manuellement sur des
systémes tels que les machines a vapeur. Toutefois, les controleurs de I'époque manquaient
encore de recul théorique et étaient majoritairement élaborés a partir de I'expérience et de
I'intuition des ingénieurs.

Quelques percées mathématiques eurent tout de méme lieu et conduisirent plus tard a la
théorie du controle. Par exemple, le mathématicien et astronome George Biddell Airy utilisa
en 1840 des équations différentielles pour caractériser 1'instabilité d"un systeme de controle
de télescope. La publication en 1868 d"un article de James Clerk Maxwell sur les régulateurs a
boules (un systéme mécanique de régulation de la vitesse de rotation des machines a vapeur)
est aujourd’hui considérée comme le début de la théorie du controle.

Jusqu’au début du XX siecle, la notion de systéme était absente. Les concepts d’entrée et
de sortie firent leur apparition a cette époque avec l'arrivée de la théorie des systemes. Ce
siecle fut marqué par les deux guerres mondiales ainsi que par 1’essor des télécommunications.
Les guerres appuyerent les recherches sur le guidage d’engins et sur la visée de missiles.
Les contrdleurs de type PID, une technique toujours d’actualité (présentée dans le chapitre
suivant), furent, notamment, utilisés pour la premiére fois en 1911 pour le controle de la
direction de navires, avant d’étre analysés théoriquement en 1922 (MINORSKY 1922).

Les technologies de communication a distance firent quant a elles naitre des problé-
matiques d’amplification du signal et donnerent lieu a la notion de rétroaction négative,
découverte par Harold Stephen Black en 1927. Elles entrainérent également l’application des
travaux de mathématiciens du siecle précédent, comme Augustin-Louis Cauchy ou Joseph
Fourier, ouvrant la voie du contréle par domaine fréquentiel.

Les travaux publiés jusqu’a cette époque constituent ce que 1’on appelle aujourd’hui la
théorie classique du controle. Suffisante dans beaucoup de cas, cette théorie est néanmoins en
difficulté face aux systémes non-linéaires et possédant plusieurs entrées et sorties. L'intérét
se porta alors sur le controle optimal, qui vise a réduire une certaine mesure de cofit de
fonctionnement d'un systeme, et sur l'utilisation d’équations différentielles pour analyser les
systemes et leur controle. C’est a ce moment que la discipline du contrdle rencontra celle
de l'informatique, alors en plein développement. La faculté de cette derniere a calculer les
solutions d’équations complexes a favorisé la mise en équation des systemes de controle,
ainsi que la modélisation mathématique des systémes contr6lés. Cette tendance se poursuit
depuis les années 70 et est progressivement complétée par 1'utilisation de techniques issues
de l'intelligence artificielle, en particulier les algorithmes d’apprentissage.

Ce bref historique appuie sur le lien entre la théorie du contréle et les besoins représentatifs
des époques et des technologies dans lesquelles elle s'inscrit. Les méthodes de controle, créées
bien souvent par des spécialistes du domaine d’application, ont des objectifs variés (régulation,
optimisation, mafitrise, etc) qui trouvent tous une solution en la manipulation adéquate des
entrées d"un systeme.

La section suivante expose les concepts fondamentaux utiles pour aborder le probleme du
contrdle.
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1.1.2 Définitions et concepts fondamentaux

Le controle de systemes est au carrefour de plusieurs disciplines : automatique, mathéma-
tique et aujourd’hui informatique, et s’étend a de nombreux domaines d’application (biologie,
physique, chimie, etc) apportant chacun leur vision du probléme, leurs exigences et leurs
contraintes. L'étude des systemes et de leur controle met tout de méme a jours des traits
communs, faisant apparaitre des concepts propres au controle, présentés dans cette section.

1.1.2.1 La notion de systeme

La notion de controle ne saurait se départir de celle de systéme. Cette derniére prend
différentes formes selon la discipline concernée. Mathématiques, informatique, physique ou
encore automatique considerent un "systeme" sous différents angles. Deux aspects complé-
mentaires peuvent étre mis en avant. Un systeme peut étre décrit selon son aspect structurel.
Il est alors présenté comme un ensemble d’éléments constitutifs, leurs relations et par une
frontiére déterminant l'interface entre le systeme et son environnement. Mais un systeme
peut également étre abordé selon son aspect fonctionnel. On s’intéresse alors aux flux d’infor-
mation. L'accent est mis sur les entrées et les sorties (du systéme ou de ses composants) et
sur le processus de transformation qui lie les premiéres aux secondes.

Le controle privilégie généralement ce deuxieme point de vue. Les sorties sont les va-
riables observables a 'aide de capteurs tandis que les entrées sont les variables directement
modifiables a I'aide d’effecteurs.

Un systeme ne possédant qu'une entrée et qu’une sortie est dit SISO (Simple-Input and
Simple-Output), il est qualifié de MIMO lorsqu’il en possede plusieurs (Multiple-Input and
Multiple-Output).

La théorie des systemes dynamiques exprime 1’évolution d"un systeme au cours du temps
comme le résultat d"une fonction prenant en argument son état (la valeur de ses entrées et
sorties) ainsi que les actions appliquées sur ses entrées :

dx
ar = f(x,u)

ol x est un vecteur comprenant les entrées et les sorties du systéme, u un vecteur comprenant
les modifications effectuées sur les entrées et f représente le processus de transformation qui
caractérise le systeme. La linéarité de cette fonction définit celle du systéeme.

Un systeme est ainsi dit linéaire si son état évolue linéairement par rapport a son état
précédent et aux actions sur ses entrées. Cela en fait un systéme relativement aisé & controler,
en raison de ’absence de minimums locaux sur f.

La classe des systemes affines en controle est un peu plus difficile a gérer. Ces systémes
évoluent linéairement par rapport aux controles appliqués et non-linéairement par rapport a
leur état courant (SoNTAG 1998) :

dx
O = fx) +g(x)u
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ou f et g sont des fonctions quelconques, potentiellement non-linéaires. La composante
linéaire de ces systemes permet toutefois l’application de méthodes mathématiques de
linéarisation facilitant par la suite le controdle.

Enfin, les systemes non-linéaires sont les systemes dont I'évolution dépend de maniere
non-linéaire de son état comme des actions sur les entrées.

La non-linéarité fait partie des critéres définissant les systémes complexes. La complexité
découle également de la difficulté, voire de I'impossibilité, d'identifier tous les mécanismes
en jeu dans le systeme, et donc de prévoir son comportement. Certains des éléments et des
relations du systéme, ou de son environnement, peuvent étre incertains ou inaccessibles.
Cela peut apparaitre lorsqu'un trés grand nombre d’éléments sont en jeu, que le graphe
des relations n’est pas trivial (c’est-a-dire qu’il présente des cycles et que certains liens
sont privilégiés), ou que certaines variables sont trop dynamiques ou physiquement non
mesurables. En outre, ce type de systémes présente fréquemment plusieurs niveaux : les
éléments interagissant localement sont eux-mémes des systémes plus ou moins complexes,
compliquant considérablement 'étude du systeme global.

Dans ce type de cas, les techniques classiques de controle telles que celles présentées
en début de chapitre 2 ne peuvent s’appliquer efficacement, ce qui fait que le controle de
systémes complexes est un domaine de recherche actif.

1.1.2.2 La notion de contrdle

Le role d'un contrdleur est de transformer les souhaits de 1'utilisateur en actions adéquates
sur un systeme. On appelle consigne la valeur que les sorties doivent atteindre et commande les
actions du controleur sur le systéme controlé, lui-méme souvent désigné par le terme procédé.
Lorsque le contréleur ne bénéficie d’aucun retour sur les actions qu’il effectue, comme illustré
par la figure 1.2, le controle est dit en boucle ouverte.

Consigne Commande Sortie

— ——» Controleur ——» Procédé¢ ——»

FiGUre 1.2 — Contrdle en boucle ouverte.

Le contrdle d'un systeme est donc la manipulation adéquate de ses entrées en regard des
buts de 'utilisateur sur ses sorties. De cette définition générique découlent un certain nombre
de sous-problémes de "controle” a plusieurs niveaux. Un exemple du quotidien illustre bien
cette situation : les véhicules motorisés. Si 1'utilisateur d’une voiture désire accélérer, il va
en donner la consigne par le biais de la pédale d’accélération. Plusieurs commandes doivent
étre entreprises sur le moteur pour respecter cette consigne. Ces commandes impliquent
des actions de la part de différents effecteurs (valves, injecteurs, etc), qui doivent a leur tour
étre controlés afin de s’assurer que leur action (angle d’ouverture, durée d’injection, etc) est
correcte et coordonnée avec les autres actions en cours.
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Le controle peut comprendre la résolution de contraintes (maintenir des sorties au-
dessus ou au-dessous d’un certain seuil) ainsi que des objectifs d’optimisation (minimiser ou
maximiser des sorties). Lorsque la consigne est fixe (il s’agit de maintenir le procédé dans un
état stable), le controle est appelé régulation. On parle de contrdle robuste lorsque celui-ci doit
s’adapter a des changements dans le systemes controlé, tel que des pannes ou du bruit sur
les données.

La cybernétique, se focalisant sur les échanges d’information, a défini des concepts
importants tels que ceux de boite noire et de rétroaction (WIENER 1948).

Une boite noire est un systéme dont I'intérieur est inaccessible. On ne peut connaitre ni
sa structure ni son fonctionnement interne. Il faut se reposer sur 1'observation de ses sorties
pour en déduire sa fonction. C’est un point de vue adopté par un certain nombre de systémes
de controle, par exemple ceux qui s’appliquent a des procédés trop complexes pour étre
modélisés.

La rétroaction (ou feedback, en anglais) est 1’action que produit un phénomene en retour
sur ses propres causes. Une rétroaction est dite positive si elle tend a amplifier le phénomene,
et négative si elle tend au contraire a ’amortir. Dans le cadre du controle de systéme, la
rétroaction se traduit par le fait que le controle d'un systéme est influencé par I’erreur entre
la sortie du systeme et la consigne. Un exemple bien connu est celui du thermostat. Les
contrdleurs basés sur le principe de rétroaction sont dits en boucle fermée (figure 1.3), ils
constituent 'immense majorité des systémes de contrdle actuels. Ainsi, le comportement du
systéme contrdlé influence celui de son controdleur et réciproquement. Les deux systémes sont
couplés.

Consigne Commande Sortie

————» Controleur ——» Procédé

[

FiGure 1.3 — Controéle en boucle fermée.

La cybernétique apporte un éclairage important sur ce couplage entre controleur et
procédé. La variété, notion analogue a celle de complexité, est le nombre d’états et de
comportements différents que peut prendre un systéme donné. La loi de la variété requise
stipule que la variété du systeme de contrdle doit étre supérieure ou égale a celle du systeme
controlé (AsHBY 1956). Cette loi s’explique assez bien de maniere intuitive. Le role d'un
contrdleur est d’amener et de maintenir un systéme dans un état désiré. Il faut donc qu’a
chaque état du systéeme contrdlé corresponde un état du controleur en mesure de le gérer.
Si cette condition n’est pas respectée, il peut se trouver des situations dans lesquelles le
controleur n’est plus "maitre" de la situation. Il est pris au dépourvu par un comportement
inédit du procédé controlé, et il se produit alors une inversion du controdle.
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La section suivante s’intéresse au contrdle appliqué aux moteurs a combustion interne
dans l'industrie automobile. Ce champ d’application a constitué le terrain d’expérimentation
des travaux de cette these et a permis de nous confronter a des problémes bien concrets.

1.2 Le controle de moteurs a combustion

Les moteurs a combustion sont des systemes non-linéaires, dont les sorties sont fortement
bruitées et sur lesquelles 1’effet d'une action en entrée peut se manifester sur diverses échelles
de temps. Controler un moteur permet d’en optimiser le comportement mais demeure une
tache complexe. Cette section en expose les principales caractéristiques.

1.2.1 L’'unité de contrdole moteur

Les avancées technologiques des moteurs a combustion, aussi bien essences que diesels,
ont permis d’en améliorer significativement les performances. Mais ces dernieres, couplées
au durcissement des normes anti-pollution, ont également provoqué la complexification de
leur controdle.

Le contrdleur d’'un moteur est un calculateur embarqué, appelé unité de contrdle moteur
(ou ECU, pour Engine Control Unit), sur lequel s’exécute un logiciel appliquant des stratégies
de controdle. Son role est de transformer la demande de couple issue de la pédale d’accélé-
rateur en actions sur les effecteurs du moteur de maniere a ce que le couple souhaité soit
obtenu. Ce faisant, le contréleur doit assurer le respect de nombreux critéres hétérogenes et
parfois contradictoires, tels que le respect de seuils de pollution et les besoins d’optimisation
(maximisation de la puissance développée, minimisation de la consommation de carburant).

Le nombre et la nature des entrées et des sorties d’'un moteur varie avec ses caractéris-
tiques et ses fonctionnalités (par exemple le nombre de cylindres, la présence ou non d’une
vanne EGR!, etc). La figure 1.4 montre un exemple d’ECU couplé a un moteur essence
avec les entrées et sorties de chacun des systemes. De nombreux parametres influencent le
comportement d’un moteur, mais tous ne sont pas contrdlables par un ECU (par exemple la
pression atmosphérique). De méme, toutes les sorties d"un moteur ne sont pas nécessairement
mesurables par 'ECU, selon I'instrumentation du moteur (en particulier la concentration des
divers gaz ou la température et la pression en divers points nécessitent 'utilisation de sondes
dont un moteur série n’est pas équipé). Le controleur doit donc gérer avec I'indisponibilité de
certaines mesures. Le plus souvent celles-ci sont estimées a 1’aide de modeles mathématiques
des phénomeénes physiques en jeu localement.

Le logiciel d'un ECU est généralement composé de deux couches. La couche haute trans-
forme la consigne de couple en commandes de "haut niveau" (comme la durée des injections,
le débit de carburant ou encore I’avance a ’allumage) que la couche basse traduit en actions
sur le moteur (ouverture/fermeture de valves, etc). Ces couches sont elles-mémes constituées
de "sous-systemes de contrdle” interdépendants, correspondant aux blocs fonctionnels propres

1. Exhaust Gas Recirculation, il s’agit d’un circuit particulier permettant la réutilisation des gaz d'échappement comme
comburant et visant a réduire I'émission d’oxydes d’azote.
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FIGURE 1.4 — Exemples d’entrées et de sorties d"un moteur essence et de son ECU.

a chaque moteur (débimétrie air, débimétrie essence, distribution, etc). Une troisieme couche
de controle, cette fois-ci électronique, s’assure que les actions calculées par la couche logicielle
basse sont correctement effectuées. Bien entendu, cette thése en informatique se concentre
uniquement sur la partie logicielle de 'ECU.

1.2.2 La mise au point d'un ECU

Le développement du logiciel d'un ECU présente les difficultés classiques de I'optimisation
multi-critéere. En effet, le respect des réglementations sur 1’émission de polluants ainsi que
les diverses optimisations sont gérées durant la phase de mise au point. Les stratégies de
contrdle sont élaborées manuellement a partir de 'expertise des ingénieurs. Elles définissent
les calculs menant a la production des diverses consignes et commandes. Elle s’appuient
notamment sur des tables, les cartographies, qui mettent le plus souvent en relation la valeur
courante de la charge et du régime avec celle d'une variable de controle (par exemple 1’avance
a I’allumage). Il faut alors trouver les bonnes valeurs a affecter a ces cartographies de maniere
a ce que la réponse du moteur soit celle souhaitée. C’est la calibration.

Les valeurs de la charge et du régime définissent un point de fonctionnement moteur. Pour
chaque point de fonctionnement, on cherche notamment & maximiser le couple, a minimiser
la consommation et a rester en dessous des seuils de polluants (oxydes d’azote, particules,
dioxyde de carbone) et de température (afin d’éviter la surchauffe). Ces criteres sont souvent
contradictoires, il faut donc trouver les réglages offrant un "bon" compromis, lui-méme a
définir par l'ingénieur. Par exemple, on peut obtenir un couple maximum tres haut au prix
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d’une plus grosse consommation. Le meilleur compromis dépend de 'utilisation future du
moteur.

La calibration de I'ECU vise donc a optimiser le comportement du moteur. Elle demande
de nombreux essais moteur, allant des différents bancs aux essais en roulage (et souvent
de nombreux allers-retours entre ces étapes), afin de caractériser le moteur, c’est-a-dire
d’identifier des points de fonctionnement intéressants, de connaitre son comportement sur
ces points, et d’alimenter les cartographies en conséquence. Le réglage définitif est obtenu en
balayant manuellement un premier parametre tout en fixant les autres. Sa valeur est fixée
lorsque la sortie considérée (couple, consommation, etc) atteint sa "meilleure" valeur. Un
second parametre est ensuite balayé en suivant la méme procédure, et ainsi de suite. Des
retours sur un parametre déja arrété sont éventuellement nécessaires si un optimum de la
chaine n’est pas capable de satisfaire certains criteres importants.

Seule la demande de couple est une consigne prévue pour étre dynamique durant le fonc-
tionnement du controleur. Les autres consignes (les contraintes et les objectifs d’optimisation)
sont statiques et prises en compte durant la phase de mise au point. Aussi, I'ECU doit étre a
nouveau calibré si les criteres d’optimisation sont modifiés, ou lorsque le comportement du
moteur évolue sous l'effet de 1'usure et de 1’encrassement de ses piéces mécaniques.

La nature complexe du comportement d’un moteur, le nombre important de parametres
(provenant tout autant du nombre d’effecteurs que des stratégies de controle en cascade
rigides), et les critéres variés et parfois divergents rendent la calibration tres difficile. Pour
un moteur nouveau, la mise au point dure plusieurs mois, parfois plus d'un an. C’est une
procédure que les industriels cherchent donc a accélérer.

1.3 Objectifs de la these

Produire un ECU complet permettant le prototypage rapide de fonctions de controle
moteur était justement le but du projet auquel les travaux de cette these ont pris part. Le
projet Orianne impliquait en particulier la définition de stratégies de controles génériques et
le développement d’un logiciel de calibration automatique de ces stratégies.

Concevoir et développer un programme informatique capable de calibrer automatique-
ment le calculateur était ainsi 1’objectif premier de cette these. Dans ce contexte, calibrer
signifie trouver la valeur adéquate des parametres de 'ECU telle que les sorties du moteur
sont conformes aux attentes. Cela revient en fait a effectuer le controle du systéme composé
de I'union de 'ECU et du moteur. Les entrées de ce systeme sont les parametres de calibration
de I’ECU et les sorties sont celles que 1’on observe sur le moteur (figure 1.5).

Toutefois, il n’est ici pas question de fournir a ce nouveau controleur des stratégies et des
modeles préétablis. Ce serait décaler le probleme initial sans le résoudre (on en revient a la loi
de la variété requise, qui interdit de réduire la complexité). Le contrdleur a développer doit
étre capable d’apprendre lui-méme le controle. Autrement dit, le systéme a développer doit
trouver la valeur adéquate des entrées du systeme controlé, assurant le respect de criteres
imposés par l'utilisateur, et ce sans I'aide information préalable sur le systéme controlé. Les
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F1GURE 1.5 — Positionnement du systeme a développer.

seuls éléments renseignés a priori sont les criteres a respecter sur les sorties, ceux-ci pouvant
éventuellement changer dynamiquement. Le controleur doit ensuite apprendre comment les
respecter en se basant uniquement sur ’'observation en ligne des effets de ses actions.

C’est pourquoi 1'objectif de cette these n’est pas tant la conception d"un systéme de calibra-
tion automatique mais bien celle d’un systeme de controle, avec la contrainte supplémentaire
de ne requérir aucune information préalable sur le systeme contrdlé. Un tel systeme est ainsi
générique, puisqu’il ne fait pas d’hypothese sur le systeme controlé, et rapide a instancier a
un procédé particulier, puisqu’il ne requiert ni modele ni autre information préalable que les
objectifs a atteindre.

Bien sur, plutét que de trouver un paramétrage de 'ECU, un tel systéme peut en théorie
remplacer le logiciel de ce dernier et controler directement un moteur. En pratique néanmoins,
les fortes contraintes techniques de 1’électronique embarquée ainsi que les besoins spécifiques
liés au projet rendent irréaliste un tel objectif sur la durée d’une these.

1.4 Conclusion

Ce chapitre a introduit le domaine du controle de systémes et présenté les objectifs de
la these. Calibrer automatiquement revenant a controler et apprendre simultanément, ces
objectifs consistent donc en la conception et I'implémentation d'un contrdleur générique,
facile a instancier et capable d’apprentissage.

Le chapitre suivant explore les méthodes de controle et les techniques d’apprentissage
actuelles afin d’en étudier la compatibilité avec les objectifs fixés et de préciser la définition
de ces derniers.



CHAPITRE

Controle de systéemes complexes et
apprentissage artificiel

L’objectif de ce chapitre est de donner une vue d’ensemble a la fois des techniques actuelles
de controle de systémes complexes et des méthodes d’apprentissage artificiel, qui semblent
de prime abord pertinentes pour aborder la problématique évoquée au chapitre précédent.

Les techniques de contrdle se répartissent en trois grandes familles. Nous commencerons
par les approches classiques : les controleurs PID, qui sont les plus répandus dans I'industrie,
et les controleurs adaptatifs, plus efficaces sur les systemes complexes. Les controleurs in-
telligents, faisant appel a des techniques d’intelligence artificielle (IA) pour améliorer leurs
performances, seront introduits apres avoir fait un tour d’horizon des méthodes d’appren-
tissage automatique dont ils usent. Ces approches de controle seront évaluées selon leur
capacité a étre appliquées a de nombreux domaines (généricité), leur facilité d’instanciation a
un procédé particulier, leur capacité a suivre ’évolution dans le temps du systeme controlé
(adaptativité) ainsi que leur faculté a apprendre le fonctionnement du procédé ou au contraire
leur besoin de connaissances a priori (apprentissage). Enfin nous ferons un point sur les
méthodes actuellement appliquées aux moteurs.

2.1 Les classiques du contrdle de systéemes

Le controle de systemes étant un domaine étudié depuis de nombreuses décennies, les
méthodes proposées sont trés diverses et se sont largement ramifiées, raffinées et combinées
au cours du temps. Celles présentées dans cette section, méme si elles font toujours 1’objet
de travaux de recherche, sont bien implantées dans l'industrie et sont considérées comme
classiques.
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2.1.1 Controleurs PID

Les controleurs PID sont tres largement répandus dans 1'industrie. Ils tirent leur nom
des trois termes qu’ils calculent a partir du signal de rétroaction afin de le transformer en
correction a appliquer sur la variable controlée : Proportionnelle, Intégrale et Dérivée (AsTRom
et HAGGLUND 1995).

— Le terme Proportionnel, aussi appelé gain, permet de tenir compte de 'erreur actuelle
entre la valeur observée du signal de rétroaction et la consigne.

P = Kpe(t)

ou K, est une constante, e I'erreur actuelle et ¢ le temps. Augmenter I'importance de ce
terme permet une convergence plus rapide vers la consigne mais dégrade rapidement
la stabilité du systeme.

— Le terme Intégral sert a rendre le contrdle plus précis en prenant en compte 'erreur sur
la durée.

t
I= Kl-/ e(t)dt
0

ou K; est une constante, e I'erreur, ¢ le temps, et T la variable d’intégration. Augmenter
I'importance de ce terme tend a éliminer I'erreur statique, mais ralentit fortement le
temps d’établissement d’un régime stationnaire car cela provoque un dépassement et
des oscillations.

— Enfin, le terme Dérivé permet de considérer le taux de variation de l'erreur et donc
d’avoir une estimation de sa future valeur. Ainsi, le controleur peut par exemple
diminuer I'amplitude de sa correction lorsque l'erreur diminue et inversement.

de(t)

D =Ky 7t

ol K; est une constante, e 'erreur et t le temps. Augmenter I'importance de ce terme
tend donc a diminuer le dépassement et les oscillations, mais fait perdre en précision.
En effet, 'amplitude de la correction diminuant avec l'erreur, il perdure une différence
entre la réponse et la consigne, que I'on appelle erreur statique.

Ces trois termes sont ensuite combinés selon une méthode propre a l'instance de PID
considérée. La plus classique est la somme, la formule générale de la commande u(t) d'un
PID est alors exprimée comme :

1/t de(t
u(t) =K e(t)+ —/ e(t)dt+ Ty e(t) (2.1)
T; Jo dt
ou K, T;, T; sont des constantes appelées respectivement gain, temps d’intégration et temps
de dérivation. Notons que selon les cas les fonctions I ou D peuvent étre omises, on parle
alors de contrdleurs P, PI ou PD.
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réponse Dépassement

Consigne

] 1

U | Erreur statique

|
|
|
|
i |
»

fFemps d'établissement du régime stationnaire

temps

FIGURE 2.1 — Réponse d"un PID.

La figure 2.1 montre une réponse typique d"un PID (mal réglé) sur un procédé stable. Aussi,
pour fonctionner correctement sur un systéme particulier, un contréleur PID nécessite d’étre
paramétré avec justesse. Trouver les valeurs des constantes qui permettent un bon compromis
entre rapidité et précision est un probleme compliqué qui est parfois la raison principale de la
désactivation d'une des fonctions. De nombreuses méthodes ont été développées pour faciliter
le paramétrage des PID, la plus connue étant certainement la méthode de Ziegler-Nichols.

2.1.1.1 Méthode de Ziegler-Nichols

Ziegler et Nichols ont étudié 1'influence des parametres K, T;, T; de I’équation 2.1 afin
de fournir aux ingénieurs une technique plus simple de paramétrage (ZIEGLER et NICHOLS
1942). La méthode consiste a désactiver les fonctions Intégrale et Dérivée du PID, par exemple
en définissant T; = +oo et Ty = 0. A consigne fixe, le gain K est ensuite mis a zéro puis
progressivement augmenté, jusqu’a ce qu’il atteigne une valeur critique K,;; pour laquelle la
réponse oscille de maniere périodique autour d’une valeur stable. On note T la période de
ces oscillations. Le tableau 2.1 donne les valeurs a appliquer aux parameétres selon le type de
contrdleur (P, PI ou PID).

TaBLE 2.1 — Ajustement d"un controleur PID selon la méthode de Ziegler-Nichols.

Controle | K T; T,
P Kcrit/2
PI Keit/22 | T/1.2

Cette méthode donne des résultats globalement bons mais n’est pas toujours optimale. En
outre, I'exploration des valeurs de K peut amener le procédé vers des états instables et donc
rendre l’application de la méthode impossible a certains systémes. De nombreuses variations
ont été développées, telles que celles de VALERIO et SA bA Costa 2006 ou de Mupi, DEy et
LEE 2008, ou d’autres améliorant les résultats obtenus grace a 1'utilisation de la logique floue
(Vistor1 2001).
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2.1.1.2 Limites des PID

Etant appliqués a de nombreux domaines, la généricité des PID n’est plus a démontrer.
Cependant, elle est obtenue au prix d’un lourd travail de paramétrage demandant une
connaissance approfondie aussi bien du fonctionnement du contréleur que du procédé
contrdlé. En outre, la fiabilité du matériel est importante puisque les PID réagissent mal aux
imprécisions sur les mesures ainsi qu’a I’évolution au cours du temps du procédé contrdlé.
Pour répondre a ce probleme, des méthodes de paramétrage dynamique, permettant de
mettre a jour les parametres a la volée, ont été étudiées mais restent limitées a certaines
classes de procédés (CHANG, HWANG et Hsien 2002) ce qui en limite fortement le caractére
générique.

Utilisés seuls, les controleurs PID suffisent pour les systémes dont la dynamique est
inférieure au second ordre et ot les exigences sur les performances du controle sont peu
importantes. Sinon, il est nécessaire de leur adjoindre des mécanismes permettant d’optimiser
leur comportement, parmi lesquels on note la logique floue (CARvAJAL, CHEN et OGMEN 2000),
la mise en cascade de PID (LEE, PARk et LEE 1998), I'implémentation sous forme de réseau
de neurones artificiels (SHU et P1 2000), ou encore le principe du feed-forward, c’est-a-dire
l'utilisation de connaissances extérieures relatives au procédé contrdlé (Mizumoro et al. 2010).
Ces raffinements font pour la plupart partie du "contrdle intelligent" qui sera abordé plus
tard.

Enfin, une limite importante a 1'utilisation des PID est que 1’algorithme de base ne prévoit
qu'un seul signal de rétroaction et ne controle qu'une seule variable. Des méthodes de
composition de plusieurs PID permettant de gérer des systemes MIMO existent (AvAD1 et
BeNHADj 2005), mais leur instanciation n’en est que plus difficile.

2.1.1.3 Bilan des PID

En conclusion, I'algorithme de base des PID est générique mais limité aux systemes SISO,
de faible dynamique et stables dans le temps. Ses raffinements lui permettent de s’étendre
a d’autres classes de problemes mais souffrent en contrepartie de la nécessité d’un lourd
travail pour étre appliqués a un procédé particulier. En outre cette instanciation demande de
la part de l'utilisateur de bonnes connaissances sur le systéme controlé. Ces remarques sont
récapitulées par le tableau 2.2.

TaBLE 2.2 — Bilan des PID.

Critere PID
Généricité +
Instanciation - -
Adaptativité - -
. Aucun (Ia connaissance du procédé est implicitement
Apprentissage A
contenue dans le paramétrage)
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Les PID constituent souvent la couche basse de I'implémentation de systemes de controle
plus évolués. Ces systémes, gérant plusieurs variables et une dynamique plus complexe, pro-
duisent des consignes envoyées aux PID qui contrdlent chacun une seule variable spécifique.

2.1.2 Controle adaptatif

Les caractéristiques de certains procédés évoluent au cours du temps, leur contrdle néces-
site alors d’étre réajusté. Un exemple courant est la température d'un moteur a combustion,
augmentant avec le temps lorsque le moteur est en fonctionnement et influant grandement
sur son comportement. Les méthodes s’attaquant a ce probleme sont regroupées sous le
terme de controle adaptatif. Nous abordons ici les principales approches a savoir 1"utilisation
d’un modele de référence, l'identification de modéle, le controle dual et le controle par
apprentissage itératif.

2.1.2.1 Controle avec modeéle de référence

Les systemes de contrdle adaptatifs a modele de référence (Model Reference Adaptive
Controller, ou MRAC, en anglais) comprennent trois briques : un modele mathématique du
procédé contrdlé, un mécanisme d’ajustement de parametres et le controleur a proprement
parler (WHITAKER, YAMRON et KEZER 1958).

—t- M’Cl(';iéle Yref
de référence ¢
Parameétres Mgcamsme le
— 5 d'ajustement
Ucons ™| 0 U L Yp
Heons Controleur o 3l Procédé
—3t —

FIGURE 2.2 — Schéma d’'un systeme MRAC.

Le schéma général d'un systeme MRAC est donné par la figure 2.2. L'idée de base est
d’ajuster les parametres du contrdleur (et donc modifier les commandes u.,; qu'il produit) afin
que la sortie du procédé y, se comporte comme celle de son modele "idéal" y,.r. Autrement
dit, I'ajustement des parametres du contrdleur compense 1’évolution du procédé. La consigne
Ucons N'a donc pas besoin d’étre modifiée. C’est 1a une utilisation assez inhabituelle d"un
modeéle puisqu’on ne cherche pas a l'ajuster pour qu’il reste fidéle au procédé, mais on ajuste
le contrdle du procédé pour qu'il reste fidele au modele.

Le mécanisme d’ajustement est généralement basé sur un processus de type descente de
gradient comme la MIT rule (du nom du célébre institut), minimisant 'erreur entre y,.r et y,
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(MAREELS et al. 1986). Il doit évidemment étre choisi en adéquation avec le type de contrdleur
utilisé, qui peut par exemple étre un PID sous réserve de quelques ajustements (BRaziunas
1992).

2.1.2.2 Contrdle avec identification de systeme

Plutét que de se servir d’'un modele comme d’une référence a suivre, les systemes de
controle a identification de modele (Model Identification Adaptive Controllers, ou MIAC, en
anglais) cherchent a ajuster la représentation qu’ils ont du systéme contrdlé pour pouvoir
paramétrer dynamiquement le contréleur afin qu’il demeure adapté au procédé (SAsTry et
Bopson 1994). Les briques qui les composent sont semblables a celles des systemes MRAC
mais ne jouent pas exactement le méme rodle (figure 2.3).

Modeéle du procédé

Mécanisme : Systéme
d'ajustement Incertitudes d'identification
é.
Parametres
Ucons
i " Uctrl v . yp
Controleur » Procédé —

-

Le mécanisme d’ajustement se base sur la connaissance préalable de la relation entre les

FIGURE 2.3 — Schéma d"un systeme MIAC.

parametres du modele identifié et ceux du controleur. Il ajuste dynamiquement les parametres
du controleur en fonction des informations que lui donne le systéme d’identification.
Branché sur les entrées et les sorties du procédé, le systeme d’identification a pour
role d’en édifier et d’en maintenir un modéle. Ce modéle peut-étre construit avec ou sans
apport de connaissances préalables (on parle alors respectivement d’identification de boite
grise ou de boite noire). L'identification de systemes est une discipline a part entiere qui,
bien que fortement liée au domaine du contrdle, fait 1’objet de travaux qui lui sont propres
(SoDERSTROM et STo1cA 1988). On y retrouve des méthodes de régression linéaire comme les
moindres carrés (CHEN, BILLINGs et Luo 1989), de filtrage (VAN DER MERWE et WAN 2001)
ou encore des méthodes dites non-paramétriques basées sur I’analyse des entrées et sorties
du procédé (analyse temporelle, analyse fréquentielle, etc) (PINTELON et SCHOUKENS 2004),
ainsi que des techniques d’intelligence artificielle comme la logique floue ou les réseaux de
neurones (XUE et al. 2012). Du choix du systeme d’identification dépendra le mécanisme
d’ajustement de parametres, et donc indirectement, la loi de controle implémentée.
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Notons enfin que MIAC comme MRAC constituent avant tout une architecture de controle
et non une loi de controle décrivant exactement quelles actions sont a entreprendre sur le
procédé comme peut 1’étre un PID.

2.1.2.3 Commande prédictive

Une variante largement répandue de systeme de contrdle avec modele est la commande
prédictive (Model Predictive Command, MPC, en anglais). Ici, la fonction du modele est de
prévoir les futures réactions possibles du systeme contrdlé. En explorant, grace au modele,
'espace d’états du procédé sur un horizon de temps fini, un algorithme d’optimisation calcule
les meilleurs prochains controles a appliquer. L'algorithme général est représenté par la figure
2.4 (N1xkoraou 2001).

@ temps =t
P
v
Acqueérir les

mesures du procéde

Y

Modéle du procédé

Obijectifs
Actions de contrdle Calculer
actuelles et futures les futures valeurs &
ot de sortie Contraintes

Y

Résoudre le probléme d'optimisation ci-dessus

Calculer la meilleure série d'actions

A 4

Appliquer la premiére de ces actions

temps = tj¢

FIGURE 2.4 — Algorithme général de la commande prédictive.

Cette méthode permet de gérer plusieurs entrées et sorties, et de prendre en compte des
contraintes de maniere explicite tout en maintenant des objectifs a plus ou moins long terme.
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Ses performances dépendent fortement de l'algorithme d’optimisation choisi. Celui-ci peut
par exemple utiliser un modéle inverse du procédé pour calculer les entrées a appliquer a
partir des sorties souhaitées.

La commande prédictive fonctionne de maniere satisfaisante lorsque le modele utilisé
est linéaire, mais cela signifie souvent se limiter a une plage de fonctionnement réduite du
procédé sur laquelle son comportement est correctement approximé par un modéle linéaire.
Controler le systeme sur 1'ensemble de ses plages de fonctionnement demande de passer
a un modele non-linéaire. On parle, dans ce cas, de Non-linear Model Predictive Commade
(NMPC). En faisant apparaitre des minimums locaux dans le probléme d’optimisation, la non-
linéarité du modéle complique considérablement son exploitation. Les principales solutions a
cette difficulté consistent a reformuler le probleme d’optimisation en linéarisant le signal de
rétroaction recu, souvent a ’aide d’un changement de variable (Istport 1999). Cependant cette
technique n’est utilisable que sur un sous-ensemble des systémes non-linéaires : les systémes
"affines en controle", ¢’est-a-dire dont 1’évolution de l'état dépend linéairement des contrdles
appliqués et non-linéairement de 1’état précédent. En outre, elle complique significativement
la prise en compte de contraintes (DENG, BECERRA et STOBART 2009).

Enfin, lorsque le systeme a controler est large (c’est-a-dire lorsqu’il a de nombreuses
entrées et sorties), il devient souvent impossible de le gérer dans son ensemble de maniére
centralisée. Dans une approche récente, la commande prédictive distribuée (Distributed MPC),
chaque sous-partie du procédé est gérée localement par un contréleur MPC. Chacun de
ces controleurs échange des informations avec ses voisins, par exemple la trajectoire prévue
par son modele, et ils parviennent ensemble a garantir une certaine stabilité du systeme
controlé (MULLER, REBLE et ALLGOWER 2011). Le découpage en sous-parties et la définition des
contrdleurs locaux demeure un probléme ouvert dans le cas général, mais I'idée de distribuer
le controle est pertinente et nous aurons 1’occasion de I’aborder & nouveau dans ce document.

2.1.2.4 Contréle dual

Le controle dual (Dual Control Theory) propose des bases pour le controle d’un systeme
inconnu au départ et repose sur l'utilisation de deux types d’action de contrdle (FELDBAUM
1961) :

— Les actions de controle effectives, ayant pour but d’amener le procédé dans 1'état désiré,

et basées sur les connaissances actuelles du controleur.

— Les actions "sondes", dont les conséquences sont analysées par le controleur pour affiner

ses connaissances sur le systéme controlé.

Ici, et contrairement aux MIAC, le systeme de controle ne se base pas sur 1’erreur entre
les sorties d"un modele et les observations passives du procédé pour acquérir de nouvelles
informations sur le systeme controlé. Il entreprend directement des actions pour en extraire
de l'information. La structure du systeme controlé est supposée connue, c’est-a-dire que le
contrdleur dispose dune fonction f (un modele) représentant le procédé et calculant la sortie
y al'instant k+1 a partir du controle u effectué a I'instant k, de I'historique -y de toutes les
actions et observations jusqu’a l'instant k , d"un vecteur de parametres inconnus 6 et d'un
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processus stochastique { connu représentant 1’évolution (des parametres) du procédé.

y(k+1) = f(u(k), 7, 0(k), (k)

Il reste alors au controleur a estimer correctement les parametres de ce modele grace a des
actions d’exploration.

Ce type de contrdle présente I'avantage de parvenir a converger rapidement vers 1'état
souhaité et convient donc bien aux cas ot les parametres du procédé évoluent trop rapidement
pour un MIAC ou bien lorsque 1'horizon de temps pour aboutir a un controle satisfaisant est
court (WITTENMARK 2002). En revanche, appliquer des actions exploratrices pour en apprendre
les conséquences présente le risque de dégrader la qualité du contrdle, voire d’emmener le
procédé dans un état a partir duquel il ne peut plus atteindre 1’état souhaité. Or, plus le
controleur applique des actions "sondes", meilleure est son estimation des parametres du
systéeme et donc meilleur devient son controle sur le long terme. Il y a ainsi un équilibre a
trouver entre les deux types d’action, correspondant a un compromis entre un contrdle correct
a court terme et un contrdle plus fin a long terme. Ceci constitue une limite a 1’applicabilité
de cette technique car trouver cet équilibre revient a faire en sorte que le controleur satisfasse
une équation particuliere appelée équation de Bellman (2.2).

V(@) = min E{((k) = () + V((k-+ 1),k + 1)) 2)
V(Z(k), k) peut étre interprétée comme la perte minimum attendue a partir de l'instant k et
pour la suite du controle entre la sortie observée y(k) et la consigne y,(k), étant donné les
observations acquises jusqu’a maintenant 7y;_1. E dénote 1'espérance mathématique prise sur
la distribution de . Résoudre cette équation signifie trouver la meilleure action de contrdle
u(k —1), celle qui assurera une perte minimum pour la suite du controle. Cette action ayant
une influence immédiate sur la sortie du procédé et différée sur 'estimation future des
parametres, la solution de I’équation est un choix entre une perturbation (une action "sonde")
qui minimisera le terme V({(k+ 1),k + 1) (c’est-a-dire la prévision moyenne des prochaines
pertes) ou une action visant a améliorer la perte immédiatement (c’est-a-dire minimiser le
terme (y(k) — y,(k))?). Ceci s’avere tres difficile dans la plupart des cas concrets, notamment
en raison de la grande dimension de .

Malgré tout, la recherche d'une corrélation entre variations sur les entrées et conséquences
observables sur les sorties apres I’application d'une action est une idée trés intéressante qui
mérite d’étre conservée. Nous la retrouverons dans les chapitres suivants.

2.1.2.5 Contrdle par apprentissage itératif

Introduit en anglais pour la premiere fois par ARIMOTO, KAWAMURA et M1yazaxi 1984, le
contrdle par apprentissage itératif (Iterative Learning Control, ILC) a d’abord été motivé par la
maitrise de bras robotisés industriels, répétant indéfiniment la méme tache. Chaque nouvelle
passe améliore le controle en s’appuyant sur la précédente.

upy1(t) = ur(t) + [Ker] (t)
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Le nouveau controle appliqué uy; est donc fonction du précédent uy, de la derniere erreur
ex entre la sortie et la consigne, et d'un "opérateur de gain" K propre a I'implémentation. Cet
opérateur fait le plus souvent appel a un modele du systéeme controlé, représenté sous forme
matricielle (OweNs et DALEY 2008).

Cette méthode est réservée aux procédés présentant un comportement périodique. En cela
elle est comparable au contrdle répétitif (Repetitive Control, RC) et au contrdle run-to-run (R2R)
(WANG, Gao et DoyLE 2009).

2.1.2.6 Bilan du contrdle adaptatif

L'utilisation de modeles donne aux méthodes de contrdle adaptatif ’avantage de gérer
naturellement plusieurs entrées et sorties. En outre, une fois couplés a des algorithmes
d’optimisation (éventuellement dynamiques), ces modéles permettent de mettre a jour les
parametres d’un controleur (MRAC et MIAC), ou bien interviennent directement dans le
calcul du meilleur contrdle a appliquer (MPC, Dual Control Theory, ILC). Ainsi, le contrdleur
est capable de suivre I'évolution du procédé au cours du temps et d’adapter ses actions en
conséquence, ce qui lui confere une certaine robustesse.

Mis a part l'apprentissage itératif qui n’est utilisable qu’avec un systéeme répétitif, les
approches de contrdle adaptatif sont suffisamment génériques pour étre appliquées dans
de nombreux domaines. On retrouve, par exemple, 1’architecture MIAC dans des domaines
aussi variés que le controle de 1’énergie dans un batiment (PARGFRIEDER et JORGL 2002) ou
celui d"un robot en interaction avec un humain (Casars 2013). Cependant cette généricité est
a modérer selon la disponibilité d'un modéle adéquat du systeme a controler.

En effet, si la modélisation joue un role clé dans les controleurs adaptatifs, elle est aussi
la cause de leur principale limite : leur difficulté & étre instanciés. Dans le cas d’un systeme
a controdler totalement inconnu au départ, établir un modéle peut demander des années
d’études ainsi que de lourds moyens technologiques. Une fois le modele obtenu, il faut le
paramétrer pour qu’il corresponde parfaitement a 1'instance considérée du procédé modélisé.
Cette étape s’appelle la calibration. Dans un systeme de contrdle, cette calibration peut non
seulement concerner le modéle utilisé, mais aussi les différents mécanismes d’ajustement et
d’optimisation. Cette tache est d’autant plus difficile lorsque le procédé et son modele ne sont
pas linéaires. Néanmoins, cette limite ne remet pas en cause les principes fondamentaux du
controle adaptatif. Le tableau 2.3 synthétise les paragraphes précédents.

TaBLE 2.3 - Bilan du controle adaptatif.

Critére Controle adaptatif

Généricité +

Instanciation --

Adaptativité +

Apprentissage Limité (ajustement de parameétres
d’une structure fixe)
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2.1.3 Bilan des approches classiques de contrdle

Nous remarquons que leur difficile instanciation constitue la limite commune des ap-
proches présentées jusqu’ici. Pour contourner les difficultés de la modélisation et de la
calibration (qui sont les taches principales a réaliser pour instantier un systéme de contréle a
son procédé) les travaux les plus récents incorporent au controle des techniques issues de
l'intelligence artificielle. L’objectif est souvent de faire apprendre le modele, ses parametres
ou encore sa propre calibration au controleur de maniere automatique et avec le minimum de
connaissances a priori. Dans d’autres cas, il peut aussi s’agir d’apprendre directement une loi
de controle.

Pour faciliter la présentation de cette famille de contrdleurs, dits intelligents, et parce que
I'apprentissage est une partie importante du systeme présenté dans le chapitre 4, il parait
nécessaire d’en introduire d’abord les principales techniques.

2.2 L’apprentissage artificiel

On parle d’apprentissage artificiel (ou apprentissage automatique) lorsqu'un programme
a la capacité d’améliorer ses performances a partir de données acquises en cours de fonction-
nement, c’est-a-dire a partir de son expérience (MITCcHELL 2006). Ce type de systeme est utilisé
pour résoudre des taches trop complexes pour les algorithmes classiques. L'apprentissage
étant un sujet central depuis les débuts de l'intelligence artificielle, il en existe de nombreuses
approches. Elles sont généralement regroupées en trois familles qui se différencient par le
type d’information dont dispose le systeme pour apprendre et le protocole avec lequel il
interagit avec son environnement : ’apprentissage supervisé, ’apprentissage non supervisé
et 'apprentissage par renforcement (CORNUEJOLs et MicLET 2010).

2.2.1 Apprentissage supervisé

L’apprentissage supervisé désigne les techniques se basant sur un oracle pour guider
le systeme apprenant. Lors d"une premiere étape, 1’oracle fournit des exemples étiquetés,
c’est-a-dire un ensemble de m couples comprenant une donnée x et la sortie attendue pour
cette donnée u. On appelle cet ensemble 1'échantillon d’apprentissage et on le note S.

S = {xi, ui}1<icm = {xi, f (%) h<i<m (2.3)

La fonction f, parfois appelée fonction cible, n’est connue que de l'oracle et est 1’objet de 1’ap-
prentissage du systéeme. En exploitant cet échantillon, I’apprenant doit trouver (ou s’approcher
de) la bonne sortie u, = f(x,) correspondant & une donnée d’entrée x,, qui n’appartient pas
nécessairement a S. On appelle la fonction ainsi estimée par le programme apprenant une
hypothese.

Un algorithme d’apprentissage supervisé cherche dans I'espace des hypotheses possibles
celle qui est la plus adéquate en regard de I'échantillon d’apprentissage. Cependant, il existe
une infinité de fonctions qui passent par un ensemble de points donnés. Et aucune de ces
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fonctions n’est a priori meilleure qu'une autre pour décrire 'ensemble des points de S et
interpoler les résultats attendus. Comment choisir celle qu’il faut retenir est un des problemes
fondamentaux de l'apprentissage artificiel. Il faut s’assurer que 'apprenant dispose d'un
moyen pour le contraindre & converger vers une hypothese qui conviendra aux données sur
lesquelles il sera appliqué aprés apprentissage. Il s’agit par exemple de la marge maximale
dans le cas des machines a vecteurs de support. De maniére plus générale le principe du
rasoir d’Occam, qui privilégie toujours la solution la plus simple, est une réponse possible.
En fait, il s’agit de faire un compromis entre les hypothéses complexes qui correspondent
mieux aux données et celles plus simples qui sont meilleures pour généraliser (RUSSELL et
Norvic 2010). Si I'hypothese trouvée est trop complexe, le systéme est en sur-apprentissage :
il ne fait plus d’erreur sur les données d’apprentissage, mais il en commet de plus en plus sur
les exemples nouveaux a identifier, a I'image d’'un étudiant qui apprend par cceur son cours
sans arriver a généraliser. A I'inverse, une hypothese trop simple ne rend pas suffisamment
bien compte de la réalité des données. C’est ce qu'il arrive par exemple si 1’on utilise une
méthode de séparation linéaire sur un échantillon non linéaire.

o classe A e sous-apprentissage
apprentissage correct

D classe B ceeeeee sur-apprentissage

Ficure 2.5 — Différents apprentissages de la séparation de 2 classes en 2 dimensions, sur un
échantillon bruité.

La figure 2.5 montre un exemple de sur-apprentissage, de sous-apprentissage et d’appren-
tissage acceptable pour la séparation de deux classes en deux dimensions sur un échantillon
de données bruitées. La courbe verte représente la séparation attendue. La courbe rouge
est le résultat d’un sur-apprentissage : les données (y compris le bruit) sont parfaitement
séparées, mais une nouvelle donnée a trier a des chances d’étre mal classée (il n’y a pas
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de généralisation). Enfin, la droite grise est le résultat d'un sous-apprentissage, I’hypothese
retenue est trop simple pour correspondre aux données.

L'apprentissage supervisé est classiquement utilisé pour les problemes de classification ou
encore la reconnaissance de formes. Sept des principales approches sont présentées ci-apres.

2.2.1.1 Méthode des k plus proches voisins

Souvent abrégée en kPPV en francais (ou kNN en anglais, pour k-Nearest Neighbors)
la méthode des k plus proches voisins est simple mais efficace dans beaucoup de cas. Le
principe est d’assigner a la donnée d’entrée la classe majoritaire parmi ses plus proches
voisins dans I’échantillon d’apprentissage.

Il existe de nombreuses variantes de cette méthode, selon la fonction de distance utilisée
ou encore selon la pondération des voisins entre eux. Sa principale limite est d’étre cofiteuse,
notamment a cause de la recherche de voisins dans un échantillon potentiellement grand.
Elle n’est donc pas adéquate dans les cas oli un apprentissage dynamique est nécessaire.
Une maniere de réduire les cotits de calcul est de construire un modele de I’échantillon sur
lequel baser 1’apprentissage (Guo et al. 2003) mais cela n’est pas toujours suffisant. En outre,
la distribution des classes dans 1’échantillon d’apprentissage peut biaiser le résultat final.
En effet, si une classe est significativement plus présente que les autres, les chances sont
grandes pour qu’elle soit majoritaire parmi les k plus proches voisins de la donnée testée
(Coomans et MassarT 1982). Ce biais peut étre diminué par le choix d’une pondération
adéquate (par exemple inversement proportionnelle a la distance). Enfin, le choix de k est
également un probléme récurrent. S'il est trop petit le bruit sur I’échantillon d’apprentissage
impacte fortement le résultat, mais s’il est trop grand, les limites entre les classes sont moins
bien définies.

2.2.1.2 Inférence d’arbres de décision

Les arbres de décision cherchent a classer un objet a ’aide d"une succession de tests sur
ses attributs. Ces tests sont organisés hiérarchiquement, de maniére a ce que la réponse a un
test indique quel est le prochain a effectuer, et ainsi de suite jusqu’a ce que le dernier pointe
sur la réponse finale. On aboutit ainsi a un arbre dont les noeuds sont des tests et les feuilles
des classes (plusieurs feuilles peuvent correspondre a une méme classe). Dans 'exemple de
la figure 2.6, les objets sont définis par les attributs sol et equipement et sont a ranger parmi les
classes terrain de basket, terrain de rugby et terrain de football. Beaucoup de connaissances du
domaine sont nécessaires a la création de cet arbre, comme le fait que le rugby ne se joue pas
sur du bitume.

Outre sa forme graphique, un arbre de décision peut étre représenté par un ensemble
de formules logiques. En effet, une branche allant de la racine jusqu’a une feuille est une
conjonction de propriétés sur 1'objet suffisante pour 'associer a une certaine classe. Par
exemple, dans la figure 2.6, la branche menant a la feuille étiquetée terrain de rugby peut
étre décrite par la formule (sol = gazon) A —(equipement = cage). De méme, une classe est

représentable par la disjonction de toutes les branches menant a une feuille de méme valeur.
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Type de sol ?
y lbilume w;
terrain .. L.
de basket équipement=cage ? équipement=cage ?
r/ \ou non oui
terrain terrain terrain terrain
de basket de football de rugby de football

FIGURE 2.6 — Exemple d’arbre de décision.

Toujours dans le méme exemple, la classe terrain de basket et ainsi représentée par la formule
(sol = parquet) V ((sol = bitume) N\ —(equipement = cage)).

En apprentissage supervisé, il s’agit de construire automatiquement un arbre de décision
a partir de I'échantillon d’apprentissage. Une maniere classique d’y parvenir est de récursive-
ment partitionner I'échantillon selon la valeur de chaque attribut, créant ainsi un noeud pour
chaque partition. Le processus se poursuit jusqu’a obtenir une partition ne contenant que
des données associées a la méme valeur de sortie, c’est-a-dire une feuille. Cette approche est
connue sous le nom d’induction descendante d’arbres de décision. Les algorithmes fondateurs
basés sur cette idée sont CART (BREIMAN et al. 1984) et ID3 (QuiNLAN 1986). L'espace des
arbres valides pour un échantillon donné étant trés grand, il faut I’explorer intelligemment et
tenter d’en extraire un arbre efficace, c’est-a-dire suffisamment précis mais ne contenant pas
trop de feuilles. L'ordre de sélection des attributs pour le partitionnement impacte fortement
le résultat, aussi est il nécessaire d’avoir une métrique pour trier et sélectionner l’attribut le
plus adéquat. Citons par exemple 1'entropie croisée qui mesure le niveau de corrélation entre
un attribut et la répartition des classes (Cover 1991).

L’avantage des arbres de décision est qu’ils sont souvent concis et compréhensibles. En
outre, contrairement a la méthode des kPPV, la décision est peu cofiteuse a prendre une
fois I’arbre obtenu. Cependant leur utilisation impose une certaine structure de données
compatible qui, selon le probleme, peut étre difficile a obtenir ou trop cotiteuse a exploiter.
Les graphes de décision sont une extension des arbres qui permet de limiter la redondance
de certains nceuds (OLIVER 1993). Les raffinements les plus récents se concentrent sur la prise
en compte du cotit de I'erreur de décision (Lomax et VADERA 2013).

En revanche, dans la pratique se pose le probleme du sur-apprentissage. En laissant un
algorithme basique d’induction se dérouler jusqu’au bout, l’arbre généré est trop précis : il
est trop grand et chaque feuille est "pure” (c’est-a-dire qu’elle correspond a une méme classe).
Le bruit sur I’échantillon d’apprentissage est dans ce cas tres génant. C’est pourquoi il est
nécessaire d’élaguer 1’arbre. Cela peut étre fait en jouant sur le critére d’arrét de ’algorithme
de construction (pré-élagage) ou bien en cherchant a remonter progressivement les feuilles
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vers la racine tout en surveillant un critere d’erreur (post-élagage) (PATEL et UraDHYAY 2012).
Ce probleme demeure un sujet de recherche ouvert et constitue un obstacle a 'utilisation
facile de cette méthode. Un autre frein majeur a son application sur des cas réels est sa faible
robustesse face a des données manquantes.

2.2.1.3 Machines a vecteurs de support

Issues des travaux théoriques de VAPNIK 1995, les machines a vecteurs de support sont
également connues sous le nom de séparateurs a vaste marge (Support Vector Machines en
anglais, SVM). Elles reposent principalement sur deux notions qui leurs sont préexistantes :
les fonctions noyaux et la notion de marge maximale. Une fonction noyau est une densité
de probabilité symétrique par rapport a ’axe des ordonnées, comme la loi de Gauss par
exemple. En apprentissage supervisé, le probleme est souvent de trouver la séparation entre
des échantillons de classes différentes. On appelle vecteurs de support les échantillons les plus
proches de la frontiére de séparation. La marge désigne la distance qui les sépare de cette
frontiere et la théorie indique qu’il est préférable qu’elle soit maximale.

Dans le cas d"une séparation linéaire de deux classes, il s’agit de trouver I’hyperplan qui
sépare les classes tout en maximisant la marge. L'équation d"un hyperplan étant :

h(x) = w.x + wo

ou w est le vecteur normal de I'hyperplan et wy une constante représentant son origine, un
point (x;,y) est bien classé si et seulement si

y.h(x;) >0

Une premiére expression du probleme, dite primale, est alors la suivante :

min(3[w|*)

Vi, ui(w.x; +wp) > 1
ol w (le vecteur normal de I'hyperplan) et wy sont les parametres a trouver et x; et u; les
données de I’échantillon d’apprentissage. Tel quel le probleme est difficile (voire impossible) a
résoudre lorsque la dimension des données d’entrée est grande. Il est préférable de 'exprimer
sous sa forme duale, qui ne dépend plus de la dimension des données mais de la taille de

I’échantillon d’apprentissage et qui est :
trouver les multiplicateurs de Lagrange « tels que :

mgx{[j;ﬂ:l & — 3 Yoo iojuiu(x;.x) }
a; >0,i=1,..,m (24)

Yo aiu; =0

ou m est la taille de 1’échantillon d’apprentissage. Le théoreme de Kuhn-Tucker démontre que
la solution au probléeme dual et celle au probleme primal sont les mémes (Kunn et TUCKER
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1951). L'hyperplan solution est alors donné par :

m
h(x) = (w*.x) +wy = Y o (x.x;) +wg
i=1
ot les &} sont solutions de 'équation 2.4 et ot w)) peut étre calculé a partir d"un vecteur de
support. Les vecteurs de supports sont les seuls a avoir un multiplicateur de Lagrange non nul,
ils sont ainsi les seuls a définir I'hyperplan optimal. C’est pourquoi ils sont parfois appelés
"exemples critiques".

Dans le cas non-linéaire la solution consiste a transformer 1’espace de représentation de
I’échantillon d’apprentissage en un espace de plus grande dimension dans lequel il existe une
séparation linéaire. Mais comment trouver cette transformation non-linéaire ® ? En pratique
cela équivaut souvent a connaitre la solution d’avance. C’est ici qu’interviennent les fonctions
noyaux. Muni de ® le probleme a résoudre serait de trouver les « tels que :

mgx{[}?il o — %Z?szl wiojuin (D(x;).P(x7)) }
w; >0,i=1,..,m

Yt aiu; =0

On remarque que @ n’intervient que dans le produit scalaire ®(x;).®(x;). Plutot que de
trouver ®, on peut donc chercher a trouver la fonction k telle que :

k(x,x") = ®(x).®(x)

Cette fonction k est une fonction noyau. Elle permet, lorsqu’elle est bien choisie, d"utiliser des
représentations non-vectorielles et d’éviter de calculer la représentation des exemples dans
le nouvel espace. Plusieurs noyaux sont couramment utilisés et parfois combinés : noyau
linéaire, polynomial, gaussien ou laplacien (SCHOLKOPF et SmoLa 2002).

Enfin, il est souvent nécessaire d’assouplir les contraintes, par exemple afin de gérer le bruit
sur I"échantillon d’apprentissage. Pour cela, on introduit des variables ressorts. L'utilisateur
doit alors fixer une constante pour régler le compromis entre la maximisation de la marge et
les erreurs de classification.

S’appuyant sur les méthodes d’optimisation, les SVM permettent de traiter des données
de grandes dimensions et donnent de bons résultats en pratique. En outre, elles offrent de
par leur origine de bonnes garanties théoriques mais demeurent difficiles a mettre en place
sur des cas réels.

2.2.1.4 Algorithmes génétiques

Développés par HoLLAND 1975, les algorithmes génétiques sont une technique d’optimi-
sation imitant de maniere tres simplifiée 1’évolution des especes au moyen de la sélection
naturelle. L’adaptation ainsi obtenue peut étre considérée comme le fruit d’'un mécanisme
d’apprentissage. Nous exposons ici les principes de base des algorithmes génétiques ainsi
que leur application en apprentissage supervisé.
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La premiere condition dans l’application d'un algorithme évolutionnaire (autre nom des
algorithmes génétiques) est de disposer d"un découplage de 1'espace des hypotheses. Il faut un
espace phénotypique dans lequel les hypothéses peuvent étre évaluées, et un espace génotypique
dans lequel elles sont manipulables et transformables par des opérateurs spécifiques. Une
hypothese est donc représentée par son génotype qui est une chaine de valeurs (par exemple
une chaine de bits). L'idée est ensuite de créer une population initiale d’hypotheses puis d’en
croiser les individus pour faire évoluer leur génotype de génération en génération jusqu’a
atteindre une hypothese satisfaisante. Concrétement, la génération initiale est le plus souvent
tirée au hasard, puis le processus d’évolution se déroule en quatre étapes répétées jusqu’a la
satisfaction d’un critere d’arrét.

Etape 1: Evaluation. Evaluer la génération courante constitue la premiere étape. Cela passe
en général par I'évaluation de chaque individu a I'aide d’une fonction particuliere que 'on
appelle fonction de fitness. Cette fonction s’applique sur un phénotype et retourne un score
de performance. Dans le cas de 1'apprentissage supervisé il s’agit de tester chaque hypothese
sur un ensemble de validation, mais de nombreuses fonctions d’évaluation sont possibles
selon le probleme traité et peuvent méme prendre la forme de simulations (Jin 2005).

Etape 2 : Sélection. La deuxiéme étape est la sélection des individus qui seront procréateurs,
c’est-a-dire dont les génotypes seront croisés pour obtenir de nouveaux phénotypes que I'on
espere plus performants. Cette étape est le pendant artificiel de la pression environnementale.
La solution la plus simple est de choisir les n meilleurs individus. Cependant, maintenir une
certaine diversité est un avantage pour éviter les minimums locaux. Une solution couramment
adoptée est donc d’attribuer une probabilité de sélection a chaque individu qui grandira avec
son score a I’évaluation. Ainsi une chance de procréer est laissée a tous les individus tout en
favorisant les plus aptes. Pour étre moins sensible aux éventuelles erreurs de la fonction de
fitness et s’épargner un cofit de calcul important, une autre solution est la sélection par tournoi
otl les individus sont comparés par petits groupes dont on garde le meilleur (FiLirovic 2012).

Etape 3 : Croisement. Une fois les procréateurs sélectionnés, on procede a leur croisement
(cross-over). Leurs génotypes sont alors mélangés a 1’aide d"un opérateur de croisement qui
produit deux nouveaux génotypes inédits a partir d'une paire de génotypes parents. Par
exemple, un opérateur classique dit "croisement a un point" tire un point au hasard dans
un génotype et intervertit les génes des parents entre ce point et le bout de la chaine. Une
variante existe en sélectionnant deux points, comme illustré dans la figure 2.7. En croisant
ainsi des individus supposés parmi les meilleurs, on espere aboutir a un nouvel individu
combinant les avantages de ses deux parents. Si ce n’est pas le cas, il ne sera sans doute
pas gardé lors de la prochaine étape de sélection. Au mécanisme de croisement s’ajoute
une probabilité de mutation définie pour chaque gene. Celui-ci peut changer aléatoirement
de valeur a chaque fois qu'un nouvel individu est généré. Cela peut permettre ’apparition
de nouvelles propriétés phénotypiques qui seront gardées par le processus de sélection si
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elles sont profitables, et jetées sinon. Toutefois, si ce taux de mutation est trop important, la
conservation des bonnes propriétés déja acquises est mise en péril.

1
[1]ofsTofoJofoJofo]s]o]sfols]o]1] [a]ofsfoJoa]2]2]oJo]2 o 1 o 1]0]

croisement 4 un point.
1 —_——
1
[1]ofoToojafafsJo o afo]s 0 1To0] [1]ofoJoJofofofoJo 1 o a]0 1 eT1]
)
1 |
[of1]o]z]oJoJofa]2]1]o]2]01]1]0] [ofaJofa]1]ofo]2]a]oefo]2]o]1]1]o0]
\ \ croisement multi-point
—
[ 1
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FIGURE 2.7 — Opérateurs de croisement pour les algorithmes génétiques.

Etape 4 : Remplacement. Enfin, la derniére étape consiste a remplacer la population cou-
rante par la nouvelle génération obtenue par croisement et mutation. Ces quatre étapes sont
exécutées en boucle, créant des nouvelles générations dont les meilleurs individus sont de
plus en plus adaptés, c’est-a-dire dont les scores sont de plus en plus élevés en regard de
la fonction d’évaluation. L'algorithme se termine lorsqu’un critére d’arrét dépendant du
probléme est atteint. Dans le cas de I'apprentissage supervisé, cela peut par exemple étre la
classification sans erreur d’un échantillon de validation par une hypothése de la génération
courante.

Parmi les spécialisations des algorithmes génétiques, on compte 1’évolution d’automates
qui consiste a utiliser des automates a états finis comme génotypes et d’utiliser des opérations
sur les graphes comme opérateurs de mutation, les croisements étant abandonnés (KAUFFMAN
et SMITH 1986). Plus connue, la programmation génétique (Genetic Programming) propose de
produire des programmes a 1’aide d’un algorithme génétique. Cela est possible notamment en
représentant les programmes sous forme d’arbres en guise de génotypes. Si la grammaire du
langage de programmation cible est suffisamment simple, il est possible de s’assurer que les
opérations de croisement et de mutation sur un arbre conservent la validité du programme
correspondant (McKay et al. 2010).

Une premiere limite importante de cette approche concerne son applicabilité. En effet, le
choix de parametres comme la taille et la composition de la population initiale, ou encore
I'encodage des objets en génotype ne sont pas triviaux. De méme, choisir 1'opérateur de
croisement et le taux de mutation est un enjeu crucial pour la performance de 1’algorithme
et il est tres difficile de le faire a priori. C’est pourquoi les recherches se sont concentrées
sur des mécanismes d’adaptation de ces parametres en cours d’exécution (KraMmEer 2010). La
technique la plus connue, CMA-ES, s’appuie sur l'adaptation de la matrice de co-variance de
la distribution de probabilité régissant la mutation (AUGER et HANSEN 2005). Dans le méme
ordre d’idée, on parle de coévolution lorsque la fonction de fitness change au cours du temps
voire differe pour chaque individu ou groupe d’individus. Cette approche est utile lorsqu’on
cherche a décomposer un probleme en parties (POTTER et DE JonG 2000).
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Enfin, pour donner de bons résultats, les algorithmes génétiques ont, entre autres, besoin
d’une population suffisamment grande et d"'un nombre de générations important. Aussi, ils
sont rapidement cotiteux en terme de calcul.

2.2.1.5 Réseaux de neurones artificiels

Introduits pour la premiere fois par McCuLLocCH et P1rTs 1943, les réseaux de neurones
(parfois appelés réseaux connexionnistes) sont un des piliers de I'intelligence artificielle et de
l'apprentissage automatique. Etant trés étudiés et présents dans de nombreuses applications,
nous nous limitons ici a leur utilisation en apprentissage supervisé, en insistant particuliere-
ment sur une forme particuliére que sont les perceptrons. Ce type de réseau, d’abord proposé
par ROSENBLATT 1957 puis étendu a une architecture multi-couche (FIESLER 1996), est en effet
bien adapté aux problémes de classification typiques de ’apprentissage supervisé.

FIGURE 2.8 — Modéle d’un neurone formel.

La figure 2.8 représente 1'unité de base du traitement de l'information dans un réseau
connexionniste : le neurone formel. Celui-ci dispose d’un ensemble d’entrées appelé source et
d’une sortie. Il est représenté par son état o; (i étant 'indice du neurone dans le réseau) et par
sa fonction de sortie g avec laquelle il calcule sa valeur de sortie y; :

yi = g(oi) (2.5)

Le plus souvent, la fonction g est soit la fonction signe, soit une fonction sigmoide (c’est-a-dire
une fonction en forme de s), de formule :

1

= 2.6
1+e M 26)

g(x)

Chaque entrée j d'un neurone i est associée a un poids wj;. La valeur de o; est calculée a
partir des d valeurs x; transmises sur les entrées et de leur poids associé wj;, en général avec
la formule simple :

d
0 =) wjix; (27)
j=1
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Toutes les architectures sont imaginables selon la tache que 'on demande au réseau.
Nous nous intéressons ici aux perceptrons multicouches dans lesquels les neurones formels se
classent en trois catégories :

— Les neurones d’entrées servent a transmettre les données d’entrées (les exemples de
I’échantillon d’apprentissage aussi bien que les futurs exemples a classer). Dans ce cas
particulier, 0; = x; ot x; est la composante d’indice i du vecteur de données x.

— En bout de chaine, les neurones de sortie sont ceux qui fournissent ’hypothése d’appren-
tissage. Chaque neurone de sortie correspond a une classe.

— Les neurones cachés sont exclusivement connectés a d’autres neurones et non aux en-
trées/sorties du réseau. Ils effectuent des traitements intermédiaires.

Les perceptrons sont construits selon la logique du feed-forward, c’est-a-dire que l'information
ne se déplace que dans un sens, des neurones d’entrée vers les neurones cachés puis vers les
neurones de sortie. Ils sont ainsi constitués en couches successives (couche d’entrée, couches
cachées et couche de sortie) dont chaque élément est connecté a tous les éléments de la couche
suivante et uniquement a ceux-la. Les neurones d’entrée sont activés en recevant chacun une
composante du vecteur x (la donnée d’entrée). Ils effectuent le calcul de leur valeur de sortie
(équations 2.5 et 2.7), puis le résultat est transmis a la premiére couche cachée qui fait de
méme, et ainsi de suite jusqu’a arriver a la couche de sortie. Le résultat est alors la classe
correspondant au neurone de sortie ayant la valeur de sortie la plus grande. Le nombre de
couches cachées et de neurones dans ces couches est a définir par le concepteur et influera
sur la complexité des frontieres qui seront trouvées par le réseau.

F1IGURE 2.9 — Exemple de perceptron a une couche cachée.

Un exemple simple d"un tel réseau est donné par la figure 2.9. Les entrées sont représentées
par des carrés et les neurones par des cercles (bleu pour les entrées, gris pour les cachés et
jaune pour les sorties). Il s’agit d’un réseau a une couche cachée pour un probléme a trois
classes avec des données de dimension 4.

Seul, un réseau de neurones n’est pas capable d’apprentissage. Il faut ’agrémenter d'un
mécanisme de rétropropagation de l'erreur entre sortie désirée et sortie calculée qui lui
permette d’ajuster le poids des connexions, et donc d’apprendre la fonction qu’il doit exécuter
(RumMELHART, HINTON et WILLIAMS 1986). Les données de 1’échantillon d’apprentissage sont
passées séquentiellement au réseau qui va ajuster ses poids a chaque passage. Pour permettre



2.2. L'apprentissage artificiel

au réseau de converger, il faut répéter ce processus un grand nombre de fois (en général une
centaine de passages pour chaque exemple). L'ajustement des poids est dicté par ce que I'on
appelle la regle delta, qui exprime la modification a appliquer au poids de la liaison entre le
neurone i et le neurone j :

Awi]- = Dééjyi

ol y; est la sortie du neurone 7 (une des entrées du neurone j), a est un coefficient positif entre
O et 1, et §; est une valeur qui dépend de 'erreur. Pour un neurone de sortie, elle s’exprime
de la maniere suivante (en supposant que la fonction g choisie est une sigmoide paramétrée
avec A =1):

5 = (uj = yp)y;j(1 — ;)
ou u; est la sortie désirée (correspondant a I'étiquette de I'exemple passé en entrée du réseau),
et y; la sortie calculée. On obtient récursivement la valeur de § pour les neurones cachés :

si=yi(l—y;) Y. Guwi
kedest(j)

ott dest(j) est 'ensemble des neurones recevant la sortie de j. Le calcul de  provient direc-
tement de la dérivation de la fonction de sortie des neurones. C’est pourquoi cette fonction
doit étre différentiable et non linéaire. En outre, on remarque que l'ajustement des poids
d’une couche n’est possible que si celui de la couche inférieure a été effectué. Cette méthode
d’ajustement est ainsi appelée reégle de rétropropagation du gradient de l'erreur.

L’apprentissage de réseaux connexionnistes multicouches donne de bons résultats malgré
une certaine lenteur de 1’apprentissage. Un des problémes ouverts concerne l'arrét de 1’ap-
prentissage puisque le réseau ne se stabilise jamais completement. La solution apportée est
généralement l'utilisation d’un ensemble d’exemples de validation. Un autre probléme pro-
vient de l'initialisation des poids, certaines conditions initiales pouvant mener a un minimum
local.

D’autres types de réseaux sont possibles, notamment ceux présentant des cycles. On parle
alors de réseaux connexionnistes récurrents. Cependant de tels réseaux sont difficiles a com-
prendre et trouver une regle permettant d’ajuster les poids pour parvenir a un apprentissage
devient ardu. Parmi ceux utilisés en mode supervisé citons les réseaux connexionnistes a
réservoir (reservoir computing, LUKOSEVICIUS et JAEGER 2009). Découverts simultanément sous
les appellations différentes de Echo State Networks (JAEGER 2001) et Liquid States Machines
(Maass, NATSCHLAGER et MARKRAM 2002) I'idée derriere ce type de réseaux est de regrouper
la composante récurrente (celle présentant des cycles) dans une partie a part du réseau, le
réservoir. L'apprentissage est alors uniquement effectué sur un réseau linéaire a une couche
dont les entrées sont des neurones choisis dans le réservoir. Cela se rapproche de 'idée de
redescription des données d’entrées que 1'on a vue avec les SVM (voir 2.2.1.3). Cette approche
est encore récente et peu explorée. Cependant, certaines caractéristiques nécessaires aux réser-
voirs semblent se détacher. Ils doivent étre suffisamment grands et posséder des connexions
clairsemées pour pouvoir présenter une dynamique riche. Cela signifie des réservoirs de
dizaines de milliers de neurones avec un faible taux de connexion (inférieur a 20%) dont
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les poids sont tirés aléatoirement. Néanmoins, il reste encore a comprendre comment mieux
adapter les réservoirs aux situations d’apprentissage concretes.

Cela nous amene a une question cruciale des réseaux de neurones artificiels : comment
choisir l'architecture d’un réseau? Une réponse provient de l'utilisation des algorithmes
génétiques (voir 2.2.1.4) avec la neuro-évolution. Il s’agit de représenter un réseau de neurones
(aussi bien sa topologie que ses poids) sous la forme d"un génotype et de le faire évoluer jus-
qu’a arriver a une solution acceptable. Il existe plusieurs techniques qui different notamment
par leur méthode d’encodage des réseaux en genes et par la variante d’algorithme génétique
utilisée et qui partagent leur cofit trées important (FLOREANO, DURR et MATTIUSSI 2008).

Les réseaux de neurones sont encore tres étudiés, et si les classiques multicouches semblent
avoir livré la plus grande partie de leurs secrets, les réseaux récurrents sont encore a défricher.
De maniere générale, les réseaux connexionnistes donnent de bons résultats, mais sont limités
par le temps que nécessite I’apprentissage ainsi que par la difficulté que représente leur
mise en ceuvre sur un probleme particulier (choix de la topologie, etc). Néanmoins ils pré-
sentent 1'intérét de promouvoir I'idée qu'un ensemble d’entités simples mais judicieusement
connectées entre elles peuvent accomplir des taches complexes. Enfin, les réseaux de neurones
sont souvent considérés comme un cas particulier des réseaux bayésiens que nous présentons
dans la prochaine section (GRirrITHS et YUILLE 2008).

2.2.1.6 Apprentissage de réseaux baysésiens

Les réseaux d’inférence bayésiens sont des modeles probabilistes permettant de raisonner
a partir de données incertaines. Formulés sous la forme de graphes orientés acycliques,
ils contiennent une représentation des connaissances dont ils sont capables de calculer les
probabilités conditionnelles (PEARL 1985). Chaque nceud correspond a une variable aléatoire
et contient une table de probabilités conditionnelles tandis que chaque arc exprime une
relation de dépendance directe.

La figure 2.10 montre un exemple tiré de (BEN-GAL 2007) décrivant la situation d"une
personne pouvant avoir une blessure au dos (notée B) et éventuellement ressentir des douleurs
(D). Cette blessure peut étre le résultat d’une pratique sportive inadéquate (S) ou d’une chaise
inconfortable au travail (C). Dans ce dernier cas, on peut supposer qu'un collegue de travail
présente également une blessure au dos (E). Toutes ces variables sont binaires et prennent
donc les valeurs vrai (V) ou faux (F). Le graphe donne les relations de dépendance entre ces
variables a partir desquelles deux types d’inférences peuvent étre calculés :

— l'inférence top-down lorsque I'on cherche a calculer les probabilités conditionnelles d"un
neceud a partir de son ascendance dans le graphe, également appelée predictive support
en anglais.

— l'inférence bottom-up lorsque 1’on cherche a calculer les probabilités conditionnelles d"un
neceud a partir de sa descendance dans le graphe, également appelée diagnostic support
en anglais.

Ces inférences sont tres cotiteuses a calculer, le probleme étant connu comme NP-difficile
dans le cas général. En revanche, il existe des algorithmes efficaces sur des cas particuliers,
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Chaise inconfortable (C) Pratique sportive (5)
P(C=T) P(C=F) P(5=T) P(S=F)
0,8 0,2 0,02 0,98
Collégue souffrant du dos (E) Blessure au dos (B)
C P(E=T|C) P(E=F|C) C S P(B=T|C,S) | P(B=F|C,S)
T 0,9 0,1 T T 0,9 0,1
F 0,01 0,99 T F 0,2 0,3
F T 0,9 0,1
F F 0,01 0,99

Y

Douleurs au dos (D)
B P{D=T| B) P{D=F|B}
0,7 0,3
F 0,1 0.5

F1GURE 2.10 — Exemple de réseau bayésien.

comme l'algorithme par envoi de messages (LAURITZEN et SPIEGELHALTER 1988) ou celui par
élimination de variables (ZHANG et POOLE 1996), ou encore d’autres s’attachant a approximer
le résultat a I'aide par exemple de méthodes MCMC (Markov Chain Monte Carlo, ALTEKAR
et al. 2004).

Ce qui nous intéresse ici est de savoir comment inférer un réseau bayésien a partir d'un
échantillon d’apprentissage. Plusieurs familles d’approches se distinguent selon deux criteres :
la connaissance a priori de la topologie du graphe, et la prise en compte d’une observabilité
partielle des données (HECKERMAN 2008). Dans le cas le plus simple (structure connue a
I'avance), il s’agit de retrouver les bonnes valeurs de probabilités dans les tables a partir
des exemples. Les techniques les plus courantes se basent sur le principe de maximum de
vraisemblance lorsque toutes les données sont observables, ou bien sur un algorithme de
maximisation de I'espérance si ce n’est pas le cas.

Que les données soient entierement accessibles ou non, apprendre la structure du graphe
est extrémement cotiteux. Deux approches se démarquent. D'un coté il y a les méthodes
qui attribuent un score a chaque graphe candidat, afin de mesurer la compatibilité entre les

dépendances représentées dans le réseau et celles observées dans les données de 1’échantillon.

Des techniques de recherche dans un espace de possibilités sont ensuite utilisées pour

retrouver le meilleur candidat. Citons par exemple (ELIDAN, NACHMAN et FRIEDMAN 2007).

33



2. CONTROLE DE SYSTEMES COMPLEXES ET APPRENTISSAGE ARTIFICIEL

34

L'inconvénient de cette méthode est que la recherche du meilleur candidat est un probléeme
NP-complet. De I'autre, nous avons des méthodes basées sur des contraintes, moins utilisées.
Celles-ci commencent par construire un graphe non-orienté a partir de dépendances repérées
grace a des tests statistiques sur 1’échantillon d’apprentissage. Les arcs de ce graphe sont
ensuite progressivement orientés par propagation de contraintes. Ici, les principales limites
sont I'explosion du nombre de tests a effectuer et la fiabilité du test statistique lorsque
I’échantillon ne contient pas assez d’exemples. Des heuristiques sont alors utilisées pour
contourner ces difficultés (Steck 2001).

L’avantage des réseaux bayésiens est qu’ils s’adaptent bien aux données incompletes, ce
qui en fait une technique populaire. Leur apprentissage, en particulier lorsque la topologie
n’est pas connue a l'avance, demeure cependant tres cotiteux méme dans le cas de petits
réseaux. Les applications se concentrent donc sur I'apprentissage des parametres, laissant a
un expert la tiche de modéliser les dépendances entre variables par la construction manuelle
d’un graphe.

Avant de faire le bilan de cette partie sur I’apprentissage supervisé, il semble maintenant
intéressant d’aborder un ensemble de techniques un peu spéciales visant & améliorer les
performances de programmes dits "faibles" en les combinant.

2.2.1.7 Meéta-apprentissage

Le méta-apprentissage est I’apprentissage aussi bien du choix entre plusieurs programmes
d’apprentissage que de leur combinaison (VILALTA et Driss1 2002). Il peut s’agir d’algorithmes
différents ou bien de plusieurs instances du méme algorithme ayant bénéficié d’échantillons
de données différents. Diverses méthodes ont été proposées, parmi elles nous abordons
succinctement ici : I'apprentissage a deux étages, le bagging, le dopage et enfin I'apprentissage
en cascade.

Faire voter un ensemble de classifieurs est certainement la maniere la plus simple de les
combiner : la décision finale pour un point d’entrée est la moyenne pondérée de la décision de
chacun des programmes d’apprentissage. La question est alors de savoir quel poids accorder
a chaque vote. C’est l'objet de I'apprentissage a deux étages (WOLPERT 1992). Cette technique
utilise un classifieur particulier (appelé méta-classifieur) chargé d’apprendre la bonne valeur
des poids des votes de chaque classifieur élémentaire. Elle consiste a séparer 1’échantillon
d’apprentissage S en deux parties S; et S et a faire apprendre les classifieurs élémentaires
uniquement sur S; pour ensuite les tester sur Sy. Les parametres du méta-classifieur sont alors
appris en se basant sur un nouvel échantillon formé des résultats des tests sur S, étiquetés
par la sortie réelle désirée.

Le bagging (contraction de bootstrap aggregation) utilise plusieurs instances d’un méme
algorithme. Chacune d’elle est entrainée sur une fraction de I'échantillon d’apprentissage tirée
aléatoirement et avec remise. Pour une entrée donnée, a chaque tirage va donc correspondre
une hypothese et I'hypothese finale est tout simplement leur moyenne (BREIMAN 1996).

Le dopage, plus connu sous le nom anglais de boosting, regroupe les techniques produisant
des décisions précises a partir de décideurs dits faibles (c’est-a-dire que leurs performances
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sont a peine meilleures que le hasard). Le premier algorithme a avoir été proposé est celui des
sous-ensembles. Une premiere hypothese est obtenue sur un sous-échantillon S;. On apprend
une deuxiéme hypotheése sur un autre sous-échantillon S, issu de S — S; et dont la moitié des
données sont mal classées par la premiere hypothese. Enfin, on apprend sur un troisieme
sous-échantillon tiré dans S — S; — Sy et pour lequel les deux premieres hypotheses sont en
désaccord. L'hypothese finale est alors le résultat d’un vote entre les trois hypothéses apprises
(ScHAPIRE 1990). On peut appliquer récursivement cet algorithme et utiliser ainsi neuf sous-
ensembles, puis ving-sept, et ainsi de suite. AdaBoost est une généralisation probabiliste
du boosting par sous-ensembles. Elle est basée sur 1'idée d’appliquer une distribution de
probabilités sur les exemples de 1’échantillon d’apprentissage en fonction des résultats
des hypotheses précédentes. Ces probabilités sont ensuite utilisées pour former les sous-
échantillons (FREUND et SCHAPIRE 1997). Il existe plusieurs variations de cet algorithme,
comme BrownBoost (FREUND 2001), Gentle AdaBoost (HASTIE et al. 2005) et Multi-class
AdaBoost (ZHU et al. 2009).

Contrairement au dopage et au bagging, ’apprentissage en cascade (cascading en anglais)
met les classifieurs élémentaires en série. Un exemple a classer est donné au premier, puis
le résultat est évalué. S’il est considéré comme fiable, I’algorithme s’arréte. Sinon, on donne
I'exemple au second classifieur, et ainsi de suite. L'avantage de cette méthode est d’optimiser
le temps de calcul en plagant en premier les classifieurs les plus simples. Les plus cotiteux
ne seront alors appelés qu’en cas d’exemple difficile. En revanche, elle impose de disposer
d’une fonction d’évaluation pour chaque type de classifieur présent dans la chaine (Kaynak
et ALPAYDIN 2000).

L'idée derriere le méta-apprentissage, celle de parvenir a faire mieux que la performance
individuelle des programmes en les combinant judicieusement est particulierement intéres-
sante, nous en retrouverons un équivalent dans le chapitre 3.

2.2.1.8 Bilan de I'apprentissage supervisé

D’autres techniques d’apprentissage supervisé existent, notamment la classification naive
bayésienne (DoMINGOSs et PazzaNt 1997) et les foréts d’arbres décisionnels (qui sont une
extension du bagging appliqué aux arbres de décision, BREIMAN 2001), mais ce bref apercu
du domaine suffit a en percevoir les limites quant au probleme qui nous intéresse. En effet,
le besoin d"un échantillon d’apprentissage réserve cette approche aux problémes statiques
dont on a une idée précise de la solution. Cela ne parait donc pas adapté au notre, pour
lequel la solution n’est pas connue a I’avance. En outre, si les techniques présentées ici sont
applicables trés naturellement pour des problemes de classification, adapter le probléeme du
contrdle a ces techniques n’est pas une mince affaire. Néanmoins, ce tour d’horizon nous a
permis d’introduire les concepts de base de 'apprentissage ainsi que certaines des techniques
appliquées dans le cadre du contrdle intelligent. Nous allons maintenant voir que des
approches comme les neurones artificiels sont également utilisables avec un fonctionnement
non supervisé, que nous présentons ci-apres.
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2.2.2 Apprentissage non supervisé

A la différence des méthodes présentées jusque 13, celles d’apprentissage non supervisé ne
bénéficient pas d'un oracle pour les guider. Elles ne reposent ni sur une fonction d’évaluation,
ni sur l'étiquetage d’un échantillon d’exemples. Leur but est d’apprendre quelles sont les
séparations, les corrélations ou encore les composantes naturelles au sein de données non
étiquetées. Les algorithmes les plus classiques sont ceux des k-moyennes ainsi que les analyses
par composantes, mais de nombreuses autres techniques utilisent les réseaux de neurones.
Nous présentons parmi celles-ci les cartes de Kohonen, les réseaux de Hopfield et les machines
de Boltzmann.

Mais avant d’aborder les techniques d’apprentissage non supervisé, nous décrivons
brievement ci-apres la classe des algorithmes d’apprentissage semi-supervisés, qui se basent
sur un échantillon partiellement étiqueté.

2.2.2.1 Apprentissage semi-supervisé

On regroupe sous le terme d’apprentissage semi-supervisé les techniques prenant en
compte l'entiereté d’un échantillon partiellement étiqueté. On a donc 1’échantillon d’appren-
tissage S composé d'un échantillon supervisé Sy, et d"un non supervisé Sysp :

S= Ssup U Snsup

Le co-apprentissage en est une approche classique. Il repose sur la disponibilité de deux
représentations de chaque donnée de l'échantillon, par exemple une page web peut étre
décrite a la fois par ses hyperliens et par les mots qu’elle contient. La technique consiste a
d’abord classer les exemples de S, grace a un apprentissage supervisé basé sur Sg,,. Cet
apprentissage est réalisé deux fois : une fois par le classifieur A sur la premiere représentation
des données, et une deuxiéme par le classifieur B sur la deuxieme représentation des données.
On garde ensuite de ces deux apprentissages les p exemples les plus sfirs, on les ajoute a
Ssup et on réitére jusqu’a la convergence (BLum et MiTCHELL 1998). De cette maniere, A et
B s’ajoutent mutuellement des connaissances, puisqu'un exemple stir pour 1'un ne 'est pas
forcément pour l'autre.

D’autres méthodes existent, comme les SVM transductifs semi-supervisés (S3VM, BENNETT
et DEMIRIZ 1999), mais toutes ne sont intéressantes que si 1’on dispose d"un étiquetage d'une
part, et que I’on connait les exemples sur lesquels on va étre interrogé d’autre part.

2.2.2.2 Algorithme des k-moyennes

L’algorithme des k-moyennes (k-means en anglais) cherche a partitionner les exemples
d’un échantillon en k classes. Il repose sur 1'idée simple de minimiser la variance au sein
de chaque partition et est constitué de deux étapes exécutées en boucle : 1’allocation et le
recentrage (HARTIGAN et WONG 1979).

Pour amorcer l'algorithme, k exemples sont sélectionnés au hasard dans 1’échantillon. Ils
sont parfois appelés graines (seeds) et servent de centres de gravité provisoires. La phase
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d’allocation consiste a associer chaque autre exemple a la classe correspondant a la graine
la plus proche (selon une fonction de distance propre au domaine de l'échantillon). Les
centres de gravité (les points moyens) des partitions ainsi formées sont ensuite calculés et les
exemples de "échantillon réalloués en fonction de ceux-ci, formant de nouvelles classes. Puis
on calcule a nouveau les centres de gravité, et ainsi de suite jusqu’a ce que les partitions (et
donc les centres de gravité) soient stables d'une passe a 1’autre.

On observe que la somme des variances des classes diminue a chaque passe jusqu’a la
stabilisation de l'algorithme. Cependant, rien ne garantit que le partionnement trouvé soit le
meilleur. En effet, il se peut qu’en sélectionnant des points de départs différents les partitions
trouvées soient différentes et la somme de leur variance encore plus basse. Pour minimiser ce
probleme, l'algorithme des k-moyennes++ propose une méthode de choix des graines, basée
sur l'intuition qu’il est préférable qu’elles soient uniformément réparties sur 1’échantillon
(ARTHUR et VAssiLviTsKII 2007).

Etant largement répandu et étudié, ’algorithme des k-moyennes a vu de nombreuses
variantes apparaitre comme les k-médianes (JuaN et VIpAL 2000) ou les k-médoides (PARK et
Jun 2009) qui utilisent d’autres manieres de calculer les centres de gravité. De nombreuses
autres variantes cherchent quant a elles a optimiser les lourdes exigences calculatoires des
k-moyennes (KANUNGO et al. 2002, ELkaN 2003).

Outre son cofit, un frein important a 1'utilisation de cette technique sur des cas concrets est
le choix de k par l'utilisateur. Ce choix revient a faire le compromis entre variance et nombre
de classes, ce qui demande une certaine connaissance du domaine qui n’est pas forcément
disponible lorsqu’on envisage de faire de 1’apprentissage non supervisé.

2.2.2.3 Analyse en composantes

A Timage des k-moyennes, les méthodes d’analyse par composantes ont pour but de
dégager des sous-ensembles cohérents d"un échantillon de données. Elles cherchent a repré-
senter les données dans un espace ot les différentes variables qui les constituent ne sont pas
corrélées. C’est cette représentation qui est apprise a partir d'un échantillon.

Par exemple, I’analyse en composantes principales (ACP) est une technique classique qui
réduit la dimension des données de maniere a ce que les variables corrélées soient confondues
en une seule nouvelle variable. Ainsi, elle crée un nouvel espace de représentation dont les
axes correspondent a des variables indépendantes. A partir d"un échantillon d’apprentissage
S contenant m vecteurs x, on calcule la moyenne y et la matrice de covariance X :

L =0T

Yy —

Les vecteurs propres associés aux valeurs propres les plus grandes de X rendent compte de
la corrélation entre les variables. On définit alors la matrice de projection P avec ces vecteurs
propres et on obtient la représentation de x dans le nouvel espace projeté avec :

xp=P'(x—p)
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Cette méthode apprend donc a partir d’exemples non étiquetés quelles en sont les directions
principales, elle se situe a cheval entre 1’apprentissage et la fouille de données. Sa principale
limite est qu’elle devient inefficace lorsque les données possedent un tres grand nombre de
dimensions. La réduction n’est pas significative et on perd la structure naturelle des données.
L’apprentissage multi-linéaire de sous-espaces (multilinear subspace learning, MSL) est une
généralisation de I’ACP qui permet d’éviter ces problemes en faisant appel a la notion de
tenseurs (Lu, PLATANIOTIS et VENETSANOPOULOS 2011). Elle est par exemple régulierement
utilisée en reconnaissance de formes. Cependant, elle est sensible aux conditions initiales et
tombe dans des minimums locaux.

Il existe d’autres types d’analyses en composantes. Par exemple, ’analyse en composantes
indépendantes cherche a retrouver des signaux indépendants d’apres une combinaison
linéaire (ComoN et JuTTEN 2010). Mais elles partagent 1'inconvénient de la linéarité de leurs
résultats. Une ACP sur des données en deux dimensions donnera toujours une droite de
régression, jamais une courbe.

Les réseaux de neurones permettent de contourner cette limitation. Ainsi, les cartes de
Kohonen peuvent étre vues comme une ACP non linéaire.

2.2.2.4 Cartes de Kohonen

Les cartes de Kohonen sont un type particulier de réseau de neurones visant a produire
une représentation simplifiée d’un échantillon de données, en d’autres termes a apprendre
les caractéristiques principales d'un ensemble de points. Le principe est de partir d"une
grille de neurones (généralement de dimension trois ou inférieure) dont le poids de chaque
liaison représente la distance avec le voisin correspondant. Les poids sont ajustés a partir
des données, déplacant ainsi les nceuds de maniere a ce que leur placement corresponde a la
répartition des exemples de 1’échantillon (KoroNeN 2001).

Concretement, on commence par initialiser aléatoirement les poids de la grille. On tire au
hasard un exemple de I’échantillon et on détermine le neurone qui lui est le plus proche. Ce
neurone (ainsi que chacun de ses voisins, dans une moindre mesure) subit un déplacement
le rapprochant encore plus de I'exemple traité. On tire ensuite un nouvel exemple et on
recommence, chaque exemple pouvant (et devant) passer plusieurs fois. L'algorithme se
termine lorsqu'un critere d’arrét est atteint. Ce critere est souvent relatif au nombre de passes
et est choisi de fagon a ce que chaque exemple de 1’échantillon soit utilisé une centaine de
fois.

La figure 2.11 illustre cet algorithme avec un réseau en deux dimensions. Les neurones
sont les intersections de la grille noire. La tache bleue représente les données de 1’échantillon
d’apprentissage et le point vert est ’exemple traité. Le neurone le plus proche est entouré en
jaune. Il subit un rapprochement important tandis que celui de ses voisins est plus limité. A
la fin, la carte recouvre les données.

Apres convergence de la carte, la densité locale des neurones traduit celle des données
de I’échantillon. Aussi les cartes de Kohonen ne permettent pas réellement de faire de la
classification, mais plutot d’approximer et de représenter sous forme plus compacte des
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F1GURE 2.11 — Illustration de la convergence d"une carte de Kohonen.

données de grande dimension. En ce sens, elles peuvent étre vues comme une ACP non
linéaire. Choisir la bonne taille de la carte est un probleme difficile auquel une solution
proposée est de commencer avec un nombre minimal de neurones pour en ajouter progressi-
vement (ALAHAKOON, HALGAMUGE et SRINTVASAN 2000). Enfin, un grand nombre de passes
est nécessaire avant d’arriver a une convergence satisfaisante de la carte. Cela signifie qu’il
n’est pas envisageable de parvenir a un apprentissage en temps réel.

2.2.2.5 Réseaux de Hopfield

Un réseau de Hopfield (HopFIELD 1982) est un réseau connexionniste capable de mémori-
ser des formes et de les reproduire. Aprés entrainement, le réseau converge vers une forme
mémorisée lorsqu’il est stimulé avec une partie de la forme a retrouver.

Dans un réseau de Hopfield, chaque neurone est connecté a tous les autres, et tous les
neurones sont a la fois une entrée et une sortie du réseau (figure 2.12). Les connexions ont
en outre la contrainte d’étre symétriques, ainsi, pour tout i et j, w;; = wj;. Chaque neurone
est binaire, c’est-a-dire qu'il ne peut prendre que deux valeurs, par exemple -1 et 1. On peut
donc représenter 1’état d"un réseau de N neurones par un mot de N bits. Enfin, le temps est
discret, I'activité du réseau est rythmée par une horloge.

L'apprentissage d'une forme se fait par 1’ajustement du poids des connexions. Il est réalisé
classiquement en suivant une regle appelée loi de Hebb. Cette regle pousse la connexion de
neurones qui sont dans le méme état a avoir un poids important, et inversement. Cette regle
peut s’écrire comme :

oit p est le nombre d’exemples d’entrainement et xf la valeur de l'entrée du neurone i au
k-ieme exemple.

Un neurone calcule son état 0; en fonction de ce qu'il lit sur ses entrées et des poids wj;
de celles-ci de la maniere suivante :

- 1si Z] W;j0;j > 0;

—1 sinon
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ol 6; est un seuil prédéfini. Grace a I'apprentissage hebbien, les poids les plus forts corres-
pondent aux connexions provenant de neurones ayant la méme activité. Ainsi, apres plusieurs
mises a jour, 1’état tendra a redevenir celui qui a été mémorisé si une partie suffisante des
entrées est stimulée avec la forme a retrouver. En effet, un neurone prendra 1’état 1 seulement
si le poids de sa connexion lui permet de dépasser le seuil d’activation 6;, ce qui ne survient
que si ce neurone était dans 'état 1 en méme temps que l'entrée considérée au moment de
'apprentissage.

e

FIGURE 2.12 — Exemple de réseau de Hopfield a quatre neurones.

Par exemple, on fait apprendre au réseau de la figure 2.12 la forme 1001 (les neurones A
et D sont dans I'état 1 et les neurones B et C dans l'état -1). Le poids des liaisons diagonales,
et notamment celle entre A et D, est alors grand. Si on place tous les neurones dans 1’état -1 et
qu’on stimule uniquement A avec la valeur 1, le neurone D va dépasser son seuil et s’activer.
En revanche, le faible poids des connexions entre A et les deux autres neurones va les laisser
sous le seuil, et donc dans ’état -1. Les neurones A et D sont dans 1'état 1 et les autres dans
I'état -1 : la forme apprise est retrouvée.

L’état global du réseau peut étre représenté par une valeur scalaire appelée énergie. Elle
est calculée a 1'aide de la fonction suivante :

1
E=—3 Y wijoio; + ) 60;
i i

Cette fonction a la propriété de posséder un minimum (éventuellement local) quand le réseau
est dans un état correspondant a une forme mémorisée. Ainsi, une diminution de I'énergie
dénote une convergence du réseau vers une forme apprise.

Puisqu’ils doivent étre stimulés par une version altérée de la forme a retrouver, les réseaux
de Hopfield sont particulierement adéquats pour le filtrage de bruit, la reconnaissance de
formes ou encore la reconstruction de formes obstruées. Ils possedent la propriété importante
de toujours converger : lorsque les neurones calculent leur nouvel état, I’énergie n’augmente
jamais, elle ne peut que diminuer ou se stabiliser. Cependant, outre le grand nombre de passes
nécessaire, ils ont la limitation de ne pouvoir mémoriser que trés peu de formes différentes
relativement au nombre total de neurones N dans le réseau, soit environ 0,138 x N (HERTZ,
KRroGH et PALMER 1991). Cela est un sérieux frein a leur utilisation dans un cadre pratique.
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2.2.2.6 Machines de Boltzmann

Les machines de Boltzmann sont un autre type de réseau de neurones récurrent. Elles
sont souvent présentées comme une version stochastique des réseaux de Hopfield. En effet,
elles se basent sur des principes probabilistes tout en présentant un certains nombre de
ressemblances avec les réseaux de Hopfield comme les neurones binaires, les connexions
symétriques, I'apprentissage hebbien et I'utilisation d"une fonction d’énergie (AcKLEY, HINTON
et SETNOWSKI 1985).

Les machines de Boltzmann disposent de neurones cachés et de neurones visibles. Les
neurones visibles sont les seuls a recevoir des informations depuis 'extérieur, ce sont eux
qui regoivent les données d’entrée aussi bien pour l'apprentissage que pour la stimulation.
La aussi, I’apprentissage correspond a l'ajustement du poids des liaisons. Il a lieu en deux
étapes qui sont appliquées alternativement :

— la phase positive o1 la valeur d'un exemple est affectée aux entrées
- la phase négative durant laquelle on laisse le réseau s’exécuter librement

L’ajustement des poids ainsi que le calcul de l'état de chaque neurone sont effectués en
utilisant la distribution de Boltzmann qui est un outil mathématique provenant de la physique
et qui permet d’estimer la fonction de distribution des états d'un systeme composé d"unités
ayant une mesure d’énergie. L'apprentissage correspond a la collecte de statistiques sur
I’échantillon de données tandis que la convergence des neurones s’apparente au calcul des
probabilités en fonction des statistiques acquises.

En théorie, les machines de Boltzmann peuvent résoudre des probléemes combinatoires
complexes et pourraient étre suffisamment génériques pour étre appliquées a de nombreux
cas. Cependant, elles se heurtent a de lourdes difficultés pratiques : elles sont extrémement
sensibles au bruit et leur temps de calcul croit exponentiellement avec la taille de la machine,
ce qui exclut leur utilisation sur des problemes non-triviaux.

Pour contourner en partie ces problemes, il existe une forme dite "restreinte" des machines
de Boltzmann (restricted Boltzmann machines, ou RBM, en anglais) dans laquelle les neurones
sont organisés en couche a la maniere des perceptrons (Hinton 2010). Une couche de
neurones visibles est alternée avec une couche de neurones cachés qui sert d’entrée a la
couche de neurones visibles suivante, et ainsi de suite. Lorsqu’il y a plus d"une paire couche
visible/couche cachée, on parle également de réseau profond de croyance (deep belief network)

Si on trouve des exemples d’application de RBM dans la reconnaissance d’images (HINTON,
OsINDERO et TEH 2006), ou encore vocale (DAHL et al. 2010), leur utilisation reste difficile car
leur structure (nombre de couches et de neurones) et leur paramétrage (comme le critere
d’arrét de l'apprentissage, le nombre de passes pour chaque exemple, etc) doivent étre
adaptés a chaque probleme. Cela requiert une certaine expertise des machines de Boltzmann,
il n’existe pas encore de méthode pour y parvenir facilement. En outre, elles ne sont pas
adaptées a un apprentissage en ligne temps-réel.
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2.2.2.7 Bilan de l'apprentissage non supervisé

Nous avons vu que les méthodes d’apprentissage non supervisé permettent de classer
des données ou d’extraire des associations sans avoir de connaissance préalable sur le
résultat attendu. En ce sens, cette classe d’algorithmes parait plus intéressante que celle
de l'apprentissage supervisé. En effet, fournir moins de connaissances préalables devrait
entrainer moins de travail d’intégration sur un cas concret.

Cependant, les techniques présentées jusqu’ici s’appliquent essentiellement en mode
hors-ligne. C’est-a-dire que 'apprentissage se fait en amont, sur un échantillon obtenu suite
a une série de mesures, et est ensuite figé. Si 1’objet de 'apprentissage évolue au cours du
temps, il faut tout reprendre depuis le début. Cela n’a pas empéché certaines approches d’étre
utilisées en identification de systémes (voir 2.3) mais cela ne correspond pas non plus aux
contraintes d’adaptation en temps réel que 1’on se pose.

En revanche, I'apprentissage par renforcement, qui se base sur une mécanique de ré-
troaction entre ’apprenant et son environnement, semble plus a méme de répondre a nos
besoins.

2.2.3 Apprentissage par renforcement

L’apprentissage par renforcement s’intéresse au cas particulier ou I'apprenant est une
entité autonome et permanente dans un environnement dont elle ne connait pas forcément la
structure. Celle-ci apprend de ses interactions pour optimiser une certaine fonction d’utilité
(parfois également appelée fonction de gain). C’est donc un apprentissage en ligne, basé sur
une mesure du gain par rapport a une action effectuée sur 1’environnement. Contrairement
aux approches précédentes, 1'objet de 'apprentissage est ici un comportement, 1’association
d’états du monde a une action.

Le principal probléme a résoudre lorsque I'on cherche une méthode d’apprentissage par
renforcement est le dilemme exploration contre exploitation (CORNUEjOLS et MicLET 2010). En
effet, il arrive généralement que soient trouvées des actions bénéfiques aprés quelques cycles
seulement. Il se pose alors la question de savoir s’il est préférable de continuer a explorer
ou bien de répéter ces actions pour augmenter le gain au risque de louper de meilleures
solutions.

La premiere approche reprend des idées de la programmation dynamique et des méthodes
de Monte-Carlo pour évaluer et améliorer leurs actions dans un environnement modélisable
par un processus de décision markovien. Connue sous le nom de méthode des différences
temporelles, elle comprend notamment le Q-learning et I'algorithme SARSA présentés dans
les paragraphes suivants. Nous abordons ensuite les systémes de classeurs, qui font appel
aux algorithmes génétiques, puis le raisonnement par cas.

2.2.3.1 Q-learning

L’algorithme du Q-learning est un des premiers a avoir été publié. Il se base sur la
dépendance entre la fonction d’utilité et les actions pour apprendre un comportement optimal.
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Le but est d’estimer correctement la fonction d’utilité Q(s,a) afin que 'action qu’on pense la
plus bénéfique le soit effectivement (WATKINS et Dayan 1992).

La fonction de gain est estimée a partir de la récompense r (aussi appelée signal de
renforcement) obtenue aprés une action a grace a une opération itérative dérivée de la
méthode de Monte-Carlo :

Q(s,a) < Q(s,a) +afr+7 max Q(s',a") — Q(s,a)]

ot Q(s,a) représente le gain estimé si I’action a est entreprise dans 'état s, A est I’ensemble
des actions, s’ est 1’état atteint a partir de s avec l'action a, et « et 7y sont des parametres a
définir par l'utilisateur.

L’action est ensuite choisie selon une méthode dite e-gloutonne ot la meilleure action,
selon I’estimation courante de la fonction d’utilité, est sélectionnée avec une probabilité de
1 — €. Le parametre € est a choisir entre 0 et 1, et de préférence petit. Plus il est grand, plus
l'algorithme a tendance a explorer au lieu de préférer le gain immédiat.

Parce qu’il considére la prochaine action avec le meilleur gain estimé parmi toutes les
actions possibles, 1’algorithme du Q-learning ne dépend pas d’une quelconque politique
d’action. On dit qu'il est "hors politique". Cette méthode garantit de converger (pourvu que
tous les états soient visités infiniment souvent) et est relativement facile a mettre en ceuvre.
Cependant, elle converge moins rapidement que d’autres méthodes car elle nécessite que
chaque état de I'environnement soit visité un grand nombre de fois. En outre, il n’existe pas
dans le cas général de regle pour en instancier les parametres. Il faut donc recourir a des
regles ad hoc.

2.2.3.2 SARSA

L’algorithme SARSA (State-Action-Reward-State-Action) est une variante "sur politique"
du Q-learning dans laquelle la nouvelle action n’est pas nécessairement choisie grace a une
procédure e-gloutonne mais est sélectionnée selon une certaine politique 7 au choix de
I'utilisateur (SutToN 1996).

Cela implique que la mise a jour itérative de l’estimation de la fonction d’utilité ne dépend
plus de la meilleure prochaine action mais de la prochaine action préconisée par la politique
suivie 77 :

Q"(s,a) <= Q"(s,a) +afr +7Q"(s',a") — Q"(s,a)]

L'algorithme tire son nom de cette formule utilisant les variables s, a, r, s’, a’ (1’état courant,
I'action courante, le signal de renforcement perqu, Iétat suivant et I'action suivante).

L’action suivante est celle définie par 7t qui se base elle-méme sur ses estimations de gain
Q7 (s,a). Cependant, il y a un parametre € a fixer pour qu'une probabilité existe de changer
aléatoirement de politique a des fins d’exploration.

A Timage du Q-learning, SARSA garantit la convergence vers la meilleure politique
a condition que le parametre € soit bien réglé et que les états soient visités infiniment
souvent. L'inconvénient est ici le grand nombre de cycles action/renforcement nécessaires
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avant une convergence satisfaisante. En outre, Q-learning comme SARSA sont limités aux
environnements pouvant étre modélisés par un processus décisionnel de Markov, sans quoi
I'opération de mise a jour de I'estimation de la fonction de gain n’est pas pertinente. Ils
nécessitent également un représentation discrete des états de 1’environnement, ce qui en
pratique est difficilement faisable.

2.2.3.3 Systémes de classeurs

Les systemes de classeurs (Learning Classifier Systems, ou LCS, en anglais) sont des outils
combinant les principes de l’apprentissage par renforcement aux algorithmes génétiques afin
d’apprendre les meilleures interactions possibles avec I’environnement (BUCHE, SEPTSEAULT
et DE Loor 2006).

Un LCS est classiquement constitué d'une mémoire de taille limitée qui stocke le ou
les derniers états percus de I'environnement et d’une base de regles de comportement de
type condition-action appelée classeur. Un mécanisme d’appariement entre 1'état percu et les
conditions des régles est utilisé pour déclencher ces dernieres et activer les actions pouvant
étre entreprises. Plusieurs regles sont susceptibles d’étre déclenchées en méme temps, menant
donc a un choix a faire entre plusieurs actions préconisées. Ce choix est guidé par une variable
appelée "force", associée a chaque regle. Parmi celles qui ont été déclenchées, c’est 1’action
de la regle la plus forte qui a la plus grande probabilité d’étre appliquée. Cette variable est
mise a jour a chaque cycle selon la récompense pergue tandis qu’un algorithme génétique
s’occupe a la fois de faire apparaitre de nouvelles regles et d’éliminer les moins fortes pour
ne conserver que les meilleures. La figure 2.13 résume tout ceci.

Un LCS cherche a améliorer la récompense qu’il re¢oit de 1’environnement. Il exécute de
maniére répété un cycle perception/comparaison/sélection/action pendant lequel la base de
regles est mise a jour simultanément par l'algorithme génétique et par le renforcement. Apres
un certain nombre de cycles, les actions produites maximisent la récompense recue.

Il existe de tres nombreuses variantes des LCS que 1'on peut catégoriser en deux familles
selon que 'algorithme génétique agisse sur une population de regles (type Michigan) ou sur
une population de bases de regles (type Pittsburgh). Le plus souvent, la fonction d’évaluation
de l'algorithme génétique est basée sur la variable force mais des versions existent ot ¢’est
la précision de la regle qui est utilisée. On parle alors de XCS (WiLson 1995). Mais un des
points cruciaux lors de I'implémentation d'un LCS est de bien choisir le mécanisme de
renforcement, celui qui transforme la récompense en modification de la force des regles.
En effet, l]a méme action pouvant étre proposée par plusieurs regles simultanément, un
algorithme tel que le Q-learning n’est pas suffisant. Une solution courante s’appelle la Bucket
Brigade et propose d’assimiler environnement et regles a des agents financiers dans un
systeme d’encheres (WILsoN 1994). Enfin, d’autres variantes incorporent d’autres techniques
d’intelligence artificielle, comme les réseaux de neurones et la logique floue (BuLL et O'HarA
2002). Le lecteur peut se reporter a URBANOWICZ et MOORE 2009 pour une description plus
exhaustive de la constellation des LCS existants.
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FIGURE 2.13 — Structure de base d"un systéme de classeurs.

Les LCS ont été appliqués dans de nombreux domaines, comme la sélection d’actions d"un
personnage humain dans un appartement virtuel (SANCHEZ 2004) ou encore la reconnaissance
audio-visuelle d’émotions (GLODEK et al. 2011). Aussi, ils paraissent adaptés pour une
large gamme de problémes, particuliérement lorsque I'apprentissage concerne une entité
permanente qui doit s’adapter sur le long terme. Cependant la nature des algorithmes
impliqués dans les LCS fait qu’il n’en existe pas d’idéal, capable d’apprendre et de s’adapter
a tout type d’environnement. Parmi les trés nombreuses et diverses versions, chacune est
adaptée a un cas précis et n’entreprend pas d’étre une solution globale pour tous les problemes
(Sanza 2001). En outre, il n’existe pas de critere formel de sélection pour choisir quelle variante
utiliser sur un probléme concret, il faut se reposer sur 1'expérience.

2.2.3.4 Raisonnement par cas

Le raisonnement par cas, ou Case Based Reasoning (CBR) en anglais, est une méthode pour
résoudre des problémes en s’inspirant de cas analogues précédemment rencontrés et stockés
dans une base de connaissances. La solution extraite de la base est adaptée au probleme
courant, puis la base est mise a jour avec ce nouveau cas. Un cas se compose d"un probléme,
d’une solution, et d’indications sur la maniere dont la solution a été trouvée et sur les raisons
possibles d’un échec. Le processus se décompose en quatre étapes (AAMODT et PLAZA 1994)
décrites ci-apreés et schématisées par la figure 2.14 :

— Rechercher un cas similaire dans la base de connaissance.
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FIGURE 2.14 — Principales étapes d’un algorithme de raisonnement par cas.

— Réutiliser la solution de ce cas. Cela comprend une éventuelle adaptation de la solution

extraite de la base, grace aux indications accompagnant le cas.

— Réviser la nouvelle solution si besoin. Une fois I’adaptation faite, il faut tester la solution,

par exemple sur une simulation ce qui peut en entrainer une révision.

— Retenir la solution. Une fois que la nouvelle solution est validée, un nouveau cas est

créé et stocké dans la base de connaissances

Trois problémes se dégagent lors de I'application d’un raisonnement par cas : la représen-
tation des cas, la recherche de cas dans la base de connaissance et la création d’une fonction
d’adaptation de solution. Les deux premiers sont des problemes d’indexation, de filtrage
et de sélection qui ne concernent pas vraiment notre sujet. Il est par contre intéressant de
s’étendre un peu sur 'adaptation d"une solution.

Les deux principales approches se nomment adaptation transformationnelle et adaptation
dérivative. La premiere réutilise directement les solutions passées en les transformant selon
des lois dépendantes du domaine d’application et sans tenir compte de la maniére dont ses
solutions ont été trouvées. L'adaptation dérivative se base quant a elle sur les annotations
expliquant les étapes de raisonnement qui ont mené a la solution réutilisée. Cela se présente
sous forme de sous-objectifs a résoudre. Elle va appliquer ces mémes étapes au cas courant
en privilégiant les chemins pris par les cas similaires résolus. Comme le cas courant est
légerement différent, de nouveaux sous-objectifs doivent étre introduits ce qui meéne a une
solution différente.

Au fil du temps, la base s’enrichit de nouveaux cas et le systeme devient apte a gérer de
plus en plus de problemes, le systeme apprend. Leur mécanisme de révision rapproche les
CBR des systemes d’apprentissage par renforcement, cependant ils représentent plus une
architecture générique qu’ils ne répondent aux problemes classiques d’apprentissage comme
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le dilemme exploration vs. exploitation.

Le raisonnement par cas est particulierement adapté au domaine médical, ot les diag-
nostics et les prescriptions d’'un médecin s’appuient naturellement sur son expérience. C’est
d’ailleurs dans ce domaine o1 cette approche est la plus appliquée (BEGuM et al. 2011). Bien
qu’il connaisse également certaines applications au probleme du contrdle, le besoin d'une
base de connaissance et d'une description exhaustive du probléme en complique fortement
l'instanciation a des systéemes du monde réel, a la dynamique complexe et parfois mal connue.
Enfin, la principale critique faite au raisonnement par cas est qu'il se base sur peu de données
pour inférer, ce qui peut conduire a des erreurs.

2.2.3.5 Bilan de l'apprentissage par renforcement

Il existe une multitude d’autres méthodes d’apprentissage par renforcement qui n’ont pas
été abordées ici, notamment la recherche arborescente (AUER, CEsa-BrancHI et FiscHER 2002)
ou encore les techniques incluant des réseaux de neurones (HEINEN et ENGEL 2010). Nous
voyons cependant immédiatement que ce principe d’apprentissage est le plus intéressant
pour notre probleme. En effet, il propose des systémes pensés pour s’adapter sur le long
terme tout en étant en interaction constante avec leur environnement, ce qui correspond bien
a la situation d’un systéme de controle.

Le principal défaut des méthodes existantes réside dans leur difficulté a étre appliquées sur
des problémes réels hors simulations en laboratoire, trop complexes ou trop peu connus pour
étre modélisés. Une autre limite potentielle provient du grand nombre de cycles nécessaires
avant d’aboutir a un comportement adéquat. Dans le cas du controle, cela peut mener a une
dégradation irréversible du procédé avant d’étre capable de le maitriser.

2.24 Bilan de 'apprentissage artificiel

Ce paragraphe clot le tour d’horizon de 1’apprentissage artificiel. Les trois grandes familles
d’apprentissage ont été présentées. Il est a noter que les techniques de chaque famille sont
souvent combinées entre elles, et pas uniquement dans le cadre du méta-apprentissage ou de
I'apprentissage semi-supervisé. Cela engendre une trés grande quantité de variantes du méme
algorithme de base. Il en ressort une certaine souplesse mais aussi une difficulté certaine
quand vient le moment de ’application a un probléeme concret.

Enfin, si 'approche la plus adaptée a notre probleme est bien celle de I'apprentissage par
renforcement, nous verrons dans la section suivante que des techniques supervisées et non
supervisées ont été appliquées dans le cadre du controle de systemes complexes.

2.3 Le controéle intelligent

Dernier type de controle a étre présenté dans ce document, le contrdle intelligent se
concentre sur l'incorporation dans un controleur de méthodes issues de l'intelligence arti-
ficielle, et en particulier de ’apprentissage automatique. Les fondamentaux restent le plus
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souvent les mémes : nous retrouvons ainsi les PID d’une part et les classiques MIAC, MRAC
et MPC du controle adaptatif d’autre part.

Les améliorations apportées par I'TA concernent généralement la mise a jour, I'amélioration
ou méme le remplacement par un mécanisme d’apprentissage du role joué par le modele du
procédé. Elles s'intéressent également au paramétrage des controleurs, notamment dans le
cas des PID.

Cette section commence par un survol de deux méthodes d’'IA utilisées dans le contrdle et
qui ne sont pas de 'apprentissage : les sytemes experts et la logique floue. Nous aborderons
ensuite successivement des versions "intelligentes" des PID, MRAC, MIAC, MPC et controle
dual. Enfin, nous terminons la présentation du controle intelligent avec quelques techniques
plus exotiques ne reposant pas sur un algorithme ou une architecture classique. Une tres
grande partie des combinaisons possibles et imaginables ayant déja été imaginée et publiée, il
serait irréaliste de viser I'exhaustivité. Cependant I’échantillon présenté se veut caractéristique
des méthodes et représentatif de leur diversité.

2.3.1 Des techniques d'IA utiles pour le controle

Si la grande majorité des apports de I'IA au controle concerne les mécanismes d’apprentis-
sage, il en est deux qui n’en sont pas mais demeurent assez largement répandus. Les systemes
experts sont le couplage d'une base de connaissances et d'un moteur d’inférence tandis que
la logique floue permet de raisonner dans l'incertain.

2.3.1.1 Systemes experts

Un systéme expert est un programme interactif visant a reproduire le raisonnement et les
connaissances d'un expert concernant un domaine particulier. Il est donc capable de répondre
a des questions a partir de faits et de régles connus a 1’avance. Il se compose d"une base
de connaissances stockant des faits et des regles, alimentée au préalable par un expert du
domaine, et d"'un moteur d’inférence capable d’exploiter cette base.

Un systeme expert peut par exemple se situer sur une variable isolée, a la place d'un
contréleur PID (KONSTANTINOV, AARTS et YosHIDA 1993). Il peut aussi jouer un role de
supervision interactive, signalant a un contréleur humain pannes ou comportements anor-
mauyx, utilisant le moteur d’inférence pour décider quelle action entreprendre. Cependant,
construire la base de connaissances adaptée a un systeme précis demande de le connaitre
parfaitement, ce qui est finalement le cas de peu de systémes réels pour lesquels le recours a
I'TA se fait sentir. En outre, il est impossible de gérer ainsi de potentielles situations inconnues
rencontrées par le systéme. Seules des méthodes d’apprentissage telles que celles présentées
dans la section 2.2 permettent de contourner ces limitations (Lrao 2005).

2.3.1.2 Logique floue

Formalisée en 1965, la logique floue (fuzzy logic) est une extension de la logique classique
permettant de prendre en compte les incertitudes et 'imprécision dans les raisonnements



2.3. Le controle intelligent

(ZaDEH 1988). Elle repose sur la théorie des sous-ensembles flous (fuzzy sets) qui redéfinit
les ensembles classiques au moyen d’une fonction d’appartenance non plus binaire mais
continue sur l'intervalle [0; 1] (ZADEH 1965).

En effet, appliquée a un élément x de I'ensemble E la fonction d’appartenance associée au
sous-ensemble A, notée 4, vaut usuellement 1 si x appartient a A et 0 sinon. Dans la théorie
des sous-ensembles flous, cette fonction représente un degré d’appartenance et prend une
valeur réelle entre 0 et 1 selon que 1’on soit plus ou moins stir de 'appartenance de x a A
(0 et 1 étant les valeurs pour lesquelles la certitude est établie). Cela amene la redéfinition
des opérations sur les ensembles (union, intersection, etc) et de nouvelles notions comme par
exemple :

— le noyau de A, c’est-a-dire les éléments dont le degré d’appartenance a A vaut 1.

— le support de A, c’est-a-dire les éléments dont le degré d’appartenance a A est strictement

supérieur a 0.
Sur les mémes principes, la logique floue autorise la valeur de vérité a parcourir un intervalle
entre les valeurs faux (zéro) et vrai (un). Ainsi, chaque énoncé en logique floue n’est pas soit
vrai, soit faux, mais posséde un degré d’appartenance au sous-ensemble des énoncés vrais
donné par la fonction d’appartenance u. La conjonction, ’adjonction et la négation sont alors
définies comme suit :

— le degré de vérité de la conjonction de deux énoncés de degré respectivement x et y est
le plus faible des deux. Il faut donc choisir un opérateur T tel que T (x,y) < min (x,y)
pour faire la correspondance avec le "ET" de la logique classique. T est appelée une
t-norme.

— le degré de vérité de I'adjonction de deux énoncés de degré respectivement x et y est le
plus élevé des deux. Il faut donc choisir un opérateur L tel que L(x,y) > max (x,y)
pour faire la correspondance avec le "OU" de la logique classique. L est appelée une
s-norme.

— le degré de vérité de la négation d’un énoncé est son complément a 1.

La fonction d’appartenance ainsi que les opérateurs T et L, voire celui de la négation,
sont a choisir selon la nature du probleme. La fonction d’appartenance peut étre linéaire,
hyperbolique, exponentielle, ou de toute autre nature. Les opérateurs doivent quant a eux étre
choisis avec soin, selon les propriétés de 1’algebre booléenne que 1’ont veut voir conservées
ou non.

Il est possible de définir des régles IFF-THEN-ELSE en logique floue afin d’implémenter
un raisonnement. Les regles se déclenchent dés que le degré de vérité de leur condition est
supérieur a zéro. Il faut ensuite une étape de defuzzification afin de prendre une décision
parmi toutes les regles activées a plus ou moins fort degré. Classiquement, cette étape est un
simple calcul de centre de gravité.

La logique floue est trés utilisée en intelligence artificielle, notamment combinée de
diverses manieres avec les réseaux connexionnistes (neuro-fuzzy). On la retrouve également
dans le domaine du controle de systemes ot ’on parle de contrdleurs flous. Les prochains
paragraphes présentent quelques versions des techniques classiques de controle agrémentées

49



2. CONTROLE DE SYSTEMES COMPLEXES ET APPRENTISSAGE ARTIFICIEL

50

de logique floue et de mécanismes d’apprentissage.

2.3.2 Un exemple de PID intelligent

Nous avons vu dans la section 2.1.1 qu'un des points faibles des PID était leur difficulté
a étre instanciés, c’est donc naturellement que les travaux incluant de I'IA se sont penchés
sur ce probleme. Dans la méthode que nous présentons ici, la logique floue est utilisée pour
améliorer la robustesse d'un PID fractionnaire tandis qu'un algorithme génétique aide le
réglage de ses parametres (JEsus et BARBosA 2013).

Les contrdleurs PID fractionnaires sont une variante des PID classiques dans laquelle
au moins un des termes I ou D est fractionnaire (c’est-a-dire n’est pas une dérivée ou une
intégrale d’ordre entier). Cela permet aux PID d’étre plus robustes au retard. L'équation
générale d"un PID fractionnaire est alors de la forme :

u(t) = Kpe(t) + K;Dye(t) + KgDPe(t)

ot e(t) est 'erreur, K, K; et K; sont les gains (respectivement proportionnel, intégral et
dérivé), D;* est I'intégrale fractionnaire d’ordre « et Df la dérivée fractionnaire d’ordre f.
Dans la pratique, D, * et Df sont approximées car trop coliteuses a calculer.

L'implémentation de JEsus et BARBOsA 2013 integre a un contrdleur PDP+I (un PID dont
le terme D est fractionnaire d’ordre ) une base de regles de logique floue afin de combiner
les termes P et D. Son équation s’exprime donc de la maniére suivante :

u(t) = [f(Kye(t) + K.DPe(t)) + K; / e(t)dT]K,

ou f est la fonction réalisée par la base de regles floues et Ky, K, K; et K;, les différents gains
a régler. La figure 2.15 schématise ce contrdleur.

e

Kp »

Base de R m . u
regles floues \/ u

o Kc > N

| 2

FIGURE 2.15 — Schéma d’un controleur PDP+I flou.

Il reste maintenant le classique probléeme du réglage des différents gains. Ici, un algorithme
génétique est appliqué pour en définir les valeurs optimales. Un chromosome comprend
quatre geénes (un pour chaque gain) et la fonction d’évaluation est la mesure de 1’erreur
absolue intégrée sur le temps.

Les controleurs ainsi générés et paramétrés sont plus robustes et précis que les PID
classiques et sont paramétrés automatiquement. Cependant, I’algorithme génétique pose un
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probléme en terme d’application. Il faut, en effet, exécuter de nombreux tests d’évaluation sur
les populations générées. Réaliser ces tests sur le systéme réel peut étre trés cotiteux, voire
dangereux. Il faudrait alors disposer d"une simulation tres fine du procédé a controler, ce
qui est plutdt rare. En outre, si une simulation est possible, d’autres stratégies de controle a
base de modeles seraient probablement plus appropriées. Enfin, un tel contrdleur est dépassé
si le procédé évolue au cours du temps au point de rendre nécessaire un ajustement des
parametres.

2.3.3 Un exemple de MRAC intelligent

Nous avons vu que le défaut du controle adaptatif, dont les controleurs & modele de
référence (MRAC), était la nécessité de disposer d'un modéle. Outre la difficulté due a
I'obtention d’un modele adéquat pour le controle, il se pose le probleme de la robustesse aux
pannes. En effet, une avarie sur le systeme controlé va modifier son comportement et donc
nécessiter une gestion particuliere du point de vue du controle.

La résistance aux pannes est un probleme a part entiére et un sujet actif de recherche
(Noura et al. 2009). Une solution courante dans les MRAC pour détecter et prendre en
compte une panne telle que la perte d’efficacité, voire le blocage d"un effecteur repose sur une
décomposition paramétrique du modele : les termes non linéaires sont reformulés comme
une combinaison linéaire de fonctions connues multipliées par un vecteur de parametres
inconnus qui sont a estimer. Or, cette décomposition n’est pas toujours faisable dans des cas
concrets et mene a des calculs trop cotiteux.

FAN et SONG 2012 intégrent un réseau de neurones dans une architecture MRAC afin
qu’il apprenne les bornes des perturbations dues aux pannes et les compense. Le réseau de
neurones utilisé est un réseau RBF (pour Radial Basis Function), qui est un type particulier
de perceptron a une couche cachée utilisant des fonctions a base radiale comme fonctions
d’activation. L'équation du contrdle devient :

u(t) = —Koe(t) + K(t)

ol Ky est calculé a partir du modele, e(t) est I’erreur courante et K dépend de la sortie du
réseau de neurones. Les lourds calculs de linéarisation sont ainsi évités.

Cette méthode permet de gérer efficacement les pannes et les imprécisions (aussi bien du
modele que des capteurs) mais ne dispense pas d’avoir a construire un modele du procédé.

2.3.4 Un exemple de MIAC intelligent

La tache la plus cruciale dans un systeme de controle a identification de modele (MIAC)
est précisément l'identification d'un modele du procédé controlé. Cette identification peut
se faire hors ligne a partir de données expérimentales ou bien a 1’aide de mesures en ligne.
Habituellement, une structure de modéle est donnée au préalable et seule la valeur des
parametres est a trouver de manieére a minimiser 1’erreur entre la sortie du modeéle et les
données réelles.
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Afin d’éviter 1'utilisation d’une structure propre au procédé controlé, les réseaux de
neurones ont été massivement utilisés en lieu et place de modeles (NoRGAARD et al. 2000), en
particulier les perceptrons multi-couches. BARRETO et ArRAUjO 2004 proposent une solution
mettant en ceuvre les cartes de Kohonen. Dans le cas d’un systeme non-linéaire SISO (simple
input, simple output), le probleme s’exprime en temps discret comme "approximation de la
fonction f telle que :

y(t+1) = fly(t), .. y(t = ny +1);u(t),..., u(t —n, +1)] (2.8)

ot u(t) et y(t) sont la valeur de, respectivement, 1’entrée et la sortie au temps ¢, et n, et n,
le nombre d’échantillons mémorisés pour chacune d’entre elles. Cette fonction représente
un procédé dont I’état suivant de sa sortie dépend des états précédents de son entrée et de
sa sortie. Pour que le réseau soit capable d’apprendre le comportement d'un tel procédé, la
dimension de I’entrée des neurones et du poids de leur connexion est passée de 1 a 2. ainsi,
’entrée d’un neurone x(t) et le poids d’une connexion au neurone 7, w;(t) sont notés :

(1) = <§Zf(?)> et wi(1) = (a‘ﬁzt({t)))

ot x'(t) représente les arguments de la fonction f de I'équation 2.8 et x°*!(t) correspond a la
valeur de sortie désirée, c’est-a-dire au terme y(t + 1) de la méme équation. Ces informations
sont mémorisées dans le poids des connexions, respectivement dans w'"(t) et w9 (t), par le
biais de leur ajustement.

Lors de I'apprentissage, le neurone i le plus proche de 1’échantillon d’entrée est sélectionné
en se basant uniquement sur x”(t) et w!"(t), mais I'ajustement se fait quant a lui en utilisant
les deux dimensions. Ainsi, a la fin de l'apprentissage la partie w®(t) du poids de la
connexion du neurone sélectionné (celui dont I'état x"*(t) est le plus proche de I'état observé
du procédé) est une approximation de la sortie du procédé y(t+1).

La méthode peut s’étendre aux systemes MIMO, la rendant ainsi utilisable dans de plus
nombreux cas. Elle permet de se passer de la construction d’un modéle mais reste complexe
a appliquer sur un cas concret. Le nombre de neurones et leur topologie initiale ainsi que de
nombreux autres parametres ne sont pas évidents a définir.

2.3.5 Un exemple de commande prédictive intelligente

En commande prédictive (MPC), le contrdle est basé sur les prévisions d'un modele du
procédé. Les meilleures actions possibles sont déduites de ces prévisions a ’aide d’algorithmes
d’optimisation qui peuvent devenir tres lourds en termes de temps de calcul, notamment si le
modele est de trop grand ordre. Une maniére de simplifier un modele tout en gardant les
informations importantes qu’il contient est ’analyse en composantes principales (ACP), issue
de I'apprentissage non supervisé.

Cette méthode a, par exemple, été appliquée sur des modeles de dynamique des fluides
(AsTrID et al. 2002). Comme la grande majorité des modéles mathématiques de procédés,
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ils sont exprimés sous forme d’équations différentielles qui sont habituellement résolues
numériquement aux prix de lourds calculs. Avant de pouvoir appliquer ’ACP, le modele doit
étre discrétisé. Ainsi transformé, ses équations font apparaitre des matrices plutdt que des
dérivées partielles. Ces matrices sont d’autant plus grande dimension que I'ordre du modele
différentiel est important. En reformulant les matrices selon un critere heuristique propre a la
méthode, I’ACP réduit leur dimension et permet ainsi de rester dans une limite acceptable
de temps de calcul. Le modele réduit est alors exploitable dans un algorithme classique de
commande prédictive (voir section 2.1.2.3).

I faut cependant bien prendre garde au paramétrage de 1’ACP, notamment du critere
heuristique, car il a une forte influence sur la précision du modele obtenu, mais aussi sur
I'ampleur de la réduction. En outre, ’ACP ne se comporte pas tres bien en cas de forte non
linéarité.

2.3.6 Un exemple de controle dual intelligent

La théorie du controle dual cherche a apprendre le comportement du procédé controlé
en procédant a la fois a des actions-sondes visant a améliorer les connaissances et a des
actions de controle proprement dites. Le probleme est alors de trouver le bon compromis
entre les deux types d’action. Trop d’actions-sondes est dangereux car le systéeme devient
instable et il est possible de le détériorer. Mais trop d’actions de controle mene & un controle
lent et sous-optimal, car l'incertitude sur le procédé reste grande et donc les contrdles de
faible amplitude. Résoudre ce compromis revient a résoudre la difficile équation de Bellman
(équation 2.2). C’est la qu’intervient I'apprentissage automatique, et notamment les réseaux
de neurones.

En effet, il est possible d’utiliser un ou plusieurs perceptrons afin d’en approximer la
solution dans certains cas. Par exemple FaBrI et BuGEja 2013 s’intéressent aux systémes
MIMO non linéaires mais affines en controle, de la forme :

Vi = f(xk—1) + G(xp—1)ug—1 + €k

ol yx € R® est le vecteur des s sorties, 1; € R® le vecteur des s entrées et x;_; le vecteur d’état
du systeme (comprenant I'historique des entrées et sorties). f et G sont respectivement un
champ vectoriel et une matrice inconnus, représentant la dynamique non-linéaire du systeme
tandis que € est un vecteur modélisant le bruit. Deux perceptrons sont utilisés, le réseau f
est chargé d’apprendre f et le réseau ¢ d’apprendre G. Chacun des deux réseaux possede
une couche cachée et utilise une fonction d’activation sigmoide (équation 2.6). L’activité des
réseaux dépend du poids de leurs connexions.

L'inconvénient du mécanisme d’apprentissage classique des perceptrons, la rétropropaga-
tion de l'erreur (voir section 2.2.1.5), est qu’il n’est pas du tout adapté au temps réel nécessaire
pour le controdle dual. La solution proposée ici est d’utiliser les filtres de Kalman. Les filtres
de Kalman sont des estimateurs récursifs de parametres, c’est-a-dire qu’ils se basent sur
les mesures courantes (possiblement bruitées et incomplétes) et sur I'estimation de 1'état
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précédent pour estimer 1'état courant (KaALMAN et Bucy 1961). IIs se décomposent en deux
phases :
— La premiére phase, dite de prédiction, estime 1’état et la covariance du parametre
considéré en se basant sur 1’état précédent.
— La phase de mise a jour améliore les précédentes estimations en prenant en compte les
mesures actuelles.
L’algorithme de base est optimal dans les cas linéaires. Des variantes comme les filtres de
Kalman étendus, qui utilisent les séries de Taylor pour linéariser, ou les filtres de Kalman
inodores (de I'anglais unscented Kalman filters), qui appliquent une transformation particuliere
aux données, permettent d’étre efficace sur des systemes non linéaires. Ce sont ces variantes
qui sont étudiées dans la méthode présentée ici.
On représente les poids des deux réseaux dans un méme vecteur zj, et on note le vecteur
des poids optimaux z;. On peut alors reformuler 1’équation du systeme contrdlé comme :

Yk = h(Xg—1, uk—1,2) + €k

La sortie du systeme controlé est donnée par la fonction non linéaire inconnue / qui dépend
des poids optimaux z*. L'observation de la sortie apporte ainsi au filtre utilisé une indication
sur la qualité de I'estimation courante.

Les controles appliqués sont ensuite déterminés par une loi qui prend en compte :

les estimations de f et G données par les réseaux de neurones

— l'estimation de l'incertitude donnée par le filtre de Kalman utilisé
I’état courant des sorties

des matrices a définir par 1'utilisateur : Q1, Q2 et Q3

Ces matrices permettent de pondérer 1’attention portée aux incertitudes. Si les incertitudes
sont prépondérantes, on se retrouve dans le cas d'un controle précautionneux car le contrdleur
ne va faire que des actions de faible amplitude. Si les incertitudes sont ignorées, aucune
action sonde n’est entreprise puisque le contrdleur est str de lui, ce qui peut engendrer une
instabilité du systeme.

Cette méthode permet, grace aux réseaux de neurones et aux filtres de Kalman, de réduire
la résolution complexe d’une équation au paramétrage de quelques matrices. Cependant, le
compromis délicat est au bout du compte a réaliser par l'utilisateur humain qui va paramétrer
le controleur. Enfin, I’étude se limite a une premiere convergence du controle. Le controleur
peut avoir du mal a se réadapter si le procédé controlé évolue fortement au cours du temps.

2.3.7 Autres exemples

Les techniques de contrdle intelligent présentées jusqu’a présent étaient des classiques du
controle agrémentées d’intelligence artificielle. Mais 1'IA a également apporté de nombreuses
approches inédites qui ne reposent pas directement sur celles de la section 2.1. Nous en
présentons deux d’entre elles. La premiere est basée sur les systémes de classeurs, tandis que
la seconde combine quatre techniques d’'IA différentes.
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2.3.7.1 Contrdle distribué a base de systémes de classeurs

Par leur systéme d’appariement et de sélection d’action sur I'environnement, les systémes
de classeurs (LCS) sont particulierement adaptés au probleme du contrdle. Ils peuvent méme
s’y appliquer directement, et de maniere distribuée (BuLL et al. 2004).

On s’intéresse ici au cas simulé d"un réseau routier de quatre carrefours, chacun étant
équipé d'un LCS pour contrdler I’ensemble des feux tricolores du carrefour. Nous avons
donc quatre contrdleurs agissant a différents endroits d'un systeme plus large (I’ensemble du
réseau routier simulé), il s’agit d’un controle distribué. Chaque LCS doit apprendre la durée
des phases (autoriser la circulation dans un sens ou dans 'autre) permettant un trafic optimal.
Pour cela, il est stimulé a chaque cycle par la perception de la longueur de la plus grande file
d’attente du carrefour et d’un signal de renforcement calculé a partir de cette mesure.

Plusieurs tests ont été conduits afin de mesurer I'impact des différents parametres comme
le nombre de regles dans la base (entre 400 et 1600), le taux de mutation de l’algorithme
génétique, ou encore le taux d’apprentissage pour le renforcement. Chaque carrefour est
équipé d’une instance identique de LCS. Contrairement aux précédentes expériences n'im-
pliquant qu'un seul LCS isolé, I’étude montre que ces parametres n’ont pas ici d’influence
déterminante sur les performances.

Cependant, d’autres choix d’instanciation demeurent cruciaux tels que le mécanisme de
sélection d’action ou bien le choix du signal de renforcement. Dans le cas étudié, les LCS
n’offrent une performance bénéfique uniquement si ces fonctions sont bien construites et
paramétrées. Or il n’existe pas de régle permettant de les choisir a priori. On s’attend donc a
ce que l'application de LCS sur des cas réels soit un probleme difficile.

2.3.7.2 Contrdle distribué hybride

Une seconde approche, qualifiée par les auteurs d’hybride, fait appel a quatre techniques
d'TA qu’elle combine dans un systeme de contréle distribué : les réseaux de neurones,
la logique floue, les algorithmes génétiques et 'apprentissage par renforcement (CHOY,
SRINTVASAN et CHEU 2006).

Comme la méthode précédente, elle s'intéresse au controle des feux de signalisation des
carrefours d'un réseau routier. Le controleur de chaque carrefour utilise des regles de logique
floue pour produire des plans de signaux (les durées de chaque phase des feux). Ces regles
sont générées par un algorithme génétique et représentées dans un réseau de neurones dont
les parameétres sont ajustés par renforcement. L'apprentissage du réseau de neurones se fait
en temps réel, en trois grandes étapes :

— La premiere étape est une mise a jour des parametres du réseau (par exemple le taux

d’apprentissage de chaque neurone). Celle-ci se fait par renforcement.

— Les poids des connexions sont ensuite mis a jour selon une méthode semblable a celle

des cartes de Kohonen.

— Enfin, le signal de renforcement est utilisé dans le calcul de la fonction d’évaluation d"un

algorithme génétique. Si le résultat de 1’évaluation est en dessous d"un seuil prédéfini,
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l'algorithme géneére de nouvelles regles (matérialisées par de nouvelles connexions dans
le réseau).

Le signal de renforcement est calculé a partir d’estimations de I'état du trafic et de mesures, et
est propagé dans chacun des contrdleurs locaux. Le réseau de neurone de chaque controleur
représente de maniere assez directe les regles de logique floue qu’il contient. Il est composé
de cinq couches (figure 2.16) :

Une couche entrée recoit les valeurs mesurées sur le systeme controlé. Chaque neurone
de cette couche correspond a une variable percue.

Une couche fuzzification décrit de maniere floue les entrées. Chaque neurone de la couche
précédente est connecté a 3 neurones de la couche fuzzification, qui correspondent a
trois sous-ensembles flous quantifiant la valeur (faible, moyen et fort). Les poids des
connexions entre ces deux couches jouent le role de fonction d’appartenance.

Une couche implication applique un opérateur de t-norme sur la précédente pour
représenter 1’état du systeme de maniere plus complete. Chaque neurone de cette
couche représente donc une conjonction floue des valeurs des variables floues de la
couche précédente.

Une couche conséquence représente les différents plans possibles de signal. Elle applique
un opérateur de s-norme sur la précédente. Un neurone-plan est ainsi activé si la
disjonction floue de ses entrées le permet.

Enfin, une couche defuzzification, composée d'un unique neurone, applique la méthode
du centre de gravité pour agréger les différents plans activés et calculer la sortie finale
(un plan de signal a appliquer au carrefour).

Agrégation

S-normes
T-normes

Entrée Fuzzification Implication Conséquence Sortie

FIGURE 2.16 — Le réseau de neurones flou a cinq couches.

Les connexions entre les couches fuzzification et implication sont représentées dans les chro-
mosomes utilisés par l'algorithme génétique. Celui-ci peut ainsi les modifier afin que le
réseau maximise une fonction d’évaluation. Cette fonction est basée a la fois sur le signal de
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renforcement et sur une mesure de satisfaction de la connexion. Le nombres d’individus par
génération, le nombre d’individus sélectionnés pour le croisement, le taux de mutation et
autres parametres de l'algorithme sont a définir par 1'utilisateur.

La distribution des contréleurs et la combinaison judicieuse de techniques d’IA permet ici
d’effectuer un apprentissage en temps réel du contrdle d'un systeme complexe de maniéere
a optimiser un critere unique (la fluidité du trafic). Cependant si les parametres du réseau
de neurones sont appris, de nombreux autres (ceux de l'algorithme génétique, du signal
de renforcement, l'initialisation du réseau, ainsi que d’autres propres a la méthode) restent
a définir empiriquement. En simulation, il est relativement facile d’effectuer des tests afin
de déterminer la meilleure valeur pour ces parametres. Mais dans le cas d'un systeme réel
cela est tres souvent long et coliteux et pose donc un sérieux probleme d’instanciation. En
outre, pour la plupart des procédés a multiples entrées et sorties le controle implique de faire
un compromis entre plusieurs critéres parfois contradictoires, ce que ne permet pas cette
méthode.

2.3.8 Bilan du contrdle intelligent

Ce document ne présente qu'une petite partie de la légion de variations et de combinaisons
de méthodes existantes d’IA (a la fois entre elles et avec des approches de contrdle). Ont
été laissées de coté des approches combinant notamment SVM et perceptrons (SUYKENS,
VANDEWALLE et DE MooR 2001), inférence d’arbres de décisions et algorithmes génétiques (Su
et SHIUE 2003), réseaux bayésiens et k plus proches voisins (LazkaNo et al. 2007), ou encore
controle adaptatif et réseaux de Hopfield (WANG et HunG 2010). Les outils les plus largement
utilisés restent probablement les réseaux de neurones et la logique floue.

Dans cette immense variété de controleurs intelligents, chacun a ses propres avantages et
inconvénients, si bien qu’il est tres difficile d’en faire une généralisation pertinente. Certaines
conjonctions intéressantes de critéres semblent néanmoins ne pas étre présentes. Par exemple,
il n’existe pas, a ma connaissance, de contrdleur générique capable d’apprentissage en ligne et
en temps réel, effectuant une optimisation multi-criteres sur un systeme MIMO tout en étant
tres facilement instanciable et capable de passer a ’échelle en terme de nombre de critéres
d’optimisation et de parameétres controlés.

Globalement, on note une complexification des controleurs intelligents, qui combinent de
plus en plus de techniques et les affinent. Chaque fois que des parametres sont a estimer, on
empile une nouvelle technique qui va s’en charger. Mais celle-ci apporte souvent son propre
lot de parametres a définir, et ainsi de suite. Cela semble en accord avec la loi de la variété
requise puisque les procédés visés sont eux aussi de plus en plus complexes.

Le tableau 2.4 reprend les criteres d’évaluation des méthodes de controle. La plupart des
algorithmes utilisés ne dépendent pas directement du systeme contrdlé et sont donc assez
génériques. Cela provient de leur approche "boite noire", c’est-a-dire que leurs connaissances
reposent sur des données acquises sur les entrées et les sorties du procédé controlé, et non
sur un modele décrivant son fonctionnement. Cette approche est bien siir permise par leurs
capacités d’apprentissage, qui peuvent concerner aussi bien la paramétrisation du contrdleur
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que la loi de controle elle-méme. En outre, un apprentissage en ligne et en temps réel
confere généralement au contrdleur une bonne capacité d’adaptation. En revanche 1’accent
est rarement mis sur le travail d’instanciation a fournir pour appliquer de tels controleurs sur
des cas réels, hors simulation. La complexification des contrdleurs entraine une plus grande
difficulté a leur application industrielle. Celle-ci demande en effet d’étre a la fois expert du
domaine d’application et fin connaisseur des méthodes utilisées par le contrdleur.

TABLE 2.4 - Bilan du contr6le intelligent.

Critere Controle intelligent
Généricité ++

Instanciation - -

Adaptativité ++

Apprentissage | Variable (de limité a tres important)

C’est en partie pour cette raison que 1'on retrouve assez peu d’applications concreétes
dans le champ des moteurs a combustion. Nous en présentons quelques-unes dans la section
suivante.

2.4 Les applications au controle de moteurs

Jusqu’a maintenant, nous avons présenté le probleme du contrdle et les techniques qui
I’abordent d"un point de vue général. Il est maintenant temps de s’intéresser plus particu-
liéerement au cas concret du contrdle de moteurs a combustion dans I'industrie automobile.
Comme nous l'avons vu dans le chapitre précédent, le contrdle d’un moteur se divise en deux
couches :

— La premiére constitue I'asservissement du moteur (la couche basse). Il s’agit de s’assurer
que les effecteurs appliquent correctement la consigne qui leur est envoyée.

— La deuxiéme est le contrdle a proprement parler. Elle transforme 'angle de la pédale
d’accélération en demande de couple, puis en consignes pour la couche basse.

La premiére couche est généralement composée de PID et de controleurs MPC. La deuxieme
couche est quant a elle assurée par un ensemble de stratégies de commande reposant sur
des modeles physiques. Ces stratégies sont composées de blocs fonctionnels interdépendants
(circuit d’air, avance a l’allumage, etc) et sont, le plus souvent, congues manuellement par
les ingénieurs, bien que quelques blocs fonctionnels puissent faire appel a des MPC (DEL RE
et al. 2010). La difficulté est alors d’optimiser les parametres de ces stratégies, autrement dit,
de calibrer le moteur.

Aussi, cette section commence par présenter quelques méthodes de contrdle avant d’intro-
duire des approches de calibration automatique.



2.4. Les applications au controle de moteurs

2.4.1 Méthodes de contrdle

Condition préalable a 1'utilisation d"un algorithme de commande prédictive, I'obtention
dun modele repose sur la connaissance des processus physiques mis en jeu dans le moteur.
Depuis les années 60, divers modéles de moteurs ont été proposés, comme par exemple le
modeéle de Borman pour les moteurs diesels (BORMAN 1964). Nous présentons ici le modele de
Jankovic, qui est le plus utilisé aujourd’hui pour les moteurs turbo-diesels. Nous aborderons
ensuite des techniques de contrdle, dont certaines qui utilisent ce modéle.

24.1.1 Modele de Jankovic

Le modele de Jankovic exprime les variations de pression, de masse de gaz et de pro-
portions de gaz briilés a I'intérieur des collecteurs d’admission et d’échappement a partir
des caractéristiques physiques du moteur et des différents débits controlés (JaANkovic et
Kormanovsky 2000). Il existe une premiere version de ce modele, dite d’ordre complet :

ml :Wc+wegr_we
lezwg—wegr—wt—f—wjr
_ 1R

Pd - 71(WCTC + Wengegr - WeTl)

. TR
P2 = 72((We + Wf)Tg — WengZ — Wth)

. Weg(B—F) — W.F
F =

mq

& We156(1— F) + (AF + 1)R]/(AF —1) — W,

H =

mq

ou my et my, p1 et pp, Fi et F, sont respectivement les masses de gaz, la pression et la
proportion de gaz briilés dans les collecteurs d’admission et d’échappement. V; et V5, et Ty
et T sont le volume et la température de chacun des collecteurs. T; est la température du
compresseur, T, la température a 1'échappement et AF le ratio air/carburant. Issues de la
thermodynamique, 7y et R sont respectivement la capacité thermique spécifique du systeme
et la constante spécifique des gaz. Enfin, W,, Wee,, W,, W; et Wy sont les débits massiques,
respectivement dans le compresseur, dans la vanne EGR, dans le moteur entier, dans la turbine
et de carburant. Ils sont pour la plupart manipulables a 1’aide d’effecteurs et constituent donc
les entrées du moteur pour ce modéle.

Cependant, trop lourde du fait de ses trop nombreux parametres et de sa complexité
calculatoire, cette version n’est jamais utilisée. En effet, il faut en estimer correctement la
valeur de ses parametres afin que le modele corresponde parfaitement a I'instance de moteur
controlée et a 'utilisation qui en est faite, ce qui est un probleme tres compliqué lorsque ces
parametres sont nombreux. En outre, elle demande des mesures tres difficiles a obtenir sur
un moteur réel (par exemple la proportion de gaz brulée dans chacun des collecteurs). Aussi
cette version est généralement laissée de coté. On lui préfere une plus simple, ne comprenant
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que trois parametres et s’intéressant uniquement aux variations de pression. Cette version,
appelée modeéle d’ordre 3, s’exprime ainsi :

T
p1 =ki(We+uq —kepr) + ﬁlﬂl
. T>
P2 = ka(kepr — up — ug) + T, P2
2

Pc = 1(met,‘ - Pc)

T

ol P, et P; sont la puissance du compresseur et celle de la turbine, 7, est le rendement
mécanique du turbo, u; et up sont les variables controlées (en fait les débits EGR et de la
turbine, 1117 = Weq, et up = Wy). Les trois coefficients ki, k» et k. sont les paramétres du modele
a définir par l'utilisateur. Pour simplifier un peu plus le modele, les termes %pl et %pz sont
souvent ignorés. En effet, ils sont proches de zéro, la température variant peu dans les plages
de fonctionnement considérées par la plupart des méthodes de controdle.

Le nombre de parameétres est réduit, mais leur estimation demeure un probléeme délicat.
Divers algorithmes de régression peuvent étre utilisés comme le classique algorithme de
Gauss-Newton (GNA, WANG 2012) ou encore 'algorithme de Levenberg-Marquardt (LMA,
MoRrg 1978) mais sont difficiles a mettre en ceuvre avec un vrai moteur.

Pour étre optimale, la valeur des parametres devrait changer selon la plage de fonctionne-
ment du moteur considérée. En effet, le régime, la charge, ou encore le débit de carburant
impactent directement le comportement du moteur et ainsi la conformité du paramétrage
du modele. En outre, il faudrait réajuster ces parametres au cours de la vie du moteur pour
en suivre l'usure et I'encrassement. Néanmoins, cela n’empéche pas ce modele d’étre utilisé
pour le contrdéle d'un moteur dans des situations bien définies.

2.4.1.2 Controle prédictif appliqué aux moteurs

Comme dans tout controleur prédictif basé sur un modele, la principale difficulté est de gé-
rer la non linéarité du modele. En effet, celle-ci rend trés complexe le probléme d’optimisation
visant a calculer les actions a effectuer. Diverses solutions ont été entreprises.

Par exemple, la commande prédictive généralisée non linéaire a temps continu (NCGPC)
modifie le vecteur de sortie du modele de Jankovic en choisissant d’autres variables & obser-
ver. Ce changement est principalement motivé par I'impossibilité de mesurer les variables
initialement impliquées. La loi de commande est ensuite calculée en s’appuyant sur une
matrice de découplage, sur une extension bien choisie du vecteur d’états du modele (afin de
rendre la matrice inversible) et sur les séries de Taylor (Daso et al. 2008).

Une autre approche combine des modeles linéaires locaux (relativement a 1’espace d’états
du moteur), et passe de 1'un a l'autre a la volée en fonction de 1’état courant du moteur pour
y appliquer une commande prédictive classique (FERREAU 2006).

Ces méthodes sont efficaces et capables d’étre exécutées par un calculateur embarqué.
Cependant, elles se limitent a certaines fonctions du moteur (par exemple la vanne EGR
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pour la NCGPC), le controle global étant réalisé par un assemblage ad hoc de telles méthodes.
Elles ne sont possibles que parce qu’il existe un modéle du moteur qu’elles consideérent, et
applicables a la condition que celui-ci soit bien paramétré.

D’autres applications incluent des réseaux de neurones (OULADSINE, BLocH et DovIFAAZ
2005), ou encore de la logique floue (N1kZADFAR, NOORPOOR et SHAMEKHI 2012) mais restent
cantonnées a un controle local, d"un seul actionneur (un seul bloc fonctionnel) et sujettes a
une paramétrisation importante.

2.4.2 Auto-calibration

La calibration d’un moteur peut comprendre celle des éventuels modeles utilisés, mais
consiste surtout a la paramétrisation du contrdle lui-méme. Le but est d’optimiser le fonction-
nement du moteur en réglant de maniere fine les consignes envoyées aux contrdleurs de la
couche basse. Les méthodes classiques, trés largement utilisées dans 1'industrie, produisent
des cartographies statiques reliant les états du moteurs aux consignes pour chaque effecteur.
Elles ont le défaut de ne pas étre optimales pour les régimes transitoires (ATKINSON et MOTT
2005) mais sont surtout trés longues (et donc cotiteuses) a mettre en ceuvre, impliquant de
nombreuses phases de tests et de mise au point, ainsi que l'utilisation de modéles. Aussi, le
besoin de techniques de calibration automatique est trés présent. Les termes d’auto-calibration
et de calibration automatique sont employés indifféremment dans la littérature pour désigner
aussi bien 1’exécution automatique de tests que I'optimisation automatique des réglages du
controleur. C’est bien siir de cette derniére dont il est question ici.

Les recherches les plus avancées se concentrent sur I'obtention d’un contrdleur capable de
s’auto-calibrer pendant que le moteur est en fonctionnement, en apprenant en temps réel les
réglages optimaux. Basé sur une modélisation du moteur comme un processus de décision
markovien (MDP), un premier algorithme appelé POSCA a été développé. Celui-ci est capable
d’apprendre en ligne les meilleures actions a appliquer grace a un signal de renforcement.
Cependant, la complexité combinatoire du probleme n’autorise 1'optimisation que d’une
unique variable. La solution pour passer a de plus grandes dimensions se situe dans la
décentralisation (MALIKOPOULOS, AssANISs et PAPALAMBROS 2009). Toujours en se basant sur
une modélisation MDP du moteur, les auteurs ont donc con¢u un contrdleur distribué.

Plutdt qu'un seul contrdleur central décidant de toutes les actions sur toutes les variables,
chaque variable se voit attribuer un contréleur local. Ces controleurs sont placés aléatoirement
au sein d’une hiérarchie. Lors de 'apprentissage, chaque controleur choisi une action au
hasard parmi I’ensemble des actions possibles. Le premier contrdleur de la hiérarchie le fait
avec une probabilité uniforme conditionné par I’état courant du moteur :

p(txk|sk) = —,Var € A, Vs €5

1
Al

ol A est I'ensemble des actions possibles pour le premier controleur et S I'ensemble des
états du moteur. L'astuce est que le second controleur fait de méme, mais la probabilité est
cette-fois-ci conditionnée par 1’action sélectionnée par le premier controleur, et non par 1’état
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du moteur :
p(‘Bk’DCk) = ;’,Vﬁk € B,Vuck €A

ol B est I'ensemble des actions possibles pour le second contrdleur. Il en va de méme
pour le troisieme controleur, et ainsi de suite. En plus d’'un changement d’état du moteur,
chaque action provoque un signal de renforcement (qui découle de la modélisation du
moteur en MDP). Apres un certain temps, chaque controleur local a exploré 1'ensemble
de ses actions possibles. POSCA est alors utilisé en parallele par chacun d’entre eux pour
calculer la meilleure stratégie de controle, c’est-a-dire la distribution de probabilités (toujours
conditionnée de la méme maniere) qui maximisera le signal de renforcement.

La méthode a été testée avec succeés pour le controle de deux variables (la durée de
l'injection, et la position des ailettes du turbo), d'un moteur diesel simulé avec des criteres de
minimisation sur la consommation de carburant et I'émission de gaz polluant (qui ne sont
pas contradictoires).

Malgré le frein de la modélisation en processus de décision markovien, qui peut étre un
lourd travail a faire pour chaque couple criteres d’optimisation et moteur, cette approche
montre bien I'intérét de la distribution du controle. Cependant, aucun calcul visant a améliorer
les actions n’est effectué avant I’exploration complete des possibilités, cela afin de garantir
I'optimalité du résultat. Or, cette phase d’exploration peut étre tres longue si plus de deux
variables sont en jeu. L'apprentissage n’est ici pas réellement distribué et effectué entierement
en amont de la décision des meilleures actions & entreprendre. Aussi, si le moteur ou les
criteres d’optimisation évoluent, il faudra recommencer la phase d’exploration (tout en
ajustant la modélisation MDP).

2.4.3 Bilan du contrdle de moteurs

Actuellement, I'approche la plus répandue du contrdle de moteurs est la commande
prédictive basée sur les modeles. Elle peut s’utiliser dans les deux couches du contrdle et
s’appuyer sur des modéles solides développés depuis une cinquantaine d’années. En outre,
la difficulté d’appliquer les méthodes de controdle intelligent freine leur installation dans ce
domaine ot les contraintes techniques sont fortes. Par exemple, I'indisponibilité de certaines
mesures lors du fonctionnement du moteur prive les contréleurs d"une partie de I'information
qui pourrait leur étre nécessaire.

Un enjeu important pour l'industrie est la rapidité de mise au point d'un contrdleur.
Chaque nouveau moteur s’accompagne en effet d'un long travail pour lui fournir un contré-
leur adapté. La calibration prend une part importante de ce travail. Etant donné la structure
en deux couches des contrdleurs, elle revient a faire la correspondance entre la consigne, 'état
du moteur et les actions a entreprendre. Cela équivaut en fait a controler le moteur asservi.

Aussi, I'apprentissage (aussi bien du controle que de la calibration) devient crucial, il
permet de gagner du temps a l'instanciation et d’obtenir de meilleurs résultats. Il permet
aussi de se passer de modeéle, ce qui est un avantage pour accélérer la prise en compte de
nouvelles technologies moteur. Il est cependant souvent figé : une fois réalisé, les résultats ne
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sont plus mis en cause. Or un moteur s’use avec le temps et le contrdle doit en tenir compte.
Le prochain défi est donc 1’obtention d"un contrdleur capable de s’adapter, sur la durée, aux

changements du moteur.

2.5 Conclusion

Ce chapitre a présenté les trois grandes familles de systemes de controle que sont les PID,

le controle adaptatif et le controle intelligent. Le tableau 2.5 en récapitule les caractéristiques

principales. L'accent a été mis sur I'importance des techniques d’intelligence artificielle (en
particulier des algorithmes d’apprentissage) et la diversité de leur mise en ceuvre dans les
systémes de controle.

TaBLE 2.5 — Tableau récapitulatif du controle.

Critere PID Controle adaptatif Controle intelligent
Généricité + + ++
Instanciation -- -- --
Adaptativité -- + + +
Aucun (Ia connaissance e .
14 ... | Limité (ajustement de . PPN
. du procédé est implici- R . Variable (de limité a
Apprentissage parametres d’'une struc- | | . .
tement contenue dans . trés important)
. ture fixe)
le paramétrage

Cet état de l'art souligne également certaines limites des méthodes actuelles. La principale
est celle des lourdes taches de spécification et de paramétrisation nécessaires a leur application
sur un systeme particulier. Pour les algorithmes les plus anciens, ce travail d’instanciation
consiste en I'apport de connaissances sur le systéme contrdlé, par exemple par le biais des

parametres d'un PID ou du modele mathématique des contrdleurs adaptatifs. Les techniques

d’apprentissage automatique permettent d’apprendre tout ou partie de ces connaissances.

Mais, étant plus complexes, elles conservent un degré de paramétrisation important et ne font

au final que déplacer le travail d’instanciation vers des problemes propres aux algorithmes

utilisés. Un contrdleur devrait étre facile a instancier. L'utilisateur ne devrait pas avoir besoin

de connaissances techniques sur l'algorithme employé, ni devoir fournir un lourd travail de
paramétrisation. Un probleme lié est la division du contréle en plusieurs couches. Un méme
systéme de controle devrait étre capable de transformer directement une consigne en action
de bas niveau sur le procédé.

Une caractéristique importante que doit avoir un contrdleur est la capacité de s’adapter a

I'évolution du systeme controlé. L'apprentissage ne doit pas étre figé. La dynamique d'un

systeme réel se modifie au cours du temps, a mesure qu’il s'use, et un controleur doit en

tenir compte. Il doit également s’adapter lorsque des avaries surviennent sur les capteurs et
modifient la perception qu’il a du procédé.

Enfin, si plusieurs techniques existantes de controle intelligent permettent de controler
la non-linéarité de certains systémes, peu sont dans le méme temps capables de passer a

63



2. CONTROLE DE SYSTEMES COMPLEXES ET APPRENTISSAGE ARTIFICIEL

64

I'échelle. Controler plusieurs variables tout en conciliant plusieurs objectifs et contraintes
reste un probléme ouvert lorsqu’il s’agit de I’appliquer a un systéme réel.
Les besoins se situent donc sur trois axes :
- un systeme de controle facile a appliquer a une instance particuliere de procédé
— un systéme de contrdle capable de suivre 1’évolution du procédé, autrement dit capable
d’apprendre en paralléle du controle
— un systeme de contrdle capable de passer a 1’échelle, c’est-a-dire de gérer simultanément
un grand nombre de variables controlées et de criteres d’optimisation.
Le premier implique un systéme se passant de modele prédéfini, et possédant des parametres
en petit nombre et faciles a déterminer. Le deuxiéme axe oriente la solution vers la classe des
algorithmes d’apprentissage par renforcement, dont ’objet serait la fonction de controle elle-
méme et non un modéle ou sa calibration. L'apprentissage devrait en outre étre suffisamment
contrdlé pour ne pas risquer de dégrader le procédé. Enfin, le troisiéme axe encourage un
contrdle distribué.
Parmi toutes les approches d’apprentissage et d’intelligence artificielle qui ont été abordées
dans ce chapitre, il en est une qui a été volontairement omise et qui pourrait bien répondre a
ces besoins : les systemes multi-agents. IIs sont 1’objet du chapitre suivant.



CHAPITRE

Systemes multi-agents et coopération

L’objectif de ce chapitre est d’introduire les systemes multi-agents (SMA) et de montrer
en quoi cette approche est intéressante pour le controle de systemes complexes. Les concepts
principaux sont présentés avant d’aborder quelques techniques de controle et d’apprentissage
utilisant les SMA. La suite du chapitre se focalise sur la notion d’auto-organisation et présente
une vision particuliere des SMA, fondée sur la coopération.

3.1 Les systémes multi-agents

Les systemes multi-agents (SMA) sont des systemes composés de plusieurs entités au-
tonomes en interaction que l'on appelle agents. La distribution au sein du systeme de la
connaissance, des calculs, ou encore du contrdle en est la principale caractéristique. Ils ap-
partiennent ainsi a la branche que I'on appelle distribuée de I'intelligence artificielle (IAD),
celle qui s’intéresse a la résolution collective de problemes, c’est-a-dire a 1’élaboration de
comportements au sein d'un collectif menant a la réalisation d"une tache globale particuliere.

Cette section commence par définir ce qu’est un agent, puis s’intéresse aux interactions
entre plusieurs d’entre eux pour aborder le principe de systéme multi-agent. Quelques
techniques multi-agents de controle et d’apprentissage sont ensuite présentées.

3.1.1 Qu’est-ce qu'un agent?

Le concept d’agent est apparu avec les premiers programmes destinés a s’exécuter sur
le long terme, au sein d’un environnement dans lequel ils jouissent d"une certaine autono-
mie d’action. Le terme se retrouve par exemple dans la littérature de l'apprentissage par
renforcement.

Leur définition a depuis été enrichie et affinée, notamment par WOOLDRIDGE et JENNINGS
1995 et FERBER 1999. Un consensus s’est établi autour d’une liste de propriétés et d’un schéma
d’exécution présentés ci-apres. Un agent est une entité physique ou logicielle qui :
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— est autonome,

— existe au sein d’un environnement qu’elle est capable de percevoir et sur lequel elle

peut agir,

— possede une représentation partielle de cet environnement,

— est capable de communiquer avec d’autres agents,

— posséde des ressources,

— possede des compétences et peut offrir des services.

Le comportement d’un agent résulte de ses perceptions, de ses connaissances, de ses com-
pétences, et bien évidemment de son but. Il suit un cycle de vie en trois étapes se répétant
indéfiniment tout au long de son exécution :

— la phase de perception durant laquelle 1’agent acquiert de nouvelles informations sur

I’environnement

— la phase de décision durant laquelle ’agent choisit les prochaines actions a effectuer

— la phase d’action durant laquelle I’agent réalise les actions décidées a 1’étape précédente.
La propriété la plus importante d'un agent est son autonomie. Celle-ci se rapporte au contrdle
de son exécution : un agent peut dire "non" a une requéte, il décide lui-méme d’agir ou non, et
de la nature de ses actions. C’est d’ailleurs ce qui le différencie d"un simple sous-programme.
Cette autonomie sous-entend qu’un agent a des buts qui lui sont propres, et qu’il peut les
privilégier a la résolution d"une requéte extérieure.

Enfin, notons que cette définition s’appuie fortement sur la notion d’environnement, qui
elle ne bénéficie pas d"un consensus dans la communauté. Intuitivement, 1’environnement
peut étre décrit comme tout ce qui est extérieur a I'agent et qu’il peut percevoir. Nous
reviendrons sur ce point un peu plus tard, dans la section 3.1.2.2.

3.1.1.1 Différents types d’agents

Outre 'autonomie qui est une propriété commune a tous, les agents possedent d’autres
caractéristiques par lesquelles ils peuvent étre différenciés (GLEIZEs et al. 2011).

Réactif Un agent est dit réactif lorsqu’il est capable de réagir aux modifications de son
environnement. Ses actions sont déclenchées par les évéenements dans 'environnement. On
parle alors de comportement réflexe. Les conditions des regles de comportement reposent sur
ses perceptions et son état interne. Un agent réactif n’a généralement pas (ou tres peu) de
mémoire.

Proactif A l'opposé des agents réactifs se situent les agents proactifs. De tels agents sont
capables de modifier leurs buts et d’en générer de nouveaux. Ils disposent d"une mémoire et
mettent en ceuvre des algorithmes d’apprentissage complexes. On s’y réfere parfois sous le
nom d’agents cognitifs. C’est le cas par exemple des agents Croyance-Désir-Intention (BDI,
pour Belief-Desire-Intention, RAo et GEORGEFF 1995). Il n’y a en réalité pas de limite franche
entre agent réactif et agent proactif, ils représentent les extrémités d'une échelle de granularité.
Les agents réactifs, moins complexes, sont généralement présents en plus grand nombre dans
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un systéme et chacun d’entre eux s’occupe d’une tache relativement simple. On parle d"un
systeme a granularité fine. Les agents cognitifs sont quant a eux de granularité plus grosse,
chacun peut prendre en charge une tache plus compliquée et ils sont donc généralement
moins nombreux pour former un systeme.

Situé Un agent est qualifié de situé lorsque ses perceptions et sa communication avec les
autres agents sont conditionnées par son positionnement dans 1’environnement. Par exemple,
un agent-piéton dans une simulation de foule ne percevra pas les mémes obstacles selon sa
position. C’est un agent situé. De méme, un agent-fourmi qui communique avec les autres au
travers de I'environnement (en déposant des phéromones) est un agent situé.

Communicant Les interactions des agents communicants ne dépendent pas de leur posi-
tionnement. Leur environnement ne posséde pas de référentiel, et les agents communiquent
directement par envoi de messages sans qu'une quelconque mesure de position n’interfere. La
encore, la frontiere entre situé et communicant n’est pas absolue. Des agents situés peuvent
utiliser divers canaux de communication, dont I’envoi direct de messages.

D’autres caractéristiques sont parfois associées aux agents. Notons par exemple les agents
sociaux qui tiennent compte des autres agents a divers degrés dans leur raisonnement, ou
encore les agents adaptatifs qui modifient leur comportement au cours de leur vie.

3.1.1.2 Architecture d'un agent

Les agents possedent généralement une architecture modulaire bien définie. Les modules

utilisés varient selon les applications, mais trois se retrouvent systématiquement :

— Le module perception prends en compte les événements provenant de I’environnement.
Il peut s’agir d’une simple boite a lettre dans le cas d'un agent communicant, ou d’'un
module gérant des capteurs pour un agent situé.

— Le module décision implémente le raisonnement de 1’agent. Il comprend les connais-
sances de 'agent et des regles pour les exploiter, et décider d’action a entreprendre
en fonction du but de I'agent. Il peut s’agir de simples regles conditionnelles pour un
agent réactif comme d’algorithmes d’apprentissage et d"'un moteur d’inférence pour un
agent cognitif.

— Le module action réalise les actions que le module décision lui demande. Il peut s’agir
de simples envois de messages dans le cas d’agents communicants comme d’actions
plus complexes mettant en ceuvre des effecteurs. C’est ce qui est vu depuis 'extérieur
comme le comportement de I'agent.

La figure 3.1 schématise ces modules et leur interaction avec I’environnement. Cette architec-
ture de base est souvent enrichie de modules propres a 'approche, par exemple d"un module
spécifique pour les connaissances, les compétences ou encore 1’apprentissage. De nombreuses
implémentations sont en fait hybrides, possédant des caractéristiques a la fois réactives et
cognitives et des modules d’interaction a la fois situés et communicants. Cette modularité fait
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FIGURE 3.1 — Un agent et son environnement.

que la programmation par composants est particulierement appropriée au développement
d’agents, et donc de SMA (NoEL 2012).

La notion d’agent étant maintenant bien définie, il est temps de s’intéresser aux systémes
multi-agents.

3.1.2 Qu’est-ce qu'un systeme multi-agent?

Un systeme multi-agent (SMA) est un ensemble d’agents en interaction dans un environ-
nement commun, agissant pour résoudre une tdiche commune et cohérente. Ce dernier point
est important car il implique 'unité du SMA, malgré le fait que chaque agent posséde son
propre but individuel qui peut éventuellement entrer en conflit avec celui des autres.

Cette composition particuliere donne aux SMA des propriétés trés intéressantes.

3.1.2.1 Propriétés des SMA

Tout d’abord, au sein d'un SMA, la connaissance et le savoir-faire sont distribués parmi
les agents. Chaque agent pris individuellement posséde sa propre représentation de 1'en-
vironnement et ses propres compétences, qui sont insuffisantes pour accomplir la tache
globale du systeme. Mais toutes les connaissances et compétences nécessaires a la tache sont
malgré tout présentes, distribuées dans le systéme. Cette propriété importante rend les SMA
particulierement adaptés aux problémes présentant une distribution naturelle.

Un SMA est autonome, aucun systeme ne le controle depuis l'extérieur. Cela provient
directement de 'autonomie de chacun des agents. Ainsi, le contréle d'un SMA est également
décentralisé : chaque agent est responsable de son exécution. De ce fait, les agents d'un SMA
s’exécutent généralement en paralléle et de maniere asynchrone.

Un SMA est dit ouvert si des agents peuvent apparaitre ou disparaitre. Dans le cas
contraire, le systéme est qualifié de fermé. Du fait de ’autonomie, la création d’un nouvel
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agent est le plus souvent décidée par un agent existant du systéeme. La disparition peut quant
a elle étre un suicide, ou bien étre provoquée par 1’environnement de I’agent selon son degré
d’autonomie.

Enfin, un SMA dont tous les agents possedent le méme type de perception et d’action,
et les mémes compétences, est homogene. Si tous les agents ne partagent pas les mémes
capacités, le systeme est hétérogene. Par exemple, dans la modélisation multi-agent d’une
équipe de basketball, chaque agent-joueur dispose du méme type de perceptions (vision,
ouie) et d’actions (dribbler, passer, tirer, etc), seules certaines caractéristiques propres les
different (taille, vitesse, etc). Le SMA est homogene. Mais si ’on ajoute le coach a ce modeéle,
avec des types d’actions différents (remplacements, temps-morts, consignes, etc), le systeme
est hétérogene.

Les SMA se sont développés suivant trois branches principales : la résolution collective de
problemes, la simulation, et I'interaction avec 1'utilisateur. La différence entre les trois tient en
fait a leur environnement, plus ou moins contraint et faisant intervenir ou non un humain.
Aussi, 'environnement est un élément essentiel de tout SMA qui se doit d’étre maintenant
abordé.

3.1.2.2 L’environnement

L'environnement est un concept treés important lorsque I'on parle de systemes multi-agents.
C’est de lui que le systeme tire de I'information, et c’est lui qui supporte 'activité des agents.
Il n’existe cependant pas de définition qui fasse consensus (WEyYNs et al. 2005).

Environnement

Systéme Multi-Agent

Q : Agent
/": Interaction

FIGURE 3.2 — Un systéme multi-agent et son environnement.

Différents environnements peuvent étre identifiés selon le point de vue adopté. L'environ-
nement du SMA comprend tout ce qui lui est extérieur. Par exemple, I’'environnement d"une
équipe de basket est constitué du terrain, du panier, de la balle, des adversaires, du public,
etc, mais pas des joueurs qui la composent. De méme, I'environnement d'un agent comprend
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tout ce qui lui est extérieur, mais cela inclut les autres agents du systeme. L'environnement
d’un joueur est celui de 'équipe, plus tous ses coéquipiers. Dans un SMA hétérogene, tous les
agents n’ont pas les mémes capacités de perception. Ainsi, il est possible que seule une partie
des agents d'un SMA interagissent avec 1’environnement du SMA, les autres étant internes
au systeme (figure 3.2).

Les interactions entre un SMA et son environnement sont couplées. Lorsque le SMA effec-
tue une action sur I’environnement, celui-ci est modifié. La perception de cette modification
agit comme un signal de retour sur le SMA. Notons que l'agent qui effectue 1’action et celui
qui percoit la modification ne sont pas forcément les mémes.

On peut distinguer plusieurs facettes de 'environnement d'un agent. Il y a d'un co6té
I'environnement physique, composé de ce que les capteurs des agents peuvent percevoir, et
de I'autre coté, I'environnement social, composé des autres agents connus. Dans 1’exemple de
la simulation d"une équipe de basketball, I'environnement physique est par exemple composé
des paniers et de la balle, et I'environnement social des autres joueurs et du coach.

Enfin, il existe une variété d’environnements aussi vaste que les applications le permettent.
L’environnement peut étre continu ou discret, déterministe ou non, statique ou dynamique
RusseLL et NoRrviG 2010). Autrement dit, il n’y a pas de restriction sur la nature de 1’environ-
nement pour y plonger un SMA, autre que celle de 'existence de moyens de perception et
d’action.

La création d'un SMA demande donc de définir son environnement et de fournir un
moyen d’interaction avec celui-ci. D’autres éléments sont nécessaires et sont décrits dans les
paragraphes suivants.

3.1.2.3 Composition d'un SMA

Les agents et I'environnement sont les composantes les plus visibles d’'un SMA, mais
d’autres sont tout aussi cruciales. DEMazZEAU 1995 propose par exemple une vue des SMA en
quatre composantes élémentaires :

— Les agents, incluant la description complete de leur architecture et de leurs comporte-

ments.

— L'environnement, incluant la description des ressources avec lesquelles peuvent éven-
tuellement interagir les agents.

- Les interactions, incluant 1’ensemble des moyens assurant les interactions entre les
agents, en particulier les protocoles de communication et les langages utilisés. Nous
avons vu que les agents pouvaient communiquer soit par le biais de modifications
sur I’environnement, soit directement par envoi de messages. La spécification de ces
communications va avoir un impact important sur le comportement global du systéme.
On regroupe sous le nom d’infrastructure les protocoles et les services permettant aux
agents de fonctionner, assurant notamment leur communication. Ceux-ci ont fait 1’objet
de nombreux travaux, un des plus connus étant KQML, un langage permettant de
manipuler des connaissances (FININ et al. 1994).
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— Les organisations , incluant les éléments permettant de structurer un ensemble d’agents,
par exemple sous forme de hiérarchie ou d’un simple réseau de relations. La section 3.2
revient plus longuement sur la notion d’organisation.

Cette approche se nomme Voyelles, du fait des initiales des quatre composantes.

Inclure son environnement dans la description d'un SMA peut paraitre paradoxal, puisque
celui-ci est censé étre tout ce qui est a 'extérieur du SMA. En fait, cela montre le fort couplage
qui existe entre les deux. A l'inverse des programmes classiques, un agent, comme un SMA,
n’est pas congu pour s’arréter apres un certain temps et donner un résultat. Il n’est utile que
par son couplage avec l’environnement, sans lui, il ne peut ni percevoir, ni agir (ODELL et al.
2003).

Au sein d'un SMA, les agents peuvent acquérir une caractéristique tres intéressante : la
localité. Un agent peut étre congu de sorte qu’il suive son propre but local, sans connaitre
la tache globale du systéme dont il fait partie. Ses perceptions et ses actions sont également
locales et 'activité globale du systéme résulte alors de 'ensemble des actions locales des
agents. Cela permet de n’avoir a spécifier entierement ni le probleme (qui pourrait étre
trop complexe pour le permettre), ni sa solution (qui n’est de toute facon généralement pas
connue). Ceux-ci sont répartis dans les buts et les comportements de chaque agent.

Certains SMA peuvent étre analysés de maniere récursive. Autrement dit, un agent peut
étre lui-méme un SMA composé d’agents de niveau inférieur. Par exemple, HoaNG, OCCELLO
et JaAMONT 2011 s’appuient sur I'approche Voyelles pour exprimer la récursion dans les SMA
sous forme de regles de transformation de chaque composante pour passer d’un niveau a
'autre. Ils définissent également un modéle d’architecture d’agent, appelé SMA-R, permettant
de mettre en ceuvre différents niveaux de récursifs lors de la conception d"un SMA.

Enfin, la conception d’un SMA est généralement tres proche du domaine d’application.
Les agents correspondent a des éléments du probleme, ce qui facilite I'instanciation du
SMA. 1l n’est en effet nul besoin de transformer les données du domaine dans une autre
représentation (a I'image d"un génotype par exemple) pour qu’elles soient exploitables par le
systéme.

3.1.3 Des applications de SMA

Les paragraphes suivant survolent quelques techniques de contrdle et d’apprentissage
a base de SMA. Etant naturellement décentralisés, c’est dans les systémes physiquement
distribués qu’ils ont trouvé le plus d’applications. Mais leurs avantages ne se limitent pas a
ce type de probleme.

3.1.3.1 SMA et controle de systéemes

Le contrdle de chaines de production fait intervenir des entités physiquement distribuées
(les machines, les opérateurs, les produits, etc). Les systémes de controle centralisés présentent
le défaut majeur d’étre rigides et de tomber dans des situations ot toute la chaine doit étre
stoppée lorsqu’une avarie y apparait localement. C’est notamment pour cette raison que
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les SMA et leur fonctionnement décentralisé sont régulierement utilisés (LErrAo 2009). Par
exemple, HERAGU et al. 2002 proposent unn SMA en trois couches :

— La couche "haute" n’est composée que d'un agent, appelé Systeme qui est responsable de
la planification pour 'ensemble de 1'usine. Il génere des buts pour chaque département.

— La couche "intermédiaire" est composée d’agents Cellule, chacun est responsable d'un
département de l'usine. Ils transforment les objectifs fournis par la couche supérieure
en buts pour les agents de la couche inférieure.

— La couche "basse" est composées d’agents de trois types, qui représentent les entités
de l'usine impliquées dans la réalisation des objectifs : les Consignes, les Machines et les
MHD (dispositifs de manutention).

Les agents de chaque couche négocient leurs activités en fonction de leurs ressources et selon
un systéeme d’enchéres. Ils utilisent notamment une base de connaissances et un module
d’apprentissage (incorporant un réseau de neurones). Ce processus de décision décentralisé
permet une plus grande souplesse face aux imprévus, comme des pannes ou des commandes
urgentes.

Les SMA peuvent étre utilisés a divers niveaux dans le contréle. Dans le domaine des
bioprocédés, Gao et al. 2010 les utilisent a la fois pour concevoir le futur systeme controlé, et
pour donner des conseils a un superviseur humain. Le SMA visant a proposer des actions de
controle posséde une structure hiérarchique dont le sommet est un agent coordinateur, suivi
d’agents Opérations représentant les opérations spécifiques envisageables sur le bioprocédé,
puis d’agents IA et Principes qui permettent l'utilisation de modeles prédictifs. L’avantage
des SMA est ici encore la distribution. Elle permet le passage a 1’échelle en mettant en relation
plusieurs modeles couvrant chacun une échelle ou une plage de fonctionnement limitée du
procédé. Aucun modele global n’est en effet en mesure de représenter efficacement le procédé.

Dans ces approches, le controle est effectivement distribué. Le passage a I'échelle et la
flexibilité sont assurés par la décentralisation des agents. Les agents spécifiques au domaine
(Machines pour les chaines de production, Opérations et IA pour les bioprocédés, etc) rendent
l'instanciation plus facile, mais font perdre en généricité. Il faudrait les revoir entiérement pour
appliquer le SMA & un autre type de systéeme controlé. Des agents spécifiques au probléeme
du controle, indépendamment du domaine, seraient préférables. En outre, I'apprentissage
est réalisé par des techniques classiques, comme les réseaux de neurones, embarquées dans
chaque agent. Ce point est susceptible d’alourdir leur déploiement sur des cas réels.

Certains SMA sont quant a eux entierement dédiés a I’apprentissage.

3.1.3.2 SMA et apprentissage

Ce paragraphe se concentre sur des approches d’apprentissage multi-agent, a ne pas
confondre avec des techniques parfois qualifiées de "basées agent" qui n’'impliquent qu'un
seul agent apprenant (par exemple sous la forme d'un LCS). Les techniques d’apprentissage
multi-agent peuvent se séparer en deux catégories (PANAIT et LUKE 2005) :

— L'apprentissage concurrent, ot de multiples apprentissages sont menés simultanément,

chaque agent embarquant le plus souvent entierement un algorithme d’apprentissage.
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Il y a donc plusieurs apprenants.
— L'apprentissage en équipe, ou un seul apprenant découvre le comportement d'un
collectif.

Apprentissage Concurrent L'apprentissage concurrent est 'approche la plus suivie. Chaque
agent est un apprenant autonome, mais pas indépendant. Son apprentissage est influencé
par son environnement, qui inclut les autres agents. En apprenant, un agent modifie son
comportement (ses actions sur I’environnement) et peut ainsi potentiellement rendre invalide
celui des autres agents. Ils vont apprendre, s’adapter et peut-étre invalider a leur tour le
comportement courant de 1’agent. On parle alors de co-adaptation. Les algorithmes utilisés
par les agents sont généralement directement dérivés du Q-learning et des algorithmes
génétiques, et beaucoup font appel a des concepts de la théorie des jeux comme 1’équilibre de
Nash, par exemple TuyLs, HOEN et VANSCHOENWINKEL 2006.

En apparence, I'apprentissage concurrent peut se rapprocher du méta-apprentissage, avec
I'idée de combiner efficacement plusieurs apprenants. Mais I’apprentissage concurrent n’est
pas supervisé, et fait apparaitre en réalité de nombreux challenges dus a la dynamique
imprévisible de 1’environnement. En particulier, la répartition du signal de renforcement entre
les agents est un probleme délicat et crucial pour le bon fonctionnement du SMA. Outre les
limites des algorithmes utilisés par chaque agent, cela pese sur le travail d’instanciation a
fournir pour ce type de méthode.

Apprentissage en équipe L’apprentissage en équipe ne fait intervenir qu'un seul apprenant,
mais celui-ci apprend le comportement d’un ensemble de plusieurs agents. Les méthodes
utilisées different selon que le SMA soit homogene ou hétérogene. Dans le premier cas, un
comportement est appris et appliqué a tous les agents. Dans le second, chaque agent est
différent, permettant une plus grande richesse de comportements collectifs mais impliquant
une plus grande complexité. Certaines approches hybrides combinent les deux en formant
des groupes d’agents homogenes apprenant chacun des comportements collectifs différents
(BonGgaRrD 2000).

Si le résultat est un SMA, I'apprentissage en équipe n’est pas lui-méme multi-agent. Il
s’agit en réalité d"une application presque directe de techniques d’apprentissage classiques.
Les algorithmes génétiques sont par exemple utilisés en encodant le comportement de chaque
agent dans le méme long chromosome (ANDRE et TELLER 1999). Cependant, cette approche
met le doigt sur un aspect capital des SMA : le lien entre le comportement local des agents et
le comportement global du systeme. En effet, I'apprentissage en équipe cherche a apprendre
le comportement de chaque agent en se basant sur une évaluation du comportement global
du systeme. Or, ce comportement global est quasiment impossible a prévoir a partir des
comportements locaux des agents. C’est dans ce type de situation que le mot émergence est
parfois évoqué. La section 3.2 donne plus de détails a ce sujet.
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3.1.4 Bilan des SMA

Cette section a présenté les systémes multi-agents et montré comment certaines de leurs
propriétés pouvaient étre bénéfiques pour le controle.

En particulier, la distribution des taches permet de venir a bout d'une complexité plus
importante que celle appréhendée par des méthodes classiques. Certains procédés sont trop
complexes pour étre modélisés entierement ou permettre un apprentissage dans un temps
acceptable. Les SMA permettent d’utiliser une collection de modeles plus simples, ou bien de
poursuivre plusieurs apprentissages simultanément. Ils sont donc potentiellement capables
de passer a I’échelle.

Les SMA sont capables d’apprendre, et leur fonctionnement par couplage avec un environ-
nement les rend propices a 'apprentissage par renforcement. Ils paraissent donc intéressants
pour le contrdle de systémes dynamiques dont il faut suivre I’évolution.

Enfin, deux caractéristiques facilitent 'application des SMA. D’abord les agents utilisés
sont généralement proches du domaine, ce qui facilite leur compréhension et leur intégration.
Ensuite, 'autonomie des agents, et donc la décentralisation de la décision, assure une
certaine résistance aux pannes (un agent défaillant ne met pas en péril tout le systeme). Cette
modularité inhérente aux SMA permet également une grande flexibilité. Il est, par exemple,
aisé de remplacer un agent par un autre (pour changer de modele utilisé, pour changer une
méthode d’apprentissage par une autre, etc) et de modifier les variables percues ou controlées
sans remettre en cause tout le fonctionnement du systeme.

Ces points sont cependant contrebalancés par le contenu des agents. L'utilisation de
techniques complexes d’apprentissage, ou la présence de modeles et d’autres expertises liées
au domaine compliquent la mise en place d’'un SMA. Une solution pourrait provenir d'un
apprentissage réellement multi-agent, c’est-a-dire porté par le comportement de tous les
agents, et non par l’encapsulation d"une technique existante par 1'un ou plusieurs d’entre eux.

Un tel apprentissage est possible si on donne la capacité aux agents de trouver eux-mémes,
localement, la meilleure organisation a adopter. Les sections suivantes approfondissent cette
idée.

3.2 L’auto-organisation dans les SMA

Les SMA reposent sur 'idée, déja évoquée dans ce document avec les réseaux de neu-
rones, qu'un ensemble de petites entités relativement simples peut accomplir des taches
complexes. L'autonomie des agents, la richesse de leurs interactions, de leur comportement et
de l'environnement dans lequel ils sont plongés poussent le concept encore plus loin. Cette
section aborde le sujet de la relation entre I'activité locale des agents et la fonction globale du
systeme.
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3.2.1 La notion d’organisation

La fonction globale d'un SMA est réalisée par 1'organisation des agents qui le composent.
Avant d’aller plus loin, il est important de lever une ambigtiité inhérente au terme "organi-
sation". Celui-ci peut désigner aussi bien un processus (I’action d’organiser) qu'un état (le
résultat de l’action d’organiser). Dans ce document, c’est le deuxiéme sens qui est utilisé.
L’organisation décrit qui fait quoi et comment au sein du systeme, et non comment la réponse
a ces questions a été décidée.

Dans le domaine des SMA, il existe une grande variété d’organisations et de fagons de les
implémenter. Ces différentes organisations contraignent de maniere plus ou moins importante
le comportement des agents, et donc brident quelque peu leur autonomie. Elles apportent
en revanche une certaine assurance concernant la cohérence du comportement global du
systeme développé. Les paragraphes suivants présentent quelques exemples de modeles
d’organisation.

3.2.1.1 Modéles organisationnels

Modéle AGR Un des premiers modeles d’organisation d’agents a avoir été proposé se
nomme AGR, pour Agent-Groupe-Role (FERBER, GUTKNECHT et MIcHEL 2004). 11 fait appel a
trois composants dont il tire son nom :

— Agent : un agent peut assumer un ou plusieurs rdle au sein d'un groupe, et appartenir
a plusieurs groupes différents. Aucune supposition n’est faite sur l’architecture interne
de I’agent ni sur son niveau de complexité. Tout type d’agent peut donc étre utilisé.

— Groupe : Deux agents ne peuvent communiquer entre eux uniquement s’ils appar-
tiennent a un groupe commun. Les groupes réunissent des agents selon les taches a
accomplir.

— Role : Un role désigne la représentation de la fonction d’un agent au sein d’un groupe.
Un agent peut jouer un ou plusieurs roles dans le groupe, et un role peut étre joué par
plusieurs agents. Les roles sont locaux dans chaque groupe.

Cet exemple de modele d’organisation est un des plus répandus de par sa généricité et sa
facilité d’application, ne faisant aucun présupposé sur la nature des agents et leur maniere de
communiquer avec les autres. Le concepteur d'un SMA utilisant AGR modélise les taches a
effectuer sous forme de groupes et de r0les, et c’est ensuite aux agents de s’engager dans un
role et de le jouer. Il existe des extensions de ce modele, notamment AGREEN qui integre
I'environnement dans la modélisation, et instaure des normes que les agents doivent respecter
sous peine de sanctions (BAEz, STRATULAT et FERBER 2005). Bien que les agents puissent
demander eux-mémes la création d'un groupe, c’est une approche essentiellement top-down
de conception de SMA.

Modele OperA OperA est un modele d’organisation un peu plus souple que AGR. Il
spécifie des structures, des exigences et des objectifs tout en laissant aux agents la liberté
d’agir selon leurs propres capacités et buts (ALDEWERELD et DiGNuM 2011). Le but est
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d’apporter suffisamment de garanties sur le fonctionnement global du systéme tout en
laissant de la marge afin d’intégrer des agents hétérogenes et de laisser place a une certaine
adaptation. OperA est en fait constitué de trois modeles interdépendants :

— Le Modele Organisationnel (MO) résulte de I’analyse du domaine d’application et décrit
le comportement désiré pour 'organisation. Cela comprend la définition d’objectifs,
de normes, de roles, d’interactions et d’ontologies. Le MO doit disposer, a chaque
instant, des agents adéquats pour chaque role. Il ne définit cependant pas de structure
de groupe et ne contraint pas le comportement des agents.

— Le Modeéle Social (MS) définit les regles de I'adoption d"un rdle du MO par un agent.
I décrit les accords que passe un agent lorsqu’il s’engage a remplir un réle. C’est un
systéeme de contrat qui contraint le comportement de 1’agent pendant la période durant
laquelle il occupe un role.

— Le Modele d’Interactions (MI) spécifie les accords entre les agents engagés dans des
roles afin d’assurer leurs interactions futures.

Ce modele a besoin d’agents capables de décider quand rejoindre ou quitter une organisation
et de passer des contrats. Il s’agit donc d’agents plutot proactifs, et bien souvent d’agents
BDI. Cela permet de laisser une grande part d’autonomie aux agents. La conception de SMA
selon Opera est ainsi un mélange de top-down et de bottom-up. L'ouverture de I'organisation
(c’est-a-dire le fait de pouvoir changer, durant I’exécution, les agents qui la composent)
apporte a cette approche de bonnes capacités d’adaptation. Toutefois, concevoir I’organisation,
et surtout les agents aptes a y prendre part nécessite une bonne expertise du domaine.

3.2.1.2 Bilan

Définir une organisation pour un SMA permet d’assurer son activité en terme de compor-
tement global attendu. Cette assurance est obtenue au prix d’une autonomie réduite pour les
agents qui doivent se conformer au role qui leur est attribué.

Selon la complexité de la tache a effectuer par le SMA, il peut étre tres difficile, voire
impossible, de définir une organisation (les roles, mais aussi tous les différents contrats
impliqués) capable de la réaliser. Une solution se trouve au croisement de 1’apprentissage et de
I'autonomie, en laissant aux agents le soin d’apprendre eux-mémes la meilleure organisation.

3.2.2 Comportement local et fonction globale : auto-organisation et émergence

L’activité d’un agent peut étre vue comme l'application d’une fonction. Dans ce cas,
l'organisation d'un SMA est la composition des fonctions de ses agents. On a vu que
I'organisation réalise la fonction globale du SMA. Apprendre cette fonction globale revient
donc a trouver la bonne organisation. Cela peut se faire en modifiant le comportement d’un ou
plusieurs agents, en modifiant les relations entre les agents, ou en ajoutant/supprimant des
agents dans le systeme. Si ces ajustement relevent de la responsabilité des agents eux-mémes,
il s’agit d’auto-organisation.
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L’auto-organisation est une notion qui n’est pas exclusive aux systémes multi-agents, mais
qui s’applique dans bon nombre de systemes complexes ot une différence est faite entre
niveau local et niveau global. De ce fait, c’est une notion qui est souvent rapprochée de celle
d’émergence. Les paragraphes suivants présentent brievement ces deux notions.

3.2.2.1 L’émergence

L’émergence est une notion centrale de 'étude des systemes complexes, qu’ils soient
naturels ou artificiels, mais qui n’a pas de définition formelle adoptée par tous. On qualifie
souvent d’émergent un phénomene perceptible au niveau global résultant des interactions
locales des parties du systéeme (DE WoLF et HoLvoeT 2005). Par exemple, la formation de
colonnes lorsque deux larges groupes de personnes se croisent en sens inverse peut étre
considéré comme un phénomene émergent.

Cependant, limiter I'émergence a la séparation entre des interactions de niveau local
(micro) et des observations au niveau global (macro) n’est pas suffisant. En effet, toute activité
globale d'un systéme résulte des interactions entre ses parties. On ne considere généralement
pas pour autant la rotation des aiguilles d'une montre comme émergente. D’autres criteres
sont a prendre en compte. Deux aspects paraissent particulierement importants : le caractére
dynamique du phénomene et le maintien de sa cohérence au fil du temps (GOLDSTEIN 1999,
HEeyLIGHEN 2001). Ainsi, un phénomeéne émergent apparait au cours de 1'évolution du systeme,
il n’est pas formé au préalable, et il se maintient durant une période suffisamment longue
pour avoir une identité propre.

A cela s’ajoute un troisiéme aspect qui est pour beaucoup au cceur de I’émergence : la
nouveauté du phénomeéne émergent vis-a-vis du niveau micro (D WoLr et HoLvoEeT 2005).
Un phénomene émergent au niveau macro n’est pas prévisible depuis le niveau micro. Les
entités du niveau micro n’ont aucune représentation explicite du comportement global et
celui-ci ne peut pas étre déduit depuis elles. De cela découle un autre critére de I’émergence,
la décentralisation du contréle : le niveau macro n’est pas directement controlable et aucune
entité centralisée ne le maitrise, ce controle passe toujours par les différentes entités du niveau
micro. C’est pour désigner cette nouveauté que 1’'expression populaire "le tout est supérieur a
la somme des parties" est parfois utilisée (ODELL 2002). La définition assez peu évidente d"une
"somme" appliquée aux parties d'un systeme complexe, ainsi que I’'omission des interactions
de micro-niveau (qui peuvent constituer ce "plus" dans le comportement du "tout" sans
pour autant parler d’émergence) doivent nous pousser a mettre de coté cette formulation.
Il demeure cependant pertinent d’appuyer sur le fait que 'émergence est caractérisée par
I'impossibilité de prévoir ce qu’il advient du macro-niveau en ne se basant que sur I'étude du
mirco-niveau. Lorsque 'on ne sait pas dérouler la chaine de causalité entre les deux niveaux,
c’est que I'on observe un phénomene émergent.

Ces dernieres considérations mettent en lumiere un aspect tres important (et controversé)
de I’émergence : elle dépend des connaissances de celui qui 1’observe. Un observateur qui
acquiert suffisamment de connaissances sur le systeme observé, au point de pouvoir dérouler
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avec exactitude la chaine de causalité entre les niveaux micro et macro, ne verra plus de
phénomeéne émergent se former puisque l'aspect nouveauté sera manquant.

L’émergence peut-étre en fait vue comme la compensation de notre incapacité a suivre la
multitude d’interactions, potentiellement complexes, qui a lieu au niveau micro. Nous isolons
naturellement des phénomenes au niveau macro afin de nous donner la capacité d’étudier un
systeme donné. C’est la toute son utilité.

Notre question de départ concernait l'apprentissage, par une population d’agents, de la
meilleure organisation en regard d’une fonction particuliére trop complexe pour étre spécifiée.
L’émergence nous apprend qu’il n’est pas nécessaire pour les agents d’avoir connaissance
du comportement global du SMA pour que celui-ci accomplisse la fonction désirée. Elle ne
répond cependant pas entierement a la question, car elle ne dit rien sur la maniére d’aboutir
a la fonction voulue. Il faut pour cela s’intéresser a 1’auto-organisation.

3.2.2.2 L’auto-organisation

L’auto-organisation se retrouve dans de nombreux systemes, naturels comme artificiels, et
dans de nombreuses disciplines scientifiques, de la géologie a la sociologie, en passant par la
chimie et la biologie, et bien stir I'informatique. Cette diversité rend difficile 1’établissement
d’une définition claire englobant tous les aspects que peut prendre 1’auto-organisation dans
ces différents domaines. Intuitivement, ’auto-organisation est le fait qu'une structure ou
une organisation apparaisse dans un systeme sans qu’un contrdle ou des contraintes ne
soient imposés depuis l'extérieur (D1 MARZO SERUGENDO, GLEIZES et KARAGEORGOS 2011). En
d’autres termes, 1'organisation courante d’un systeéme auto-organisateur résulte de contraintes
et de mécanismes internes a ce systeme, basés sur des interactions locales entre ses composants
(CamAzINE et al. 2003). La nature dynamique de ces interactions rend le résultat de I’auto-
organisation, le comportement global du systéme, souvent imprévisible. C’est ainsi que
I’émergence et ’auto-organisation sont liées.

Nous nous intéressons ici a I’auto-organisation dans les systémes logiciels. Elle concerne
les programmes capables de changer leur organisation, afin de s’adapter aux changements de
leur environnement ou de leurs buts, sans contrdle explicite externe. D1 MARZO SERUGENDO,
GLEIZES et KARAGEORGOS 2011 en proposent la définition suivante :

Définition : L’auto-organisation est le processus permettant a un logiciel d’altérer dynami-
quement son organisation interne (structure et fonctionnalité), pendant son exécution, et sans
I'aide d"un mécanisme explicite de controle externe.

Une différence est faite entre I’auto-organisation faible, pour laquelle le processus d’auto-
organisation est assuré de maniere centralisée a l'intérieur du systeme, et I’auto-organisation
forte ot le controle de ce processus est décentralisé. Il y a donc deux processus dans un
systéme auto-organisateur : celui qui réalise 1’auto-organisation, et celui qui réalise la fonction
pour laquelle le systeme est congu. Ils sont toutefois si entremélés qu'il est difficile de dire si
une interaction locale appartient a 1'un ou a 'autre.
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Un des aspects fondamentaux de 1’auto-organisation est 'adaptation qu’elle procure. Dans
un SMA, un changement de 1'organisation signifie un changement de la fonction globale
accomplie par le systéeme. L'auto-organisation y est donc une forme d’apprentissage. La
section suivante montre deux des mécanismes d’auto-organisation les plus utilisés dans les
SMA.

3.2.3 Résoudre des problémes grace a I’auto-organisation

Résoudre un probléme a I'aide de 1’auto-organisation d"'un SMA implique de modéliser le
probléme dans I'environnement. Il s’agit de créer une boucle de rétroaction, similaire a celle
du contrdle en boucle fermée, qui pousse le SMA a s’ajuster en fonction du probleme, et a
agir en retour sur ce dernier (SIMONIN et GECHTER 2006). Le SMA finit par se stabiliser dans
une certaine organisation, correspondant a la solution du probleme.

Les auteurs proposent une méthode générique pour la conception de SMA réactifs dédiés
a la résolution de probleme. Elle s’articule en quatre étapes principales :

— Définir un modéle du probléme a résoudre, autrement dit I’environnement.

— Définir les perceptions des agents. En particulier, les agents doivent percevoir les aspects

de I'environnement qui sont considérés comme des contraintes du probleme.

— Définir les mécanismes d’interaction des agents, c’est-a-dire : des réactions locales aux

éléments percus du probleme, des mécanismes permettant de résoudre les situations

ol ces réactions sont insuffisantes, et enfin des actions de régulations dans les cas ot le

SMA présente des risques d’instabilité.

— Mesurer/observer le résultat en tant que structure émergente du SMA. Cette structure

ne peut étre observée qu’au niveau global du systéme.
Cette méthode est intéressante car elle illustre comment 1'influence de I’environnement sur
les agents peut étre mise a profit. Elle laisse néanmoins ouverte la question de 1’évaluation
de la stabilité du SMA, qui est cruciale pour différencier une solution d’une organisation
intermédiaire. Ceci est un probleme récurrent dans les SMA, particulierement difficile lorsque
I'environnement est dynamique. Enfin, elle est indépendante du modéle d’interaction qu’uti-
lisent les agents. Autrement dit, elle supporte divers mécanismes d’auto-organisation mais ne
guide pas strictement le choix du concepteur a ce sujet.

3.2.4 Meécanismes d’auto-organisation

Etant composés d’entités autonomes interagissant localement, les systéemes multi-agents
sont particulierement appropriés a 'utilisation de mécanismes d’auto-organisation. Ceux-ci
sont le plus souvent directement inspirés de la biologie ou de la sociologie.

3.2.4.1 Stigmergie

La stigmergie est un processus d’auto-organisation par modification de 1’environnement
que l'on trouve par exemple chez les insectes sociaux tels que les fourmis, les termites
ou les abeilles (ABRAHAM, GROSAN et Ramos 2006). Ce mécanisme permet la coordination
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décentralisée d’agents, grace a des regles simples, et sans que ceux-ci ne possedent de
connaissances globales (Bourjot, DESOR et CHEVRIER 2011). Sa forme la plus courante est le
dépot de phéromones, une substance volatile dont la concentration locale guide les agents.
C’est le principe de base de 'optimisation par colonie de fourmis (ant colony optimization,
ACO) dans laquelle une population d’'un nombre donné d’agents-fourmis cherche le plus
court chemin en se déplagant sur les arcs d"un graphe, procédant a des allers-retours entre un
point de départ et un point d’arrivé communs prédéfinis. Chaque agent-fourmi dépose sur son
passage des phéromones qui s’évaporent avec le temps (DoriGo, D1 CARO et GAMBARDELLA
1999). Aux intersections, la probabilité d’emprunter un arc est d’autant plus grande que la
concentration en phéromones y est forte. Ainsi, plus un arc est emprunté, plus il a de chances
de I'étre encore. Du fait de 1’évaporation des phéromones, les arcs des chemins les plus courts
sont privilégiés et le systéme converge vers un optimum. L'usage de probabilités laisse place
a 'exploration de divers chemins et a une mise a jour éventuelle si le graphe évolue ou si le
point d’arrivée change.

La stigmergie est parfois désignée sous le nom d’essaim intelligent, par analogie avec
les insectes et parce que les agents sont homogenes. Elle est particulierement adaptée aux
problemes d’optimisation discrete. Elle a également été appliquée a des problemes de contrdle
comme la régulation de la charge dans un réseau peer-to-peer (MONTRESOR, MELING et
BaBaoGLU 2003) ou l'optimisation de chaines de production (VALCKENAERS et al. 2007). Outre
I’expression du probleme sous forme d’un environnement situé dans lequel les agents peuvent
se déplacer, la taille de la population, le taux d’évaporation des phéromones et le calcul des
probabilités sont les principaux parametres a définir pour chaque application.

3.2.4.2 Holons

Le terme holon a été introduit par Koestler dans un essai philosophique (KOESTLER 1967)
comme une tentative de compromis entre holisme et réductionnisme. Un holon est une
structure pouvant étre vue a la fois comme une partie de holon d’un plus haut niveau (un
super-holon) et comme un tout composé d’autres holons. Par exemple, un organe peut étre
vu comme une partie du corps humain, mais aussi comme un tout composé de cellules. Cette
idée fut plus tard appliquée aux systémes multi-agents : les agents abandonnent une partie
de leur autonomie pour "fusionner" leur activité et ne plus étre vus depuis l'extérieur que
comme un seul agent, un holon (GERBER, SIEKMANN et VIERKE 1999). Une modélisation en
niveaux successifs de holons est appelée une holarchie (figure 3.3). Le systeme de HERAGU
et al. 2002, présenté dans la section 3.1.3.1 en est un exemple appliqué au contrdle de chaines
de production.

Une holarchie n’est pas nécessairement auto-organisatrice, mais certains mécanismes
peuvent lui donner cette propriété. Par exemple, ADACOR (pour ADAptive holonic COntrol
aRchitecture) utilise un principe de diffusion de I'information similaire & celui des phéro-
mones, et s’applique au contrdle de chaines de production (LErTAo et REstivo 2006). Une
autre possibilité d’auto-organisation et de permettre la division et la formation de holons
pendant I’exécution. Par exemple, RODRIGUEZ et al. 2011 proposent un modele dans lequel
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FiGure 3.3 — Une holarchie a trois niveaux.

chaque holon d"un super-holon tient un role lié a I’auto-organisation. Chaque holon est soit
une partie, soit la téte du super-holon. Il n’y a qu’une téte par super-holon, et celle-ci est
responsable d’accepter ou de refuser de nouveaux holons dans le super-holon en cours de
formation. Les régles d’acceptation doivent étre définies en regard des objectifs du systéme,
et certains holons peuvent éventuellement faire partie de plusieurs super-holons.

Dans de tels systéemes, chaque holon cherche a maximiser sa satisfaction, et doit pour cela
se regrouper en super-holon avec d’autres agents. La satisfaction d’un holon comprend la
satisfaction issue de ses propres efforts, celle découlant des autres holons avec qui il interagit,
et celle relative au role qu'il tient. Les holons doivent également disposer d’une autre mesure,
celle d’affinité, afin de choisir avec qui se regrouper. Cette mesure d’affinité indique le degré
de compatibilité avec un autre holon, c’est-a-dire la possibilité ou non de coopérer avec lui
pour accomplir un but commun. Elle est nécessairement liée au domaine.

L’auto-organisation permet ainsi a un systeme multi-agent holonique de s’adapter aux
changements de son environnement, mais nécessite d’intégrer un comportement spécifique
aux agents qui le composent afin qu’ils puissent coopérer.

3.2.4.3 Autres mécanismes

D’autres modeéles d’auto-organisation dans les SMA existent, certains se basent sur la
confiance et la réputation (DoNDp10 et al. 2006), d’autres sont inspirés des capacités d’adapta-
tion du systéme immunitaire humain (IsHipA 2004), et d’autres encore imitent la diffusion
d’information (sous forme de rumeurs, ou de maladies) au sein d"une population (JELASITY
et al. 2007). Tous mettent a profit la distribution et la décentralisation des SMA pour aborder
des probléemes dynamiques auxquels I'auto-organisation permet de s’adapter.
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3.2.5 Bilan de 'auto-organisation

Nous avons vu précédemment que la distribution et la décentralisation permettent a
un SMA de s’attaquer a des problemes complexes. Cette section a présenté deux notions
importantes, '’émergence et I’auto-organisation, qui ont en commun de s’intéresser au lien
entre le micro-niveau (les agents) et le macro-niveau (le systeme multi-agent). L’émergence
nous apprend que les agents n’ont pas besoin d’avoir la connaissance de la tache globale pour
que le SMA l'effectue. L'auto-organisation permet a un SMA d’apprendre et de s’adapter
a un environnement dynamique, et peut produire des comportement émergents. Et si cet
environnement représente un probléme a résoudre, I’auto-organisation permet de trouver des
solutions (que 1’ont peut éventuellement qualifier d’émergentes). Des méthodes mettant en
ceuvre des mécanismes d’auto-organisation ont été brievement introduites. L'une d’elle, les
SMA holoniques, souléve notamment un besoin crucial au bon déroulement d’un processus
d’auto-organisation : les agents doivent coopérer.

Or, il se trouve que la coopération est justement la pierre angulaire de I’approche décrite
dans la section suivante.

3.3 L’approche AMAS

Cette section présente la théorie des systemes multi-agents adaptatifs (adaptive multi-
agent systems, AMAS) développée par 1'équipe SMAC. Les facultés d’adaptation d’'un AMAS
proviennent de sa capacité a s’auto-organiser, qui elle méme repose sur l'attitude coopérative
des agents qui composent le systéme (GEORGE, GLEIZES et Camps 2011). Ces propriétés, ainsi
que les qualités intrinseques des SMA, en font une approche particulierement intéressante
pour le controle de systemes complexes. Les bases de cette approche sont exposées avant de
s’intéresser a la conception et au développement de tels systemes.

3.3.1 Interactions et coopération

Nous avons vu qu’il existe un fort couplage entre un SMA et son environnement, ils
s'influencent réciproquement par une interaction permanente. L’activité d"un systéme sur son
environnement peut étre de trois types (KALENKA et JENNINGS 1999) :

— Coopérative : Les actions de I'un favorisent I’activité de I'autre. Les échanges entre
systéme et environnement apportent des bénéfices mutuels.

— Neutre : Les actions de 1'un n’entravent ni ne favorisent I’activité de 1’autre.

— Antinomique : Les actions de 1'un empéchent 1’autre d’accomplir son activité.
Un systeme est en état coopératif lorsque ses actions sur I'environnement sont entierement
coopératives. Il est dans un état non-coopératif si certaines de ses actions sont neutres ou
antinomiques. Ces définitions sont importantes pour caractériser 1’activité d'un systeme, mais
ne nous disent rien sur la fonction qu’il réalise, ni sur sa composition interne.
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3.3.2 Adéquation fonctionnelle

Intuitivement, un systéme est fonctionnellement adéquat lorsqu’il exécute la fonction
pour laquelle il a été congu. C’est habituellement a un observateur extérieur que revient
la possibilité d’évaluer 1’adéquation fonctionnelle d'un systeme. Mais pour un SMA auto-
organisateur, cette évaluation doit venir de lui-méme, c’est-a-dire des agents qui le forment.
Or ces agents ne connaissent pas la fonction globale. Ils doivent donc se référer a des criteres
purement locaux. Pour aider a trouver de tels criteres, la théorie des AMAS stipule qu'un
systeme dont les agents sont tous dans un état coopératif est fonctionnellement adéquat (GLizE
2001). La démonstration repose sur une définition précise de I’adéquation fonctionnelle.

Définition Un systéeme fonctionnellement adéquat n’a aucune activité antinomique sur son
environnement.

Il découle de cette définition que tout systéme en état coopératif est fonctionnellement adéquat.
Comme l'illustre la figure 3.2, 'ensemble des interactions entre un SMA et son environnement
est en fait un sous-ensemble de I’ensemble des interactions de tous les agents. On en déduit
que tout systéeme a milieu intérieur coopératif (c’est-a-dire dont toutes les parties sont en état
coopératif) est un systéme en état coopératif. Ainsi, tout systeme a milieu intérieur coopératif
est fonctionnellement adéquat (figure 3.4).

Systémes
fonctionnellement adéquats

Systémes
en état coopératif

Systémes
a milieu intérieur
coopératif

FIGURE 3.4 — Inclusion des ensembles de systemes.
Il est également démontré que si un systeme fonctionnellement adéquat existe, un systeme

équivalent a milieu intérieur coopératif existe également. C’est le théoreme de 1’adéquation
fonctionnelle.
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Théoreme de 1’Adéquation Fonctionnelle Pour tout systéme fonctionnellement adéquat, il
existe au moins un systéme a milieu intérieur coopératif qui réalise une fonction équivalente dans le
méme environnement.

Ainsi, pour tout probléme dont la solution est effectivement calculable (au sens de Church) il
existe un SMA, dont tous les agents sont en état coopératif, permettant de le résoudre.

3.3.3 La coopération comme moteur de 1’auto-organisation

La section précédente a succinctement expliqué pourquoi un systéme dont les agents sont
tous dans un état coopératif est fonctionnellement adéquat. La difficulté pour un SMA est
d’atteindre un état coopératif (et donc 'adéquation fonctionnelle), et de s’y maintenir alors
que 'environnement est complexe et dynamique. Heureusement, et pour reprendre les mots
de la socio-linguiste Deborah Tannen, la coopération n’est pas 1’absence de conflit, mais un
moyen de les gérer (TANNEN 1999). Il faut donc doter les agents de mécanismes capables
de les faire tendre vers un état coopératif. Autrement dit, il faut que 1’auto-organisation des
agents soit guidée par des mécanismes de coopération.

Dans un premier temps, chaque agent doit étre capable (seul ou a ’aide d’autres agents) de
savoir s'il se trouve en état coopératif ou non. En d’autres mots, il doit étre capable de détecter
toute situation impliquant une interaction neutre ou antinomique. Une telle situation est
appelée une situation de non-coopération (SNC). Dans un second temps, chaque agent (seul
ou a l'aide d’autres agents) doit étre capable de résoudre ces situations de non-coopération.

3.3.4 Situations de non-coopération

Un agent est en situation de non-coopération lorsqu’il y a un défaut de perception, de
décision, ou d’action. Pour aider leur identification, plusieurs types de SNC ont été définis
(GeORGE, GLEIZES et Camps 2011) :

— Incompréhension : I'agent ne peut pas extraire d'information du signal perqu.
Ambigiiité : ’agent peut interpréter le signal percu de plusieurs maniéres.
Incompétence : I’agent ne peut parvenir a aucune décision a partir de ses connaissances

actuelles.

Improductivité : les décisions de I'agent n’aboutissent a aucune action.

— Concurrence : 'agent pense que son action aura les mémes conséquences que 1’action

d’un autre agent.

— Contflit : 'agent pense que son action sera incompatible avec celle d"un autre agent.

— Inutilité : 'agent pense que son action n’aura aucune conséquence sur son environne-

ment.

La résolution des SNC est réalisée localement par les agents, en modifiant 1’organisation du
systeme (autrement dit, en modifiant qui fait quoi et comment), c’est-a-dire en s’auto-organisant.
Un agent dispose de trois moyens différents pour modifier cette organisation :

— Ajustement : modifier son comportement en ajustant ses parametres internes.
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— Réorganisation : changer ses relations avec les autres agents, c’est-a-dire arréter d’in-
teragir avec un agent donné, prendre contact avec un nouvel agent, ou bien modifier
I'importance des relations existantes.

— Ouverture : Décider de se supprimer, ou bien de créer un nouvel agent.

C’est au concepteur que revient la tache de définir les régles de résolution des SNC. Elles se
présentent sous la forme de simple regles comportementales condition-action (la condition
étant la détection d'une SNC donnée) dictant la conduite a tenir. Lorsqu'une SNC est détectée,
les actions décidées par ces regles dites coopératives supplantent celles décidées par les regles
habituelles, dites nominales. Le comportement d'un agent peut ainsi se distinguer en deux
parties :

— le comportement nominal qui assure 'adéquation fonctionnelle lorsque 1’agent est en
état coopératif,

— le comportement coopératif qui assure de ramener l’agent dans un état coopératif
lorsque celui-ci est en SNC.

La coopération s’opere dans un AMAS principalement par la résolution de SNC, mais
également par une regle de conception simple : un agent doit toujours aider celui qui en
a le plus besoin (il peut s’agir de lui-méme). Par exemple, si plusieurs agents désirent une
ressource unique, ce n’est pas le premier arrivé qui est servi, mais 1’agent le plus critique.

Une méthode a été développée afin de guider le concepteur d'un AMAS dans ses choix,

elle est présentée dans la section suivante.

3.3.5 Développer un AMAS

Par son approche locale de la définition d’un comportement collectif auto-organisateur, la
conception d’'un AMAS se détache de celui des SMA habituels. Capitalisant sur plusieurs
années d’expérience dans le développement de tels systémes, des outils ont été proposés
par I'équipe SMAC afin de guider la tache du concepteur et du développeur. La méthode
de conception ADELFE et I'outil de spécification d’architecture et de génération de code
MAY en sont deux exemples qui ont largement contribué aux travaux de cette these. Ils sont
rapidement présentés dans les paragraphes suivants.

3.3.5.1 Concevoir un AMAS

ADELFE (Atelier de DEveloppement de Logiciels a Fonctionnalité Emergente) est un
processus de développement basé sur le Rational Unified Process (RUP, KRucHTEN 2004)
auquel sont ajoutées des activités spécifiques aux AMAS (BonJEAN et al. 2013). ADELFE est
composée de 21 activités réparties en 5 phases (figure 3.5) :

— L’étude des besoins préliminaires, dans laquelle un cahier des charges précis est établi
avec le client. Ce cahier des charges spécifie ce que doit faire le systeme, il en définit les
limites et les contraintes.

— L’étude des besoins finals se base sur la phase précédente pour définir les cas d’utilisa-
tion, les besoins (fonctionnels ou non) et leurs priorités sont organisés.
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— L’analyse identifie et définit les agents du systeme.

— La conception détaille I’architecture du systeme en termes de modules, de sous-systémes,
d’objet et d’agents.
— La derniere phase consiste en I'implémentation du systeme.

AO01 : Besoins utilisateur
AO02 : Besoins consensuels
A03 : Modéle du domaine
A04 : Mots-clés

A05 : Limites et Contraintes

A0G :
A07 :
A0S :
A09 :

Environnement

Cas d'utilisation
Adéquation aux AMAS
Prototype interface
graphique

>

A10 : Modéle du domaine
A11 : Adéquation globale

A12 : Identification des agents
A13 : Adéquation locale

>

A14 : Modules

A15 : Actes de communication
A16 : Comportements entités
A17 : Comportement nominal
A18 : Comportement coopératif;

>

(. Etudedes ) (. Etudedes ) (. ) . N (, i . )
1 besoins 2 besoins 3 Analyse 4 Conception 5 Implémentation
préliminaires finals

A20 : Infrastructure et squelette
A21 : Comportement agents

\ ) \ ) @9 : Validation conception ) & )
F1Gure 3.5 — Les cing phases de la méthode ADELFE.

Notons qu’”ADELFE n’est pas une méthode linéaire mais contient des bouclages et des
processus incrémentaux dont la figure 3.5 ne rend pas compte, par souci de lisibilité. En
plus des activités, ADELFE comprend la définition des termes liés aux AMAS, tels que SNC,
environnement, etc. Elle propose également des lignes de conduite afin de faciliter la réflexion,
notamment lors des étapes cruciales d’identification des agents (A12) et des SNC (A18).

Les phases d’analyse et de conception sont les plus spécifiques a I'approche AMAS.
Lors de l’analyse, les activités 11 et 13 permettent de vérifier que 'utilisation des AMAS
est pertinente en regard des besoins précédemment définis. Ensuite, lors de la phase de
conception, 1’objectif global du systéeme est completement mis de cdté pour se concentrer sur
le comportement purement local des agents. Cette approche locale, entierement bottom-up,
permet de contourner la complexité inhérente a la tache globale que doit accomplir le systéme.
Le concepteur se focalise en effet uniquement sur la fonction locale, plus simple, de chaque
agent et ne cherche pas a anticiper le fonctionnement global du systéme qui sera émergent.

3.3.5.2 Implémenter un AMAS

L'implémentation d’'un SMA nécessite la mise en place d'une infrastructure a-méme
de le supporter en termes d’exécution (gestion des ressources de calcul, etc) comme de
comportement (mécanismes de communication, etc). Parce qu’elle facilite la réutilisation
de code et qu’elle permet une certaine flexibilité, la programmation par composants est
particulierement adaptée.

L’outil MAY (Make Agent Yourself) permet de définir, dans un langage spécifique, 1’ar-
chitecture de l'infrastructure et des agents en termes de composants (NOEL, ARCANGELI et
GrE1zEs 2012). L'outil géneére ensuite un squelette de code JAVA que l'utilisateur n’a plus
qu’a remplir. Plusieurs implémentations de composants sont proposées a la réutilisation,
permettant une mise en place rapide des mécanismes de support génériques et laissant
l'utilisateur se concentrer sur I'implémentation du comportement des agents.
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3.3.6 Bilan de 'approche AMAS

Cette section a présenté une approche de conception de systemes multi-agents adaptatifs
(AMAS) basée sur la coopération. Un AMAS est un SMA dont les agents sont capables de
détecter et de résoudre localement des situations de non-coopération. La résolution de ces
situations dirige ’auto-organisation du systéme et conduit a une adaptation de la fonction
globale. Les AMAS sont coopératifs dans le sens ot ils disposent des mécanismes leur
permettant de toujours revenir a un état ou toutes leurs interactions sont coopératives.

Notons qu'un état de non-coopération (c’est-a-dire dans lequel certains agents entre-
tiennent des interactions neutres ou antinomiques) n’empéche pas nécessairement I'émergence
d’une fonction globale. Il met cependant gravement en péril I’adéquation fonctionnelle du
systeme. Dans la pratique, il est possible que toutes les SNC ne soient résolues simultanément
et définitivement. La nature dynamique de 1’environnement provoque sans cesse 1’apparition
de ces situations et pousse ainsi les agents a s’auto-organiser et a s’adapter en permanence.
De cette auto-organisation coopérative émerge une fonction globale, adéquate vis-a-vis de
I'environnement, et dont les agents n’ont pas connaissance.

La section suivante analyse la pertinence d"une telle approche pour le controle (et son
apprentissage) de systemes complexes.

3.4 AMAS, contrdle et apprentissage

L’auto-organisation coopérative procure une excellente capacité d’apprentissage et d’adap-
tation aux AMAS et leur permet de s’attaquer aux problemes complexes. Ils sont notamment
utiles dans les cas présentant au moins une des caractéristiques suivantes (GEORGE, GLEIZES
et Camps 2011) :

— il y a un probléme a résoudre (une fonction a réaliser, une structure a observer, etc),

— l'application est complexe, dans le sens des systemes complexes,

— le contrdle (du SMA) et I'apprentissage peuvent (et souvent doivent) étre distribués,

— le systeme doit s’adapter a des changements, qu’ils soient internes (ajout/suppression

de parties du systeme) ou externes (modifications dans I’environnement),

— les objectifs sont flous (impliquant des satisfactions humaines),

— le systeme est sous-spécifié, I’adaptation est dans ce cas un moyen de concevoir le

systeme.
La problématique du controle de systemes complexes correspond aux quatre premiers criteres.
En effet :

— le controdle est une fonction a réaliser,

— la loi de la variété requise (AsHBY 1956), présentée dans le chapitre 1, implique que le

controleur doit étre de complexité au moins égale a celle du systeme controlé,

— des techniques comme la commande prédictive distribuée (MULLER, REBLE et ALLGOWER

2011) et l'auto-calibration en ligne (MALIKOPOULOS, AssANIS et PArpALAMBROS 2009)
présentées dans le chapitre 2 renforcent I'idée de la nécessité de la distribution.
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— un contrdleur de systeme complexe doit s’adapter aux changements de celui-ci au cours
du temps, ainsi qu’a d’éventuelles pannes.
Le probleme du contrdle est ainsi adéquat a 1'utilisation des AMAS. En outre, ceux-ci semblent
capables de répondre aux trois besoins exposés en fin de chapitre 2, rappelés ci-apres.

Instanciation Un systéme de controle doit étre facile a appliquer a une instance particuliere de
procédé. La difficulté d’application d'un systéme de controle a une instance de procédé
provient généralement :

— de la construction et de la calibration d’un modele,

— du besoin de connaissance et d’expérience sur les algorithmes d’apprentissage utilisés

afin de les paramétrer correctement.

L’'auto-organisation permet a un AMAS d’apprendre la réalisation d"une fonction. II est alors
tout a fait possible d’envisager de se passer totalement de modéle et d’apprendre directement
la fonction de contrdle a partir d’observations sur les entrées et les sorties du procédé visé. En
outre, la méthode ADELFE identifie des agents proches du domaine considéré. Les concepts
et les données manipulés sont ainsi familiers des experts du domaine d’application. Il n'y a
pas de transformation des données nécessaire a I’application du systeme (contrairement aux
algorithmes génétiques) ni de connaissances poussées sur le domaine a intégrer au systéme
sous forme de parametres (comme c’est le cas pour calculer certains signaux de renforcement
ou pour instancier un réseau de neurones).

Adaptation Un systeme de controle doit étre capable de suivre I'évolution du procédé, autrement
dit d’apprendre parallelement au contrdle afin de se mettre a jour. Si I’auto-organisation permet
de converger vers une solution, elle permet également de 1’adapter dynamiquement. Ainsi,
un systéme de contrdole AMAS devrait étre capable d’ajuster son contrdle a mesure que son
environnement (incluant le procédé contr6lé) change. Pour les mémes raisons, il devrait étre
robuste vis-a-vis de pannes (de capteur ou d’effecteur), et éventuellement du bruit sur les
données. Le fonctionnement par couplage avec I’environnement, proche de I'apprentissage
par renforcement, permet cette adaptation en ligne, simultanément au controle.

Passage a I’échelle Un systeme de contrble doit étre capable de passer a I'échelle, c’est-a-dire de
gérer simultanément un grand nombre de variables controlées et de critéres d’optimisation. D’un point
de vue calculatoire, la distribution et la décentralisation propres aux SMA rendent possible
I’optimisation et la résolution de contraintes impliquant une combinatoire bien plus élevée
qu’avec une approche centralisée. Elles permettent donc 1’application d'un SMA au controle
de systémes de grande dimension. En outre, en se focalisant sur le niveau local et en laissant
aux agents le contrdle de leur processus d’organisation, qui méne a 1’accomplissement de la
fonction globale du systeme, I’approche AMAS permet de repousser la limite de la complexité
des systemes ainsi congus. Cette approche permet donc de concevoir plus facilement un
controleur dont la complexité intrinseque est plus importante que celle atteignable avec les
méthodes usuelles. Or, selon la loi de la variété requise, le contréleur d'un systeme complexe
doit nécessairement étre complexe.



3.4. AMAS, controdle et apprentissage

Enfin, VIDEAU 2011 a montré la pertinence de I'approche pour le controle de systémes
avec la conception d’'un AMAS dédié au controle de bioprocédés. Celui-ci a servi de base de
départ au systeme présenté dans le chapitre suivant.
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CHAPITRE

ESCHER, controler et apprendre

Ce chapitre décrit et commente le systeme ESCHER. Acronyme de Emergent Self-adaptive
Controller for Heat Engine calibRation, c’est un systeme multi-agent adaptatif pour le controle
de systémes complexes. Concu dans le cadre d"un projet autour des moteurs a combustion,
il se veut néanmoins suffisamment générique pour étre applicable sans modification a une
large gamme de procédés. Suivant une approche boite noire du controle, il "joue" avec les
entrées du procédé controlé et en observe les effets sur les sorties. Parallelement, il déduit et
applique les actions permettant de respecter les critéres qui ont été fixés par l'utilisateur.

4.1 Obijectifs du systeme

L’objectif premier d’un systéme de controle est de placer et maintenir le systéme controlé
dans un état désiré. Dans le cas d’ESCHER, le systéme controlé peut posséder plusieurs
entrées et plusieurs sorties (MIMO), et I’état désiré est décrit comme une combinaison de
plusieurs criteres. Un critere peut concerner aussi bien une variable unique (une sortie ou
une entrée) qu'une combinaison de plusieurs variables, et peut étre de trois types :

— une contrainte : un seuil a respecter,

— une consigne : une valeur a atteindre,

— une optimisation : une valeur a minimiser ou maximiser.

Une exigence pour ESCHER est d’étre facile a mettre en place sur un procédé donné.
L'utilisateur, qui est ici 'ingénieur appliquant ESCHER & un procédé donné, ne doit pas avoir
besoin de connaitre le fonctionnement de ESCHER pour 'utiliser, ni pour le paramétrer. Un
contrdleur rapidement instanciable signifie, en outre, que son utilisation n’est pas soumise a
un paramétrage lourd, ni a l'utilisation d"un modele mathématique prédéfini. Autrement dit,
les renseignements sur le procédé a fournir au contrdleur doivent étre minimes. ESCHER doit
ainsi se passer d'un modéle préétabli du systeme controlé et nécessiter peu de paramétrage.
I1 doit donc étre capable d’apprendre le controle du procédé.
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En outre, cet apprentissage ne doit pas étre figé, il doit se poursuivre indéfiniment pendant
le contrdle afin que ESCHER s’adapte aux changements de comportement du procédé (pannes,
usure, etc). Pour apprendre, il se base sur ’observation en temps réel des entrées et des sorties
du systeme controlé, ainsi que sur la connaissance (nécessaire a tout systeme de controle)
des consignes, contraintes et objectifs définis par 1'utilisateur. Ainsi, ESCHER voit le systeme
controlé comme une boite noire, il n’a pas connaissance des mécanismes internes qui en
régissent le comportement.

Les sections suivantes présentent les agents qui composent ESCHER.

4.2 Comportement nominal

Dans l'approche AMAS, le comportement nominal d’un agent est celui qui lui permet de
réaliser sa fonction lorsque toutes les conditions nécessaires sont réunies, c’est-a-dire lorsque
il ne se trouve pas en situation de non-coopération (cf 3.3). Dans le cas d’ESCHER, cela
équivaut au fait que le systéeme a acquis un niveau de connaissance suffisant pour controler
convenablement le procédé.

4.2.1 Taches élémentaires d'un systéme de controle

Cette section présente un découpage en taches élémentaires de 1'activité de controle. Elle
introduit progressivement les agents en charge de ces taches, et décrit leur fonction ainsi que
leur comportement nominal.

4.2.1.1 Observer le systéme controlé

Une des premiéres nécessités pour le controle d'un systeme avec une approche boite
noire est d’étre capable de 'observer. Un type particulier d’agents sont en charge de la
perception du procédé : les Agents Variables. A chaque entrée et sortie observables correspond
un Agent Variable. Lors d"un cycle de vie, il percoit la valeur de sa variable et la transmet aux
autres agents qui ont besoin de cette information. Ainsi, la fréquence des cycles de vie des
Agents Variables définit la fréquence d’échantillonnage des données. Un Agent Variable peut
éventuellement embarquer un algorithme de filtrage de bruit si ce probleme n’est pas géré
par un systeme externe.

4.2.1.2 Représenter les critéres de 1'utilisateur

Le controleur doit avoir une représentation des objectifs de 'utilisateur. C’est la tache des
Agents Criteres. Ceux-ci peuvent étre de trois types :
— Seuil : I'agent exprime la volonté de maintenir une variable au-dessous ou au-dessus
d’un seuil défini par l'utilisateur.
— Consigne : I'agent exprime la volonté de maintenir une variable a une valeur précise
définie par 1'utilisateur.
— Optimisation : 'agent exprime la volonté de minimiser ou de maximiser une variable.



4.2. Comportement nominal

Chaque Agent Critere recoit les mises a jour de valeurs des Agents Variables qui le concernent,
calcule un niveau de criticité et le transmet aux agents qui en ont besoin. Ce niveau de criticité
traduit la satisfaction du critere représenté : plus il est élevé, moins le critére est satisfait.
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F1GURE 4.1 — Exemples de fonctions de criticité.

La figure 4.1 illustre des exemples de fonctions utilisées par chaque type d’Agents Criteres
pour le calcul du niveau de criticité. Lorsqu’il vaut 0, le critere est satisfait. A 100, la criticité
est maximale, le critere est tres loin d’étre rempli. La fonction de criticité d'un seuil donne 0
lorsque le seuil et respecté, puis croit fortement jusqu’a atteindre le niveau maximal. Celle
d’une consigne ne donne 0 que lorsque la consigne est atteinte et croit de part et d’autre
de cette valeur (la symétrie n’est pas nécessaire). Enfin, un critére d’optimisation est traduit
en niveau de criticité par une asymptote positive en 0 pour des variables non-bornées
(ou par une fonction monotone non constante pour des variables bornées). Les formes de
fonctions décrites ici sont modulables par l'utilisateur afin d’affiner I'importance relative de
ses différents besoins, a la condition de ne pas présenter de minimum local et de se limiter a
l'intervalle [0;100] (voir 4.5).

Les Agents Criteres operent une transformation de 1’espace des variables du procédé
vers l'espace des critéres de l'utilisateur. Le niveau de criticité diminue a mesure qu'un
critere sur les variables est en train d’étre satisfait. Ainsi, les agents qui pergoivent les
différents niveaux de criticité cherchent a les faire diminuer. Le seul moyen d’y parvenir est
d’appliquer les actions adéquates sur les entrées du systeme controlé. Trouver les actions
appropriées nécessite d’analyser 1'état courant des variables et des criteres, autrement dit de
I'environnement du systeme, pour en trouver la dynamique.

4.2.1.3 Analyser I’état de ’environnement

L’environnement d’ESCHER est constitué du procédé controlé et des criteres définis par
l'utilisateur (figure 4.2). Grace a I'ensemble des Agents Variables et des Agents Criteres,
ESCHER dispose d'une représentation interne, distribuée, de son environnement. Avant de
pouvoir décider des actions a effectuer, il faut pouvoir analyser cet environnement en en tirer
des informations pertinentes. C’est la tache des Agents Contextes.
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F1GUure 4.2 — ESCHER et son environnement.

Un Agent Contexte mémorise les effets sur chaque niveau de criticité d’une action
appliquée sur un effecteur particulier. Il mémorise également 1’état dans lequel se trouve
I'environnement lorsque cette action est appliquée. Sa fonction est ainsi d’informer sur les
conséquences attendues d"une action précise si elle est effectuée alors que le procédé se trouve
dans un état donné.

Concretement, un Agent Contexte est composé :

— d’une action, c’est-a-dire une modification sur une entrée du systeme controlé,

— d’un ensemble de prévisions, qui contient une valeur pour chaque Agent Critére repré-

sentant sa variation attendue de niveau de criticité,

— d’un ensemble de plages de validité représentant un état du procédé, contenant un

intervalle de valeurs pour chaque Agent Variable.

Un Agent Contexte recoit les mises a jour de valeur des Agents Variables ainsi que celles de
criticité des Agents Criteres. Lorsque la valeur courante de toutes les variables se trouve a
l'intérieur de leur plage de validité, I’Agent Contexte est valide. Cela signifie que le systéme
contrdlé se trouve dans un état dans lequel les prévisions de I’agent sont pertinentes. Lors-
qu'un Agent Contexte devient valide, il envoie une notification contenant son action et ses
prévisions, on appelle ce message une proposition d’action. Une notification est également
envoyée lorsque 1’Agent Contexte devient non-valide, et retire donc sa proposition. Ces
messages sont requs par 1’Agent Controleur en charge de l'effecteur. Ce nouveau type d’agent
est présenté dans la section suivante.

4.2.1.4 Appliquer I'action la plus adéquate

A chaque entrée controlée par ESCHER correspond un Agent Contrdleur. Sa fonction est
d’appliquer l’action la plus adéquate sur cette entrée, c’est-a-dire l’action qui provoquera la
plus forte diminution de niveau de criticité des Agents Critéres. Une action peut étre le fait
d’incrémenter ou de décrémenter I'entrée d’un pas donné, ou bien de ne pas la modifier.

L’Agent Controleur base son choix sur les propositions qu’il recoit de la part des Agents
Contextes. Il maintient une liste des Agents Contextes valides, avec les actions proposées et
les prévisions associées, et il choisit l’action correspondant aux "meilleures” prévisions. La



4.2. Comportement nominal

meilleure action a appliquer est celle dont les prévisions associées indiquent la plus forte
diminution du niveau de criticité de 1’Agent Critere le plus critique. Si aucune prévision
n’indique de variation de cet agent, on s’intéresse alors au second plus critique, et ainsi de
suite. Il effectue I'action sur I'entrée et informe de son choix les Agents Contextes valides ou
précédemment sélectionnés. Il envoie ainsi :

— une notification d’acceptation aux Agents Contextes valides ayant proposé l'action

sélectionnée,

— une notification de rejet aux Agents Contextes valides ayant proposé une action non

sélectionnée,

— une notification d’abandon aux Agents Contextes dont 1’action était jusqu’a maintenant

appliquée.

Bien stir, de nombreux cas surviennent dans lesquels un Agent Contrdleur n’est pas
capable de prendre une bonne décision (c’est-a-dire une décision qui fera baisser les niveaux
de criticité), a cause d’informations incompletes ou incorrectes. Ce sont des situations de non-
coopération (SNC). Elles apparaissent lorsque 1’apprentissage d’ESCHER n’est pas complet
et que celui-ci n’est pas encore pleinement adapté au procédé controlé. L’apparition d"une
SNC déclenche un comportement spécifique des agents, le comportement coopératif, afin de
la résoudre et de mettre ESCHER dans un état de fonctionnement adéquat. Les SNC et leur
résolution sont présentées dans la section 4.3.

Pour le moment, nous poursuivons la présentation du systéme avec une vue générale de
celui-ci et une illustration de son fonctionnement sur un cas simple.

4.2.2 Vue globale du systeme

ESCHER comporte donc quatre types d’agents, précédemment introduits :
— les Agents Variables sont les yeux du systéme, il y en a un par entrée et sortie du
procédé;
— les Agents Criteres représentent les critéres de 1'utilisateur, 1’état souhaité du procédé ;
— les Agents Contextes sont en quelque sorte la mémoire du systéme, ils représentent une
portion de I'espace d’états de 1’environnement dans laquelle les conséquences d’une
action donnée sont connues;
— les Agents Contrdleurs sont les mains du systeme, ils interagissent avec un ensemble
d’Agents Contextes pour trouver la meilleure action a appliquer.
La figure 4.3 montre une vue globale du systéme, illustrant les liens entre les quatre types
d’agents. Ceux-ci communiquent entre eux uniquement par envoi de messages.

4.2.2.1 Agents Contextes et Agents Controleurs

Chaque Agent Contrdleur est en relation avec un groupe d’Agents Contextes dont I'action
mémorisée concerne 1'entrée du procédé associée a ce méme Agent Controleur. Il sélectionne
la prochaine action a appliquer parmi les propositions qu’il recoit et notifie de son choix les
Agents Contextes qui s’étaient proposés. Il n'y a pas d’interaction directe entre les Agents
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a tout agent du groupe B

F1IGURE 4.3 — Vue globale de ESCHER.

Contextes, ni entre les différents Agents Controleurs. Le seul lien entre ceux-ci passe par
I'environnement : I’action d’'un Agent Controleur va avoir des effets sur le procédé contrdlé,
qui seront retranscrits par les Agents Variables et les Agents Criteres et donc perceptibles par
les autres Agents Controleurs.

Ainsi, un Agent Contrdleur et son groupe d’Agents Contextes peuvent étre considérés
comme un SMA a part entiere, dont I'environnement est constitué des Agents Variables et
des Agents Criteres. C’est par I'observation des autres entrées du procédé qu'un "sous-SMA"
Agent Contrdleur/groupe d’Agents Contextes synchronise les actions sur I'entrée dont il
s’occupe avec celles appliquées sur les autres entrées (qu’elles soient le fait I’'ESCHER ou
non). Un Agent Controleur fait donc de son mieux pour faire diminuer les niveaux de criticité
en s’occupant d’une seule entrée, localement, sans se soucier de comment sont controlées
les autres. Il n’y a pas de processus de décision global pour trouver une action sur toutes
les entrées a la fois. C’est cette caractéristique qui doit permettre 8 ESCHER de passer a
I'échelle sur le nombre d’entrées controlées. En effet, si un Agent Contrdleur parvient a
trouver les meilleures actions pour une entrée donnée d’un systeme MIMO, indépendamment
des systemes controlant les autres entrées, rien n’'empéche que ces autres systémes soient en
réalité des Agents Controleurs. En outre, cette distribution du contrdle donne & ESCHER une
certaine modularité, 1’ajout d'un nouvel Agent Contrdleur n'impactant pas le fonctionnement
des autres.
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4.2.2.2 Agents Variables et Agents Criteres

Pour accomplir sa fonction, chacun des agents, mis a part les Agents Variables, a besoin
de connaitre 1’état courant du systeme controlé. C’est pourquoi ces derniers envoient leurs
mises a jour de valeur a tous les autres types d’agents (les Agents Criteres concernés, tous
les Agents Contextes et tous les Agents Controleurs). Cette diffusion massive peut sembler
problématique pour le passage a I'échelle, mais ce n’est pas le cas. En effet, les agents n’étant
pas physiquement distribués, le cotit d"un envoi de message est tres faible. Au contraire, celui
de la lecture de la valeur renvoyée par un capteur est important car il implique des systemes
externes, et donc probablement une communication réseau. Ainsi il est bien plus efficace
d’avoir un agent par capteur, diffusant sa valeur aux autres, plutdt que chacun des agents
récupérant les valeurs depuis 'extérieur du systeme.

Les Agents Critéres transforment les valeurs des variables en niveaux de criticité reflétant
la satisfaction des criteres, autrement dit la correspondance entre 1'état actuel et 1’état souhaité
du procédé. Ainsi Agents Variables et Agents Criteres donnent 8 ESCHER une représentation
complete de son environnement.

La section suivante déroule un exemple de contrdle dans un cas simple.

4.2.3 Illustration du fonctionnement

Cette section illustre un cas de controle d"une boite noire simple (deux entrées et une
sortie) par ESCHER. Nous nous intéressons ici au controle, et non a I'apprentissage, ainsi le
systéme est supposé déja adapté au systeme controlé.

4.2.3.1 Initialisation

ESCHER est initialisé avec autant d’Agents Variables qu’il y a d’entrées et de sorties sur
le procédé controlé. La boite noire considérée ici possede deux entrées (appelées E1 et E2)
et une sortie (S1), chacune variant entre 0 et 1. Il y a donc dans cet exemple trois Agents
Variables (respectivement VE1, VE2 et VS1). E1 et E2 sont arbitrairement initialisées a 0.05,
placant la sortie S1 a 0.

Un Agent Controleur est créé pour chaque entrée contrdlée de la boite noire. Dans notre
cas, les deux entrées sont contrdlées par ESCHER, il y a donc deux Agents Contrdleurs,
respectivement CE1 et CE2.

Les Agents Criteres et leur fonction de criticité sont toujours a définir par 1'utilisateur.
Dans notre cas nous voulons placer et maintenir S1 a la valeur de 0,50. Un Agent Critere est
donc créé avec une fonction de criticité de consigne (cf figure 4.1) nulle en 0,50, puis associé a
I’Agent Variable VS1.

Enfin, pour ce cas particulier sans apprentissage, les Agents Contextes associés a cha-
cun des Agents Controleurs sont faits a la main. La figure 4.4 représente ceux de I’Agent
Contrdleur CE1. Nous y voyons 'action qu’ils proposent sur E1, leur prévision sur 1’évolution
du niveau de criticité de I’Agent Critére, et leurs plages de validité. Par exemple, I’Agent
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Plages de validités :

Plages de validités :

4 N
Agent Contexte 1\ /Agent Contexte 2\ Agent Contexte 3\ (Agent Contexte 4
Action : +0,01 Action : +0 Action : +0,01 Action : -0,01
Prévision : -0,50 Prévision : 0 Prévision : +0,50 Prévision : +0,50

Plages de validités :

E1

m

1 0 0 1
1 | | | I
1 0 0 1
| I | |
1 0 0 1
|

—o —o —o

1
|
1
|
1
|

E2 E2 E2 E2
S1 A $1 —F 1 —3 1 —3
\ J \ J J Y,

FIGURE 4.4 — Les Agents Contextes de I’Agent Controleur CE1.

Contexte 1 est valide lorsque S1 est inférieure a 0,5, peu importent les valeurs de E1 et E2; et
non-valide sinon.

La figure 4.5 montre les agents de cette instance d’ESCHER et leurs liens de communica-
tion. Voyons maintenant comment se déroule leur activité.

Boite noire ESCHER
Entrée E1 » VE1
d Groupe
d'Agents
Contextes
Sortie S1 » Vs @
LN\
Groupe
d'Agents
Entrée E2 » VEZ Contextes

F1GURE 4.5 — Une instance de ESCHER pour une boite noire simple

4.2.3.2 Communication entre les agents

Dans le cas général, chaque Agent Variable percoit la valeur de sa variable correspondante
de la boite noire et la diffuse aux autres types d’agents. Les Agents Criteres s’en servent
pour calculer leur niveau de criticité, qu’ils diffusent aux Agents Controleurs et aux Agents
Contextes. Chaque Agent Contexte vérifie si les valeurs des variables qu’il regoit sont toutes a
I'intérieur de leur plage de validité correspondante. Si oui, I’Agent Contexte est valide, et il
envoie une proposition contenant son action et ses prévisions a son Agent Controleur associé.
Chaque Agent Controleur trie les propositions recues en fonction des prévisions qu’elles
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contiennent, choisit celle qui prévoit la plus grande diminution de la criticité maximale, et
informe les Agents Contextes concernés de 1’acceptation ou du rejet de leur action.

Dans le cas particulier de notre exemple, a l'initialisation, les valeurs des variables sont
E1=0,05, E2 = 0,05 et S1 = 0. Au niveau de I’Agent Controleur CE1, seul I’Agent Contexte
1 est valide et fait une proposition. Cette proposition indique une diminution du niveau
de criticité. CE1 choisit et applique donc cette action. La criticité diminue effectivement et
I'action est répétée tant que 1’Agent Contexte 1 est valide et fournit la meilleure proposition.
Dans notre cas cela correspond au moment ot la sortie S1 atteint 0,5.

Entrées

Valeur

0 20 40 60 80 100 120 140 160 180 200
Cycles de vie

—E1E2
Sortie

Valeur

20 40 60 80 100 120 140 160 180 200
Cycles de vie

FIGURE 4.6 — Evolution des entrées et de la sortie de la boite noire.

A ce moment, les Agents Contextes 2, 3 et 4 deviennent valides et proposent chacun une
action. Deux d’entre eux (3 et 4) prévoient une augmentation de la criticité, c’est donc 1’action
de I’Agent Contexte 2 qui est sélectionnée. Il s’agit de ne pas modifier I’entrée E1, de maniere
a ne pas modifier la criticité. L’Agent Contrdleur envoie une notification de sélection de son
action a I’Agent Contexte 2, de rejet aux Agents Contextes 3 et 4 et d’abandon a I’Agent
Contexte 1. Comme les Agents Contextes ont été faits manuellement et correctement, cela
arrive alors que la criticité est nulle. La sortie de la boite noire a atteint la consigne et y est
maintenue. L’Agent Controleur CE2 et ses Agents Contextes associés ont suivi une activité

99



4. ESCHER, CONTROLER ET APPRENDRE

100

similaire. La figure 4.6 montre 1’évolution des entrées et de la sortie de la boite noire de notre
exemple. Les deux Agents Controleurs commencent par augmenter la valeur de leur entrée,
provoquant la hausse de la sortie. Ils s’arrétent lorsque cette derniere atteint la consigne fixée
par 'utilisateur.

Les deux Agents Controleurs sont parvenus a faire baisser la criticité relative a une variable
sur laquelle ils avaient tous les deux une influence, sans jamais se concerter explicitement, ni
avoir recours a un modele mathématique décrivant le comportement du systéme controlé.
Cela a été possible grace aux Agents Contextes, qui apportaient une certaine connaissance de
la boite noire.

4.2.4 Bilan du comportement nominal

Cette section a introduit les agents d’ESCHER et montré comment ils agissent pour
contrdler ensemble un procédé. Les Agents Controleurs sont locaux, chacun s’occupe de
son effecteur sans échanger directement avec les autres. Chacun est associé a un ensemble
d’Agents Contextes, qui apportent des indications sur les actions a entreprendre.

La question est maintenant de savoir comment obtenir sans I’aide d"'un humain des Agents
Contextes adéquats, et ainsi pouvoir gérer des situations inconnues du systéme ? Bien s, cela
se fait grace a la résolution locale, par les agents, de situations de non-coopération. Celles-ci
sont décrites dans la section suivante.

4.3 Situations de non-coopération

Cette section explique comment les agents résolvent les situations de non-coopération
(SNC) qu’ils rencontrent. Puisqu’elles provoquent des changements dans 'organisation du
systeme, les SNC et leur résolution sont la clé de I'adaptativité des AMAS. Chaque agent
résout localement les SNC qu’il détecte par des actions spécifiques. Dans ESCHER, les SNC
concernent principalement les Agents Contextes et les Agents Controleurs. Elles poussent
le systeme a s’auto-organiser, notamment par la création, la modification ou la suppression
d’Agents Contextes. Cette section s’intéresse aux conditions de déclenchement de cette auto-
organisation. Les mécanismes mis en ceuvre, par exemple pour l'ajustement de parametres
internes aux agents, relevent de I'implémentation et sont présentés dans la section 4.5.

4.3.1 SNC1:Incompétence d'un Agent Controleur

Détection Quand un Agent Contrdleur n’a recu aucune proposition d’action, il ne peut
choisir une action adéquate avec certitude : il se trouve en SNC d’incompétence.

Résolution La résolution de cette SNC se déroule en deux étapes. Premierement, I’Agent
Controleur doit choisir lui-méme une action. Il se base pour ¢a sur ses actions précédentes.
Si la criticité est en train d’augmenter, ’action choisie est I'inverse de 'action précédente
(par exemple une incrémentation au lieu d'une décrémentation). Sinon, I’action précédente
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est répétée. Dans ce cas, si l'action précédente avait été proposée par un Agent Contexte
maintenant non-valide, celui-ci ne recevra pas de notification d’abandon de son action. Enfin,
si I’Agent Contrdleur n’a encore jamais appliqué la moindre action (c’est son premier cycle
de vie), celle-ci est alors déterminée aléatoirement.

Si l'action ainsi choisie est la méme que celle appliquée au cycle précédent, 1’Agent
Controleur notifie de cette conservation les Agents Contextes alors sélectionnés, méme si
ceux-ci ne se sont pas proposés au cycle actuel. Sinon, apres avoir déterminé son action, mais
avant de I'appliquer, I’Agent Controleur créé un nouvel Agent Contexte. Celui-ci est initialisé
avec 'action précédemment choisie et mémorise la valeur courante des variables. Lors de son
premier cycle de vie, il envoie une notifications aux Agents Variables et aux Agents Criteres
afin de signaler son existence et demander a recevoir leurs mises a jour. L’Agent Contrdleur
va poursuivre cette méme action tant que le niveau de criticité maximal diminue. Pendant ce
temps, le nouvel Agent Contexte observe les variations de tous les niveaux de criticité pour
définir ses prévisions. Enfin, lorsque 'action est abandonnée, I’Agent Contexte détermine ses
plages de validité avec les minimums et maximums rencontrés pour chaque variable.

4.3.2 SNC 2 : Improductivité d'un Agent Controleur

Détection Lorsque, parmi toutes les propositions regues, aucune action n’est associée a des
prévisions de baisse du niveau de criticité, ’Agent Controleur est en SNC d’improductivité.
Son processus de décision nominal (sélectionner 1’action associée a la baisse la plus importante
de criticité) ne produit aucune action. Deux résolutions sont possibles, selon les propositions
regues.

Résolution 1 Lorsque tous les types d’action (incrémenter, décrémenter, ne rien faire) sont
proposés, I’Agent Controéleur croit que le niveau de criticité maximal ne diminuera pas, quoi
qu’il fasse. Il tente alors de faire diminuer le deuxiéme niveau de criticité le plus haut, (avec
la contrainte de ne pas faire augmenter le premier). S’il n’y a toujours aucune proposition
ne permettant de choisir une action, il s’intéresse au troisieme niveau de criticité, et ainsi
de suite récursivement. En dernier recours, il choisit le moindre mal : sélectionne ’action
associée a la prévision de la plus petite hausse de niveau de criticité maximal.

Résolution 2 Dans le second cas, il existe des actions qui n’ont pas été testées dans la
situation actuelle (puisque aucun Agent Contexte les représentant n’est valide). Les Agents
Contextes actuellement valides indiquent en fait des actions a éviter, puisque provoquant
selon eux une augmentation de la criticité. L’Agent Controleur va alors choisir parmi les
actions possibles non proposées. Si sa précédente action a fait diminuer la criticité, il la
conserve, sinon il I'inverse. L’Agent Controleur ne garde ce choix seulement dans le cas o1
la nouvelle action ainsi déterminée ne fait pas partie des actions a éviter. Sinon, il choisit
aléatoirement la nouvelle action. Par exemple, si toutes les propositions sont d’incrémenter la
valeur de I'entrée, ’Agent Contrdleur choisira au hasard entre décrémenter ou ne rien faire.
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De maniere analogue a la SNC 1, avant d’appliquer I’action choisie, I’Agent Contrdleur peut
créer un nouvel Agent Contexte qui sera initialisé en suivant la méme méthode.

4.3.3 SNC 3: Conflit d"'un Agent Contrdoleur

Détection Lorsqu'un Agent Controleur applique une action qui avait été proposée par un
Agent Contexte, il s’attend a ce que le niveau de criticité maximal évolue dans le sens indiqué
par les prévisions annoncées. S'il s’apercoit que ce n’est pas le cas, I’Agent Controleur a
effectué une action potentiellement inadéquate. C’est pour lui une SNC de conflit.

Résolution Il ne faut pas continuer a appliquer cette action. L’Agent Controleur abandonne
I’action en cours et en notifie les Agents Contextes qui I'avaient proposée lorsqu’elle a été
sélectionnée. En outre, si ’Agent Contexte responsable des prévisions erronées est encore
valide, il sera ignoré pour le prochain choix d’action.

4.3.4 SNC 4: Conflit d"'un Agent Contexte (prévisions fausses)

Détection Lorsque 'action d'un Agent Contexte valide est en train d’étre appliquée, celui-ci
observe les variations du niveau de criticité de tous les Agents Criteres. Lorsque 1’action est
abandonnée, I’Agent Contexte compare ces variations avec ses propres prévisions. Il y a une
SNC de conflit si I’observation d’au moins un niveau de criticité n’est pas en accord avec la
prévision correspondante, c’est-a-dire si leur sens de variation sont opposés. En effet, I’Agent
Contexte se rend alors compte qu’avoir proposé son action a I’Agent Contrdleur a induit ce
dernier en erreur.

Résolution Une erreur dans le sens de variation d"une prévision n’est probablement pas
une simple erreur d’observation initiale, ce n’est pas un probleme d’ajustement de la prévision
incriminée. Cela signifie que 1’Agent Contexte n’aurait pas dii envoyer sa proposition (il
n’aurait pas di étre valide a ce moment la). Il procede alors au rétrécissement de toutes ses
plages de validité. Pour chacune d’entre elles, il rapproche la borne la plus proche vers la
valeur courante de la variable.

4.3.5 SNC 5: Conflit d"'un Agent Contexte (prévisions inexactes)

Détection Similaire a la SNC 4, cette situation concerne également une différence, entre
observations et prévisions, constatée par un Agent Contexte apres avoir été relaché. Il s’agit
ici du cas ot le sens de chacune des prévisions correspond a celui des observations, mais
ol 'amplitude des variations est erronée. L'observation d'un tel phénomeéne est soumis au
bruit sur les mesures présent dans la majorité des systemes complexes. Aussi, une différence
d’amplitude faible sera ignorée. Mais si celle-ci excede 5% (rappelons que le niveau de criticité
varie entre 0 et 100), I’Agent Contexte est en SNC de conflit.
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Résolution Un erreur dans 'amplitude d'une prévision est moins grave qu’une erreur dans
le sens de celle-ci. Il s’agit simplement de l’ajuster au mieux. Aussi I’Agent Contexte ne
modifie pas dans ce cas ses plages de validité, il se contente de diminuer ou d’augmenter ses
prévisions erronées afin de les rapprocher de ses observations.

4.3.6 SNC 6 : Incompétence d'un Agent Contexte

Détection Il arrive qu'un Agent Contexte dont ’action est appliquée devienne non-valide
mais ne regoive pas de notification d’abandon de la part de ’Agent Controleur (par exemple
dans le cas de la SNC 1). Il se trouve alors en SNC d’incompétence. Son action est en effet
toujours en train d’étre appliquée alors qu'il ne la préconise plus, ce qui est une situation non
prévue par son comportement nominal.

Résolution Une solution pour ’Agent Contexte est d’étendre ses plages de validité afin de
devenir valide. En effet de son point de vue, cette situation signifie que 1’Agent Controleur
a considéré que l'action qu’il avait proposée peut étre prolongée au-dela de ses plages de
validité actuelles. Il étend donc les bornes des plages qui provoquent son état de non-validité
(autrement dit celles pour lesquelles la valeur courante de la variable est a I'extérieur des
bornes).

4.3.7 SNC 7 : Inutilité d’'un Agent Contexte

Détection Il peut arriver qu'un Agent Contexte soit amené a réduire progressivement une
ou plusieurs de ses plages de validité, si bien que I’amplitude s’approche de zéro. C’est par
exemple le cas lorsqu'un Agent Contexte se retrouve plusieurs fois dans la SNC 4, mais jamais
dans la 6. Si une plage de validité atteint une amplitude inférieure a une taille critique (définie
comme le centieme de la plage de variation de la variable concernée), I’Agent Contexte
considere que la probabilité d’étre valide est trop faible et qu’il se trouve donc en SNC
d’inutilité.

Résolution Un Agent Contexte inutile ne peut rien faire d’autre que se supprimer pour
résoudre cette situation. Il évite ainsi d’occuper des ressources de calcul qui seraient profitables
aux autres agents. Aussi, cette SNC n’est pas cruciale pour le bon fonctionnement d’ESCHER,
la présence d’agents inutiles ne mettant pas en péril son adaptation. Elle permet cependant
d’éviter un surplus du nombre d’agents.

4.3.8 SNC 8: Improductivité d'un Agent Contexte (plages de validité)

Détection Cette SNC concerne un Agent Contexte qui a été valide, sélectionné, puis devenu
non-valide (et donc relaché), et dont I’action a entrainé une baisse de criticité. C’est un cas
idéal, et c’est pourquoi un Agent Contexte dans cette situation peut espérer que son action
peut continuer a étre pertinente, et penser pouvoir faire mieux que 1’Agent Contexte par
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lequel il a été remplacé. Il s’agit l1a d'une SNC d’improductivité : la décision de 1’Agent
Contexte de ne rien proposer (de ne pas étre valide) est potentiellement inadéquate.

Résolution L'Agent Contexte étend les bornes des plages qui sont invalides. S'il a eu raison
de faire cet ajustement, il sera probablement sélectionné plus longtemps la prochaine fois.
S’il a eu tort, il tombera probablement dans la SNC 4 et rétablira la taille d’origine de ses
plages. A I'image de la SNC 7, cette situation n’est pas capitale pour le bon fonctionnement
d’ESCHER, mais permet d’affiner son apprentissage pour un risque limité.

4.3.9 SNC9:Improductivité d'un Agent Contexte (action proposée)

Détection Un Agent Contexte dont 1’action a été sélectionné plusieurs fois consécutivement
se considere en situation d'improductivité. En effet, il pense que, dans le cas idéal, son action
devrait provoquer immédiatement les conséquences prévues sur les niveaux de criticité. Ses
décision précédentes n’ont donc pas produit les bonnes actions a entreprendre. L’Agent
Contexte va donc chercher a ajuster I'amplitude de l’action qu’il propose de maniere a
maximiser la diminution de criticité (ou minimiser son augmentation).

Résolution L’ajustement du pas d’action provient de 1’estimation des effets de la variation
de I'amplitude d’"une action sur celle de la criticité. Le principe est d’augmenter ou diminuer
le pas de maniere a accélérer la diminution (ou a ralentir I'augmentation) de la criticité.

Pour cela, un Agent Contexte sélectionné plusieurs fois consécutivement va légerement
modifier aléatoirement I’amplitude de I’action qu’il propose et corréler ces variations avec
celles de la vitesse de la criticité, qu’il observe. Ainsi, si la criticité est en train de diminuer :

— de plus en plus rapidement alors qu’il a augmenté le pas : ’Agent Contexte continue

d’augmenter le pas;

— de plus en plus rapidement alors qu’il a diminué le pas : I’Agent Contexte continue de

diminuer le pas;

— de moins en moins rapidement alors qu’il a augmenté le pas : ’Agent Contexte diminue

le pas;

— de moins en moins rapidement alors qu’il a diminué le pas : I’Agent Contexte augmente

le pas.
L’Agent Contexte fait exactement I'opposé lorsque la criticité est en train d’augmenter, bien
que ce cas se présente beaucoup moins fréquemment puisqu’il est rare que 1’action d’'un Agent
Contexte soit conservée si elle a provoqué une augmentation de la criticité. Notons qu’une
amplitude maximale de l’action peut étre définie afin d’éviter des actions trop brusques.

La figure 4.7 illustre les effets de la résolution de cette SNC. Elle compare le controle d"une
simple boite noire SISO linéaire avec (a droite) et sans (a gauche) mécanisme d’ajustement du
contrdle. La consigne initiale et de 5, une fois atteinte elle est placée a 2, puis de nouveau a 5, et
ainsi de suite. A droite, on voit sur la premiére montée que la convergence vers la consigne est
de plus en plus rapide (au contraire de la courbe de gauche ot la vitesse est constante). De ce
fait, la consigne est atteinte en environ 150 cycles de vie de I’Agent Contrdleur, contre environ
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F1GURE 4.7 — Comparaison du contrdle sans et avec ajustement du pas d’action.

700 pour le test sans ajustement de 'amplitude de l’action. Cependant, cette accélération
provoque un léger dépassement et quelques oscillations autour de la consigne (qui sont
réduites petit a petit). Les effets sont similaires pendant la premiére descente. Pendant ces
premieres phases, les Agents Contextes sont en train d’ajuster I’amplitude. Lors des montées
et descente suivantes, le systéeme a appris que la bonne amplitude doit étre forte au début
(dans cet exemple, 'amplitude atteint la taille maximale fixée), puis faible lorsque la consigne
est atteinte. Ainsi, la sortie arrive encore plus rapidement a la consigne (puisque la vitesse
est maximale deés le début) et les oscillations sont beaucoup plus faibles, voire ont disparu
(puisque l'amplitude de l'action des Agents Contextes valides autour de la consigne est
faible).

4.3.10 Bilan des situations de non-coopération

Cette section a présenté les situations de non-coopération rencontrées par les agents
d’ESCHER. Celles-ci provoquent la création, la suppression et 'ajustement des Agents
Contextes, qui sont la mémoire du systéeme. Autrement dit elles provoquent la mémorisation,
I'oubli ou la correction d’informations a partir des observations sur le systéme réel : leur
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résolution permet &8 ESCHER d’apprendre et de s’adapter.

En effet, les SNC 1 et 2 correspondent a 1’acquisition de nouvelles information et appa-
raissent quand ESCHER découvre un systeme entiérement nouveau, ou bien un état encore
inconnu d’un systéme déja en partie exploré. Elles provoquent 1'ouverture du systeme avec
I'ajout de nouveaux Agents Contextes.

La SNC 3 permet a ESCHER de ne pas poursuivre une action en cas d’erreur, elle se résout
grace a la réorganisation des relations entre un Agent Controleur et certains de ses Agents
Contextes. En effet, ’Agent Controleur abandonne I'action et, les cycles suivants, n’écoutera
plus les Agents Contextes qui 1’avaient proposée.

Chaque Agent Contexte s’évalue systématiquement, aussi les SNC 4 a 9 sont détectées
lorsque 1'un de ses élément n’est plus adapté au systéeme controlé. Elles sont résolues par
'ajustement des agents (a I’exception de la SNC 7 qui est résolue par ouverture). Ainsi, ESCHER
est en permanence en train de s’auto-évaluer et de s’adapter a son environnement.

Il y a deux scénarios typiques décrivant la vie possible d’un Agent Contexte. Le premier
correspond au cas ol son action est adéquate. Une fois créé, celui-ci est conservé, il étend
assez fortement ses plages avant de se stabiliser. Si le systeme controlé évolue, il ajuste ses
prévisions et réduit éventuellement ses plages. Si le systeme controlé change fortement, cela
peut entrainer une importante régression, et donc la SNC 7 et la suppression de 1’Agent
Contexte.

Le second scénario correspond au cas ol l'action initiale n’est pas adéquate. L’Agent
Contexte est alors, le plus souvent, vite abandonné par I’Agent Controéleur. Comme ses
prévisions indiquent une augmentation de la criticité, il n'a que tres peu de chances d’étre a
nouveau sélectionné. Cela n’est possible que dans le cas d'une SNC 2, ou bien si un autre
Agent Contexte se retrouve valide au méme moment, avec la méme action, mais avec des
prévisions inversées (ils peuvent dans ce cas étre sélectionnés tous les deux simultanément).
Cela veut dire que I'un des deux a tort, et celui-ci réduira ses plages de validité (SNC 4). Il
peut s’agir de I'un comme de I'autre selon comment le systeme contrdlé a évolué. Dans tous
les cas, I'un des deux finira probablement par se supprimer.

4.4 Consigne dynamique

Afin de ne pas en surcharger la présentation, un mécanisme a été jusqu’a maintenant mis
de coté dans la description du systéme et des agents. Il s’agit de la consigne dynamique.

Que se passe-t-il si, une fois les Agents Contextes bien adaptés et les consignes atteintes,
celles-ci sont changées par 1'utilisateur ? Tel que le systeme a été présenté, les prévisions
des Agents Contextes deviendraient toutes erronées, de nombreuses situations de non-
coopération seraient détectées et le systeme devrait tout réapprendre pour satisfaire les
nouvelles consignes. Ce n’est pas forcément tres dérangeant la premiere fois, puisque ces
nouvelles consignes pourraient impliquer I'exploration d’états du procédé encore inconnus.
Mais dans le cas d"une consigne en créneau, par exemple, il est nécessaire de ne pas avoir a
tout réapprendre.
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La solution a ce probléme consiste a représenter le paramétrage des Agents Criteres grace
a des Agents Variables spécifiques. Par exemple, la valeur de la consigne a atteindre peut étre
représentée dans ESCHER par un Agent Variable. L’Agent Critere représentant la consigne se
base alors sur cet agent et sur celui de 1’entrée ou la sortie concernée du systeme contr6lé pour
calculer son niveau de criticité. Ainsi, les Agents Contextes possédent de nouvelles plages de
validité, relatives aux Agent Variables des consignes. Leur apprentissage ne concerne alors
plus uniquement le procédé contrdlé, mais aussi les souhaits de 1'utilisateur. Intuitivement,
il ne disent plus "lorsque le procédé est dans tel état, telle action a telles conséquences”,
mais "lorsque le procédé est dans tel état et que l'utilisateur a tels désirs, telle action a telles
conséquences".

Nombre d'Agents Contextes bre d'Agents C
: hJ :
1 1
: I :
s s
T T
. .
; ,
. .
. s
s B
B B
. )
o o
o 250 500 750 1000 1250 1500 1750 2000 2250 2500 o 250 500 750 1 000 1250 1500 1750 2000 2250 2500
Cydes de vie Cycles de Vie
Sortie et consighe Sortie et consigne

; | | ; |

520 _ o0
250 500 750 1000 1250 1500 1750 2000 2250 2500 0 250 500 750 1000 1250 1500 1750 2000 2250
Cydles de vie Cycles de vie
—— Sortie Consighe —— Sortie Consigne
Sans mécanisme de consigne dynamique Avec mécanisme de consigne dynamique

FIGURE 4.8 — Comparaison du contrdle sans et avec Agents Variables de consigne.

La figure 4.8 illustre 'effet de ce mécanisme sur le contrdle d’une simple boite noire SISO
linéaire pour laquelle on fait manuellement varier la consigne. On lance deux tests, 1'un avec
(a droite) et ’autre sans (a gauche) Agent Variable de consigne. Afin de mieux souligner
I'impact de ce mécanisme, la SNC 9 a été désactivée pour cette illustration. On laisse ESCHER
s’adapter et converger selon une méme consigne initiale (la sortie doit atteindre 5). Une
fois qu’il y parvient, on la modifie (la sortie doit maintenant atteindre 2), et on attend qu’il
converge a nouveau. Puis on remet la consigne initiale, et ainsi de suite. Les courbes du haut
montrent I’évolution du nombre d’Agents Contextes créés dans chaque cas, les courbes du
bas montrent la consigne et la sortie de la boite noire. On voit que sans ce mécanisme, passer
de la premiére a la deuxieme consigne et revenir est plus compliqué, de nombreux Agents
Contextes sont créés. En outre, de nombreuses erreurs sont commises en cours de convergence
(les paliers et légeéres remontées visibles lors des descentes par exemple), et la deuxiéme
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consigne basse n’est méme pas exactement atteinte. A droite cependant, la convergence est
directe et il y a moins d’Agents Contextes créés.

4.5 Implémentation et instanciation

Cette section donne quelques détails sur 'implémentation d’ESCHER, et sur le paramé-
trage a effectuer pour une application dans un cas concret.

4.5.1 Ajustement des parameétres

Tous les parameétres auto-ajustés par les Agents Contextes le sont a I'aide de traqueurs de
valeur adaptatifs (AVT, pour Adaptive Value Trackers, LEmouzy, Camps et GLIzE 2011). Il s’agit
des bornes des plages de validité, de I'amplitude de l'action, et des prévisions.

Un AVT converge vers une valeur a partir de feedbacks simples tels que "inférieur",
"supérieur” et "égal". Il ajuste sa valeur et son pas de variation selon les feedbacks qu’il regoit :
le pas augmente si les feedbacks consécutifs sont identiques, diminue sinon. Ces variations
du pas suivent des coefficients prédéfinis. La figure 4.9 montre ’évolution de la valeur d'un
AVT paramétré de maniere standard (deux mémes feedbacks consécutifs doublent le pas, deux
différents le divisent par trois).

A

Valeur

Y

Temps

F1GURE 4.9 — Convergence d’un traqueur de valeur adaptatif.

Une partie des décisions d'un Agent Contexte traduit donc ses observations en feedbacks
pour ses nombreux AVT. Par exemple, dans le cas de la SNC 5, s’il observe une variation
de criticité plus importante que celle indiquée par sa prévision, un Agent Contexte envoie a
I’AVT correspondant a cette derniere un feedback "supérieur”. L’AVT augmente alors sa valeur
d’une quantité égale a son pas courant. Bien sfir, la nouvelle prévision ne sera pas exactement
égale a 1’observation. Mais compte tenu de la nature dynamique de I'environnement et de
la présence éventuelle de bruit, cette exactitude n’est pas nécessaire. Elle sera néanmoins
atteinte si le systeme controlé est stable et que le méme cas se présente plusieurs fois.

Les AVT convergent rapidement vers une valeur, sont capables de s’y stabiliser, et de
repartir vers une nouvelle valeur tout aussi rapidement. IIs sont donc adéquats dans notre
cas ol les parametres d'un agent peuvent fréquemment changer.
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4.5.2 Algorithmes des comportements

L’activité de chaque agent lors d"un cycle de vie est présentée ici sous forme de pseudo-
code.

4.5.2.1 Agents Variables

Algorithme 4.1 : Cycle de vie d'un Agent Variable

tant que Boite de réception non vide faire
Dépiler premier message;
si Notification de nouvel agent alors
‘ Ajouter nouvel agent a la liste de destinataires;
fin
fin
Acquérir la mesure;
Filtrer le bruit;

Envoyer la valeur a la liste de destinataires;

Les Agents Variables sont les plus simples du systeme. L'algorithme 4.1 présente leur
comportement. IlIs ajoutent d’éventuels destinataires, lisent la valeur de leur capteur, filtrent
le bruit, et diffusent la valeur aux autres agents.

4.5.2.2 Agents Criteres

Algorithme 4.2 : Cycle de vie d'un Agent Critere

tant que Boite de réception non vide faire
Dépiler premier message;
si Notification de nouvel agent alors
‘ Ajouter nouvel agent a la liste de destinataires;
fin
si Mise a jour d'un Agent Variable alors
‘ Mettre a jour la valeur;
fin

fin
Calculer le niveau de criticité;
Envoyer le niveau de criticité a la liste de destinataires;

Le comportement des Agents Criteres, décrit par 1’algorithme 4.2, est semblable a celui
des Agents Variables. Ils mettent a jour leur liste de destinataire et la valeur des variables,
puis calculent leur niveau de criticité et le diffusent.
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4.5.2.3 Agents Contextes

Algorithme 4.3 : Cycle de vie d'un Agent Contexte

tant que Boite de réception non vide faire
Lire les messages (mises a jour valeur et criticité, notifications d’acceptation et de

rejet);
Mettre a jour représentations;
fin
si Vient d’étre désélectionné alors
Vérifier prévisions;
si Prévisions incorrectes alors
si Sens de variation opposé alors SNC 4
‘ Réduire plages de validité;
sinon SNC 5
‘ Ajuster prévisions;
fin

fin
fin
si Sélectionné consécutivement deux fois ou plus alors SNC9
‘ Ajuster amplitude de l'action;
fin
si Non-valide et sélectionné alors SNC 6
‘ Etendre plages de validité;
fin
Vérifier et mettre a jour état de validité;
si Est devenu valide alors
‘ Envoyer proposition a ’Agent Controleur;
fin
si Est devenu non-valide alors
Notifier I’Agent Controleur;
si Etait sélectionné et criticité a diminué alors SNC 8
Etendre plages de validité;
fin
fin
si Il existe une plage de validité de taille minimale alors SNC 7
Se détruire;
fin

Les Agents Contextes sont les agents les plus propices a rencontrer des SNC. Ce sont eux
qui ont en effet le plus de parametres a ajuster. Ils se basent sur trois criteres principaux pour
détecter ces SNC : leur état de validité, leur état de sélection, et les variations de criticité.
L’algorithme 4.3 détaille leurs décisions.
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4524 Agents Controleurs

Algorithme 4.4 : Cycle de vie d'un Agent Contrdleur

tant que Boite de récéption non vide faire
Lire les messages (propositions d’Agents Contextes, notification de non-validité,

mises a jour de valeurs et de criticité);
Mettre a jour représentations (dont liste de propositions);
fin
si L'action appliquée au cycle de vie précédent n’a pas eu I'effet escompté alors SNC 3
Envoyer une notification de rejet a ’Agent Contexte sélectionné;
fin
si Une action adéquate a été proposée alors
Sélectionner 1’action associée aux prévisions de diminution maximale de criticité;
Envoyer une notification d’acceptation aux Agents Contextes qui 1'ont proposée;
Envoyer une notification de rejet aux Agents Contextes qui ont proposé une autre
action;
sinon
si Aucune action n’a été proposée alors SNC 1
Décider seul d’une action;
Créer un Agent Contexte;
sinon
si Toutes les propositions prévoient une augmentation de la criticité alors SNC 2

si Toutes les actions possibles ont été proposées alors
Sélectionner 1’action associée aux prévisions minimales d’augmentation

de criticité;

Envoyer une notification d’acceptation aux Agents Contextes qui l'ont
proposée;

Envoyer une notification de rejet aux Agents Contextes qui ont proposé
une autre action;

sinon

Décider seul d’une action parmi celles qui n’ont pas été proposées;
Créer un Agent Contexte;

fin

fin

fin
fin
Appliquer 'action choisie;

Les Agents Controleurs maintiennent une liste de propositions, contenant les actions et
les prévisions de tous les Agents Contextes en cours de validité. C’est 1’état de cette liste
associé aux variations de criticités qui déterminent si un Agent Controleur est en SNC ou
non. L'algorithme 4.4 montre le comportement de ces agents.
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4.5.3 Architecture des agents

( Agent Mettre a jour

Représentations

Consulter

Comportement

Utiliser

- J/

Déposer Exéctuer Déposer
message action . message
~—— Perceptions Actions ——<

FIGURE 4.10 — Les principaux composants des agents d’ESCHER.

ESCHER a été implémenté a 1'aide de MAY (Make Agents Yourself), un outil permettant de
générer des squelettes de composants en JAVA a partir d’une description de l’architecture
dans un langage spécifique (NOEL, ARCANGELI et GLE1ZES 2012). Les quatre types d’agents
d’ESCHER ont globalement la méme architecture de composants, a quelques exceptions pres,
ils ne différent que par I'implémentation de ceux-ci. La figure 4.10 montre les principaux
composants de cette architecture :

— Perception : contient les méthodes pour recevoir les messages, en extraire les informa-
tions utiles et les stocker dans le composant Représentations. Celui des Agents Variables
récupere, en plus des messages, la valeur de la variable correspondante du procédé.

— Représentations : contient les connaissances de 1’agent, qu’elles soient innées (présentes
a l'initialisation) ou acquises grace a la perception. Il s’agit par exemple de la liste des
destinataires pour un Agent Variable.

— Compétences : contient des fonctions utiles au raisonnement de 1’agent (par exemple
vérifier sa validité pour un Agent Contexte)

— Comportement : contient les régles de décisions, faisant intervenir les représentations et
les compétences de I'agent afin de décider d’actions & entreprendre.

— Actions : contient les méthodes pour exécuter des actions (c’est-a-dire I'envoi de mes-
sages, 'application d"une valeur en sortie pour les Agents Contrdleur, ou la modification
de parametres internes).

Ces composants sont parfois des composites, réutilisant des composants génériques (par
exemple une boite de réception de messages). D’autres composants, relatifs a 1’aspect opéra-
toire du systeme (gestion des processus, de l'interface graphique, etc), ont été implémentés
mais ne sont pas intéressants ici.
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4.5.4 Application a un cas concret

ESCHER se veut facile a instancier a un cas concret. Pour cela le nombre de parametres a
régler doit étre réduit et le paramétrage ne doit pas nécessiter la mise en ceuvre de techniques
de calibration.

Les parameétres liés au procédé controlé a renseigner obligatoirement lors de l'initialisation
du systeme sont :

— le nombre de variables contrélables, et la référence de chacune;

— le nombre de variables observables, et la référence de chacune.

II est possible de renseigner les bornes minimales et maximales de chaque variable. Le
systéme fonctionne sans cette connaissance, mais sa disponibilité peut faciliter la suite de
l'instanciation, notamment la définition des souhaits de 'utilisateur, et peut servir de sécurité
afin que ESCHER n’explore pas des zones de fonctionnement que 1’on sait dangereuses pour
le procédé. Dans tous les cas, ces derniers parametres relevent de connaissances basiques sur
le systéme contrdlé et ne posent aucun probleme.

Le point le plus délicat est, en fait, de définir les fonctions de criticité. Disposer des bornes
aux variables permet d’utiliser une fonction appelée fonction barriére (voir annexe), qui est
facilement paramétrable pour correspondre a des fonctions de consigne, de seuil ou méme
d’optimisation (si le domaine de définition est borné, il n’y a plus besoin d’asymptote pour
ces dernieres). Sans cela, il faut utiliser I’exponentielle dans la définition des fonctions de
criticité, ce qui engendre un cotit de calcul plus important. Les Agents Contrdleurs privilégient
I’Agent Critere le plus critique. Cela signifie que la définition des compromis a atteindre se
fait par le calage des fonctions de criticité. Par exemple, si I'on veut, de maniere caricaturale,
maximiser et minimiser la méme variable, lacera cette derniere a la valeur pour
laquelle les courbes de criticité se croisent. Un outil permettant de visualiser et modifier
dynamiquement ces courbes permettrait une définition plus intuitive de ces fonctions, mais
n’est pour le moment pas disponible. Cette connaissance ne concerne pas directement le
procédé a contrdler, mais bien les objectifs de 'utilisateur. Ce dernier a toutefois besoin d'un
minimum de connaissances sur le procédé s’il veut spécifier des objectifs réalistes. Ce sont
des fonctions barrieres qui ont été utilisées dans cette these. L'utilisateur n’a qu’a sélectionner
le type de fonction (seuil, consigne ou optimisation), et préciser une valeur (pour un seuil ou
une consigne), ou un sens (pour un seuil ou une optimisation).

Enfin, un certain nombre de parametres sont secondaires, ils nimpactent pas significative-
ment le comportement d’ESCHER, et n’ont donc pas a faire ’objet d"un réglage spécifique. Il
s’agit par exemple de la taille minimale des plages de validité (qui va influer sur la conserva-
tions des Agents Contextes, il faut simplement faire attention qu’elle ne soit pas trop grande),
de I'amplitude maximale d’une action (parametres optionnel visant a empécher ESCHER
de faire des actions trop brusques, pour des raisons de sécurité), ou encore des parametres
des AVT (le pas minimal en détermine la précision et les coefficients influent sur la vitesse
de convergence). La forte capacité d’adaptation des agents fait en sorte que ces parametres
internes n’ont pas une grande influence sur leur aptitude a trouver la meilleure organisation.
Le tableau 4.1 résume tous ces parametres et leur importance respective.
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TaBLE 4.1 — Parametres de ESCHER.

Parametres Importance
Nombre de variables controélables Obligatoire
Nombre de variables observables Obligatoire
Référence des variables Obligatoire
Plages de variations Optionnel
Fonctions de criticités Obligatoire
Amplitude maximale d"une action Peu important
Taille minimale des plages de validité | Peu important
Pas minimal des AVT Peu important
Coefficients des AVT Peu important

Le chapitre 6 revient sur I'application d’ESCHER a un cas réel. Les sections suivantes
prennent un peu de recul sur le systéme et analysent ses principales caractéristiques.

4.6 Un systeme de contrdle et d’apprentissage

ESCHER a été présenté comme un systeme de contrdle car il a été congu pour cela.
Néanmoins, 1’apprentissage y joue un role de premier plan. Cette section approfondit ces
deux aspects complémentaires du systeme, et cherche leurs liens.

4.6.1 ESCHER est un systeme de controle

La tache premiére d’ESCHER est de controler un systeme inconnu (ou du moins dont
on ne connait que les entrées et les sorties). Les Agents Controleurs sont responsables de la
valeur définie sur leur entrée. Nous exprimons ici de maniére un peu plus formelle 1'activité
de ce type d’agent.

Si on note u; la valeur courante de la variable d’entrée et a; 1’action appliquée au cycle
de vie t par ’Agent Controleur correspondant, la prochaine valeur de la variable d’entrée
s’exprime comme :

Up1 = U + a4

L’Agent Controleur choisit a; a chaque cycle de vie t en fonction de ses représentations, qui
sont composées de :
— (i, I'ensemble des niveaux de criticités des Agents Critéres, mis a jour au cycle de vie ¢.
— Pt, 'ensemble des propositions des Agents Contextes valides au cycle de vie ¢.
La proposition d'un Agent Contexte m valide au cycle de vie t de ’Agent Controleur est
notée :

pit = (a", F") € Py

ol a}" est une action et F/" est un ensemble de fonctions de prévision de niveaux de criticité.
Ainsi une fonction f/"" € F/", retourne le niveau de criticité de 1’Agent Critere i prévu par
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I’Agent Contexe m suite a I'application de 'action a}" :
P (af) = ci + 6" (a}") (4.1)

ol ¢t € C; est la criticité de 1'’Agent Critere i pergue au cycle de vie t, et 6™ est une fonction
résultant de l'apprentissage de 1’Agent Contexte m. En pratique, un Agent Contexte m envoie
une proposition d’action aj* accompagnée de 'ensemble des valeurs ftm’i(a;”), et non un
ensemble de fonctions ft"” calculables. L'expression 4.1 avait seulement pour but de faire
apparaitre explicitement une partie de 1'apprentissage des Agents Contextes, dont nous
reparlerons plus tard.

Pour chaque proposition pj*, on définit la fonction f,;"",, comme celle qui retourne le plus
haut niveau de criticité (en d’autres termes celle qui correspond a I’Agent Critére le plus
critique) :

fonax == f{" € B, f"(af") = ;relgt;,s(f(ai”))

C’est sur les valeurs des f,", . qu’il recoit que 1’Agent Controleur base son choix, du moins
dans le cas nominal.

4.6.1.1 Cas nominal

Dans le cas nominal, I’action a; est choisie comme celle de la proposition dont la prévision
de niveau de criticité est la plus basse tout en étant inférieure au niveau de criticité maximum
courant :

@ = ' € Ay Fl(a') = min( £l (a™)) A Flaa(a’) < max €, (42)

ot A; est 'ensemble des actions des propositions valides au cycle de vie ¢.

Le cas nominal est un cas idéal dans lequel I’Agent Controleur a recu des propositions
adéquates, c’est-a-dire parmi lesquelles il existe au moins une action permettant de faire
baisser la criticité. Malheureusement, il ne se trouve pas toujours dans ce cas.

4.6.1.2 Situations de Non-Coopération

En effet, si :
ﬂfrinax € th/frl;mx(ai) < max Ct (4-3)

alors 1’Agent Controleur ne se trouve pas dans le cas nominal mais dans une situation de
non-coopération. L'équation 4.2 ne s’applique donc pas et le choix de a; sera dicté par une
partie de la résolution de la SNC. Il peut s’agir de la SNC 1 ou de la SNC 2.

SNC1 Le premier cas se présente lorsque le procédé controlé se trouve dans une zone de
son espace d’états encore non explorée par ESCHER. Il n’y a par conséquent aucun Agent
Contexte valide, ce qui implique que P; = @, et donc A; = @. L'Agent Contrdleur va alors se
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baser sur son action précédente et sur ce qu'il a observé des niveaux de criticité pour définir
I'action a appliquer.
{atl si max C; < max C;_1
ay =

—a;_1 sinon

Les deux autres cas surviennent lorsque 1’Agent Contrdleur a bien une ou plusieurs
propositions, mais qu’aucune n’est satisfaisante (c’est-a-dire qu’aucune ne prévoit une baisse
du niveau de criticité maximum, voir condition 4.3). Il s’agit de la SNC 2. On note .A I’ensemble
de toutes les actions possibles pour I’Agent Contrdleur. On a donc a tout cycle de vie t :

A C A

SNC2-Cas1 SiA; = A, c'est que tout a déja été tenté. On ne peut pas diminuer le niveau
de criticité maximum. Le processus de décision de l'action est alors relancé, en se basant cette
fois-ci sur le deuxieme Agent Critére le plus critique et en ajoutant la contrainte de ne pas
dégrader la criticité maximum. Si aucune décision n’est prise, on continue, itérativement, de
passer a ’Agent Critere immédiatement moins critique. Si aucune action n’est choisie apres la
derniere itération, il n’y a rien de mieux a faire que de sélectionner l’action qui fait le moins
augmenter le niveau de criticité maximum.

ay = ﬂi S At/frl;mx(ai) = r%n(frrgax(am))

SNC 2 - Cas 2 Enfin, lorsque A; # @ A Ay # A, cela signifie que certaines actions n’ont
pas encore été essayées dans 1’état courant du procédé. On note A, = A — A; 'ensemble de
ces actions candidates, c’est-a-dire celles qui ne sont pas en train d’étre proposées. L’Agent
Controéleur suppose que parmi ces actions s’en trouve une convenable, il va expérimenter en
tirant aléatoirement une de ces actions dans A..

a; :=rand (A.)

La loi de probabilité sur A. est uniforme dans le cas général. Cependant il existe des cas
particuliers, qui ressemblent & la SNC 1 et pour lesquels une action prévaut par rapport aux
autres :
{P(at =a; 1|la;1 € AcAmax C; <maxC;_q) =1
Pla; = —a;_1| —a;—1 € Ac Amax C; > max C;_q1) =1

La formalisation présentée ici concerne uniquement 1’activité de controle d’'un Agent
Controleur. Les aspects de couplage avec son groupe d’Agents Contextes, auxquels il envoie
des feedbacks ont été négligés car ils concernent la deuxieme facette de ESCHER.

De maniere générale, la résolution des SNC ne se réduit pas au choix d"une action "de
secours" a appliquer, elle provoque également la création, 1’ajustement, et la suppression des
Agents Contextes. Cela permet aux agents d’étre de plus en plus adaptés, et donc au systeme
de tendre vers 'adéquation fonctionnelle.



4.6. Un systeme de controle et d’apprentissage

4.6.2 ESCHER est un systéeme d’apprentissage

Le controle qu’effectue ESCHER sur un procédé s’améliore avec 1'expérience, a mesure
que les Agents Controleurs créent des Agents Contextes et que ces derniers s’ajustent. 1l
correspond donc a la caractérisation de l'apprentissage donnée dans la section 2.2 : c’est un
programme dont la performance devient meilleure grace a I'exploitation de données en cours
de fonctionnement. Son protocole d’interaction avec 1’environnement le place clairement dans
la famille de I’apprentissage par renforcement.

Les ajustement engendrés par la résolution de SNC se déroulent au sein des Agents
Contextes, qui sont responsables du stockage, de la maintenance et d'une partie de 1'exploita-
tion des données acquises en cours de vie du systeme. En effet, apres avoir choisi ’action a
appliquer, I’Agent Contrdleur envoie un feedback aux Agents Contextes qui I’avaient proposée.
Ceux-ci utilisent ensuite cette information, couplée a leur observation des niveaux de criticité,
pour déterminer s’ils doivent s’ajuster, et si oui, comment ils doivent le faire. Dans le cas
ou l'action n’avait été proposée par aucun Agent Contexte, I’Agent Contréleur en crée un
nouveau qui devra s’initialiser en accord avec ce qu’il percevra du procédé controlé. Aussi,
on peut voir de I'apprentissage a deux niveaux : celui d'un seul Agent Contexte, et celui de
I'ensemble des Agents Contextes associés a un Agent Controleur donné. Cet apprentissage
aboutit a la coordination des Agents Controleurs, qui trouvent chacun la meilleure action a
appliquer localement en fonction de I'état des autres.

4.6.2.1 Au niveau d’'un Agent Contexte

La fonction d’un Agent Contexte est de donner une information fiable sur les effets d'une
action sur I'environnement. Cette fiabilité concerne aussi bien le contenu de l'information que
le moment ou celle-ci est délivrée. Pour apprendre sa fonction, un Agent Contexte doit donc
apprendre les prévisions, liées a I'action qu’il ajuste en parallele, tout en trouvant sa place
dans 'espace d’états de I'environnement (apprendre ses plages de validité, qui déterminent
quand envoyer l'information). Cet apprentissage est déclenché lorsque 1’Agent Contexte fait
une proposition qui est acceptée.

Les prévisions dépendent de 1’action que I'agent propose. Pour chaque niveau de criticité
observé, il veut en déterminer la valeur future, et cherche donc la fonction f, telle que :

fla) =ci+6(a) = crx

ou a est I'action, ¢; la valeur courante du niveau de criticité considéré (qui est percu), et §
la variation apprise (a I'aide d’'un AVT et de la SNC 5). Le nombre k dépend des plages de
validité. En effet, la prévision s’effectue sur la durée totale de sélection de 1’action, qui, dans
le cas nominal, correspond a celle pendant laquelle I’Agent Contexte est valide.

Les plages de validité sont apprises de maniere similaire aux prévisions, a I'aide d’AVT
(un pour chaque borne) et des SNC 4, 6 et 8.

Chaque Agent Contexte apprend donc localement son action et ses prévisions, qui
concernent la zone de I'espace d’états du systeme controlé qu’il occupe.

117



4. ESCHER, CONTROLER ET APPRENDRE

118

4.6.2.2 Au niveau d’un groupe d’Agents Contextes

L’ensemble des Agents Contextes associés a un Agent Controleur donné est une sorte
de pavage (généralement partiel) de I'espace d’états de 1'environnement. Chaque "tuile" est
une zone pour laquelle les effets d’une action particuliere sont connus. Les SNC 1, 2 et
7 conduisent a I'ajout ou a la suppression de "tuiles". Chacune d’elle est autonome : elle
apprend elle-méme sa taille et sa place, ainsi que l'action et les prévisions, et peut décider
de disparaitre. A la différence d’un véritable pavage, les Agents Contextes peuvent ici se
recouvrir, partiellement ou complétement.

L’apprentissage de cet ensemble d’Agents Contextes concerne la mise en relation des
états de I'environnement avec une action particuliére et ses effets. L’ajustement des plages de
validité est en fait une gestion du compromis entre généralisation et fidélité aux données. En
effet, plus les plages d'un Agent Contexte sont larges, moins celui-ci tendra a étre précis, il
peut recouvrir des zones pour lesquelles des variations plus fines pourraient étre observées.
Par contre, il généralise la connaissance de l'effet d"une action a une zone étendue.

4.6.3 Comparaison avec des approches existantes

ESCHER adopte une approche locale de I'apprentissage et du contrdle, en rupture avec
les techniques habituelles présentées dans le chapitre 2. L'autonomie des agents rend difficile
une analyse globale du systeme. S’il est relativement aisé de décrire comment fonctionne
un agent, faire le lien avec le comportement global du systéme est bien plus difficile. Cette
section compare ESCHER avec des techniques existantes de controle et d’apprentissage afin
d’en faciliter la compréhension.

4.6.3.1 Avec le controle dual

Dans le controle dual, le systeme contrdlé est inconnu (ou partiellement connu), et le
contrdleur applique des actions soit pour en apprendre les conséquences sur les sorties
(actions sondes), soit pour amener le systeme vers 1’état attendu (actions de contrdle, voir
section 2.1.2.4). Trouver 1'équilibre entre ces deux types d’actions revient a résoudre une
équation complexe, I'équation de Bellman (équation 2.2), ce qui est infaisable dans des cas
réels. L'enjeu est de ne pas faire trop d’actions sondes afin de ne pas ralentir le controle, mais
de ne pas non plus précipiter le controle afin de ne pas prendre le risque de dégrader le
procédé.

ESCHER est également confronté a des systémes inconnus et il apprend de ses actions.
Cependant, contrairement au controle dual, il apprend de toutes ses actions, et toutes ses
actions visent également a amener le systéme controlé vers 1’état souhaité. En outre, il ne se
base pas sur un modele que 1’apprentissage parameétre, mais sur les seules informations qu’il
extrait de ses observations du systéme controlé.

La contrainte de devoir faire baisser la criticité (méme lorsque aucun agent n’indique
comment le faire) combiné au fait d’apprendre a partir de toute action peut étre vu comme
une approche de solution au probleme de 1’équilibre entre action de controle et action sonde.
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Le contrdle guide I'apprentissage vers les états intéressants, se rapprochant de la consigne et
empéchant de dévier vers des états éloignés.

4.6.3.2 Avec les systemes de classeurs

Un systeme de classeurs (LCS, voir section 2.2.3.3) est un systeme d’apprentissage par
renforcement. Il est composé d’une base de regles de comportement, d'un systeme d’appa-
riement mettant en relation I'état de I’environnement avec les conditions des regles, d'un
mécanisme de sélection parmi les différentes régles déclenchées, et enfin dun algorithme
génétique mettant a jour la base de regles.

Il existe des ressemblances entre un LCS et un Agent Controleur accompagné de son
groupe d’Agents Contextes. Les Agents Contextes remplissent entre autres la fonction du
systeme d’appariement (avec les plages de validité) et de la base de régles (en proposant
des actions). L’Agent Contrdleur joue, quant a lui, un role similaire a celui du mécanisme de
sélection d’action, puisqu’il doit choisir parmi plusieurs propositions.

La différence principale vient du fait que les Agents Contextes apprennent par eux-mémes,
en autonomie. Les régles d'un LCS sont au contraire évaluées par un algorithme génétique,
qui élimine les plus faibles et en génere d’autres, normalement plus adaptées. La fonction
d’évaluation de cet algorithme est un signal de récompense, percu depuis l'environnement.
Une difficulté dans l'instanciation d’un LCS est de répartir correctement ce signal parmi
les régles afin de leur attribuer une mesure de force sur laquelle peut se baser 1’algorithme
génétique. Cette difficulté n’existe pas dans ESCHER, justement grace a 1’autonomie des
agents. Ils évaluent eux-méme leur pertinence et s’ajustent éventuellement. On peut cependant
noter une similitude entre le signal de renforcement et les niveaux de criticité, sur lesquels se
base l’apprentissage. En s’ajustant, les Agents Contextes proposent des actions de plus en
plus adaptées, a des moments de plus en plus adéquats, et associées a des prévisions de plus
en plus fiables. Ainsi, ’apprentissage nourrit le controle.

4.6.4 Le dilemme exploration-exploitation

Le dilemme entre action sonde et action de contrdle est le pendant, pour le controle, du
dilemme exploration-exploitation de I'apprentissage. Dans ESCHER, les deux aspects contrdle
et apprentissage sont fortement couplés : le contréle nourrit I'apprentissage, qui en retour
guide le controle (et inversement).

Ces dilemmes ne sont pourtant jamais apparus explicitement lors de la conception
d’ESCHER. C’est la I'apport de I'approche locale des AMAS. En se focalisant sur le niveau
local d'un agent, les problemes du niveau global n’ont plus d’importance pour le concepteur.
Ils seront réglés par les agents si ces derniers sont effectivement coopératifs. Dans notre cas,
la solution du dilemme prend finalement la forme du couplage entre un Agent Controleur et
un ensemble d’Agents Contextes pour chaque entrée controlée. Chaque Agent Contrdleur
cherche a faire diminuer la criticité et chaque Agent Contexte cherche a étre fiable. Le
probléme est résolu si chacun y parvient, ce que permet I’auto-organisation coopérative.
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4.7 Un point sur I’auto-organisation dans ESCHER

Dans un AMAS, I’auto-organisation est motivée par la coopération. Elle est réalisée par
la résolution de SNC, qui provoque des ajustements de parameétres internes aux agents,
de leur relations, ou encore la création ou la suppression d’agents. Dans ESCHER, cette
auto-organisation est principalement le fruit des Agents Contextes, mais pas uniquement.

4.7.1 Au niveau des Agents Contextes

A Vinitialisation, ESCHER ne dispose d’aucun Agent Contexte. Ils sont tous créés au cours
de 'exécution du systeme, et suivent ensuite de simples régles locales de comportement et
d’ajustement. Ces régles menent a la formation, pour chaque entrée contr6lée, d'un ensemble
cohérent d’Agents Contextes dans lequel chacun représente une portion de 'espace d’états de
I'environnement pour laquelle les effets d"une action sur les niveaux de criticité sont connus.
Ces agents sont en permanence en train de s’adapter de maniere autonome aux changements
de I'environnement. On peut donc dire que les "sous-SMA" composés d"un groupe d’Agents
Contextes et d"'un Agent Contrdleur sont auto-organisateurs.

4.7.2 Au niveau des Agents Controleurs

Un autre point de vue fait apparaitre de 1’auto-organisation dans ESCHER, mais de
maniére moins explicite. Chaque Agent Controleur prend ses propres décisions quant a
I'action a appliquer sur son effecteur. Ces décisions sont prises localement, il ne négocie
jamais avec les autres Agents Controleurs. Pourtant, ils parviennent ensemble a diminuer les
niveaux de criticité, amenant le systéeme controlé dans 1’état désiré.

Cela est dii au fait qu’ils partagent le méme environnement, et notamment les mémes
Agents Variables, dont certains représentent les entrées du systeme controlé. Ainsi, les propo-
sitions des Agents Contextes pour un Agent Controleur donné sont en partie conditionnées
par l'activité des autres Agents Controleurs. Le comportement d'un Agent Contrdleur est
donc influencé par celui des autres, et inversement. Cela peut étre vu comme une forme
d’auto-organisation. Chacun décide localement, mais le comportement global du systeme (les
actions sur toutes les entrées controlées) est cohérent.

4.7.3 De l’émergence dans ESCHER?

On peut se poser la question de savoir si le produit de cette auto-organisation est émergent.
Il y a plusieurs réponses a cette question. Tout d’abord, nous avons vu qu’il y a au moins
deux manieres de voir l’auto-organisation dans ESCHER.

Au niveau des Agents Controleurs, le résultat de I’auto-organisation est la coordination des
actions qui provoquent la diminution des niveaux de criticité. Ce contrdle repose directement
sur l'activité des groupes d’Agents Contextes. Si la configuration de ces derniers est émergente,
alors on peut qualifier le controle d’émergent.



4.8. ESCHER se base-t-il sur un modele ?

Au niveau des Agents Contextes, le résultat de I’auto-organisation est un recouvrement de
I'espace d’états de I'environnement par les différentes plages de validité, et I'approximation
des fonctions de criticité donnée par les prévisions. Comme aucun des Agents Contextes
n’a d’information sur 1’état global du groupe dont il fait partie, on peut considérer que
la configuration de ce groupe a un moment donné est émergente. En outre, il est tres
difficile de prévoir quelle sera cette configuration longtemps en avance, méme en connaissant
parfaitement le comportement d"un Agent Contexte. Toutefois, cela est en grande partie du a
un manque d’information sur I’environnement, et ne constitue peut-étre pas un argument
recevable pour parler d’émergence ici.

La section 3.2.2.1 appuie sur le fait que I’émergence apparait lorsque 1’on ne sait pas faire
complétement le lien entre le niveau micro (ici les agents) et le niveau macro (I’activité globale
de contrdle dans notre cas, ainsi que, éventuellement, la configuration des groupes d’Agents
Contextes). Les connaissances de 'observateur sont alors impliquées dans la qualification
du comportement global comme émergent ou non. Or, ces connaissances sont sujettes au
changement. Si le comportement global de ESCHER est un jour entierement compris et
formalisé, perdra-t-il son caractere émergent ?

Cette question laisse a penser qu’il est plus pertinent de parler d’auto-organisation que
d’émergence dans le cadre de 1’analyse et la conception de SMA.

4.8 ESCHER se base-t-il sur un modele ?

Les controleurs ne se basant pas sur un modele du procédé sont intéressants car ils ne né-
cessitent pas la lourde tache de la construction et du paramétrage d'un modele mathématique
pour fonctionner. De tels controleurs sont dits model-free. Qu’en est-il de ESCHER ?

4.8.1 Non

La réponse évidente est : non. En effet, ESCHER ne bénéficie d’aucun modele mathéma-
tique préétabli, paramétré ou non, du systéme contrdlé pour en calculer le comportement. I
apprend le contrdle directement a partir de ses observations sur les entrées et les sorties du
procédé.

4.8.2 Oui

Un modele est une représentation de la réalité. Il est une approximation qui permet de se
concentrer sur les caractéristiques pertinentes en regard de 1'utilisation pour laquelle il est
construit.

L’ensemble des Agents Contextes associé a un Agent Contrdleur donné représente les
conséquences des actions sur le procédé vis-a-vis des objectifs de 'utilisateur. En ce sens, il
peut étre considéré comme un modele, non du systeme controlé, mais de son controle lui-
méme. Ce modele n’est pas donné a priori, il est appris entierement pendant le fonctionnement
et est en constante évolution. En outre, il est peu probable qu’il soit complet, c’est-a-dire
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que toutes les actions pour toutes les consignes a partir de tous les états possibles soient
représentées. Mais cette complétude n’est pas nécessaire puisque les capacités d’adaptation
du systeme le rendent capable de gérer des situations inconnues.

4.9 Résumé

Ce chapitre a présenté ESCHER, un systeme multi-agent capable d’apprendre le controle
d’un procédé a partir de la seule observation de ses entrées et sorties.

Dans un premier temps, nous avons abordé le comportement nominal du systéme et
des agents, celui qui permet de réaliser la fonction globale lorsqu’il est adapté. Nous avons
d’abord introduit les quatre types d’agents en précisant leur fonction locale, puis nous avons
présenté une vue générale du systeme. Un exemple simple a permis de montrer comment les
connaissances distribuées dans les Agents Contextes sont utilisées pour contréler un procédé
dont on ne sait rien du fonctionnement interne.

Dans un deuxieme temps, les mécanismes d’auto-organisation des agents ont été expliqués.
Conformément a 'approche AMAS, ces derniers sont basés sur la détection et la résolution de
situations de non-coopération. Ils permettent 8 ESCHER d’apprendre le controle en s’adaptant
au systeme controlé ainsi qu’aux objectifs de 1'utilisateur.

Enfin, I'implémentation et I'instanciation du systeme ont été abordées. Nous avons vu
qu'ESCHER n’a besoin que de renseignements basiques sur le procédé, comme la connaissance
des entrées et des sorties, pour pouvoir fonctionner. Nous avons ensuite pris un peu de recul
sur ESCHER. Un point a été fait sur la complémentarité du controle et de I’apprentissage, un
autre sur 'auto-organisation et I'émergence, et finalement un dernier sur l"utilisation ou non
d’un modéle.

Il est maintenant temps de s’intéresser a ce que 1’on obtient lorsque 1’on applique ESCHER
sur divers systémes. Mais avant de présenter les expériences menées avec notre systeme, il
nous faut aborder le probleme de la disponibilité du procédé a contrdler. En effet, lors d'un
projet, le systeme cible (ou un simulateur complet de celui-ci) n’est que rarement disponible
pour tester et développer le contrdleur. Dans le cas d"une approche "boite noire" comme la
noétre, le contrdleur peut étre testé sur n'importe quel type de "simulateur"”, qu’il corresponde
a un systeme réel ou non, du moment qu’il possede des caractéristiques de complexité et de
dynamique similaires a celle du procédé cible. Aussi, avoir un générateur automatique de
boites noires, permettant de disposer de différentes instances de systémes a contrdler, peut
étre tres utile.

Le prochain chapitre présente un tel générateur, concu et développé durant cette these, et
tres utilisé pendant le développement d’ESCHER.



CHAPITRE

BACH, compositeur de boites noires

Ce chapitre présente un systeme multi-agent appelé BACH (Builder of Abstract maCHines).
Ce systéeme construit automatiquement une "boite noire" a partir d’exigences renseignées
par l'utilisateur. Il permet ainsi de produire diverses instances de tests pour des systémes de
controle capables d’apprentissage.

5.1 Les besoins

Généralement, les systemes de contrdle sont d’abord testés sur des simulations, avant
d’étre appliqués au procédé réel. Ces simulations se basent sur des modeles précis du procédé
ciblé, qui peuvent étre tres difficiles a obtenir. Toutefois, dans le cas d'une approche de
type "boite noire", comme la notre, la fidélité de la simulation au systéme réel n’est pas une
nécessité. Autrement dit, le modele utilisé par la simulation n’a pas besoin de reproduire
précisément le comportement d'un systeme réel particulier, ni méme d’en avoir la sémantique.
I doit reproduire un type de comportement (celui des systemes complexes).

En effet, les connaissances du contrdleur sur le procédé sont acquises au cours de son
fonctionnement. Une grande part de la difficulté d'une telle approche est donc liée au
fait d’apprendre. Les tests concernent alors les capacités d’apprentissage et d’adaptation
a un environnement complexe du contréleur. Comme celui-ci n’a aucune connaissance du
fonctionnement interne du systéme qu’il controle, il est possible de le tester sur n'importe
quel type de procédé artificiel, méme ceux dont les entrées et sorties ne correspondent a rien
de concret. Il est néanmoins nécessaire que le comportement de la "boite" contrdlée soit d"une
complexité semblable a celle du procédé cible.

Cette complexité se manifeste de plusieurs manieres lorsque 1’on adopte une observation
extérieure d'un systeme. Tout d’abord, l'interdépendance entre les entrées et les sorties peut
poser des difficultés. Une entrée est susceptible d’influencer plusieurs sorties, tout comme
une sortie peut étre influencée par plusieurs entrées. Ensuite, ces influences sont bien souvent
non-linéaires, on peut observer des phénomenes tels que des accélérations, des oscillations, ou
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encore des amortissements. Enfin, le bruit et la latence compliquent encore la reconnaissance
des effets d’une entrée sur une sortie donnée.

Ainsi, les tests en cours de développement d'un systeme de controle capable d’appren-
tissage visent a vérifier comment celui-ci se comporte sous diverses configurations. On veut
étudier des cas bien précis et disposer de plusieurs instances de chaque cas. Il faut donc un
modele de "boites noires" sur lequel on peut modifier la dépendance entre les entrées et les
sorties, faire varier leur nombre, ou encore maitriser I'apparition d’oscillations, peu importe
la signification des données vis-a-vis du procédé du monde réel (dans notre cas un moteur a
combustion).

Disposer de telles boites noires abstraites (puisqu’elles ne correspondent a rien de concret),
exhibant divers aspects de complexité, a permis de tester ESCHER durant son développe-
ment, et de facilement identifier et corriger les comportements inadéquats. Pouvoir générer
automatiquement ces boites noires, d’apres des exigences définies par 'utilisateur, a offert
une grande souplesse au processus de développement et apporté une alternative a 1’obtention
d’un simulateur ou a de nombreux tests cotiteux sur un véritable moteur. Ces derniers ont
pu étre réservés a la phase finale de validation. Les sections suivantes présentent ces boites
noires abstraites ainsi que le systéme permettant de les générer.

5.2 Les boites noires abstraites

Une boite noire abstraite est constituée d’entrées, de sorties et de fonctions (au sens
mathématique du terme). Seules les entrées et les sorties sont visibles depuis 1'extérieur.
Chaque entrée est reliée a au moins une sortie par une chaine de fonctions, et inversement.
Les différentes chaines de fonctions d"une boite noire peuvent étre entremélées et présenter
des cycles. Le role des entrées et sorties est de faire le lien entre les fonctions et I'extérieur.
Une fonction dispose de ports d’entrée et d'un port de sortie. Elle lit ses arguments sur ses
ports d’entrée et les utilise pour calculer sa valeur, qu’elle diffuse sur son port de sortie.
Un port d’entrée est lié soit a une entrée de la boite noire, soit a un port de sortie (de la
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F1 F4 » Sortie 1
Entrée 2
— —
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F1Gure 5.1 — Exemple de boite noire abstraite.

méme fonction, ou d’une autre). Un port de sortie est lié & une ou plusieurs sorties de la
boite ainsi qu’a un ou plusieurs ports d’entrée (de la méme fonction, ou d’une autre). La



5.3. La génération automatique

figure 5.1 montre un exemple d"une telle boite, comprenant quatre entrées, deux sorties et
cinq fonctions. Dans cet exemple, toutes les entrées influent sur toutes les sorties. On peut
également voir un cycle (la sortie de la fonction F4 boucle sur sa propre entrée).

Afin de simplifier le processus de génération, et parce que cela n’a aucun impact d'un
point de vue externe (c’est-a-dire du point de vue du contréleur qui sera testé), le nombre de
ports d’entrée d’une fonction est limité a deux.

5.3 La génération automatique

Générer une boite noire abstraite consiste en fait a produire une instance du modele
présenté par la figure 5.2. Une fonction doit avoir chacun de ses ports d’entrée lié a un, et un
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Entrée Sortie

FIGURE 5.2 — Modeéle des boites noires abstraites.

seul, partenaire qui peut étre une entrée de la boite ou le port de sortie d"une fonction. Les
sorties de la boite noire doivent chacune étre liée a un seul port de sortie de fonction. Les
entrées de la boite doivent étre liées a un ou plusieurs ports d’entrée de fonction. Enfin, le
port de sortie d'une fonction doit étre lié a un ou plusieurs partenaires, qui peuvent étre des
sorties de la boite comme des ports d’entrée de fonction.
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En plus d’étre conforme a ce modele, une boite noire abstraite doit respecter des exigences

définies par l'utilisateur. Celui-ci choisit :

— le nombre d’entrées, et de sorties;

— le nombre de fonctions a l'intérieur de la boite;

— l'interdépendance des entrées et des sorties (il définit quelle entrée influence quelle
sortie) ;

— le pourcentage de fonctions qui feront partie d’un cycle (cela influe notamment sur la
présence d’oscillations sur les sorties de la boite) ;

— les plages de variation des entrées et des sorties de la boite.

L’approche AMAS a été utilisée pour concevoir BACH, un systeme qui génere des boites
noires abstraites conformes au modele de la figure 5.2, et respectant les exigences définies
par l'utilisateur. Aussi, les entrées et les sorties d"une boite noire, ainsi que les fonctions, sont
transformées en agents. La génération se déroule en deux étapes :

- L'auto-assemblage, pendant laquelle les agents forment des liens, des entrées vers
les sorties a travers des fonctions, tout en étant conforme au modele et en respectant
certaines des contraintes : 1'interdépendance, le nombre de composants (entrées, sorties
et fonctions), et la présence de cycles.

— L'auto-ajustement, pendant laquelle les fonctions ajustent leurs parametres internes afin
que les plages de variations des entrées et des sorties soient respectées.

Les sections suivantes présentent le comportement nominal des agents, puis les deux étapes
de la génération.

5.3.1 Présentation générale

Cette section commence par une présentation des agents de BACH et de leur comporte-
ment nominal. Ce comportement correspond au cas ot la boite noire est construite, et que
les agents n’ont qu’a effectuer la transformation des valeurs des entrées en valeurs de sortie.
S’ensuit une breve explication des SNC, qui seront détaillées dans les sections suivantes. Dans
BACH, chaque entrée est un agent, ainsi que chaque sortie, et chaque fonction.

5.3.1.1 Agent Entrée

Le comportement nominal d'un Agent Entrée est simplement de percevoir sa valeur
depuis I'environnement et de la transmettre a tous les ports d’entrée d’Agents Fonctions
auxquels il est 1ié. Cette valeur peut étre définie par un utilisateur humain, ou par un autre
programme.

5.3.1.2 Agent Sortie

Le comportement nominal d'un Agent Sortie est simplement de lire la valeur du port de
sortie de I’Agent Fonction auquel il est lié. Cette information peut alors étre affichée par une
interface graphique ou transmise a un autre programme.
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5.3.1.3 Agent Fonction

Le comportement nominal d"un Agent Fonction est de lire la valeur de chacun de ses deux
ports d’entrées, puis d’appliquer sur ces valeurs la fonction mathématique qu’elle embarque
afin de calculer la prochaine valeur a transmettre via son port de sortie. La valeur de chacun
des ports d’entrée est donnée par I'agent qui y est lié. Il peut s’agir d"un Agent Entrée, ou
d’un Agent Fonction (éventuellement soi-méme). Le port de sortie d'un Agent Fonction peut
étre lié a plusieurs agents (un Agent Sortie, ou des Agents Fonctions, éventuellement soi-
méme). La fonction appliquées aux valeurs des ports d’entrée est une fonction mathématique
quelconque a deux arguments. Ce sujet est détaillé dans la section 5.3.3.

5.3.1.4 Situations de non-coopération

Une situation de non-coopération correspond a un état dans lequel un agent est incapable
de réaliser son comportement nominal.

Dans le cas de BACH, ces situations surviennent principalement lorsqu'un agent, quel
que soit son type, n’a pas suffisamment de partenaires liés. En effet, pour fonctionner, un
Agent Entrée doit avoir au moins un partenaire a qui transmettre sa valeur, un Agent Sortie
doit avoir un et un seul partenaire lui transmettant une valeur, et un Agent Fonction doit
avoir un partenaire lié sur chaque port d’entrée, et au moins un sur son port de sortie. En
outre, les différents liens doivent produire une structure globale qui respecte les exigences
de 'utilisateur. La phase d’auto-composition est celle durant laquelle les agents forment des
liens sous certaines contraintes, afin de produire une structure adéquate.

Un deuxieme type de SNC survient lorsque les plages de variation des Agent Sorties,
qui font partie des exigences définies par 1'utilisateur, ne sont pas respectées. C’est alors aux
Agent Fonctions de s’ajuster. Cette SNC ne peut étre détectée et résolue que si les liens ont
été formés, c’est pourquoi la phase d’auto-ajustement vient apres celle d’auto-composition.

5.3.2 L’auto-composition

BACH est initialisé avec autant d’agents que ce que 'utilisateur a spécifié. Déduites des
exigences de l'utilisateur, des contraintes sont associées a chacun des agents. Ils peuvent les
satisfaire en se liant avec d’autres agents. Elles sont de trois types :

— Les contraintes de lien : elles représentent la nécessité pour un agent d’avoir le nombre
minimal requis de partenaires pour que la boite noire soit conforme au modele de la
tigure 5.2.

— Les contraintes de chemin : elles représentent, pour un agent, la nécessité d’étre lié a une
liste donnée d’Agents Entrées (directement, ou a travers des Agents Fonctions). Ces
contraintes sont calculées a partir des exigences d’interdépendance.

— Les contraintes de cycle : elles expriment la nécessité pour un Agent Fonction de faire
partie d'un cycle dans une chaine d’Agents Fonctions.

Un agent se considere en SNC tant que toutes ses contraintes ne sont pas résolues. Celles-ci
sont associées a un niveau de criticité, qui permet de les hiérarchiser. Un agent traite en
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priorité sa contrainte la plus critique, et le niveau de criticité total d’un agent est la somme de
celui de chacune de ses contraintes.

Les paragraphes suivants décrivent, pour chaque type d’agent, les contraintes qui leur
sont associées et le comportement suivi pour les résoudre.

Agents Entrées Un Agent Entrée n’a qu'un seul type de contrainte a résoudre. Il s’agit
d’une contrainte de lien lui imposant de se lier a au moins un partenaire (dans ce cas un
Agent Fonction). Le tableau 5.1 montre le comportement associé a la résolution de cette
contrainte pour un Agent Entrée.

TaBLE 5.1 — Contraintes d’'un Agent Entrée.

Contrainte Résolution
Contrainte de lien : L’agent doit se lier a | Chercher un Agent Fonction avec un port
au moins un port d’entrée d'un Agent | d’entrée libre, et s’y lier.
Fonction. Niveau de criticité : 1.

Agents Sorties Un Agent sortie est initialisé avec deux types de contraintes : une contrainte
de lien, afin qu’il se lie avec un Agent Fonction, et une contrainte de chemin, afin que les
entrées spécifiées par 1'utilisateur influencent sa valeur. Le tableau 5.2 expose ces contraintes,

TaBLE 5.2 — Contraintes d'un Agent Sortie.

Contrainte Résolution

Contrainte de lien : L'agent doit se lier avec | Chercher un Agent Fonction et s’y lier.
un, et un seul, port de sortie d'un Agent
Fonction. Niveau de criticité : 2.
Contrainte de chemin : L'agent doit étre | Chercher un Agent Fonction, si possible
relié, a travers une chaine d’Agents Fonc- | déja relié a tout ou partie de la liste (et a
tions, a tous les Agents Entrées d'une liste | aucun autre Agent Entrée). Se lier a cet
donnée. Cette liste est déduite des exi- | Agent Fonction et lui transmettre cette
gences de l'utilisateur. Niveau de criticité : | contrainte de chemin.

2*taille de la liste.

ainsi que le comportement adopté par un Agent Sortie pour les résoudre. Une contrainte de
chemin est considérée comme résolue une fois que celle-ci a été délégué a un partenaire.

Agents Fonctions Un Agent Fonction est initialisé avec une contrainte de lien, et éventuelle-
ment une contrainte de cycle (1"utilisateur indique la proportion d’Agents Fonctions a recevoir
une contrainte de cycle). En outre, un Agent Fonction peut recevoir une contrainte de chemin,
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déléguée par un partenaire lié a son port de sortie. Les Agents Fonctions sont les agents les
plus sollicités durant I’auto-composition, aussi le niveau de criticité de leurs contraintes est
plus élevé que celui des autres agents. Le tableau 5.3 montre ces contraintes, et leur résolution.

TaBLE 5.3 — Contraintes d'un Agent Fonction.

Contrainte

Résolution

Contrainte de lien : L'agent doit lier son
port de sortie a au moins un agent. Ni-
veau de criticité : 3.

Chercher un partenaire libre, et s’y lier.
Un partenaire peut étre un Agent Sortie,
ou un autre Agent Fonction (le lien se fait
avec un des ports d’entrée du partenaire).

Contrainte de lien : L'agent doit lier chacun
de ses ports d’entrée a un seul agent. Ni-
veau de criticité : 2 (1 pour chaque port).

Chercher un partenaire pour chaque port,
et s’y lier. Un partenaire peut étre un
Agent Entrée ou un autre Agent Fonc-
tion (le lien se fait avec le port de sortie
du partenaire). Le méme partenaire peut
étre lié aux deux ports d’entrée.

Contrainte de chemin : L'agent doit étre
relié a tous les Agents Entrées de la
liste spécifiée, soit directement, soit via
d’autres Agents Fonctions. Les Agents
Fonctions ne sont pas initialisés avec cette
contrainte, elle est recue de partenaires
liés au port de sortie. Niveau de criticité :

4*taille de la liste.

Lorsque l'agent recgoit cette contrainte, il
regarde les Agents Entrées auxquels il
est déja relié, et les retire de la liste. En-
suite, si la taille de la liste est inférieure ou
égale au nombre de ports d’entrée libres
de I’agent, alors il les lie directement aux
Agents Entrées spécifiés, et la contrainte
est résolue. Sinon, la liste est divisée en
deux parties de taille équivalente, et cha-
cune est associée a un port d’entrée. Si ce
port est déja lié a un Agent Fonction, la
demi-liste lui est déléguée sous la forme
d’une nouvelle contrainte de chemin. Si-
non, 'agent cherche un Agent Fonction
(si possible déja relié aux Agents Entrées
de la contrainte), s’y lie et lui délegue la
demi-liste.

Contrainte de cycle : L’agent doit faire par-
tie d'un cycle dans une chaine d’Agents
Fonction. Niveau de criticité : 7

L’agent choisit, selon la disponibilité de
partenaires, entre : lier son port de sortie a
un Agent Fonction présent dans la chaine
menant a un port d’entrée, ou lier un port
d’entrée a un des Agents Fonctions de la
chaine partant de son port de sortie, ou
encore lier son port de sortie a 1'un de ses
propres ports d’entrée.
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Le niveau de criticité des contraintes a été choisi de maniere a privilégier les plus difficiles
a résoudre.

Le choix d'un partenaire Plusieurs des comportements de résolution de contraintes im-
pliquent la recherche (et donc le choix) d’un partenaire pour s’y lier. Ce choix est basé sur
deux critéres principaux : 1'utilité du partenaire potentiel, et son niveau de criticité.

Les partenaires potentiels sont d’abord triés en deux catégories, selon qu’ils puissent
répondre aux besoins de I’agent demandeur ou non. Par exemple, dans le cas d"une contrainte
de chemin, tous les Agents Fonctions déja reliés a des Agents Entrées qui ne font pas partie
de la contrainte sont éliminés. Parmi les partenaires potentiels restants, ’agent choisit celui
pour lequel le lien serait le plus bénéfique, c’est-a-dire dont le niveau de criticité diminuerait
le plus.

Pendant le processus d’auto-composition, il peut arriver qu'un agent se trouve sans
partenaire potentiel adéquat. Cela survient lorsque 1'utilisateur a posé un probleme sur-
contraint, et la solution consiste donc a enfreindre une exigence. Etant donné l"utilisation
future de la boite noire, 1'exigence la moins importante est celle concernant le nombre de
fonctions dans la boite. C’est elle qui est alors relachée. Un nouvel Agent Fonction est donc
créé pour servir de nouveau partenaire.

La structure qui résulte de ce processus d’auto-composition assure a la boite noire d’étre
conforme au modele et de respecter toutes les exigences de l'utilisateur, excepté celles
concernant les plages de variations des entrées et des sorties. C'est a ce moment que les
Agents Fonctions peuvent s’ajuster afin que ces plages soient respectées. La section suivante
explique comment se déroule cet auto-ajustement.

5.3.3 L’auto-ajustement

Les Agents Fonctions embarquent chacun une matrice, qui est une représentation discrete
de la fonction mathématique qu’ils appliquent. La premiere ligne et la premiere colonne de
la matrice sont les axes de la fonction, correspondant a chacun des arguments, tandis que
les autres éléments sont les valeurs que prend la fonction. Le tableau 5.4 montre un exemple
d’une telle matrice, représentant une fonction f a deux arguments x et y. On voit sur les axes
(en gris) que x € [1;10] et y € [0;70]. La valeur f(x,y) varie quant a elle entre 0 et 100. Un
Agent Fonction calcule la valeur de son port de sortie simplement en lisant 1’élément de la
matrice correspondant a la valeur de ses ports d’entrée (par exemple, toujours avec la fonction
du tableau 5.4, f(4,60) = 0). Bien sur, il arrive souvent que la valeur des ports d’entrée ne
corresponde pas directement a une case des axes. Dans ces cas-la, une interpolation linéaire
est effectuée pour calculer la valeur de la fonction. Par exemple, f(3.5,60) = 4.5, ou encore
£(3.5,55) = 9. L'auto-ajustement consiste donc a trouver la valeur adéquate pour chacun des
éléments (axes compris) des matrices.

Les Agents Sorties et les Agents Entrées connaissent leur propre plage de variation, qui
est directement définie par l'utilisateur. Chaque Agent Sortie envoie un message contenant sa
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TaBLE 5.4 — Un exemple de matrice embarquée par un Agent Fonction.

- (112 ,3]4]|5 6 7 181910
0 (37|46 |55 |64 |73 | 82 |73 |64 |55] 46
10 {46 |55 |64 |73 | 82| 91 [ 82|73 |64 |55
20 | 55|64 |73 (82|91 |100 |91 |82|73]| 64
30 | 50 | 50 | 50 [ 50 | 82 | 91 |82 |73 | 64 | 55
40 | 45|36 |27 |18 |50 | 82 | 73 | 64 | 55 | 46
50 | 36 |27 |18 | 9 |18 | 50 | 50 | 50 | 50 | 50
60 |27 (18| 9 | 0 | 9 | 18 |27 |36 |45 | 54
70 136 |27 |18 9 |18 | 27 |36 |45 |54 | 63

plage a 1’Agent Fonction auquel il est lié. Ce dernier peut alors remplir la partie de sa matrice
correspondant aux valeurs de f(x,y). Il place aléatoirement dans la matrice les deux bornes
de la plage de variation, et calcule la valeur v de chacun des autres éléments avec la formule
suivante :

v=axd+m

ou d est la distance de Manhattan entre la case de 1’élément calculé et celle de la borne m la
plus proche. Le coefficient a est positif si m est la borne inférieure, négatif sinon. Si la valeur
de v ainsi calculée sort de la plage de variation imposée, la valeur de la borne la plus proche
lui est attribuée. Notons que tous les Agents Fonctions sont préalablement initialisés selon
cette procédure, avec la méme plage de variation, et des axes correspondant a cette plage.
Ainsi, les branchements internes entre Agents Fonctions sont cohérents.

Une fois toutes les valeurs des éléments calculées, la plage de variation de f(x,y) est
la méme que celle de I’Agent Sortie, et la sortie correspondante de la boite noire est donc
conforme aux attentes de 1'utilisateur. L’Agent Fonction envoie alors, a tous les autres
partenaires liés a son port de sortie (éventuellement lui-méme), cette plage de variation.
Parallelement, chaque Agent Entrée envoie également sa propre plage de variation a tous les
Agents Fonctions auxquels il est lié.

Enfin, tous les Agents Fonctions ayant requ une plage de variation depuis un partenaire
sur un port d’entrée 1'utilisent pour remplir ’axe correspondant de leur matrice, en échan-
tillonnant I'intervalle de maniére uniforme. A 'issue de ce processus, les plages de variations
des entrées et des sorties de la boite noire respectent les spécifications de 1'utilisateur.

La section suivante illustre la génération complete d’une boite noire en déroulant un
exemple simple.

5.3.4 Déroulement d'une génération simple

Dans cet exemple, I'utilisateur veut générer une boite noire abstraite possédant deux
entrées (qu’il nomme Inl et In2), deux sorties (Outl et Out2), deux fonctions et aucun cycle.
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Il désire que les entrées varient de 1 a 10 et les sorties de 0 a 100. Enfin, il précise que la sortie
Outl doit étre influencée par les deux entrées, tandis que Out2 ne doit étre influencée que
par In2. La figure 5.3 montre une capture d’écran de 'interface permettant a 1'utilisateur de
spécifier ses exigences.

number of inputs |2 |
number of outputs |2 |
number of subfunctions |2 |
loop factor o |
Inputs min max Outputs min max
mt | |1 | o ] ot | o | 100 |
2| |1 | o ] Jouz | o | o0 ]
o Out1 Out2

In1 |
In2

FIGURE 5.3 — Capture d’écran de l'interface de spécification d’une boite noire.

Une fois que ces parametres sont fixés, la génération peut commencer. Six agents sont
créés :

— deux Agents Entrées, Inl et In2, initialisés avec une contrainte de lien chacun;

— deux Agents Sorties, Outl et Out2, chacun initialisé avec une contrainte de lien et une

contrainte de chemin;

— deux Agents Fonctions, F1 et F2, chacun initialisé avec une contrainte de lien, mais pas

de contrainte de cycle (puisque le facteur de bouclage a été mis a 0).
Les contraintes de chemin de Outl et Out2 sont directement déduites des interdépendances
spécifiées par l'utilisateur. Ainsi celle de Outl contient la liste [In1; In2], et celle de Out2 la
liste [In2].

Dans BACH, c’est 1’agent le plus critique qui a la priorité. Il s’agit ici de Outl, avec un
niveau de criticité de 6 (une contrainte de lien avec un niveau de 2, plus une contrainte
de chemin avec un niveau de 4). Le comportement associé a la contrainte la plus critique
est déclenché (voir tableau 5.2). Aucun Agent Fonction n’est déja lié a des Agents Entrées,
c’est donc arbitrairement que F1 est choisi par Outl, qui se lie a son port de sortie. Ce lien
provoque la résolution de la contrainte de lien de Out1 (et ce dernier délegue sa contrainte de
chemin a F1) mais résout également la contrainte de lien en sortie de F1. Le niveau de criticité
de Outl est maintenant de zéro.

Le nouvel agent le plus critique est F1, qui vient de recevoir une contrainte de chemin. La
liste de cette contrainte mentionne deux Agents Entrées a relier, et les deux ports d’entrées
de F1 sont libres. F1 peut donc lier son premier port d’entrée a Inl et son second a In2. Ce
faisant, plusieurs contraintes sont résolues : la contrainte de chemin recue par F1, mais aussi
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les contraintes de lien de F1, In1 et In2. La figure 5.4 montre 1'état de la boite noire a ce stade
de l’auto-composition.

In1

FIGURE 5.4 — Exemple de boite noire abstraite en cours de génération.

L’agent le plus critique est maintenant Out2. Sa contrainte de chemin lui impose de relier
In2. Out2 cherche donc a se lier & un Agent Fonction. F1 est déja liée a In2, mais également a
In1. Ce n’est donc pas un partenaire potentiel. Le choix de Out2 se porte donc sur F2. Out2
délegue sa contrainte de chemin a F2 apres s’y étre lié, et F2 devient 1’agent le plus critique.
Comme F2 a plus de ports d’entrées libres que d’Agents Entrées a rejoindre, il peut lier un de
ses ports d’entrée directement a In2 et résoudre ainsi la contrainte de chemin. F2 est toujours
I'agent le plus critique, car il est le seul a qui il reste une contrainte non résolue. Il s’agit de la
contrainte de lien de ses ports d’entrée. F2 a le choix entre quatre possibilités pour lier son
dernier port d’entrée : la sortie de F1, sa propre sortie, I’Agent Entrée In1 ou I’Agent Entrée
In2. F2 n’a pas de contrainte de cycle, il ne doit donc pas lier une de ses entrées a sa propre
sortie. En outre, les agents n’oublient pas les contraintes de chemin qu’ils ont déja résolues.
Aussi, le seul choix permettant & F2 de ne pas enfreindre les interdépendances souhaitées est
de lier son deuxieme port d’entrée a In2.

-

FIGURE 5.5 — Exemple de boite noire abstraite apres 1’auto-composition.

vy

In2

.

Le processus d’auto-composition est maintenant terminé. La structure de boite noire pro-
duite, illustrée par la figure 5.5, remplit toutes les spécifications de 1'utilisateur, a I'exception
des plages de variation.

Il n’y a pas de priorité entre les agents pour la phase d’auto-ajustement. Outl envoie
sa plage de variation [0;100] a F1, qui place donc aléatoirement un élément de sa matrice
a 0 et un autre a 100, puis remplit le reste des éléments selon la méthode décrite dans la
section précédente. Parallelement Out2 fait de méme avec F2. Dans ce cas particulier, ot les
deux ports d’entrée sont liés au méme partenaire, la matrice ne contient qu'un seul axe. Inl
et In2 envoient également a leur(s) partenaire(s) leur plage de variation. F1 et F2 peuvent
alors ajuster leurs axes, afin qu’ils couvrent les valeurs de 1 a 10. La boite noire abstraite
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est maintenant terminée et préte a I'emploi, les agents peuvent réaliser leur comportement
nominal. BACH permet en outre de sauvegarder les boites noires sous forme de fichier XML
et de générer des agents déja liés et ajustés a partir de ces fichiers sauvegardés.

La boite noire de cet exemple est bien trop simple pour étre vraiment intéressante du
point de vue du contrdle. La section suivante montre un exemple de boite noire un peu plus
conséquente.

54 Comportement des boites noires générées

Cette section montre un exemple de boite noire abstraite générée par BACH, et présentant
un éventail des différents comportements que I'on peut observer sur les sorties. Les effets des
différents parametres de la génération sont discutés.

L'utilisateur a donné les exigences suivantes pour la génération de la boite de notre
exemple :

— 4 entrées, 4 sorties et 11 fonctions;

— la premiere entrée (E1) n’influe que sur la premiere sortie (S1), la seconde entrée (E2)
sur les deux premieres sorties (S1, et S2), la troisieme entrée (E3) sur les trois premieres
sorties (S1 a S3), et enfin la quatrieme entrée (E4) sur toutes les sorties (S1 a S4) ;

— 50% des fonctions sont dans un cycle ;

— toutes les variables varient entre 0 et 100.

BT > S1

E2 —

» S2
E3 —
F1
= =
E4 —
>
F11 P sS4

FIGURE 5.6 — Exemple de boite noire abstraite générée.

La figure 5.6 montre le résultat de I’auto-composition. On peut voir que les interdépendances
sont respectées, et que 5 fonctions bouclent sur elles-mémes (F1, F2, F3, F4, et F11, soit 50%
du nombre total de fonctions, arrondi a I’entier inférieur).

Lors de I’exécution d’une boite, a chaque pas de temps, chaque fonction calcule sa
nouvelle valeur et la transmet sur sa sortie. Aussi, une modification sur une entrée n’est
pas instantanément répercutée sur les sorties concernées, la durée dépend du nombre de
fonctions qui les relient. Plus le nombre de fonctions est grand, plus il faut de temps avant
d’observer en sortie les conséquences d'une modification en entrée.
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F1GURE 5.7 — Evolution des entrées et des sorties d"une boite noire générée.

La figure 5.7 montre 1’évolution des entrées et des sorties de la boite de notre exemple.

Les entrées sont toutes initialisées a 1. Lors des premiers pas de temps (dans notre cas, il
s’agit des 58 premiers), la boite s’initialise. Autrement dit, les valeurs des entrées influent
progressivement les chaines de fonctions, jusqu’a atteindre les sorties. La présence de cycles
provoque des oscillations et des amortissements. Lors de la phase d’initialisation, nous voyons
plusieurs exemples de ces phénomenes :

— 51 (en rouge) oscille autour d"une valeur stable, avec une amplitude constante ;

— 52 (en bleu) est "amortie", elle se rapproche d'une valeur de plus en plus lentement;

— S3 (en vert) oscille autour d’une valeur qui converge de plus en plus lentement, en

outre, 'amplitude des oscillations diminue avec le temps;

— 54 (en magenta) montre des oscillations amorties autour d’une valeur stable ;

Au 58° pas de temps, E1 est passée a 100. Conformément aux spécifications, S1 est la seule
sortie impactée. En effet, quatre pas de temps plus tard, ses oscillations stoppent et elle se
met a converger lentement vers la valeur 50.

Au pas de temps 99, E2 est passée a 100, ce qui provoque des changements sur S1 et S2
(respectivement 3 et 4 pas plus tard). La valeur de S1 diminue fortement pendant quelques
pas, avant d’osciller périodiquement autour d"une valeur stable. S2 augmente se met a osciller
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de plus en plus faiblement.

Une fois les oscillations de S2 devenues imperceptibles, c’est au tour de E3 d’étre mise a
la valeur 100. S1 augmente fortement, puis oscille de maniere irréguliere, avant de converger
vers la valeur 46. S2 diminue, oscille une fois avant d’étre completement stable. Enfin, S3
augmente, puis oscille de maniere amortie autour de 45.

Enfin, c’est la valeur de E4 qui est modifiée. Cette fois-ci, toutes les sorties sont impactées.
S1 augmente un petit peu avant de plonger vers la valeur 10, autour de laquelle elle oscille
de plus en plus faiblement. S2 augmente et S3 diminue, aucune ne présente d’oscillation. 54
diminue des le pas suivant, puis montre des oscillations dont I'amplitude diminue.

Cet exemple illustre les caractéristiques essentielles que peuvent présenter les boites noires
générées par BACH : une entrée influant sur plusieurs sorties, une sortie dépendante de
plusieurs entrées, des comportements non linéaires ainsi qu'une certaine latence.

5.5 Résumé

Ce chapitre a présenté BACH, un systeme multi-agent de génération de boites noires
abstraites. Ces boites noires sont utilisées en remplacement d’un simulateur afin de tester
les performances d’un controleur capable d’apprentissage pendant son développement,
avant de le déployer sur le systeme ciblé. Elles permettent de se concentrer sur différentes
manifestations de la complexité (ou sur des combinaisons de celles-ci), et de disposer d'un
large corpus de cas de test.

Il se pose néanmoins la question de savoir si ces boites noires sont d"une complexité
suffisante pour que les tests que 1’on effectue avec soient pertinents. Un moyen de vérifier cela
est de développer un contrdleur en procédant a sa mise au point a I'aide de boites générées
par BACH, puis de le tester sur le véritable procédé auquel il est destiné. Si le contrdleur
fonctionne aussi bien (et sans avoir été lourdement modifié) sur le procédé réel que sur les
boites noires, alors ces dernieres sont adéquates.

C’est précisément ce qui a été fait avec ESCHER. Aussi, les expérimentations présentées
dans le chapitre suivant, qui consistent en 1’application de notre systeme de contrdle multi-
agent sur des boites générées, ainsi que sur un vrai moteur a combustion, constituent une
validation de ESCHER, mais également de BACH.



CHAPITRE

Expérimentations

Ce chapitre présente les résultats obtenus avec ESCHER, d’abord sur des boites noires
générées par BACH, puis sur un véritable moteur a combustion. Ces expérimentations visent
a montrer comment ESCHER converge vers un controle adéquat, et parvient a placer dans un
état désiré un systeme a propos duquel il n’a aucune connaissance préalable. Les résultats de
ces expériences sont ensuite discutés.

6.1 Expériences sur boites noires générées

Les expérimentations présentées dans cette section ont été conduites sur diverses boites
noires abstraites générées par BACH (voir chapitre 5). L'évolution des sorties, les modifications
effectuées par ESCHER sur les entrées, ainsi que les variations sur les niveaux de criticité sont
illustrées sur plusieurs cas de complexité croissante. Pour ces expériences, un cycle de vie
correspond a I'exécution d"un cycle de vie de chacun des agents de ESCHER, suivi d"un pas
d’exécution effectué par la boite noire contrdlée. La durée d"un cycle de vie de ESCHER est
variable selon le nombre d’agents, mais demeure de I'ordre de la milliseconde.

Dans ESCHER, chaque critere de contrdle (consigne, seuil, ou optimisation) est associé
a un niveau de criticité qui reflete sa satisfaction. Lorsque le critere est pleinement satisfait,
sa criticité est nulle. Aussi, cette derniére donne une évaluation du résultat obtenu par le
controleur. La fonction utilisée est décrite en appendice.

6.1.1 Atteindre une consigne sur une boite SISO

Pour cette premiére expérience, ESCHER est confronté & une boite noire comprenant une
seule entrée (variant de 1 a 10) et une seule sortie (variant de 0 a 100). Le systeme regoit la
consigne de placer la sortie a 50. Il démarre vierge d’Agent Contexte, il n’a donc aucune
information sur le comportement de la boite noire.

La figure 6.1 montre 1’évolution de 1’entrée et de la sortie de la boite noire, ainsi que la
variation du nombre de d’Agents Contextes, et celle du niveau de criticité. L'entrée de la boite
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FIGURE 6.1 — Controle d"une boite SISO par ESCHER.

est initialisée a 1.1, ce qui place sa sortie a la valeur 78.2, et entraine un niveau de criticité
de 46.22. Au départ, comme il n’a aucune connaissance, ESCHER effectue une action choisie
aléatoirement : il fait légerement diminuer 1’entrée. Un Agent Contexte correspondant a cette
action est créé. Cependant, diminuer l'entrée était une erreur, car cela a éloigné la sortie de
la consigne, et donc provoqué une augmentation de la criticité. C’est pourquoi l’action n’est
pas conservée, et ESCHER commence alors a augmenter 1’entrée. Un autre Agent Contexte
est créé. Cette fois-ci, le niveau de criticité diminue. Aussi, 1’Agent Controleur en charge de
I'entrée poursuit cette méme action et en informe le nouvel Agent Contexte. Ce dernier se
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retrouve en SNC 9 et va donc ajuster I'action qu’il propose. Il en augmente I’amplitude. On
observe alors que I'entrée de la boite noire augmente de plus en plus rapidement, tandis que
la sortie se rapproche de sa consigne en accélérant, et que la criticité diminue. Puisque la
méme action permet d’atteindre la consigne, aucun Agent Contexte n’est créé jusqu’a ce que
le niveau de criticité soit de zéro (cela survient au cycle de vie 74).

A ce moment, 'action effectuée par ’Agent Controleur (toujours sur proposition du
deuxieme Agent Contexte) ne provoque pas de diminution de la criticité, contrairement aux
prévisions. Les SNC 3 et 4 sont alors déclenchées. L’Agent Controleur décide d’appliquer
I'action opposée, c’est-a-dire de baisser la valeur de l'entrée. Un nouvel Agent Contexte
est créé. Cependant, pres de son minimum, la fonction de criticité est assez plate. Aussi,
cette nouvelle action ne diminue pas la criticité. L’Agent Contrdleur décide donc de changer
d’action (il augmente maintenant I’entrée), et crée un quatrieme Agent Contexte.

Ces deux derniers Agents Contextes sont alors alternativement sélectionnés, stabilisant
la sortie autour de la consigne. L'ajustement de 'amplitude de 'action tend a réduire ces
oscillations. ESCHER se stabilise ainsi dans une configuration a quatre Agents Contextes.
L’entrée de la boite noire vaut 2.48 tandis que la sortie vaut 50 (conformément a la consigne).

Ce cas de petite dimension, tres simple, nous permet d’illustrer graphiquement la maniére
dont les Agents Contextes se répartissent sur 'espace d’états du procédé, et comment
I'ensemble des prévisions peut donner une approximation linéaire par partie, et partielle, de
la fonction de criticité.

Zoom X8

o 20 40 B0 80 100

FIGURE 6.2 — [llustration des plages de validité des Agents Contextes.
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La figure 6.2 est une capture d’écran montrant les plages de validité des Agents Contextes
dans l’espace en deux dimension formé par les deux variables de la boite noire (I'entrée
et la sortie). En bas a droite, on trouve le premier Agent Contexte créé, dont l'action a fait
augmenter la criticité (en rouge). Le gros rectangle est formé par les plages de validité du
deuxiéme Agent Contexte, qui a été conservé durant toute la convergence vers la consigne, et
a donc eu l'occasion de s’étendre. Enfin, les deux petits rectangles partiellement superposés
sont les deux derniers Agents Contextes créés. On voit que ESCHER a uniquement parcouru
la zone de l'espace d’états du procédé qui mene vers la consigne, sans chercher a explorer le
reste.

100
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i} 20 40 B0 20

FIGURE 6.3 — Illustration des prévisions des Agents Contextes.

100

La figure 6.3 montre une capture d’écran avec la courbe de la fonction de criticité. Son
minimum vaut 0, il est atteint lorsque la sortie de la boite vérifie la consigne (50 dans notre cas).
Sur cette courbe sont projetées les plages de validité (uniquement celles concernant la sortie),
et les prévisions des Agents Contextes. Les plages sont représentées par la longueur des
rectangles et leur positionnement par rapport a I’axe des abscisses, tandis que les prévisions
sont représentées par les droites noires. On remarque a droite le premier Agent Contexte,
rouge, avec sa prévision indiquant une augmentation de criticité. Le grand rectangle est notre
deuxiéme Agent Contexte, on voit qu’il a correctement appris la diminution de criticité que
son action provoque, la droite atteignant le minimum de la courbe. Enfin, les deux rectangles
partiellement superposés, autour du minimum, sont les deux agents qui provoquent la
stabilisation autour de la consigne.
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6.1.2 Atteindre un compromis

La difficulté de ce cas est légerement supérieure au précédent. La boite a controler
comprend une entrée qui influe cette fois-ci sur deux sorties (S1 et S2). La consigne est de
placer les deux sorties, qui varient de 0 a 100, a la valeur 50. Il y a donc deux Agents Criteres,
un pour chaque sortie. Chacun embarque la méme fonction de criticité. Ainsi, les deux sorties
ont la méme importance. Cependant, cette consigne n’est en fait pas réalisable, il n’existe pas
de valeur en entrée qui place les deux sorties a 50. ESCHER doit découvrir le bon compromis,
c’est-a-dire la valeur de l'entrée pour laquelle le plus haut des deux niveaux de criticité est

minimal.
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FIGURE 6.4 — Obtention d"un compromis entre deux consignes.

La figure 6.4 montre I'évolution de l'entrée et des sorties de la boite contr6lée, du nombre
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d’Agents Contextes, et des niveaux de criticité. L’entrée est initialisée a 1.1, ce qui place S1
a 21.8 et S2 a 1.8. S2 étant plus éloignée de la consigne, le niveau de criticité qui lui est
associé est plus élevé que celui correspondant a S1. Comme lors de 1'expérience précédente,
ESCHER n’a aucune connaissance préalable du fonctionnement de la boite qu’il controle. Sa
premiere action est une erreur, il diminue la valeur de I'entrée et provoque ainsi une légere
hausse des niveaux de criticité. ESCHER corrige cette erreur des le pas suivant, et commence
a augmenter la valeur de I’entrée.

Ainsi, deux Agents Contextes ont été créés des les premiers cycles de vie de 1’Agent
Controleur. La deuxiéme action appliquée permettant de diminuer la criticité, elle est conser-
vée, et I’Agent Contexte qui la propose suffit a ESCHER. Ainsi, on observe que le nombre
d’Agents Contextes dans le systeme reste stable tant que le niveau de criticité maximum
diminue (c’est-a-dire entre les cycles de vie 2 et 95).

Le niveau de criticité de la consigne sur S1 atteint 0 au cycle 76. Cependant, le niveau de
criticité de la consigne de S2 est alors a 26.1, et il est toujours possible de le faire diminuer.
Aussi, ESCHER poursuit son action, malgré 1'augmentation du niveau de criticité de la
consigne de S1. L’'action est maintenue tant que ce dernier reste inférieur a celui de la
consigne de S2, autrement dit, tant que le maximum des niveaux de criticité diminue. La
sortie S1 dépasse alors la consigne de 50 et commence a s’en éloigner, tandis que S2 continue
de s’en rapprocher.

C’est au cycle de vie 96 que la criticité de S1 devient plus importante que celle de S2.
ESCHER change alors d’action, et les niveaux de criticité se croisent a nouveau. Il s’ensuit
une série d’oscillations, au cours desquelles trois nouveaux Agents Contextes sont créés.
Finalement, la valeur de 'entrée se stabilise, oscillant de maniere tres légere autour de 3,
tandis que S1 fait de méme autour de 60, et S2 autour de 40. Les deux niveaux de criticité
oscillent autour de 5. ESCHER a atteint le meilleur compromis, le niveau de criticité maximal
est le plus bas possible, méme si aucune des sorties n’a atteint sa consigne.

Cette expérience montre comment un Agent Controleur est capable de gérer une entrée
qui impacte plusieurs sorties, avec des consignes contradictoires. Notons que des fonctions de
criticité différentes peuvent mener a un compromis différent. On peut par exemple donner la
priorité a une sortie, quitte a dégrader I'autre, en faisant en sorte que son niveau de criticité
soit plus important. Ce point est discuté dans la section 6.3.

6.1.3 Controler plusieurs entrées

La boite noire utilisée dans cette expérience posséde deux entrées (E1 et E2) pouvant
varier entre 0 et 10, et une sortie qui varie entre 0 et 100. La consigne est de placer cette sortie
a 50. Ici, ESCHER comprend donc deux Agents Controleurs qui vont devoir agir ensemble, en
paralléle et de maniere cohérente, pour que la sortie atteigne la consigne. Comme d’habitude,
ESCHER démarre sans aucune connaissance du comportement de la boite noire. Les Agents
Controleurs doivent donc faire sans Agent Contexte pour commencer.

La figure 6.5 montre 'évolution des entrées et de la sortie de la boite, du nombre total
d’Agents Contextes dans le systéme, du nombre d’Agents Contextes valides simultanément,
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ainsi que la variation de niveau de criticité.

C’est I’Agent Controleur de E1 qui tente une action en premier, tandis que celui de E2
choisit de ne pas modifier son entrée. Cela provoque une légere variation de la sortie, qui
se rapproche de la consigne. Puisque la criticité diminue, chacun des Agents Controleurs
maintient son action courante. D’abord faible, la variation de la sortie (comme celle du niveau
de criticité) accélere brusquement au cycle de vie 52. Cela ne perturbe pas ESCHER qui
maintient les actions. Au centieme cycle de vie, la sortie change de sens de variation, et la
criticité remonte. L’Agent Controleur de E1 inverse donc son action, et la criticité reprend sa
baisse. L’Agent Controleur de E2 n’a pas eu a modifier son action.

Mais la baisse ne se poursuit qu'une quinzaine de cycles, apres quoi les Agents Contrdleurs
sont forcés de changer d’action. E1 oscille brievement, tandis que E2 est augmentée. La baisse
de criticité reprend, faible dans un premier temps, avant d’accélérer a nouveau brutalement.
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La sortie atteint la consigne, et la dépasse méme légerement. Les entrées oscillent alors, tout
en étant ajustées (on observe par exemple un petit saut de E2), et le systéme de stabilise avec
une criticité nulle et la consigne atteinte.

Cette expérience montre comment deux entrées peuvent étre coordonnées par ESCHER
pour atteindre une consigne sur une sortie. On note que la création d’Agents Contextes
correspond aux moments ot la variation de criticité change de sens. En effet, cela force
les Agents Controleurs a trouver une nouvelle action, et donc a créer un Agent Contexte.
La phase de stabilisation, pendant laquelle le systeme oscille, est celle qui voit le plus de
nouveaux Agents Contextes apparaitre. A la fin de 'expérience, il y en a un total de 38 dans
le systeme (21 pour 1’Agent Contrdleur de E1, 17 pour celui de E2). Cependant, le nombre
d’Agents Contextes valides simultanément reste faible, avec un pic maximal a 10 lors de la
phase de stabilisation (5 pour chaque Agent Controleur).

6.1.4 Contrdler une boite MIMO

Cette expérience rassemble les difficultés des précédentes. La boite noire utilisée possede
quatre entrées (E1 a E4) variant de 0 a 10, et quatre sorties (S1 a S4) variant de 0 a 100.
La consigne est de placer chaque sortie a la valeur 50. Il y a donc quatre Agents Criteres
dans le systéme, embarquant chacun une fonction de criticité identique. Ainsi, ESCHER doit
controler plusieurs entrées pour faire respecter une consigne a plusieurs sorties. Or, du fait de
la boite noire choisie, il est impossible que toutes les sorties respectent la consigne. ESCHER
doit néanmoins trouver la valeur a donner a chaque entrée pour que le niveau de criticité
maximum soit le plus bas possible, c’est-a-dire atteindre un compromis dans lequel toutes les
sorties sont le plus proche possible de la consigne.

La variation des entrées et des sorties de la boite, ainsi que I'évolution du nombre d”Agents
Contextes et celle des niveaux de criticité, sont illustrées par la figure 6.6. Les quatre entrées
sont initialisées a 5. Cela place la sortie S2 a la consigne (sa criticité est donc nulle), tandis
que S3 est la plus éloignée de la consigne (son niveau de criticité est donc le plus haut). Ainsi,
ESCHER cherche d’abord a diminuer le niveau de criticité associé a la consigne sur S3, méme
si cela doit dégrader les autres.

Lors de la premiere dizaine de cycles de vie, ESCHER teste des actions de petite amplitude.
Puis, une diminution plus importante de El, accompagnée d’une augmentation de E4,
provoque une baisse des niveaux de criticité de S3 (qui est actuellement le plus fort) et de
S4. Au cycle 140, E1 et E4 ne varient plus que faiblement, et ce sont E2 (diminution) et E3
(augmentation) qui accélerent. Cela a pour effet de poursuivre la baisse du niveau maximal
de criticité.

Entre les cycles 200 et 300, la criticité se stabilise alors que les entrées oscillent autour
de leur valeur courante. Ce n’est que lorsque E2 et E4 prennent simultanément la bonne
direction (E2 diminue, et E4 augmente) que la criticité maximale entame une forte diminution
(cycle 315). Cependant, cela s’accompagne d’une importante hausse du niveau de criticité de
S4, qui finit par devenir le plus critique. Aussi, E2 cesse de diminuer et E4 d’augmenter. Cest
la baisse de E1 qui permet finalement de diminuer a la fois les niveaux de criticité de S3 et



6.1. Expériences sur boites noires générées

Entrées Sorties
10,0 100
os o5
00 @0
BS 85
B8O 80
75 e 75
70 f". 70
8.5 ;” 85

Valeurs
o
Waleurs

40 Y \
\ \
a5 Y ——
3.0 H\_M
25
20
15 15
1.0 10
0.5 5
0.0 )
0 50 100 150 200 250 300 350 400 450 S00 550 600 650 700 750 800 850 0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850
Cycles de vie Cycles de vie
—El —E2 E3 —E4 ‘751 —G2 53 —S4 **COHS\QHE‘
Statistiques Agents Contextes Niveaux de criticité
350 100
—
A o5
325 K
/ a0
P
300 ‘J;i Bs
2785 7 80
7 75
/
250 I
o 70
225 J s
".. 80
]
200 r
" )‘ ° 88
3 175 s EHE) n
£ 7 Z - AW
150 ~ i
/ an | \
125 L~ . | \
| \
100 F 30 | |
— { |
7 25 / |
/ / \
75 / 20 j\\
w© A 5]\ e . _—r—— <
- Mt o o A B
rr' 10
25 7 r PN PP Y s W
— i pofirrmdre s,
o sty ) AP o ol b A /—/_/—/ &
o Al WAy WAt A/ wal AT uel Wy .
1) 50 100 150 200 250 300 350 400 450 S00 550 600 650 700 750 800 850 a 50 100 150 200 250 300 350 400 450 S00 S50 600 850 700 750 800 850
Cycles de vie Cycles de vie
‘7Numbre d'Agents Contextes — Agents Contextes Val\des‘ —51 —52 53 —%4

FIGURE 6.6 — Controle d"une boite MIMO par ESCHER.

S4, moyennant une augmentation de ceux de S1 et S2. Au cycle 460, le niveau de criticité de
S2 devient aussi important que ceux de S3 et S4. Les entrées se stabilisent alors, seules E2 et
E3 continuent de légérement varier. Cela permet a la criticité de S3 de poursuivre sa baisse,
tandis que le niveau de criticité maximal reste stable.

A partir de 700 cycles environ, toutes les variables (entrées, sorties, et niveaux de criticités)
sont stables, et le nombre d’Agents Contextes n"augmente plus. Il y a 339 Agents Contextes
dans le systeme (88 pour 1’Agent Controleur de E1, 83 pour E2, 76 pour E3, et 92 pour E4). On
remarque que le nombre d’Agents Contextes valides simultanément reste faible, le maximum
étant de 22 (en cumulé sur les quatre groupes présents dans ESCHER).

Toutes les sorties ont la méme fonction de criticité. Elles ont donc la méme importance
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les unes par rapport aux autres. A la fin du test, S3 et 54 se sont rapprochées de la consigne,
alors que S1 et S2 s’en sont éloignées. La forte amélioration de la situation de S3 a nécessité
de dégrader légerement celles de S1 et S2. L'enveloppe des quatre sorties est tout de méme
globalement plus proche de la consigne. Cela se traduit par un niveau de criticité maximal
plus faible (de 75 a I'initialisation, celui-ci est tombé a 15). ESCHER est parvenu a trouver les
valeurs des entrées permettant d’atteindre un compromis en sortie dicté par les fonctions de

criticité.

6.1.5 Robustesse aux perturbations

Cette expérience montre comment ESCHER réagit aux perturbations de son environne-
ment. Il contrdle ici deux des trois entrées d’une boite noire (E1 et E2), la derniéere (E3) étant
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FIGURE 6.7 — Contrdle d"une boite noire avec perturbations.

gérée manuellement. Ces trois entrées influencent la méme sortie S1 de la boite, a laquelle
est associée une consigne. On laisse d’abord ESCHER faire converger S1 vers la consigne
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en modifiant les valeurs de E1 et E2. On change ensuite la valeur de E3, provoquant une
perturbation sur la sortie, qui s’éloigne brusquement de la consigne. ESCHER doit alors
s’adapter a cette modification en trouvant de nouvelles valeurs pour les entrées qu’il controle.

La figure 6.7 montre 1’évolution des entrées et de la sortie de la boite (toutes varient entre
0 et 100), ainsi que la variation du nombre d’Agents Contextes et du niveau de criticité. Les
entrées sont initialisées a 1, ce qui place la sortie a 68. La consigne est de placer cette derniere
a 50. La consigne est atteinte en augmentant seulement E2, sans toucher a E1.

Au cycle 160, E3 est manuellement placée a 50, ce qui déloge S1 de sa consigne en
provoquant une diminution. Cela se traduit par un pic du niveau de criticité, qui passe de 0
a 12. Cet écart est résorbé par ESCHER qui diminue E2 jusqu’a ce que la sortie respecte de
nouveau la consigne.

E3 est a nouveau modifiée au cycle 220, elle passe de la valeur 50 a la valeur 100. Cela
provoque une forte hausse de la sortie, et donc un deuxieme pic de criticité (qui atteint
72). ESCHER augmente d’abord E1, puis E2. La criticité est ainsi ramenée a zéro, la sortie
atteignant la consigne de 50 au cycle 350. Deux autres modifications de E3 (aux cycles 390 et
515) entrainent des augmentations du niveau de criticité, auxquelles ESCHER s’adapte en
ajustant E2, et parvenant toujours a respecter la consigne.

Cette expérience montre que ESCHER est capable de réagir aux perturbations sur le
systeme qu’il controle. Il s’adapte aux changements pour maintenir un contréle adéquat. Ici,
chaque perturbation est suffisamment importante pour provoquer la création de nouveaux
Agents Contextes.

6.1.6 Répétabilité des expériences

L'objectif est ici de vérifier que 1’on obtient des résultats équivalents sur un grand nombre
de tests identiques. Aussi, nous montrons le résultat de 100 tests, tous effectués sur la méme
boite noire. Lors de chaque test, ESCHER et la boite noire démarrent a partir du méme état
initial, et 2000 cycles sont effectués. Afin d’alléger la présentation, nous nous concentrons
uniquement sur 1’évolution du niveau de criticité maximum, qui est le critére de mesure le
plus pertinent pour évaluer la réussite d"un test.

Le test effectué concerne le controle d’une boite a 10 entrées et 10 sorties. Toutes les sorties
varient entre 0 et 100, la consigne étant de placer chacune a 50. Outre le nombre de variables,
une difficulté pour ESCHER provient ici du fait que toutes les entrées n’influent pas sur
toutes les sorties. Certains Agents Contrdleurs risquent donc d’observer des variations du
niveau maximum de criticité qui ne sont pas de leur fait.

La figure 6.8 montre 1’évolution de la criticité maximale pour chacun de ces 100 tests. La
courbe rouge représente la moyenne, et la courbe bleue la médiane. On voit que la criticité
maximale est toujours diminuée par ESCHER au cours du temps. On peut néanmoins voir
que toutes les courbes sont différentes. En effet, en I’absence de proposition d’action (comme
c’est le cas lors du démarrage du systéeme), un Agent Controleur choisit aléatoirement la
modification a appliquer a I'entrée qu’il contrdle. Aussi, chaque test prend un départ différent,
et donc évolue différemment par la suite. Malgré tout, toutes les courbes convergent vers
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FiGure 6.8 — Niveau de criticité maximale de 100 tests sur une boite a 10 entrées et 10 sorties.

le méme niveau de criticité (autour de 15), ce qui indique que ESCHER parvient bien a
amener le procédé dans I'état souhaité, quelles que soient les erreurs qu’il commet lors de
son apprentissage.

Un élément peut toutefois interpeller : un test semble avoir échoué, son niveau de criticité
reste supérieur a 50 tout au long des 2000 cycles, ce qui est bien plus élevé que les 99 autres.
On peut cependant voir que son niveau de criticité continue a diminuer. Il est probable qu'un
allongement du nombre de cycles lui aurait permis de converger vers la méme valeur que les
autres. En effet, il est fréquent, avec les boites noires, que le niveau de criticité stagne pendant
un certain nombre de cycles, avant que ESCHER ne trouve la solution pour le diminuer
rapidement. Il se peut également que les erreurs précédentes commises par ESCHER sur
ce test aient conduit la boite noire dans un état d’ot1 on ne peut sortir sans augmenter le
niveau maximal de criticité (ce que ESCHER s’interdit de faire). Le systéme est ainsi dans un
minimum local. Cela rejoint une des limites identifiées de ESCHER (voir section 6.3.2).

6.1.7 Bilan des expériences sur boites noires générées

Cette section a présenté un ensemble d’expériences réalisées sur des boites noires générées
par BACH, représentatives des tests qui ont été menés lors du développement de ESCHER.
Elles montrent que ce dernier est capable d’apprendre le contrdle de plusieurs entrées, pour
atteindre des consignes sur plusieurs sorties (impliquant éventuellement des compromis).



6.2. Expériences sur moteur réel

La section suivante montre les résultats obtenus sur un banc d’essai moteur. Dans ces
expériences, ESCHER doit trouver le moyen d’optimiser certaines sorties (comme maximiser
le couple moteur), tout en respectant des criteres parfois antinomiques sur d’autres (comme
limiter les émissions de gaz polluants).

6.2 Expériences sur moteur réel

Cette section présente les expériences menées sur un véritable moteur. Dans ce cadre, de
nombreuses contraintes techniques viennent s’ajouter, notamment liées a la communication
avec le matériel embarqué. Les conditions expérimentales sont décrites, avant de montrer les
résultats obtenus.

6.2.1 Cadre expérimental

Les résultats présentés dans cette section sont issus de tests effectués sur un moteur essence
monocylindre 125cm® de marque Peugeot. Celui-ci est instrumenté de maniére a pouvoir
mesurer des grandeurs, telles que des températures, des pressions, ou des concentrations de
gaz, et les récupérer notamment via le boitier de controle électronique (ECU). La liaison entre

Ethernet/MCD-3 Bus CAN
ESCHER <« P ControlDesk ¢——p  ECU

Capteurs
et actuateurs
spécifiques

Sondes
USB + RS232/DB25 Analyseur Echappement

de gaz

Moteur

FIGURE 6.9 — Les différents systémes impliqués lors des tests sur moteur réel.

les instruments du moteur et 'ECU est assurée grace a divers supports filaires spécifiques
(analogiques, fréquentielles, ou autres). Un bus CAN (Controller Area Network), un type
de réseau trés répandu dans le domaine automobile, permet la communication depuis
I'extérieur avec I’'ECU. Celle-ci se fait via un logiciel appelé ControlDesk, qui permet de
lire le contenu de I'ECU (notamment les valeurs mesurées sur les capteurs), de calculer des
grandeurs a partir des valeurs lues, et de modifier des parametres (par exemple, commander
I'avance a I'allumage). ESCHER est lui-méme connecté a ControlDesk via un protocole de
communication particulier, MCD-3 (pour Measurement, Calibration, Diagnostics), reposant
sur Ethernet et permettant de lire et écrire des valeurs directement dans I’ECU. Enfin, un
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analyseur de gaz est relié a I’échappement du moteur. Il détermine les concentrations de
divers polluants (par exemple, le monoxyde de carbone) et envoie les données via une
sortie série (RS232/DB25) interfacée avec le port USB du PC sur lequel tourne ESCHER.
L'appareillage mis en ceuvre est illustré par la figure 6.9.

6.2.1.1 Ajustements du systéme

Ces installations introduisent une contrainte technique importante : le délai de commu-
nication. En effet, si 'ECU est capable d’envoyer et de recevoir des données vers le moteur
environ toutes les 10ms, la communication entre ESCHER et I'ECU prend, quant a elle,
environ trois secondes. En outre, ’analyseur de gaz demande une quinzaine de secondes
pour mettre a jour les données qu’il envoie. Pour contourner ce probleme, un délai d’attente
a été introduit dans ESCHER. Les agents attendent ainsi vingt secondes entre chacun de leurs
cycles de vie.

Cela pose cependant un nouveau probléme. En effet, les Agents Contrdleurs se retrouvent
ainsi a avoir tous les mémes perceptions, au méme moment, et a agir en méme temps
(@ I'échelle du procédé). Aussi, la résolution déterministe de la SNC 1 (en 'absence de
propositions regues, effectuer ’action opposée si la criticité augmente, garder la méme action
sinon) compromet ’exploration de I'espace d’états de ’environnement, et donc la convergence
adéquate de ESCHER. Par exemple, si tous les Agents Controleurs sont en train d’augmenter
la valeur de leur entrée, et que le niveau de criticité augmente, ils vont tous décider de
descendre, en méme temps. Or, il est probable que la bonne solution soit que seuls certains
d’entre eux changent d’action. Cela vient du fait que les agents percoivent, décident et
agissent en méme temps. C’est un probleme équivalent a celui du bar d’El Farol, un probleme
issu de la théorie des jeux. L'unique solution connue a ce probleme consiste a introduire des
probabilités dans le raisonnement des agents. Aussi, nous avons modifié la résolution de la
SNC 1. Plutdt que de systématiquement inverser son action si le niveau de criticité maximum
augmente, un Agent Controleur en SNC 1 a une probabilité de 1 — +; de ne pas modifier son
entrée, oit N est le nombre total d’Agents Controleurs dans le systéme.

Enfin, au moment d’effectuer ces expériences sur moteur réel, la SNC 9 (I’ajustement
de I'amplitude de I’action) n’était pas finalisée. Aussi, cette derniere était-elle désactivée, et
I’amplitude de l’action sur chaque entrée du moteur était un parametre supplémentaire a
définir. Pour le reste, le seul paramétrage d’ESCHER consiste a lui indiquer la référence des
entrées qu’il doit controler, celle des sorties qu’il pouvait observer, et bien str lui fournir les
fonctions de criticité adéquates.

6.2.1.2 Controéle ou auto-calibration?

Dans nos tests, le moteur est a chaque fois placé dans un point de fonctionnement
donné. En d’autres termes, le régime et la charge moteur sont fixés et ne varient pas lors
d’un méme test. ESCHER controle alors des parametres tels que le débit de carburant, ou
I’avance a l’allumage, afin d’optimiser le fonctionnement du moteur. Ici, il ne s’agit donc
pas de remplacer le role d’un controleur moteur classique qui transforme une demande de
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couple en actions sur le moteur. En effet, les consignes portent sur des criteres différents,
et répondent, en fait, aux besoins de la calibration, les valeurs données par ESCHER étant
directement utilisées par I'ECU pour calculer les commandes a effectuer sur le moteur (voir
figure 1.5). Aussi, les expériences suivantes peuvent étre considérées aussi bien comme le
controle de I'ensemble ECU et moteur, que comme la calibration automatique d"un ECU pour
I'optimisation du comportement du moteur.

6.2.2 Optimisation du couple

Les premiers essais se limitent a un petit nombre de parameétres a manipuler et de sorties
a optimiser. Dans cet exemple, le moteur est placé a un régime de 5000 tours/min avec une
charge de 870 mbar dans le collecteur d’admission. ESCHER controle la masse totale de
carburant injectée a chaque injection, ainsi que I’avance a l’allumage, et a pour objectif de
maximiser la pression moyenne indiquée (PMI), qui donne une mesure du couple développé
par le moteur.

La masse de carburant injectée se mesure en milligrammes par injection (mg/cp), et
l'avance a l'allumage en degré vilebrequin (°v, c’est-a-dire la position du piston dans le
cylindre au moment du déclenchement de la combustion). La PMI, quant a elle, se mesure
en bars. La PMI est une grandeur tres instable, en particulier dans le cas d’un moteur
monocylindre comme le notre. Travailler a haut régime et a forte charge (comme c’est le cas
dans cette premiere expérience) permet de réduire son instabilité.

La fonction de criticité utilisée ici est strictement décroissante (car on veut maximiser
la PMI). Puisque I’on ignore la PMI maximale, on est dans 1'impossibilité de paramétrer la
fonction de manieére a ce qu’elle renvoie zéro lorsque le maximum de PMI est atteint. C’est
pourquoi on ne s’attend pas a ce que la criticité soit nulle a la fin du test, mais seulement
inférieure a son niveau de départ. Le fait que le niveau de criticité ne soit pas nul dans le
cas idéal n’a qu’un impact visuel sur les courbes et n’influe en rien sur la convergence de
ESCHER (celui-ci se basant uniquement sur les variations de niveau de criticité, et non sur
leur valeur). Ces considérations sont valables pour toutes les fonctions de criticité utilisées
lors des expériences effectuées sur le moteur.

La figure 6.10 montre I"évolution des entrées controlées par ESCHER, de la sortie optimisée,
du nombre d’Agents Contextes et du niveau de criticité. A linitialisation, la masse de
carburant injectée est faible (7 mg/cp) en regard du point de fonctionnement courant. Le
moteur risque fortement de caler si elle est diminuée. Bien stir, ESCHER, qui n’a aucune
connaissance sur le fonctionnement du moteur, ignore (pour le moment) ce fait. Aussi, sa
premiere action est de diminuer chacun des parametres. Cela entraine une chute de la PMI,
et donc une hausse dramatique de la criticité.

ESCHER trouve rapidement le moyen de faire diminuer le niveau de criticité, en aug-
mentant d’abord la masse de carburant injectée, puis I'avance a 1’allumage. La PMI finit
par atteindre son maximum (environ 9 bar), la criticité ne diminue donc plus. ESCHER se
stabilise alors a 11.50 mg/cp de carburant injecté, avec une avance de 24°v. La diminution
des deux entrées au cycle 24, alors que le systeme est stable, s’explique par le bruit sur la
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FIGURE 6.10 — Optimisation de la PMI par le controle de deux parametres.

PMI qui engendre des variations du niveau de criticité. On note, cependant, que ESCHER se

corrige rapidement.

L’analyseur de gaz n’intervenant pas dans cette expérience, la pause entre les cycles
d’ESCHER est plus courte (3 secondes). ESCHER est parvenu a faire gagner 3 bar de PMI
en 30 cycles, soit 90 secondes, placant cette derniere & son maximum pour le point de
fonctionnement considéré. Le méme résultat demande a un metteur au point expérimenté (et

habitué au moteur étudié) environ vingt minutes avec les méthodes courantes.
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6.2.3 Optimisation du couple et de la consommation avec seuils de pollution

Cette expérience se déroule en deux phases. Dans un premier temps, il s’agit de faire
converger ESCHER vers un optimum, depuis un réglage quelconque. Dans un deuxiéme
temps, le moteur est initialisé avec le réglage optimal précédemment obtenu. ESCHER est
alors lancé avec les mémes objectifs, mais sans avoir conservé la mémoire du test précédent (il
n’y a donc, comme d’habitude, aucun Agent Contexte a l'initialisation). Nous voulons ainsi
vérifier que ESCHER ne diverge pas si le minimum de criticité est atteint dés l'initialisation.

6.2.3.1 Convergence depuis un état quelconque

Pour ce test, le moteur est placé dans un nouveau point de fonctionnement (régime
2500 tr/min, et charge de 750 mbar). ESCHER contrdle a nouveau la masse de carburant
injectée et l'avance a l'allumage, mais également le phasage de l'injection. Ce nouveau
parametre correspond au déclenchement de l'injection par rapport a la position du piston
dans le cylindre, il est donc mesuré en degré vilebrequin. Il y a désormais quatre réponses a
surveiller :

— la PMI doit toujours étre optimisée ;

— il faut également minimiser la consommation spécifique, mesurée en g/kWh;

— maintenir I’émission d’hydrocarbures (HC) sous un seuil de 500 ppm (parts par million) ;

— maintenir la proportion de monoxyde de carbone (CO) en-dessous de 3% a 1’échappe-

ment.

Les trois derniers critéres peuvent se montrer antinomiques avec le premier. En effet, le moyen
le plus efficace pour augmenter la PMI est d’injecter plus de carburant. Cependant, cela a
pour effet d’augmenter la consommation, ainsi que les émissions de polluants. Il faut alors
jouer avec ’avance a 1’allumage et le phasage de l'injection, afin de tirer le plus de puissance
possible de la combustion. C’est ce que doit apprendre ESCHER.

La figure 6.11 montre I’évolution des parametres contrdlés et des niveaux de criticité,
tandis que la figure 6.12 illustre celle des sorties. C’est la criticité de la consommation qui est
la plus forte au départ. ESCHER cherche donc a la diminuer en priorité. Il y parvient lors des
20 premiers cycles, notamment en augmentant I’avance a ’allumage de 10 a 26°v (par pas
de 4°v), et en diminuant le phasage de 1'injection de -150 a -400°v (par pas de 50°v), tandis
que la masse de carburant injectée oscille entre 6 et 7 mg/cp (par pas de 0.50 mg/cp), avant
d’augmenter légerement. Cela a également pour effet d’améliorer la PMI.

Au dixieme cycle, c’est la PMI qui devient la plus critique, cependant, les mémes actions
continuent d’étre bénéfiques et sont poursuivies. Au vingtiéme cycle, toutefois, le seuil de CO
est dépassé, et son niveau de criticité fait un bond. ESCHER tente alors de nouvelles actions
pour remédier a ce probleme. Il poursuit, par exemple, la baisse du phasage, et redescend
I’avance a 1’allumage. Cela va notamment provoquer un pic de consommation (et une baisse
de PMI) entre les cycles 45 et 50, ainsi que de légers dépassements du seuil d’hydrocarbures
(mais qui ne deviennent jamais plus critiques que les autres criteres). Finalement, apres
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FIGURE 6.11 — Entrées et niveaux de criticité lors du contrdle de trois parametres.

quelques oscillations, ESCHER parvient a faire en sorte que les deux seuils soient respectés,
tout en maintenant une PMI haute et une consommation basse.

A la fin de I'expérience, la PMI est autour de 8 bar (soit 2 bar plus élevée qu’au départ),
tandis que la consommation est d’environ 275 g/kWh (soit 165 g/kWh de moins). Les
émissions de polluants sont quant a elles supérieures a leur valeur de départ, mais restent
inférieures au seuil imposé. Le réglage conservé est le suivant :

- 7.50 mg/cp de masse de carburant injectée (contre 7 mg/cp au départ),

— 30°v d’avance a l’allumage (contre 10°v au départ),

— injections effectuées a -400°v (contre -150°v au départ).

Ces valeurs seront reprises comme valeurs initiales pour le prochain test.

Cet essai a duré 123 cycles de ESCHER, soit 41 minutes. Cela est environ deux fois plus

rapide que ce que le méme résultat demanderait a un expert humain.



6.2. Expériences sur moteur réel

PMI Consommation
825 575
£00
s0i |
778
750 525 1
I
728 |
[ s00 |l
7.00 | I
575 i a8 i I
l |
650 280 |
I |
625 | |
| 25 |
800 ]
n @
S s7s 3 400
2 1 ) | [ |
8 550 | £ |
| a8
528
500 aso| || |
a7s |
228
as0
a2s 200
400 N
275
a7s
350 200
220 225
200
0 10 20 30 40 50 60 70 80 90 100 110 120 0 0 20 30 40 S0 60 70 80 90 100 110 120
Cycles de vie Cycles de vie
HC co
850
550
825
525
Seuil | sl 80a
00 TR 575 [
a5 | ) [N 550
a0 | I Voo 525
25 \ \ - 500
478 | |
a00 | |
450 N |
a5 | P v |
350 [ 1 ] \ . 400 |
. | | \ | 275 | N 1
@ 30 | 5 350
H * 3525
T 78 = Seuil
> = a0 !
250 [ V
275 | | | | |
)| 250 |
200 N 225 | | | | I
SLCEIA 200
150 I 175 |
125 o0 A
125 | |
100
100
75 075
50 oso{ |
B n2s| </
o 000
0 1 20 33 40 S0 &0 70 80 90 100 110 120 0 10 20 30 40 S50 60 70 A0 S0 100 110 120
Cycles de vie Cycles de vie

FIGURE 6.12 — Maximisation, minimisation, et seuils sur les sorties.

6.2.3.2 Maintien dans un état optimal

Ce second test vise a vérifier que ESCHER ne diverge pas si le moteur se trouve dans un
état optimal des le démarrage. Les parametres sont donc initialisés avec les valeurs trouvées
lors de 1'essai précédent, et ESCHER est relancé (tous les Agents Contextes ont donc été
supprimés).

La figure 6.13 montre les entrées et les niveaux de criticité, et la figure 6.14 les sorties. On
observe que les entrées ne restent pas tout a fait stables. Cela est di au bruit sur la PMI, dont
le niveau de criticité est le plus haut. ESCHER essaye ainsi de corriger des augmentations
dont il n’est pas responsable. Cependant, les variations restent tres légeres, et surtout, elles
n’influencent pas significativement les sorties, et donc les niveaux de criticité.

En effet, au-dela d’un certain seuil, ’avance a 1’allumage n’améliore plus le rendement
de la combustion. Ainsi, 'augmentation effectuée par ESCHER, qui 1’a fait varier de 30°v
a un maximum de 42°v, est sans effet notable. La seule sortie a connaitre des variations
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FIGURE 6.13 — Entrées et niveaux de criticité lorsque I'état initial du moteur est déja optimal.

remarquables est la proportion de monoxyde de carbone, qui est fortement influencée par
la masse de carburant injectée (qui elle reste relativement stable, oscillant entre 7 mg/cp et
7.50 mg/cp). Toutefois, les émissions de polluants restent constamment en dessous des seuils
définis, les niveaux de criticité associés demeurent donc nuls.

Au cycle 46, on remarque un pic du niveau de criticité de la consommation, qui passe
brusquement de 2 a 100, avant de redescendre a 2. Ce pic a, en fait, été provoqué par
l'instabilité de la PMI, qui intervient dans le calcul de la consommation par ControlDesk. On
voit que lors de ce méme cycle, la PMI semble chuter de 7.75 bar a 4.5 bar. Cela provoque une
valeur négative de consommation, ce qui est incohérent, et entraine la valeur aberrante de
niveau de criticité. Néanmoins, cela ne perturbe pas ESCHER, qui maintient efficacement le
moteur dans son état optimal.
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FIGURE 6.14 — Variations des sorties lorsque 1’état initial du moteur est déja optimal.

6.2.4 Un cas d’optimisation habituel

Ce nouveau test est un cas d’optimisation classique, conforme a ce qui se fait dans
I'industrie. Il est similaire & 1’essai précédent : les parametres contrdlés et les sorties surveillées
sont les mémes, et le point de fonctionnement considéré (3500 tr/min, 800mbar) est proche
du précédent. Les criteres sur la PMI (maximiser) et sur la consommation (minimiser) sont
également conservés. Les criteres sur les émissions de HC et de CO sont quant a eux modifiés.
Il ne s’agit plus de respecter un seuil, mais de minimiser ces deux sorties. En outre, le
paramétrage de 'amplitude de 'action a été changé. Afin d’obtenir un réglage éventuellement
plus fin, la masse de fuel injectée varie maintenant par pas de 0.25 mg/cp (au lieu de 0.50
mg/cp), et 'avance a I'allumage par pas de 2°v (au lieu de 4°v).

On observe, sur la figure 6.15, que le critere le plus critique en début d’expérience est
celui de la PMI, suivi de preés par celui de la consommation. Aprés une premiére erreur ot il
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FIGURE 6.15 — Entrées et niveaux de criticité lors d'une optimisation classique.

diminue notamment la quantité de carburant injectée, ESCHER arrive finalement a diminuer
les niveaux de criticité de la PMI et de la consommation. Il a pour cela augmenté la masse
de carburant (de 7 mg/cp a 8.25 mg/cp), le phasage de l'injection (de -700°v a -450°v), et
diminué I’avance a 1’allumage (de 15°v a 9°v).

La PMI connait ainsi une hausse significative (passe de 6 bar environ a pres de 9 bar).
Cependant, les actions de ESCHER ont également pour effet d’augmenter les émissions
de polluants, en particulier celles d’hydrocarbures, dont le niveau de criticité devient le
plus important a partir du cycle 40. Lors des cycles suivants, ESCHER comprend qu’il faut
diminuer la quantité de carburant et le phasage de l'injection, tout en augmentant I’avance a
I'allumage, pour diminuer la pollution et conserver tout de méme une PMI acceptable.

A la fin de I'expérience, le niveau de criticité maximum est autour de 20, contre 50 au



6.2. Expériences sur moteur réel

PMI Consommation
9.25
430
2.00 420
075 n 410 ‘
| | a0 o
8,50 | 300 I |
N |
I 380 I |
8.26 | A |
X | 370
2.00 . | | 360
Ll | a0 | | || |
775 | \ |
¥ 340 |
| \(
o 760 . ‘ | i 330 | U
= f | =1 |
Bros I Il ! % 20 | N
s | | T a0 ‘ | :
7.00 Il 300 | |
L 200 | |
875 = | A &
| I 280 .
s | I ‘ 270
I
o 260
825 { |||
I Il 250
g0 | (it 240 A
[ | 230 M
575 I 220
5.50 210
200
10 20 30 40 50 60 70 80 S0 100 110 0 10 20 30 40 50 &0 70 a0 90 100 110
Cycles de vie Cycles de vie
425
350 A 400 .
[ |
35 375 _ |
300 350 |
275 28 Wl
\ |
A 200 Vo
250 |
\ 275 | o
225 A \ A / Il il
/ / \ . 250 ! 14!
- r\ [ y
v © '
% 200 " .Eﬁ 225 |
T s B T 200 |
A * ]
150 Co 175 i
| /
125 150 AN
125
100
100
75
075
50 0.50
25 025{ = o
o 000
0 10 20 30 40 S0 &0 70 80 =) 100 110 0 10 20 30 40 50 60 70 80 90 100 110
Cycles de vie Cycles de vie

FIGURE 6.16 — Variations des sorties lors d"une optimisation classique.

départ. Conformément aux attentes, la PMI a augmenté, la consommation a diminué, et le
monoxyde de carbone est resté a un niveau tres bas. Seuls les hydrocarbures ont légerement
augmenté, mais restent a un niveau tout a fait acceptable. En raison du compromis avec la
pollution, la PMI n’est toutefois pas & son maximum (atteint entre les cycles 50 et 60), mais
en demeure proche. Le réglage atteint est équivalent a celui que 1’on obtient par la méthode
manuelle habituelle. ESCHER a néanmoins été, encore une fois, plus rapide, il lui a fallu
112 cycles (environ 37 minutes) pour atteindre ce résultat, soit deux fois moins que ce que
demande une personne physique.
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6.2.5 Un cas d’optimisation inhabituel

Cette derniere expérimentation est un essai inhabituel. Le moteur est placé dans le méme
point de fonctionnement que lors de l'essai précédent. Mais, s’il s’agit bien d’optimiser
les niveaux de criticités, ceux-ci représentent cette fois-ci des criteres insensés. En effet, on
demande a ESCHER de maximiser toutes les sorties, y compris la consommation et les
émissions de polluants. Comme pour les expériences précédentes, il y a un compromis a
faire (augmenter la consommation et la pollution n’est pas nécessairement bénéfique pour la
PMI). Le but est ici de voir comment réagit ESCHER lorsqu’il est confronté a des plages de
fonctionnement du moteur habituellement évitées.
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FIGURE 6.17 — Entrées et niveaux de criticité lors d"une optimisation inhabituelle.

La figure 6.17 montre les parametres controlés et les niveaux de criticité, et la figure 6.18
les sorties a maximiser. C’est la consommation qui est au départ la plus critique. ESCHER
cherche donc a la faire augmenter en priorité. Il diminue 1’avance a 1’allumage et le phasage
de l'injection, et augmente la masse de carburant injectée. Cela a pour effet de fortement
augmenter 1’émission de CO et la consommation, diminuant du méme coup leur niveau de
criticité respectif. Cependant, cela a pour effet de diminuer la PMI, son niveau de criticité
devient le plus important. En faisant varier le phasage de l'injection et I’avance a 1’allumage,
ESCHER fait osciller PMI et consommation, dont les niveaux de criticité sont tour a tour les
plus hauts.

A la fin de I'expérience, le niveau maximum de criticité est passé de 65 a 28. La consom-
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FIGURE 6.18 — Variations des sorties lors d’une optimisation inhabituelle.

mation et ’émission de monoxyde de carbone ont fortement augmenté, et I'émission d’hy-
drocarbures est 1égerement supérieure a son niveau de départ. Cela s’est fait au prix d'une
diminution de la PMI. ESCHER est parvenu a "optimiser" en 49 cycles, soit environ 16

minutes.

6.2.6 Bilan des expérimentations sur moteur

Cette section a présenté des exemples représentatifs des essais menés au banc moteur. Ils
montrent I’applicabilité de ESCHER dans un cas réel, gérant divers critéres de controle sur
un systéme bruité et inconnu a I'avance.

La section suivante apporte un supplément de discussion quant a ces résultats, notamment
en les comparant avec nos objectifs initiaux.

6.3 Discussion des résultats

Cette section discute les résultats obtenus vis-a-vis de nos objectifs initiaux, pour ESCHER
comme pour BACH. Elle porte sur les points principaux suivants : le coit d"instanciation de
ESCHER, son apprentissage et sa capacité a passer a 1’échelle.
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6.3.1 Validation de ESCHER

La conception de ESCHER s’est faite selon trois objectifs, énoncés dans les premiers
chapitres de cette thése. Nous voulions :

— un systeme de controle facile a appliquer a une instance particuliere de procédé;

— un systéme de contrdle capable de suivre I'évolution du procédé, autrement dit capable
d’apprendre en paralléle du controle ;

— un systeme de contrdle capable de passer a I’échelle, c’est-a-dire de gérer simultanément
un grand nombre de variables controlées et de critéres d’optimisation.

Nous évaluons ici les résultats de notre systéme en regard de ces objectifs.

6.3.1.1 Faible cofit d’instanciation

Le cotit d'instanciation d'un systéme de controle a un procédé particulier provient prin-
cipalement de deux éléments : la construction et 'utilisation d’un modele analytique du
procédé, et le paramétrage du contrdleur a proprement parler. Dans ESCHER, la solution
proposée pour ces deux aspects est I’apprentissage, par l'auto-adaptation des agents.

Les expériences présentées dans ce chapitre montrent que ESCHER est capable de contrdler
un systéme qui lui est a priori inconnu. Le controle est appris, sans modele préalable du
procédé, ce qui est un gain considérable en termes d’efforts & fournir pour son application.
En outre, comme 1’ont montré les expériences sur moteur réel, la convergence de ESCHER
s’avere rapide.

De méme, le paramétrage nécessaire pour faire fonctionner ESCHER est faible, puisque
seules des informations basiques sur le procédé controlé sont nécessaires (le nombre d’entrées
et de sorties, et leur référence). L'unique point délicat se situe au niveau des fonctions de
criticité. Il n’est pas nécessaire d’ajuster celles-ci tres finement, ESCHER est capable de suivre
la moindre pente de criticité, quelle que soit son amplitude ou la valeur courante du niveau
de criticité. Toutefois, si plusieurs criteres sont a prendre en compte, il est important de
bien réfléchir au compromis a faire, et de positionner les fonctions de criticité les unes par
rapport aux autres en adéquation avec ce compromis. Dans le cas contraire, le probleme risque
d’étre surcontraint, et ESCHER cherchera a converger vers des équilibres de parametres qui
seront nécessairement insatisfaisants pour 1'utilisateur. Le principe des fonctions de criticité
étant simple a appréhender, cela ne semble pas étre une tache complexe. Il serait néanmoins
intéressant d’évaluer la complexité de cette tiche en procédant a des expérimentations
poussées de mise en ceuvre. On pourrait, par exemple, mesurer la difficulté éprouvée par
plusieurs ingénieurs lors de l'application, au méme systeme réel, de divers systémes de
controle intelligent (ESCHER, contrdleurs a base de réseaux de neurones flous, d’algorithmes
génétiques, etc) qu’ils ne connaissent pas.

Ce premier objectif est donc atteint.
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6.3.1.2 Apprendre en permanence

Afin de suivre I'évolution du comportement d’un procédé au cours du temps, le controle
appris ne doit pas étre figé. L'apprentissage doit se faire en continu. Cela permet également
de s’adapter aux perturbations pouvant survenir.

Dans ESCHER, les agents sont en permanence en train de s’adapter, 'apprentissage n’est
pas figé une fois que le systeme a convergé. Cela est notamment illustré par 'expérience
présentée dans la section 6.1.5, dans laquelle ESCHER se réadapte apres chaque perturbation
du procédé.

Notons que cet apprentissage peut étre facilement stoppé si un expert humain considere
qu’il est suffisamment complet et ne désire plus d’adaptation. Il suffit de désactiver la détection
de SNC, ce qui fige le corpus d’Agents Contextes. Le contrdle peut alors se poursuivre sans
apprentissage.

Ce deuxiéme objectif est donc également rempli.

6.3.1.3 Passage a I’échelle

La plupart des approches de contrdle rencontrées lors de 1'édification de 1’état de 1’art de
ce document, notamment celles appliquées aux moteurs, se contentaient d'un faible nombre
d’entrées et de sorties (trois ou moins). ESCHER a été testé avec succes sur des boites noires a
10 entrées et 10 sorties, c’est-a-dire 20 variables accompagnées de 10 consignes a respecter,
ce qui est significativement supérieur aux techniques habituelles. Dans ces conditions, la
durée de chaque cycle de ESCHER reste inférieur a une seconde, pour un total d’environ
4200 agents dans le systeme. Le temps de calcul n’est cependant la plus grosse préoccupation,
et peut étre amélioré par une optimisation de I'implémentation. C’est plutodt le nombre de
cycles nécessaires a la convergence qui peut s’avérer problématique sur certains procédés
réels. Toutefois, ce dernier ne semble pas nécessairement dépendre du nombre de parametres
contrdlés. On voit par exemple sur la figure 6.8 que certains tests a 10 entrées contrdlées
convergent aussi vite que les cas précédents impliquant moins de variables.

Dans le cadre de cette thése, ESCHER n’a pas pu étre testé sur des procédés impliquant un
nombre de variables de 1'ordre de cent ou plus. Cela est en particulier dt a I'implémentation
des boites noires générées qui, elle, ne passe pas a 1’échelle. Cependant, la conception
modulaire de ESCHER, avec des Agents Controleurs autonomes les uns par rapport aux
autres, nous pousse a un optimisme raisonné quant a la capacité de ESCHER a passer a
l’échelle sur le nombre de variables controlées et observables. La complexité induite ne devrait

pas I'empécher de trouver le minimum de criticité globale. Toutefois, cela reste encore a tester.

ESCHER est donc validé en regard des trois objectifs de cette these. Il présente cependant
d’autres qualités intéressantes.
6.3.1.4 Robustesse au bruit

Une des inquiétudes avant de procéder aux tests sur moteur réel concernait le bruit sur
les données. Par exemple, la PMI et la consommation sont particulierement bruitées. La
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FIGURE 6.19 — PMI et consommation acquises par ControlDesk.

figure 6.19 montre ces deux sorties telles qu'acquises par ControlDesk (c’est-a-dire & une
fréquence tres élevée) lors de 1'essai que nous avons présenté dans la section 6.2.4 (la PMI
est en vert, et la consommation en rouge). ESCHER, qui est toujours parvenu a diminuer les
niveaux de criticité, s’est révélé robuste a ce phénomene bien qu’aucun mécanisme ne prenne
explicitement en compte la présence de bruit.

Cela provient de la combinaison de trois éléments : la forte réactivité de ESCHER pour
corriger ses erreurs, le fait que celui-ci se base sur les variations de niveau de criticité (et non
sur leur valeur courante), et le sous-échantillonnage des données percues par les agents. En
effet, la figure 6.19 montre les variables acquises par ControlDesk toutes les 10 ms, alors que
dans le cadre de nos expériences, ESCHER ne communique avec ControlDesk que toutes
les 20 secondes. Aussi, cela raréfie les occurrences d’erreur dans 1’évaluation du sens de
variation de la variable observée. Et lorsqu'une erreur survient, elle n'impacte que faiblement
I'apprentissage de ESCHER qui est prompt a se corriger.

6.3.1.5 Généricité

Etant donné qu’aucune hypothése restrictive n’a été faite quant au procédé controlé, il
nous semble approprié de considérer ESCHER comme générique. En outre, I’abstraction que
représentent les boites noires générées par BACH renforce cette opinion. Les boites noires
peuvent s’apparenter a beaucoup de systémes autres que les moteurs, et ESCHER est capable
de les controler. Autrement dit, il est capable d’apprendre le contrdle de tout type de systemes,
du moment qu’il est possible d’observer la réaction des sorties en fonction des actions sur les
entrées.

Cette contrainte est cependant plus forte qu’il n’y parait, et exclut en fait les systemes
dont les effets d"une action se font sentir sur le tres long terme. Ceci est une des limites de
ESCHER, qui sont abordées dans la section suivante.
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6.3.2 Limites et perspectives de ESCHER

L’approche AMAS suivie avec ESCHER est en rupture avec les méthodes classiques de
controle. Cela permet de solutionner certains problemes récurrents, mais pose également de
nouvelles limites. Aussi, bien qu’ayant été validé en regard des objectifs initiaux, ESCHER
laisse place a des améliorations.

6.3.2.1 Formalisation

La limite la plus importante concerne 1'aspect théorique de 1’approche. En effet, rien ne
permet de prouver formellement que ESCHER converge systématiquement vers un optimum,
ni que l'optimum trouvé est global. En outre, I'apprentissage a été congu pour se poursuivre
indéfiniment. Aussi, aucun criteére ne permet de déterminer si le compromis actuel de criticité
est le résultat final du controle, ou si ESCHER va finir par trouver une meilleure solution.

Ceci est illustré par la figure 6.20 qui montre 1’évolution de la criticité maximale de
100 tests de 2000 cycles effectués avec la boite noire a 4 entrées et 4 sorties utilisée dans la
section 6.1.4, et initialisé de maniere identique. Cette boite noire est particulierement difficile
a controler, car ’ordre dans lequel les entrées sont modifiées impacte 1’évolution du niveau
de criticité. En effet, un certain nombre d’entrées n’influencent pas les niveaux de criticité tant
qu'une autre entrée n’a pas atteint une certaine valeur. Ainsi, lorsque la criticité maximale
arréte de diminuer, ESCHER doit trouver quelles sont les prochaines entrées qui doivent étre
modifiées, et cela peut prendre du temps. C’est pour cela que I'on observe des paliers de
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FiGure 6.20 — Niveau de criticité maximale de 100 tests sur une boite a 4 entrées et 4 sorties.
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criticité sur la figure 6.20 (autour de 70, de 52, et de 25). On voit que, selon les tests, le niveau
de criticité maximal met plus ou moins longtemps & passer d'un palier a I’autre. Certains tests
atteignent la criticité minimale en moins de 100 cycles, tandis que d’autres n’y sont toujours
pas au bout de 2000. Le palier autour de 52 semble particulierement difficile & passer. La
moyenne (en rouge), et surtout la médiane (en bleu), nous indiquent cependant que plus le
temps passe, plus la proportion de tests a atteindre le palier de criticité minimale augmente.
En prolongeant suffisamment le test, tous les niveaux de criticité devraient atteindre le palier
le plus bas.

Toutefois, il est impossible de s’assurer, sans "ouvrir" la boite noire, que le palier minimal
de criticité atteint est effectivement le meilleur compromis possible. Rien ne dit qu’aucune
amélioration du niveau de criticité (aller en-dessous du palier a 10 dans notre exemple) n’est
possible en continuant le test sur une plus longue durée. Surveiller le nombre d’Agents
Contextes créés peut étre un bon indicateur, mais n’est pas suffisant. Lorsqu’il n’augmente
plus, cela traduit une certaine stabilité du systeme, mais qui peut n’étre que temporaire.

Ce probleme concerne spécifiquement 1’aspect apprentissage, une fois les Agents Contextes
créés et stabilisés, ESCHER n’est plus géné par ces paliers. La boite noire utilisée pour cet
exemple est un cas extréme ou les paliers sont nombreux. Ce probleme est par exemple
beaucoup moins présent avec le moteur réel, mais impose tout de méme la présence d’un
superviseur humain qui décide du moment ot1 I'essai peut étre stoppé.

Deux pistes doivent étre explorées pour améliorer cet aspect de notre systeme. D'une
part, il manque probablement une SNC a découvrir qui permettrait aux Agents Controleurs
de sortir plus rapidement d’un palier. D’autre part, formaliser I’approche AMAS est une
tache extrémement difficile, une perspective a long terme, qui permettrait de prouver des
propriétés telle que la convergence, et ainsi nous aider dans ’analyse des résultats obtenus.

6.3.2.2 Bruit et latence

Si le bruit a finalement eu un impact limité sur les expériences menées sur moteur réel, la
raison de ce fait (sous-échantillonner la variable) n’est pas satisfaisante. En outre, la SNC 9
(I’apprentissage de 'amplitude d'une action) n’était pas implémentée lors de ces tests. Or, elle
se base sur la vitesse de variation des niveaux de criticité, qui peut étre fortement impactée
par le bruit. Cela laisse a penser que la résolution de cette SNC ne fonctionnerait pas dans les
conditions de nos expériences.

ESCHER est incapable de gérer les cas ot 'effet d"une action sur une entrée ne devient
observable sur une sortie qu’apres une longue durée. Par exemple, avec un moteur, il faut
modifier certains parameétres et les maintenir dans leur nouvel état pendant un temps prolongé
(de l'ordre de la centaine de cycles pour ESCHER) avant que la température ne commence a
diminuer. ESCHER a peu de chance de voir des Agents Contextes rendre compte de ce fait,
surtout si d’autres variables ont changé de valeur entre temps.

Ces deux aspects, le bruit et la latence, sont des éléments propres a 1’environnement de
ESCHER qui devraient étre appris par ce dernier. Les prochains travaux doivent se concentrer
sur la découverte des SNC permettant de gérer le bruit et la latence. Nous pensons que
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les SNC correspondant a ces deux problemes sont en fait identiques. En effet, il s’agit de
déterminer si une variation pergue en sortie est due au bruit, ou bien a une action passée.

6.3.2.3 Extraire les connaissances acquises

ESCHER acquiert des connaissances au sujet du procédé contr6lé au cours du temps. Ces
connaissances sont distribuées dans tous les Agents Contextes, et ne sont donc pas accessibles
directement depuis I'extérieur. Ceci n’est pas une limite en regard de la fonction premiere de
ESCHER. Toutefois, il est dommage de ne pas pouvoir réutiliser ces connaissances a d’autres
fins (comme par exemple obtenir un modéle calculable du procédé controlé).

Aussi, extraire les connaissances apprises par ESCHER représente une perspective a
court terme intéressante. A premiere vue, la tache semble relativement aisée, puisque les
informations sont stockées explicitement dans les agents. Elle présente néanmoins quelques
défis (notamment 1’agrégation d’informations contradictoires provenant d’agents différents).

6.3.2.4 Le paradoxe du contrdle d’un systéme inconnu

ESCHER est un contrdleur capable de gérer un systéeme préalablement inconnu (a "excep-
tion de ses entrées et sorties). La fonction d’un contrdleur est de placer le systeme controlé
dans un état désiré, spécifié par l'utilisateur. Mais, si le systeme controlé est véritablement
inconnu, comment l'utilisateur peut-il étre stir de ne donner au controleur que des objectifs
réalisables ?

Cela rejoint, en partie, le probléme de savoir détecter si I’optimum a été trouvé ou si une
meilleure solution va étre découverte. C’est une limite qui ne provient pas du contrdleur
lui-méme, mais de la connaissance que 1'utilisateur a du systéme controlé. Les capacités
d’apprentissage d'un contréleur permettent de contrdler un systéme qui est inconnu du
contréleur, mais 1'utilisateur doit au minimum avoir une idée de ce qu’il est possible de faire
ou non. L'apprentissage est un moyen d’épargner le travail que demande le transfert des
connaissances de l'utilisateur au controleur (qui se fait habituellement par la construction
dun modele mathématique, ou par un paramétrage important et précis).

Mais il est possible d’aller plus loin dans 'apprentissage. Un contrdleur pourrait, par
exemple, étre capable d’apprendre les limites du systeme qu’il controle, et ainsi avertir
l"utilisateur en cas de consignes irréalisables. Le controleur apprenant pourrait également étre
capable de détecter ses propres limites actuelles, et d’apprendre comment les dépasser. Par
exemple, ESCHER pourrait se rendre compte qu’il n’est pas capable d’apprendre les effets se
produisant sur une longue échelle de temps. Dans le cas d’'un AMAS, cela signifierait que
le systéme est capable de détecter de nouvelles SNC (et de trouver comment les résoudre)
qui n’auraient pas été prévues par le concepteur, voire de détecter des fonctions locales
manquantes et de créer le type d’agent pouvant les accomplir.

Ce sont la des perspectives extrémement stimulantes.
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6.3.3 Validation de BACH

L’objectif avec BACH était de disposer d’une palette de cas de test, sous forme de
boites noires, permettant d’éprouver ESCHER durant son développement en s’épargnant
la lourdeur des expériences sur moteur réel. Il y avait néanmoins le risque que les boites
noires générées par BACH soient une mauvaise abstraction, c’est-a-dire qu’elles présentent
un comportement trop différent d’un moteur réel pour que les enseignements tirés de leur
utilisation soient pertinents. Un moyen de vérifier la validité de ces boites noires était de
poursuivre le développement de ESCHER jusqu’a son terme, et de le tester sur le vrai moteur.
Si les performances de ESCHER sur chacun des systemes sont équivalentes (sans avoir a le
modifier profondément), alors BACH est validé.

Les seuls ajustements apportés & ESCHER ont été induits par le protocole de commu-
nication particulier avec le moteur. Pour le reste, le comportement de notre controleur sur
le moteur s’est avéré tout a fait conforme a nos attentes, fondées sur les essais avec les
boites noires générées. Aussi, nous considérons BACH comme validé dans le cas précis de
I’évaluation de ESCHER pour son utilisation future sur un moteur a combustion.

6.3.4 Limites et perspectives de BACH

La question subsiste de savoir si BACH est également pertinent dans le cadre du dévelop-
pement d’autres systemes d’apprentissage du controle, destinés éventuellement a d’autres
systemes a controler. En outre, il se peut que les capacités d’adaptation de ESCHER soient
suffisamment poussées pour masquer des aspects difficiles du comportement du moteur réel
qui ne sont pas présents chez les boites noires (ou inversement).

Aussi, un travail important a faire est de concevoir et d’effectuer des tests précis, visant
a déterminer exactement quelles sont les différences fondamentales (s’il y en a) entre le
comportement des entrées et sorties des boites noires générées et celles de systemes réels.
Cela rejoint le domaine de l'étude des systemes complexes.

En outre, a partir d’un certain nombre d’entrées et sorties (environ une douzaine de
chaque), les boites noires générées sont souvent inextricables. C’est-a-dire que les sorties
ne varient quasiment pas quelles que soient les valeurs des entrées. Les phases d’auto-
assemblage et d’auto-ajustement du processus de génération demandent donc a étre affinées.
Elles gagneraient certainement se dérouler simultanément, avec des ajustements effectués a
chaque nouveau lien.

6.4 Bilan

Ce dernier chapitre a présenté les expériences conduites sur des boites noires générées
par BACH, puis sur un moteur a combustion. Ces expériences ont permis de valider ESCHER
selon les trois objectifs de cette these : la facilité d’instanciation, la capacité d’adaptation et
celle de passer a I’échelle. ESCHER s’est également révélé relativement robuste au bruit, et
présente tous les atouts pour étre un systeme de controle générique.
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Toutefois, ces résultats trés encourageants sont a pondérer par les limites de ESCHER,
qui sont également exposées dans ce chapitre. En particulier, le manque de recul théorique
parait étre le point le plus délicat. Si la validité de notre approche générale est assurée par la
théorie des AMAS, sa concrétisation sous la forme de ESCHER n’offre pas, pour le moment,
de garantie théorique.

TaBLE 6.1 — Tableau comparatif des méthodes de controle et de ESCHER.

Critere PID Controle adaptatif | Controle intelligent ESCHER
Généricité + + ++ ++
Instanciation -- -- -- +
Adaptativité -- + ++ ++
Aucun (Ta
connaissance Limité (ajuste- Variable (de li- Poussé  (ap-
A p du procédé est | ment de para- Mité A tres im- prend direc-
pprentissage implicitement metres d’une ©atres tement le
contenue dans structure fixe) portant) controle)
le paramétrage

Le tableau 6.1 reprend le bilan du chapitre 2 auquel il ajoute ESCHER. Il est toutefois
a prendre avec précaution puisqu’il compare un systéme particulier avec des approches

générales qui regroupent des techniques hétérogenes.

Enfin, nos expériences ont également permis de valider la démarche entreprise avec BACH,
a savoir utiliser des boites noires abstraites pour mettre au point un systeme d’apprentissage
du controle. Ces boites noires ont permis de s’affranchir des contraintes techniques liées au
banc moteur pour les nombreux tests jalonnant le développement de ESCHER.
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Le contrdle de systemes complexes, point de départ de cette these, est un domaine
riche, trouvant ses racines dans de nombreux champs d’application, et dont les notions de
base sont présentées dans le premier chapitre. Son étude nous a rapidement menés vers
I'apprentissage artificiel, une discipline au coeur des approches modernes de contrdle. Aussi,
le second chapitre est un état de 1’art couvrant un vaste éventail de techniques de controle et
d’apprentissage. Le plus gros défi actuel concerne I'application, a des cas réels, des techniques
dites intelligentes. Bien souvent, les algorithmes mis en place sont incapables de franchir la
fameuse "barriére de complexité", qui apparait lorsque le probleme (le systéeme a contrdler, ou
'objet a apprendre) possede une dynamique non-linéaire et fait intervenir un grand nombre
de variables. Les travaux les plus récents présentés dans 1'état de 1’art laissent a penser
que la solution se trouve, en partie, dans la distribution du controle. Ainsi, les systemes
multi-agents, naturellement distribués, et en particulier les systemes multi-agents adaptatifs
et leur conception entiérement bottom-up, représentent une alternative séduisante. Dans de
tels systemes, 1’auto-organisation coopérative des agents leur permet de trouver eux-mémes,
collectivement, une solution au probleme qui leur est présenté. Ils sont abordés en détail dans
le chapitre 3.

Le chapitre 4 introduit ESCHER, le systéme multi-agent adaptatif congu et développé
au cours de cette these afin de répondre au défi du controle de systemes complexes, et
notamment celui des moteurs a combustion. Dans ce systéme, les agents ignorent la tache
globale que le collectif doit effectuer. Chacun se concentre sur son propre but local, tout
en gardant un comportement coopératif pour résoudre les problemes (locaux) qui se pré-
sentent a lui. Ces résolutions locales provoquent des changements au niveau des agents
(ajustements de parametres, réorganisation des interactions, création ou suppression d’agents)
qui se répercutent sur le comportement global de ESCHER, le guidant vers l'adéquation
fonctionnelle.

Deux types d’agents en particulier sont au centre de l’activité du systeme : les Agents
Controleurs et les Agents Contextes. Les premiers sont majoritairement responsables du
contrdle proprement dit, tandis que les seconds apprennent les réactions de I’environnement.
Les Agents Contrdleurs se basent sur les indications des Agents Contextes pour effectuer des
actions, tandis que l'apprentissage des Agents Contextes dépend directement des choix que
font les Agents Contrdleurs. Ainsi, apprentissage et controle sont couplés. Ils se construisent
mutuellement, a 'image des Mains se dessinant (figure 1) de l'artiste hollandais dont notre
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FIGURE 1 — Mains se dessinant (lithographie de M.C. Escher, 1948).

systéme emprunte le nom, Maurits Cornelis Escher. D’autre part, le pavage de 1'espace, qui
est un des themes récurrents des ceuvres de M.C. Escher, est un aspect important de notre
systeme. En effet, aucun agent ne centralise toute la connaissance acquise par ESCHER,
celle-ci est distribuée parmi eux. Chaque Agent Contexte représente une portion de 1’espace
d’états de I'environnement pour laquelle les effets d’une action donnée sont connus. Pris
isolément, un Agent Contexte n’est pas intéressant, c’est la "mosaique" composée de tous les
Agents Contextes qui l'est. Le fait que chacun des éléments de la "mosaique” est capable de
s’ajuster de maniere autonome, afin de garder un tout cohérent, donne au systéeme toute sa
capacité d’apprentissage et d’adaptation.

Le développement de ESCHER a été grandement facilité par un autre systeme multi-agent
adaptatif, également produit durant cette these, et nommé BACH. Présenté dans le chapitre 5,
ce systéme a pour but de générer des boites noires faisant office de systémes a controler pour
ESCHER. Ces boites noires ont permis de procéder a de nombreux tests sans subir les lourdes
contraintes techniques des expérimentations sur un moteur réel. Finalement, le chapitre 6
montre et discute les expériences effectuées, avec des boites noires générées mais également
sur un vrai moteur. Les résultats obtenus ont permis de valider nos deux systemes en regard
de nos objectifs initiaux, tout en faisant apparaitre certaines limites, laissant ainsi la place a
de nombreuses perspectives.

Contributions

ESCHER constitue la principale contribution de cette these. Il offre des apports aussi bien
dans le champ général du contrdle, que dans les domaines plus spécifiques de la calibration
d’ECU et de lI'étude des AMAS.

Au controéle, il apporte un systeme capable de gérer simultanément plusieurs entrées



Perspectives

et sorties d'un systeme non-linéaire, sur lesquelles plusieurs consignes (éventuellement
contradictoires) peuvent étre appliquées. Il est générique, capable de passer a 1’échelle, et ne
nécessite pas de modele préétabli du systeme controlé, tout passe par l'apprentissage. Cet
aspect lui donne une grande facilité d’utilisation, et permet son instanciation rapide a un
procédé donné. La réunion de tous ces critéres est, 8 ma connaissance, inédite.

A la calibration d’ECU, il apporte un moyen d’automatisation, permettant un gain signifi-
catif de temps. En effet, les tests effectués sur moteur réel ont montré que ESCHER est capable
d’amener le moteur dans un état optimal environ deux fois plus vite qu'un expert humain
avec la méthode classique utilisée dans 1'industrie. La supervision humaine actuellement
nécessaire est trés légere, et permet a 1'ingénieur d’effectuer d’autres taches en parallele.
En outre, utilisé comme outil d’auto-calibration, ESCHER peut s’insérer facilement dans le
processus de développement d’'un ECU, sans remettre en cause toute la chaine de production.

Aux AMAS, il apporte une validation supplémentaire de 1’approche, avec un systeme
éprouvé sur des cas réels, hors simulation. Son développement a également permis de raffiner
certains outils, comme les fonctions de criticité, I'utilisation d’AVT pour estimer des intervalles
de valeur, ou encore produit des composants réutilisables via MAY. Enfin, il peut étre vu
comme une version largement améliorée du systeme Obsidian (ViDEAu 2011), entre autres
avec l'ajout des Agents Criteres (qui permettent de gérer facilement plusieurs consignes
pouvant chacune faire intervenir plusieurs variables), et celui du mécanisme de consigne
dynamique (qui permet d’éviter de rendre obsolétes tous les Agents Contextes a chaque
changement de consigne, et de conserver 1’apprentissage).

Enfin, BACH est une contribution a part entiere. Son apport va au-dela du cadre multi-
agent et se situe au niveau du développement de systemes capables d’apprentissage. La
génération automatique produit des boites a la dynamique variée, utilisables dans tous les
domaines ot une approche "boite noire" est possible, ce qui est, par exemple, le cas de la
majorité des techniques d’apprentissage par renforcement, et de bon nombre d’algorithmes
d’optimisation.

Perspectives

Les travaux présentés dans cette thése ouvrent de nombreuses perspectives a court terme,
principalement d’un point de vue applicatif, mais nourrissent également des projets a long
terme.

A court et moyen terme

Plusieurs améliorations peuvent étre apportées a ESCHER pour pousser 1’apprentissage
encore plus loin. En premier lieu, le bruit sur les données, et la latence entre une action sur les
entrées et I'observation d’effets sur les sorties doivent étre appris, afin de rendre le systeme
plus robuste.

De méme, certains parametres, tels que la taille minimale des plages de validité, ou bien
les coefficients des AVT et leur pas minimal, pourraient étre appris pendant 1’exécution. Il

173



CONCLUSION GENERALE

174

serait méme possible d’ajuster automatiquement les fonctions de criticité de maniere a ce
que leur définition puisse étre vague. Ce serait alors a ESCHER de faire en sorte que tous
les niveaux de criticité soient pris en compte, et a proposer leur équilibration. Cela rejoint
certains travaux en cours sur les AMAS, qui cherchent a produire des systéemes capables
de trouver leurs propres fonctions de criticité et de découvrir des SNC non prévues par le
concepteur (MEFTEH et al. 2013).

Congu avant tout pour le controle, ESCHER doit également apprendre et, pour cela,
explorer efficacement 1’'espace d’états de son environnement. Ce fait le rapproche des algo-
rithmes d’optimisation. Aussi, son utilisation en temps qu’outil d’auto-calibration s’est révélée
prometteuse. C’est pourquoi il est envisagé de produire une version alternative du systeme,
dédiée entierement a 1’optimisation multi-critére. Cela implique notamment la définition d"un
critere d’arrét de I’exploration, afin que cette tdche n’incombe pas & un superviseur humain.
Dans ce cas, la définition de nouvelles SNC, a méme de répondre au probleme des paliers de
criticité, devient cruciale et doit étre traitée en priorité. C’est cette voie qui semble susciter le
plus d’intérét de la part des industriels, et qui devrait donc étre poursuivie dans un avenir
proche.

A long terme

Les Agents Contextes ont été introduits pour la premiere fois dans Obsidian (VipEau 2011),
un systéme de contrdle de bioprocédés, puis réutilisés (et améliorés) dans trois systemes
développés en parallele lors de trois theses : SAVER (GarTo, GLEIZES et ELICEGUT 2013)
pour l'optimisation énergétique de batiments, AMADEUS (GuivarcH, CAmPs et PENINOU
2012) pour le controle de systémes ambiants, et donc ESCHER pour le controle de systémes
complexes. Ces quatre AMAS présentent une architecture (en termes de types d’agents et de
la fonction que chacun remplit) similaire, ils difféerent majoritairement par ce qui pourrait étre
considéré comme des détails :

— Obsidian peut étre vu comme une version alpha des trois autres systemes. Il ne posseéde
pas d’Agents Criteres, et bon nombre de mécanismes (comme la consigne dynamique)
sont absents. En outre, quelques hypotheses sur l’activité désirée du systeme different
de celles de ESCHER. Ainsi, les deux systémes ont tres peu de SNC en commun.
Par exemple, Obsidian interdit que des plages de validité se recouvrent entre Agents
Contextes, et cherche a fusionner ces derniers.

— AMADEUS s’interdit de faire des actions qu’il n’a jamais observées au préalable dans
son environnement. Aussi, il n’explore pas 1’espace d’états, mais attend qu’un humain
lui montre l'action a faire. Il retient le contexte dans lequel cette action lui a été montrée,
et la reproduit en anticipant si ce contexte (ou une généralisation de celui-ci) réapparait.
Le but du systeme est de se substituer aux humains occupant un batiment pour la
gestion de ce dernier (allumer la lumieére, le chauffage, ouvrir les volets, etc). Cette tache
globale fait apparaitre des agents (autres que les Agents Contextes) différents de ceux
de ESCHER.
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— SAVER est le systéeme le plus proche de ESCHER. La principale différence réside dans
la définition d’une action : pour ESCHER il s’agit d’une variation sur une entrée,
pour SAVER c’est une affectation de valeur. De cette différence découle une utilisation
différente des Agents Contextes et des Agents Controleurs, et ainsi des SNC différentes.

Avoir plusieurs systemes similaires, réutilisant en partie les mémes types d’agents est une
premiere dans l'histoire des AMAS et constitue un cas d’étude intéressant. ESCHER est le seul
a avoir eu 'opportunité d’étre appliqué sur un cas réel, mais les résultats obtenus par ailleurs
avec ces systémes semblent bien différents les uns des autres. Un probléme résoluble par
ESCHER peut tenir SAVER en échec, et inversement. L'étude de ces divergences peut étre trés
instructive sur les liens entre les éléments du niveau local (les agents et leurs interactions, ainsi
que les SNC) et la fonction émergente d"'un AMAS. Les premiéres constatations informelles a
ce sujet semblent indiquer que 1'émergence réside dans les détails. Par exemple, il semblerait
que définir une action comme une variation soit un avantage pour l’apprentissage et la
premiere convergence, mais pas pour le controle a proprement parler. SAVER a besoin de
beaucoup plus de feedbacks et d’itérations que ESCHER pour suivre une consigne en créneau,
mais lui est plus fidele par la suite (aucune oscillation et temps d’établissement plus rapide).

Outre I'étude comparative poussée désormais permise, ces quatre systémes ouvrent la
voie a la véritable réutilisation d'un type d’agent, directement d'un systéme a 'autre. En effet,
les Agents Contextes semblent appelés a étre généralisés, standardisés, et a devenir un modele
générique d’agent pour 'apprentissage au sein d'un AMAS. Ils seront tres probablement
réutilisés dans les prochaines theses de 1'équipe SMAC.

Les SMA, et a plus forte raison les AMAS, sont une technologie tres jeune en comparaison
de bon nombre de techniques utilisées dans le controle intelligent, notamment les réseaux
de neurones et les algorithmes génétiques. Il en découle un certain manque de maturité
théorique. En effet, méme en connaissant parfaitement le systeme controlé, rien ne prouve
que ESCHER va converger s’il est appliqué. Une perspective a long terme est de faire la
preuve de ce type de propriétés. Une premiére étape consiste en la formalisation du systéme,
ébauchée dans le chapitre 4. S’il semble plus facile a résoudre sur un systeme particulier, ce
probleme concerne les AMAS de maniere générale. Aussi, c’est un travail au long cours qui
n’est pas abordé de maniére spécifique a ESCHER (GRraja et al. 2014).

Et Godel dans tout ¢a?

Le lecteur qui aura deviné d’ott vient l'inspiration du nom des systemes présentés
dans cette these ! peut légitimement se poser la question. Le théoréme de I'incomplétude
de Godel stipule qu'une théorie mathématique suffisamment puissante pour formaliser
I'arithmétique ne peut étre a la fois compléte (capable d’exprimer toutes les assertions
possibles) et consistante (qui ne contient pas d’incohérence). Il est hasardeux d’étendre
ce théoreme hors du cadre mathématique strict auquel il s’applique, mais je vais tout de
méme m’y risquer afin d’illustrer mon propos. Une des perspectives a tres long terme des

1. Du livre Gddel, Escher, Bach : The Eternal Golden Braid (HOFSTADTER 1979)
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AMAS est d’obtenir un systeme capable de tout apprendre, c’est-a-dire de faire émerger sa
propre fonction. Cet AMAS idéal serait capable d’effectuer et de s’adapter a toute tache que
I'on pourrait attendre de n’importe quel systeme informatique. Lorsque 'on construit un
programme, la pratique habituelle est de s’assurer de la consistance de ce dernier. Un tel
AMAS (sl existe) prendrait I’envers de ce constat. Ce serait un systeme qui résoudrait des
SNC en permanence. Il maintiendrait un équilibre dynamique pour exercer une fonction
donnée, et basculerait d'un équilibre a ’autre en fonction de son environnement. Il ne serait
jamais réellement consistant, mais virtuellement complet, capable de faire face a n'importe
quel probleme, de s’adapter a tout (et d’obtenir le meilleur score au test d’intelligence
universelle, LEGG et HuTTER 2007).

Un des espoirs a trés long terme de la théorie des AMAS est d’échapper a Godel en
proposant une théorie purement locale, et localement trop simple pour que le théoreme
puisse s’appliquer. En I’état, la théorie permet déja de repousser les limites de la complexité
des logiciels concevables grace a sa focalisation sur le niveau local, plus simple, des agents,
et en laissant a ceux-ci le contrdle de leur processus d’organisation. Ainsi, la complexité
des systemes produits émerge maintenant des agents, et non plus de l’esprit du concepteur.
Le défi que releve I'approche AMAS est de maitriser l’auto-organisation, de trouver quels
mécanismes locaux vont faire émerger les phénomenes globaux attendus. La coopération
est un trés bon moyen d’y parvenir, car c’est un concept intuitif, qui fournit des lignes de
conduites relativement précises. Cependant, cet avantage a un cofit. Les concepts intuitifs
renferment des ambiguités parfois bien cachées sous une couche de "sens commun", ce qui
les rend tres difficiles a formaliser. Or, une formalisation poussée de la théorie AMAS semble
indispensable, ne serait-ce que pour montrer la convergence sur certains types de problemes.
Peut-étre la coopération est-elle une notion trop antropomorphique ? Du point de vue d'un
concepteur de SMA, la véritable question est plutdt de savoir si la maitrise d’un phénomeéne
émergent, par des agents purement locaux qui n’en ont pas la connaissance, est possible en
toute circonstance. Voila le pari qui fait tout le sel de I'approche AMAS!

Si cette these a apporté quelques réponses a la problématique de l'apprentissage dans
le cadre du contrdle de systemes complexes, elle a également mis en évidence quelques
problémes. Et ce n’est pas un mal. Une réponse est par nature statique, inerte. Ce sont les
questions, les problemes, qui provoquent (et suivent) le mouvement. Une question prend de
la valeur avec le temps, une réponse en perd 2. C’est pourquoi il est toujours préférable de
poser une question que d’apporter une réponse. N’est-ce pas ?

2. Cette idée est tres joliment développée par lartiste Kostas Kiriakakis, a cette adresse
http :/ /kiriakakis.net/comics/mused/a-day-at-the-park
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Acronymes

ACP Analyse en Composantes Principales, techniques d’apprentissage non supervisé, permet-
tant de réduire la dimension de données tout en conservant l'information pertinente.

ADELFE Atelier de DEveloppement de Logiciels a Fonctionnalité Emergente, méthode de concep-
tion et de développement d'un AMAS.

AMAS Adaptive Multi-Agent System, systeme multi-agent dans lequel les agents fondent
leur comportement sur la coopération, permettant la résolution de taches complexes grace a
"auto-organisation.

AVT  Adaptive Value Tracker, outil permettant de suivre une valeur dynamique.

BACH Builder of Abstract maCHines, AMAS pour la génération de boites noires afin de tester
des systemes d’apprentissage du contrdle, congu et développé lors de cette these.

CO Monoxyde de carbone, gaz nocif présent a I’échappement d’un moteur.

ECU Engine Control Unit, boitier électronique embarqué dans un véhicule sur lequel s’exécute
un logiciel de controle moteur.

EGR Exhaust Gas Recirculation, technologie permettant le recyclage comme comburant d’une
partie des gaz d’échappement d’un moteur a combustion.

ESCHER Emergent Self-adaptive Controller for Heat Engine calibRation, AMAS dédié a 'ap-
prentissage du controle de systemes complexes, congu, développé, et expérimenté dans le
cadre de la calibration d’ECU au cours de cette these.

HC Hydrocarbures, molécule composée uniquement d’hydrogene et de carbone; il s’agit
dans cette these d'un polluant présent dans les gaz d’échappement.

LCS Learning Classifier System, systeme d’apprentissage par renforcement basé sur les
algorithmes génétiques.
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MAY Make Agent Yourself, outil dédié au développement de systemes multi-agents, permet-
tant la génération de code a partir d'une description d’architecture en composants.

MIAC Model Identification Adaptive Control, approche de controle de systémes dans laquelle
un modele du systeme contrdlé est ajusté au cours du temps.

MIMO Multiple Input and Multiple Output, qualifie un systeme possédant plusieurs entrées
et plusieurs sorties.

MPC Model Predictive Command, technique de controle de systemes dans laquelle un modele
du systeme controlé est utilisé pour faire des prévisions sur son comportement et explorer les
diverses solutions.

MRAC Model Reference Adaptive Control, approche de contrdle de systemes dans laquelle un
modele mathématique sert de référence, et que le systeme controlé doit suivre.

PID Proportionnel-Intégral-Dérivé, technique de contrdle se basant sur trois termes liés a
l’erreur commise par rapport a la consigne.

SISO Simple Input and Simple Output, qualifie un systeme possédant une seule entrée et une
seule sortie.

SMA Systeme Multi-Agent, systeme composé d’entités autonomes, les agents, qui inter-
agissent au sein d'un environnement qu’elles percoivent et peuvent modifier.

SNC Situation de Non-Coopération, situation dans laquelle un agent d’'un AMAS n’est pas
capable de remplir sa fonction.

SVM  Support Vector Machines, ou machines a vecteurs de support, technique d’apprentissage
supervisé s’appuyant sur les méthodes d’optimisation mathématiques.
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ANNEXE

La fonction barriere

Cette fonction, dont la formulation mathématique a été proposée par des collegues de
I'Institut de Mathématiques de Toulouse, est utilisée pour calculer un niveau de criticité en
fonction d’une valeur numérique. Le terme "barriere" utilisé ici n’a pas exactement son sens
mathématique, mais est imagé et correspond 1'utilisation que nous avons de la fonction.

La criticité est une fonction permettant d’évaluer localement par un agent sa difficulté
a effectuer les activités qu’il souhaite réaliser (typiquement un objectif a atteindre). Cette
valeur de criticité est systématiquement diffusée dans son voisinage a chaque transmission
d’information, permettant a chacun d’eux de juger celui qui semble le plus prioritaire a
satisfaire (selon l'attitude coopérative). Usuellement la criticité est définie sur R telle que :

criticité maximale si x €] — oo; inf]
f(x) = { fonction a trouver si x € [inf;sup|

criticité maximale si x €]sup; +oo|

La fonction a trouver doit étre continue et dérivable, rapidement calculable (car utilisée
a grande échelle dans un AMAS). Elle doit également avoir peu de parametres pour son
ajustement.

Dans la plage [inf;sup] la criticité est généralement nulle en son centre, et décroissante
(respectivement croissante) au voisinage de inf (respectivement sup). La fonction de criticité
ci-dessous est définie par morceaux et dépend (outre critMax, sa valeur maximale, et inf et
sup ses bornes) de deux parametres : € et . Il faut € > 0 et 0 < 7 < €. En outre, la fonction
vérifie :

— f(inf) = f(sup) = critMax et leurs dérivées sont nulles;

- f(inf +€) = f(sup —€) = 0 et leurs dérivées sont nulles.

Pour simplifier I'écriture, nous transposons par un changement de variable les bornes dans
[0; sup — inf]. Et par abus de langage, nous continuons d’appeler sup la borne supérieure du

1
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nouvel intervalle. La fonction barriere de criticité est définie par :

critMax six <0
_,Yg(fef_ﬂ’;JrfY(x_nHa sig<x<e
fx)=<2 0 sie <x<sup—e
_7%"_7(5”77_35_’7)4_5 sisup—e <x <sup-—rn
Iy (sup —x — )+ 8 sisup— 1 < x < sup
critMax sisup < x
avec
critMax
=
€
et ( )
_ 7
0= —v >

La figure A.1 donne une idée des diverses formes obtenues pour la borne inf, en fonction
des valeurs des deux parametres € et 77. La forme est symétrique pour la partie droite, au
voisinage de sup. Le parametre e définit la valeur de x pour laquelle la fonction donne zéro,
tandis que # joue sur la forme de la courbe en fixant son point d’inflexion. Il est possible
d’utiliser un € et un 7 différent pour chaque partie de la courbe.

Traits pleins : epsil=1 ; Pointillés : epsil=0.3

100 TR T T T T T
W eta = epsilf3
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FIGURE A.1 — Partie gauche de fonctions différemment paramétrées.
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