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Introduction

Nous nous intéressons dans ce manuscrit a la simulation numérique d’écoulements incompressibles tripha-
siques soumis aux tensions de surface a ’aide d’'un modele de type interfaces diffuses. Les différents aspects
de la mécanique des fluides numériques sont abordés, de la modélisation aux expérimentations numériques en
passant par la discrétisation et 'implémentation informatique. L’essentiel des contributions concerne néanmoins
le développement de schémas numériques (discrétisation en espace et en temps) et leur analyse mathématique
(stabilité, existence et convergence des solutions approchées).

Ce travail de these a été effectué au sein du laboratoire “étude de I'Incendie et développement de Méthodes
pour la Simulation et les Incertitudes” (LIMSI) de I'Institut de Radioprotection et de Streté Nucléaire (IRSN).
Le champ de compétences de 'IRSN couvre ’ensemble des risques liés aux rayonnements ionisants, utilisés dans
I'industrie ou la médecine, ou encore les rayonnements naturels. Plus précisément, I'TRSN exerce des missions
d’expertise et de recherche dans les domaines suivants :

— surveillance radiologique de I’environnement et intervention en situation d’urgence radiologique,

— radioprotection de ’homme,

— prévention des accidents majeurs dans les installations nucléaires,

— slireté des réacteurs,

— stireté des usines, des laboratoires, des transports et des déchets,

— expertise nucléaire de défense.

Le LIMST est un laboratoire de la Direction de la Prévention des Accidents Majeurs (DPAM). Une part de son
activité est constituée par I’étude des différentes situations auxquelles un réacteur nucléaire peut se trouver
confronté depuis les conditions normales de fonctionnement jusqu’aux accidents graves qui sont le cadre général
de cette these.

Une dégradation avancée d’un réacteur nucléaire a eau pressurisée lors d’un hypothétique accident majeur
peut conduire, selon les scénarios envisagés, a la formation d’un bain de corium (mélange des matériaux fondus
du ceeur et de la cuve) dans le puits de cuve, composé de béton, qui constitue la derniére barriere de confinement.
Le corium, encore chauffé par le dégagement de puissance résiduelle dii a la désintégration des produits de fission,
interagit avec les structures en béton qui le contiennent, et le bain érode peu a peu le radier ainsi que les parois
latérales. Cette interaction s’accompagne de relachements importants de gaz : vaporisation de ’eau contenue
dans le béton et formation de dioxyde de carbone principalement par décomposition du calcaire. Le bain est
alors traversé par un flux de bulles.

Le corium liquide est un mélange complexe. Nous nous intéressons a une configuration probable du bain de
corium dans laquelle deux phases principales, I'une majoritairement oxyde et ’autre majoritairement métallique,
se séparent pour atteindre une géométrie stratifiée (dés que 'agitation engendrée par le flux gazeux tombe en
dega d’un certain seuil). Ce phénomeéne a un impact majeur sur le déroulement de 1’accident : la couche métal-
lique, beaucoup plus conductrice, constitue un pont thermique entre la couche oxyde, dans laquelle est générée
Iessentiel de la puissance, et les parois; la progression de 1’érosion de la cavité en est fortement affectée ainsi
que, en conséquence, les modes et temps de percée du puits de cuve (percée latérale ou verticale). De plus, le flux
gazeux influence grandement les transferts entre les deux phases (modification des couches limites thermiques,
changements topologiques de l'interface oxyde/métal avec entrainement éventuel du métal) pouvant accélérer
Pablation du béton dans une direction (horizontale ou verticale). La quantification de ces échanges thermiques
et massiques reste un probléme ouvert préjudiciable a la fiabilité des simulations d’accident actuelles [Cra07].
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L’étude des échanges de masse et de chaleur entre deux phases liquides stratifiées lors du passage d’un flux
de bulles fait I'objet, au LIMSI, depuis plusieurs années, d’une approche par simulation numérique directe. Un
modele mathématique a été élaboré et étudié au cours de la these de C. Lapuerta [BL06, Lap06].

Ce modele et les différentes difficultés numériques identifiées dans [Lap06] constituent le point de départ
du présent travail de these. Nous détaillons dans la suite de cette introduction les différentes contributions
apportées au cours de ce travail :

— modélisation : le modeéle comporte différents parameétres “non-objectifs” (i.e. qui ne correspondent pas &
des propriétés physiques des fluides en présence). Ces parameétres peuvent avoir une influence importante
sur les simulations et sont donc délicats a fixer. Nous apportons a travers des études numériques ou
théoriques quelques éléments de compréhension nouveaux.

— discrétisation en espace : 'approximation des solutions du modéle nécessite une résolution fine (en espace)
au voisinage des interfaces. Afin de limiter les cotits de calcul, nous avons mis au point et implémenté des
algorithmes de raffinement local adaptatif pour des approximations de type éléments finis conformes de
Lagrange.

— préconditionnement des systemes linéaires : dans le cadre de la méthode de raffinement local évoquée
ci-dessus nous avons proposé et implémenté un algorithme de “déraffinement” permettant de mettre en
place de maniére simple la structure nécessaire (i.e. une suite de sous-grilles emboitées) au fonctionnement
des préconditionneurs multigrilles géométriques.

— discrétisation en temps : différentes discrétisations en temps ont été proposées afin d’obtenir des schémas
efficaces et robustes (notamment a grands pas de temps). Ces schémas ont été étudiés numériquement
(comparaisons, courbes de convergence...) mais également d’un point de vue théorique (existence et
convergence des solutions approchées. . .).

— expérimentations numériques : en parallele aux travaux théoriques (évoqués ci-dessus) différentes expéri-
mentations numériques ont été réalisées. En particulier, les développements informatiques (parallélisation
du raffinement local) ont permis d’accéder aux premiéres simulations réalisées dans un cadre réellement
tridimensionnel (i.e. en ne supposant aucune symétrie a priori).

Le plan que nous adoptons ci-dessous n’est pas rigoureusement identique a celui du manuscrit. Dans cette
introduction, nous présentons tout d’abord le modele afin de mieux appréhender les difficultés posées par son
approximation numérique et ainsi justifier les choix de discrétisation que nous avons effectués; alors que dans
le corps du manuscrit nous avons choisi d’expliquer en premiere partie la méthode de raffinement local et
les techniques de préconditionnement multigrilles de maniére déconnectée de la problématique “écoulements
incompressibles triphasiques” (exposée dans la seconde partie), puisque ces méthodes ont une portée bien plus
générale et sont d’ailleurs maintenant utilisées dans d’autres contextes au sein du laboratoire.

1 Modéle de type Cahn-Hilliard /Navier-Stokes (chapitre IV)

Le modele repose sur une représentation des interfaces par des zones d’épaisseur strictement positive, certes
faible mais supérieure aux épaisseurs réelles. On parle de méthodes & interfaces diffuses (¢f , par exemple, [E1189,
BE92, AMW98, Jac99, Boy02, LS03] pour le cas diphasique et [EL91, EG97, GNS00, NGS05, K105, BL06, GS06]
pour le cas trois phases ou plus). Une phase i est décrite géométriquement par une fonction réguliére ¢;, appelée
parameétre d’ordre (que nous prenons ici égale & la fraction volumique de la phase ¢ dans le mélange), valant
1 dans la phase 7, 0 en dehors, et variant continiment entre 0 et 1 dans les interfaces entre la phase ¢ et les
autres phases. Ainsi, la description de la position des phases nécessite I'introduction d’un parametre d’ordre ¢;
par phase, ceux-ci étant néanmoins reliés par la relation ), ¢; = 1.

Le modele mathématique est constitué d’un systéme d’équations aux dérivées partielles de type Cahn-
Hilliard /Navier-Stokes. Les équations de Cahn-Hilliard permettent de modéliser la non-miscibilité des phases en
maintenant 1’épaisseur d’interface a une valeur prescrite € et permettent également une représentation volumique
naturelle des forces capillaires (diies aux tensions de surface entre les différentes phases). L’hydrodynamique de
I’écoulement est prise en compte par le couplage de ces équations au systeme de Navier-Stokes.

Dans la suite, 2 désigne un ouvert borné, connexe et régulier de R? (d = 2 ou 3).
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1.1 Modele de Cahn-Hilliard triphasique

Le modele de Cahn-Hilliard décrit I’évolution du systeme a travers la minimisation, sous la
conservation du volume, d’une énergie libre s’exprimant comme la somme de termes capillaires
les tensions de surfaces) et d’un terme non linéaire F', le potentiel de Cahn-Hilliard :

; 12 3 3 3
ftz,sh(cl»cz»%) = / ?F(Cl»CZ»CS) + 5621|V01|2 + §522|V02|2 + §523|Vc
Q

Le triplet de parameétres constants X = (31,39, X3) et la forme du potentiel F' ont ét erminés de maniere
a ce que le modele puisse prendre en compte correctement les valeurs des tensions de surfa 12, 013 et o093
prescrites entre les différents couples de phases et soit “consistant” avec les situations es (ceci signifie
que lorsque 'une des phases est absente, le modele triphasique dégénere exactement en un modele de Cahn-
Hilliard diphasique, ¢f [AMW98, Boy02, Jac99, LS03]). Ceci a conduit au ssior.livantes (¢f [BLOG,
théoreme 3.2]) :

(2)

(c), VcesS, (3)

Y= Oij + Oik — Ojk, Vi € {1,2,3}’
F(C) = 0120%0% + 0‘130%03 + 0‘230%03 + 010203(2101 + Yoco + 23

ol ¢ = (c1, ¢a,¢3) et A est une fonction réguliere.

Les coefficients S; = —3; définis par (2) sont bien connus dans,la li
S; est appelé coefficient d’étalement de la phase i a 'interface entr
alors I’étalement est dit total et si 5; est négatif, alors I’étalement

ysique [RW82]. Le coefficient
. 51 S; est positif (i.e. ¥; < 0),
iel (cf figure 1).

()
N

Configuration initiale Cas d'étalement pa

FiG. 1 — Situatio total et partiel

Nous ne supposons pas que les coefficients ¥; sont tifs. Le modele permet donc de prendre en compte
certaines situations d’étalement total. Néanmoins il &st nécessaire de supposer que la condition suivante est
satisfaite :

Y2l + N ¥3 > 0. (4)

Cette condition garantit que les termes ¢ portent une contribution positive a I’énergie fgffh.

La minimisation, sous la contraint ation du volume, de I'énergie libre F5, P conduit a I'écriture
;

du systeme d’équations aux dérivée

V,uz) , pour ¢ =1,2,3,
(5)

3
Fle)— ZEEZ-ACZ- , pour i =1,2,3,
ou I’ inconnue intermédi potentiel chimique, est la dérivée fonctionnelle de 1’énergie ]—"gjf b par
rapport a ¢;, Mo(c) est, un fhcient de diffusion appelé mobilité qui peut éventuellement dépendre de c et
() (0:iF(c) —0;F(c)) | avec L défini par 31 + x + i
7 4 by 21 22 E3

Ce choix d 3 l'utilisation d’un multiplicateur de Lagrange, impose que la condition ¢; +co4c3 =1
est satis instant.

Nous a ce systeme les conditions aux bords et la condition initiale suivantes : pour ¢ = 1,2 et 3,
Ve, n=0 et MyVu;-n =0, sur 99, (6)

Vie{1,2,3}, c(t=0)=d, (7)
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ott ¢ = (¥, 69, c) € (HL(Q))? (tel que ¥ + 3 + ¢ = 1 presque partout) est donné.
Dans le cas ou la mobilité My est réguliere et non dégénérée (i.e. infMy(c) > 0) et sous la condition que le
C

potentiel F' soit positif et & croissance au plus polynomiale (ainsi que ces dérivées), un théoréme d’existence de
solutions faibles au probléme (5) avec la condition initiale (7) et les conditions aux bords (6) a été prouvé dans
[BL06]. Nous donnons une nouvelle démonstration de ce résultat pour des conditions aux bords plus générales
(conditions mixtes de type de Dirichlet/Neumann pour les parameétres d’ordre) en passant & la limite dans le
schéma numérique (cf section V.5.1).

Dans le cas d’étalement partiel, il est facile de montrer que les conditions requises sur le potentiel F' (défini
par (3)) sont satisfaites pour toute fonction A constante positive, et en particulier le choix A = 0 convient
parfaitement. Cependant, la positivité du potentiel F' devient non triviale dans des situations d’étalement
total (puisque 'un des ¥; est alors négatif). Dans [BLO6], les auteurs ont démontré que le choix A constant
suffisamment grand conduisait a un potentiel F' positif et par conséquent a un systéme bien posé. Néanmoins,
nous observons dans la pratique que 'influence du parametre A sur le résultat des simulations est importante et
sa valeur est par conséquent délicate a fixer. Nous adoptons alors la démarche de modélisation complémentaire
suivante :

— nous justifions par une étude numérique que, dans le cas d’étalement partiel, le choix le plus simple F' = Fp,
i.e. A =0, est celui qui convient. L’étude se base sur la simulation d’une lentille piégée entre deux phases
stratifiées. Les solutions stationnaires numériques du systéme Cahn-Hilliard (5) obtenues pour différentes
valeurs constantes de A sont comparées aux solutions “physiques” (les angles de contact entre les interfaces
aux points triples sont donnés en fonction des tensions de surface par la loi de Young).

— nous montrons ensuite que Fy(c) est positif lorsque ¢ € T = {c eS,Vvi=1,2,3, 0< ¢ < 1} et ceci méme
en situation d’étalement total. Il n’y a donc a priori aucune raison que le terme P = Ac}c3c3 ait une
influence dans ce domaine. Néanmoins, il reste indispensable en dehors du domaine T puisque la fonction
Fy peut y devenir négative.

— ces deux résultats combinés a celui de la proposition IV.11 font émerger 'idée d’utiliser un coefficient A
dépendant de ¢ comme fonction de “troncature” pour diminuer (ou supprimer) Iaction du terme c?c3c3
(non nécessaire) sur le domaine T sans la modifier en dehors ce qui permet de garantir la positivité du
potentiel F' correspondant.

Ce travail, encore en cours, est effectué en collaboration avec R. Bonhomme!. Nous présentons les premiers
résultats dans le chapitre IV.

Enfin nous terminons cette présentation du modele de Cahn-Hilliard triphasique en énoncant les principales
propriétés du systéme d’équations (5) :

— le systéme est indépendant de la numérotation attribuée (arbitrairement) aux phases. Cette propriété

n’est pas vérifiée par tous les modeles de la littérature (cf par exemple [KLO05]).

— la conservation du volume total / c; dz de la phase ¢ au cours du temps est garantie.

Q
— les solutions de ce systeme vérifient I’égalité d’énergie suivante :

0 ri 2 Mpy(c
= |7 + Z/Q Mot 91 az = 0. (®)
i=1 ¢

1.2 Couplage aux équations de Navier-Stokes incompressibles

Le couplage du systéme de Cahn-Hilliard avec les équations de Navier-Stokes incompressibles est réalisé (cf
[Jac99, Boy02, KL05, LS03, Abe09a, Abe09b]) :
— en ajoutant un terme de transport u - Ve; dans ’équation d’évolution (premiére équation du sytéme (5))
de chaque parametre d’ordre ¢;, i € {1,2,3},
— en définissant la densité et la viscosité comme des fonctions réguliéres des parametres d’ordre ¢ (constante
et égale aux valeurs prescrites g;, 1; dans chacune des phases),
— en ajoutant un terme de force capillaire Zle w;Ve; dans le second membre du bilan de quantité de
mouvement (équations de Navier-Stokes).
De plus, nous adoptons une forme non standard des équations de Navier-Stokes. En effet, la densité, en tant
que fonction du parameétre d’ordre, ne vérifie pas I’équation de conservation de la masse (un terme de diffusion
supplémentaire est présent dans le second membre). Ainsi, il n’est pas possible de déduire le bilan d’énergie
cinétique des formes conservatives ou non-conservatives des équations de Navier-Stokes.

ldoctorant encadré par B. Piar (IRSN) et J. Magnaudet (IMFT).
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La forme des équations de Navier-Stokes ci-dessous, initialement proposée dans [GQO0], permet de démontrer
le bilan d’énergie sans utiliser I’équation de conservation de la masse. Elle repose sur 1'égalité suivante :
d 1 0 u .
G| setlas= [ Va5 (/B + (ou Dpu+ Seiv (o) - uda,
dt Jo, 2 o, |V ot 2
le domaine ; étant un domaine borné régulier arbitraire se déplagant & la vitesse u du fluide [BF06].

Le modele Cahn-Hilliard /Navier-Stokes diphasique considéré est alors constitué par les équations suivantes :

i M .
%Ct fu- Ve = div <$vm>, Vi=1,2,3,
4% 1 3
i = —= <— (8;F(c) — ajF(c))) — ZeXiAg, Vi=1,23,
19 — Ej 4
J#i (9)
0 u 2
vele) g, (Vele)u) + (e(c)u - Viu + Sdiv (e(e)u) —div (2n(c)D(u)) + Vp = > wVei+ o(c)g,
i=1
divu = 0.
Nous imposons les conditions aux limites et les conditions initiales suivantes :
Ve n=0, MyVu;-n=0, et u=0surd, (10)
Vie{1,2,3}, ci(t=0)=c, et u(t=0)=u’ dansQ, (11)

ott ¥ = (9,69, ¢9) € (HY(2))? (tel que ¢ + c§ + ¢ = 1 presque partout) et u® € (H(2))? sont donnés.

Toute solution du systéme (9) vérifie les égalités de bilan suivantes :

— bilan du volume : 5
— idx| = 0.
ot [/Q ‘ m]

0 1 2 triph / 2 ’ / My(c) 2 /
R Y dx + FEiP 2n(c)|Dul’de + > | TE |Vl de = “udz.
5 [/Q 2Q(c)|u| T+ Fs . (c)} + 5 n(c)|Du|” dz + 2, >, |V u;|” dx A o(c)g-udx

— égalité d’énergie :

Dans le cas o les trois fluides en présence ont la méme densité, nous démontrons le résultat d’existence de
solutions faibles suivant, en passant a la limite dans les schémas numériques :

Théoréme 1 (Existence de solution faible dans le cas homogéne)

Supposons que la mobilité My est réqulicre et vérifie inf My(c) > 0, et que le potentiel de Cahn-Hilliard
C

F est positif et est au plus a croissance polynomiale (ainsi que ces dérivées). Supposons que les densités
des trois fluides sont égales, c’est-a-dire g1 = 02 = 03 = 00, 00 > 0. Considérons le probléme (9) avec la
condition initiale (11) et les conditions aux bords (10). Alors, il existe une solution faible (c,p,u,p) sur
[0,t¢[ telle que

c € L™(0,ty; (H'(2))*) nc([o, trl; (L9(Q))3), pour tout q < 6,

p e L0, (HY(2)?),

u € L=(0,t5; (L2(Q))%) NL2(0, 5 (HY(Q))?), (12)

Zcz-(t,:r) =1, pour presque tout (t,z) € [0,t¢[x €.
i=1

Le cas non homogene est encore un probléme ouvert. Méme si 'estimation d’énergie (et l'existence de
solutions discrétes) restent vraies dans ce cas 14, il est alors plus délicat d’obtenir les estimations donnant par
compacité la convergence forte sur la vitesse qui est nécessaire pour passer a la limite dans les termes non
linéaires. En effet, les équations de Navier-Stokes comportent alors un terme de la forme ud;p qui est difficile
a controler.

Pour terminer la présentation du modeéle dont nous souhaitons approcher numériquement les solutions, nous
insistons sur les deux points suivants (c¢f également [Lap06, conclusion p.156]) qui constituent les motivations
essentielles des travaux présentés dans la suite :
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— Les parametres d’ordre ¢; (solution du systéme de Cahn-Hilliard) varient brutalement de 0 & 1 dans les
interfaces (dont la taille caractérisque est donnée par le petit parametre e du modele). Leur approximation
au voisinage des interfaces requiert une finesse de maillage qui devient rédhibitoire si elle est appliquée a
l’ensemble du domaine de calcul (notamment en géométrie tridimensionnelle, qui est la seule effectivement
pertinente dans des études de simulation directe). Les techniques de raffinement local adaptatif deviennent
alors des méthodes de choix, puisqu’elles permettent d’affiner dynamiquement la représentation discrete
des inconnues en se focalisant sur les zones sensibles (choix de cellules de petites tailles au voisinage des
interfaces), tout en limitant le nombre total de mailles.

— Des difficultés de convergence ont été observées dans la méthode de résolution du systeme de Cahn-
Hilliard (méthode de linéarisation de Newton). Ces difficultés ont été partiellement résolues dans [Lap06]
par l'utilisation d’une discrétisation adaptée a la forme des termes d’ordre 6 (cic3c3) du potentiel de
Cahn-Hilliard. Cette discrétisation a été établie avec pour objectif de supprimer la contribution de ces
termes au bilan d’énergie discret. Nous poursuivons ces travaux en nous intéressant :

— aux discrétisations du terme d’ordre 4 du potentiel,
— a la stabilité du découplage en temps des systemes de Cahn-Hilliard et Navier-Stokes.

2 Raffinement local adaptatif et méthodes multigrilles (Partie 1)

2.1 Raffinement local adaptatif (section II.1)

Le probléme discret en espace est formulé a I'aide de la méthode des éléments
finis : les inconnues sont exprimées comme une combinaison d’un ensemble de fonc-
tions locales, appelées fonctions de base, dont la résolution spatiale est directement A=
déterminée par la taille des mailles qui leur sont associées. Ainsi, pour augmen- N
ter la précision dans une zone choisie, il suffit de diviser chaque maille de cette
zone en quelques mailles de plus petit diametre. Cependant, cela peut conduire a
un placement non conforme (c¢f figure 2) qui rend délicate la formulation du pro-
bléme discret. La méthode CHARMS (Conforming Hierarchical Adaptive Refine- F1a. 2 — Position non
ment MethodS) [KGS03] permet de prendre en compte implicitement les situations conforme des mailles.
non conformes en adoptant le point de vue de “raffinement des fonctions de base”.

Cette approche repose sur la donnée d'une suite d’espaces d’approximation H'-conformes emboités Xy C
- C Xy, J = 1, engendrés par des ensembles B;, j € [0,J] de fonctions de base de résolution spatiale
d’autant plus fine que j est grand. Le raffinement local est alors réalisé en utilisant des espaces d’approximation
composites (ou multiniveaux), c’est-a-dire des espaces engendrés par des fonctions de base sélectionnées dans
chacun des ensembles B;, j € [0, J] selon la résolution souhaitée dans chacune des parties du domaine. Dans ce
cadre, Krysl, Grinspun et Schroder dans [KGS03] (¢f aussi [GKS02, KTZ04, HK03]) ont proposé des procédures
appelées CHARMS qui permettent de raffiner ou déraffiner les espaces d’approximation multiniveaux, c’est-
a-dire ajouter ou retirer des fonctions de base des familles engendrant ces espaces tout en préservant leur
indépendance linéaire.

La méthode repose sur la propriété fondamentale suivante : puisque X; C X4, toute fonction de base de
B; s’exprime comme une combinaison linéaire de certaines fonctions de base de B; ;. Ces combinaisons linéaires
établissent des relations parents/enfants entre les fonctions de base de deux niveaux consécutifs. Raffiner une
fonction de base consiste a retirer la fonction de base et a ajouter ses enfants ; la déraffiner consiste a ajouter la
fonction de base et a retirer ses enfants.

Nous donnons une construction précise (c¢f chapitre I) de la suite d’espaces emboités X C --- C X; pour
des éléments finis conformes de type Lagrange (par exemple Py, Qx, k > 1). Cette construction repose sur la
notion de motif de raffinement (c¢f définition I1.11) que nous définissons comme la donnée d’un élément fini de
référence (conforme de type Lagrange) et d’un maillage de son support géométrique (c¢f figure 3).
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~(0]

Elément de référence :

~0]
a1

Maillages de

I’élément de référence :

Fic. 3 — Trois exemples de motifs de raffinement associés a I’élément fini de référence Triangle-P;.

Sous des conditions de compatibilité du motif de raffinement, nous démontrons (cf proposition 1.16) qu’en
appliquant récursivement et uniformément ce dernier & une grille grossiére 7, (non nécessairement structurée),
nous construisons une suite de grilles emboitées géométriquement conformes (cf figure 4). L'espace X est alors
défini comme 'espace d’approximation éléments finis naturellement associé a 7;.

T T2

To AVAVAVAVAVAVS

T T2

Fic. 4 — Exemples de suites de grilles emboitées obtenues en appliquant les deux premiers motifs de
raffinement présentés sur la figure 3.

Nous étudions ensuite une version modifiée des algorithmes d’adaptation quasi-hiérarchiques donnés dans
[KGSO03]. La différence essentielle provient de I’application d’une régle pratique “au-plus-un-niveau-de-différence”
qui fait partie intégrante des algorithmes de [KGS03]. Nous avons externalisé cette régle, ce qui nous a en
particulier permis d’en définir une variante garantissant que la largeur de bande des matrices assemblées reste
bornée quelles que soient les étapes d’adaptation (c¢f section 11.1.4).

Nous donnons des conditions précises suffisantes (sur les fonctions de bases constituant I’espace multiniveaux
a l'initialisation du processus de raflinement) pour garantir que :
— l'algorithme d’adaptation que nous proposons préserve l'indépendance linéaire des fonctions de base sé-
lectionnées sur les différents niveaux (c¢f proposition 1.25).
— qu’aucune information n’est perdue lorsque nous raffinons une fonction de base (c¢f théoreme I1.8). Ceci
signifie que, si B est obtenue a partir de B* par le raffinement d’une fonction de base alors vect B* C vect B,
i.e. la base raffinée B autorise la représentation exacte de chaque fonction de la base originale B*.
— les espaces d’approximation obtenus en raffinant (resp. déraffinant) sont indépendants de 1'ordre dans
lequel les raffinements (resp. déraffinements) successifs sont réalisés (c¢f proposition I1.12).
Quelques contre-exemples illustrent le fait que ces propriétés ne sont pas satisfaites dans le cas général (cf figures
I1.1 et I1.2).
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En outre, lors de la résolution de problémes instationnaires, il est souvent nécessaire de calculer des intégrales
faisant intervenir plusieurs champs discrets n’appartenant pas aux mémes espaces d’approximation multiniveaux.

Par exemple, lorsque le terme instationnaire est discrétisé par la méthode d’Euler, nous sommes amenés a
calculer 'intégrale suivante :

/ upvy, dz, (13)
Q

ot uy représente le champ explicite appartenant a ’espace d’approximation vect B" a l'instant t" et v} est
une fonction test appartenant a I’espace d’approximation multiniveaux vect B"+! a I'instant t"*!. A cause de
I’adaptation de maillage, les deux espaces multiniveaux vect B"™ et vect B"+! sont différents.

Nous montrons qu’il n’est pas nécessaire d’utiliser des opérateurs de transfert pour effectuer le calcul de
telles intégrales. Ceci peut étre réalisé en utilisant des regles de quadrature sur un maillage multiniveau tenant
compte des différences de supports des fonctions de base intervenant dans I'intégrale & calculer (¢f section 11.1.5).

2.2 Méthodes de préconditionnement multigrilles (section I1.2)

Afin d’accélérer la résolution du probleme discret, nous exploitons la structure multiniveau créée par 1’al-
gorithme de raffinement local pour construire des préconditionneurs multigrilles [BZ00]. Ils permettent en effet
d’obtenir un taux de convergence des solveurs linéaires indépendant du nombre d’inconnues et sont donc parti-
culierement attractifs.

Les méthodes itératives classiques (méthode de Richardson, méthode de Jacobi relaxée, méthode de Gauss-
Seidel, ¢f [SVAV00]) sont peu performantes mais possédent la qualité d’étre de bons lisseurs. Ceci signifie
qu’en quelques itérations elles permettent d’éliminer les hautes fréquences de 'erreur, la convergence des basses
fréquences étant tres lente.

Le principe des méthodes multigrilles (c¢f [Hac85, Wes92, TOS01]) est alors de conjuguer le pouvoir lissant
de ces méthodes peu cofiteuses & une correction effectuée sur une grille plus grossiére (mais néanmoins suffisante
pour corriger les basses fréquences de l’erreur). Ce principe peut étre appliqué récursivement pour obtenir un
algorithme utilisant plusieurs grilles.

Les méthodes multigrilles reposent sur les trois ingrédients suivants :

— opérateurs de transfert (projection et interpolation) entre les différentes grilles,

— algorithmes de lissage sur chacune des grilles,

— solveur (exact ou approché) sur la grille la plus grossiére.

Le déroulement d’un cycle multigrille (plusieurs variantes existent nous parlons ici de V-cycle) est illustré par
la figure 5.

Calcul du Correction de

Pre-lissage Post-lissage 'erreur

résidu

T Niveau Fin

A résoudre

Au=1>
Au=1» Projéction Interpolation y

Résolu
Calcul du Correction de

résidu
Ae=r

Résolu

Pye-lissage

A résoudre
Ae=r Projettion Int¢rpolation

Niveau Grossier

Résolution

F1G. 5 — Fonctionnement du V-cycle

Nous définissons un algorithme (c¢f section I1.2.4) permettant de reconstruire & partir d’un espace d’approxi-
mation éléments finis composite (contenant plusieurs niveaux de raffinement), obtenu grace a la méthode de
raffinement local décrite ci-dessus, une suite d’espaces emboités auxiliaires (cf figure 6). Ceci autorise alors a
entrer dans le cadre abstrait multigrilles développé dans [BZ00]; les opérateurs de transfert entre les grilles
étant déduits des relations parents-enfants de la méthode CHARMS.
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O Fonctions de base de niveau 0 ® Lonctions de base de niveau 2
® Fonctions de base de niveau 1 ® Tonctions de base de niveau 3

Fi1G. 6 — Exemple de construction de grille auxiliaire par déraffinement.

Nous utilisons les méthodes multigrilles obtenues comme préconditionneurs dans les méthodes itératives de
Krylov (gradient conjugué, GMRES) pour la résolution du systéme de Cahn-Hilliard ainsi que pour la résolution
de I’étape du calcul de l'incrément de pression de la méthode de projection incrémentale (pour la résolution du
systéme de Navier-Stokes).

2.3 Implémentation dans la librairie PELICANS (chapitre III)

Les algorithmes de raffinement local et la méthode multigrille présentés ci-dessus ont été implémentés dans la
plate-forme paralléle PELICANS (Plateforme Evolutive de LIbrairies de Composants pour I’Analyse Numérique
et la Simulation). Cette librairie développée en C++ au sein du LIMSI fournit un ensemble de fonctionnalités
pour faciliter le développement de logiciels de calcul scientifique. Elle est distribuée sous licence libre et est
intégralement téléchargeable a I’adresse : https://gforge.irsn.fr/gf/project/pelicans.

Les simulations en géométrie tridimensionnelle (non axisymétrique) sont particuliérement cofiteuses en res-
sources informatiques (place mémoire et temps CPU). L’introduction des techniques de calcul paralléle dans les
modules de raffinement local et préconditionneurs multigrilles a permis une exécution du code sur des systémes
a mémoire distribuée.

Le domaine de calcul est partitionné en plusieurs sous-domaines, chacun d’entre eux étant affecté a un pro-
cessus. Chaque processus ne gere alors que les données relatives a la partie qui lui est associée. Les échanges
nécessaires a la résolution globale du probleme sont organisés grace a 1'utilisation de bibliotheques de commu-
nication par passage de message (MPI). La figure 7 montre un exemple de calcul effectué sur quatre processus,
chacun ne sauvegardant que la partie du domaine qui lui est affectée.

II

FiG. 7 — Exécution d’un calcul sur quatre processus

Le chapitre IIT de ce manuscrit décrit la structure actuelle des modules de raffinement local et précondion-
neurs multiniveaux ainsi que leur fonctionnement en parallele. L’objectif visé est double : a la fois insister sur
cet aspect qui représente une partie importante de travail mais aussi faciliter les développements ultérieurs qui
concerneraient ces modules.


https://gforge.irsn.fr/gf/project/pelicans
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3 Résolution numérique du systeme CH/NS (Partie 2)

Nous décrivons maintenant dans les trois sections qui suivent les travaux effectués sur la discrétisation
en temps du modele de Cahn-Hilliard/Navier-Stokes. Nous présentons de maniére simplifiée les schémas en
omettant les notations liées a la discrétisation en espace, mais il est important de mentionner que tous les
résultats théoriques (estimations de stabilité, théoréme d’existence et de convergence des solutions approchées)
ont été établis sur le systéme complétement discret (en espace et en temps). La discrétisation en espace considérée
est une discrétisation éléments finis conformes, nous supposons également que la condition inf-sup est satisfaite
par les espaces d’approximation de la vitesse et de la pression. Par ailleurs, tous les schémas proposés sont
utilisables dans le cas d’une adaptation du maillage (modifications des espaces d’approximation d’une itération
en temps & la suivante) méme si les résultats théoriques n’en tiennent pas compte (il est & noter qu’en pratique
dans nos simulations le nombre de niveaux de raffinement reste constant au fil des itérations en temps).

3.1 Discrétisation en temps des équations de Cahn-Hilliard (chapitre V)

La principale difficulté provient de la non-convexité du potentiel de Cahn-Hilliard F'. Nous proposons donc
d’effectuer I’étude d’un schéma du type : pour ¢ = 1,2, 3,

n+1 n n
GG _ iy (LO(C )Vu;’“),

3
pith =Dy (", e = 2eni[(1 = AT + BAGH],
ou les fonctions (cf, ¢f, c}) telles que ¢ + ¢§ + ¢4 = 1 sont données, le réel 5 est compris entre 0.5 et 1 et

4% 1

Fr.n _n+l T Fron on+l F(,n n+l n ,n+l

D (a ,aJr):—E é&'(_g.(di (a™,a""!) —dj (a ,a+))), v(a™ a"th),
JF£i

la discrétisation df de la i dérivée partielle 9;F de la fonction F restant encore a préciser. Les solutions
(éventuelles) de ce schéma vérifient 'estimation d’énergie suivante :

3
Ti n Ti n M, c” n
Fhert) - e + ar Y [ A g o
i=1

i

3
+ 2(25 - 1)5/ Sos|Vertt - v de (15)
Q=1

12

5 [F(c"™!) = F(c") — d”(c",c" ) (e"tt — c")] d,
Q
ott d¥'(+,-) est le vecteur (df (-, -))i=1,2,3.

Cette estimation est la contrepartie discréte de Pestimation (8). Cependant, nous constatons la présence de
deux termes additionnels et, en conséquence, la validité de la décroissance de I’énergie (et des estimations a
priori que nous pourrions déduire) au niveau discret dépend du signe de ces termes :

— Le dernier terme du membre de gauche de (15) est un terme standard de diffusion numérique di a la

discrétisation en temps de “Ac¢;” de la seconde équation de (5). Ce terme a le “bon signe” puisque 8 > 0.5
et peut étre supprimé en prenant 8 = 0.5.
— Le membre de droite de 1'égalité (15) contient la discrétisation en temps df” des termes non linéaires et,
par suite, son signe dépend de la définition adoptée.
Ainsi, le choix de la discrétisation en temps df’ des termes non linéaires peut étre guidé par une étude du
membre de droite de ’égalité (15). Lorsque le membre de droite a le “bon signe”, i.e. est négatif, il est possible
de I’éliminer pour obtenir une inégalité d’énergie. Les schémas sont donc écrits dans le but d’obtenir :

F(@"t) —F(@") —d"(a",a"™) - (a"™ —a") <0, V(a",a"™). (16)

Puisque le potentiel de Cahn-Hilliard est non convexe, le schéma implicite classique (df'(a”,a"t1) = VF(a"*1))
ne satisfait pas une telle inégalité. Dans le cas d’étalement partiel, il est néanmoins possible de démontrer que
la décroissance de I'énergie est satisfaite pour des petits pas de temps. L'équation (16) suggere d’expliciter la
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partie concave du potentiel (¢f [Eyr93, Eyr98, KKL04b, KKL04a]). Ceci donne lieu & 1’écriture d’un premier
schéma (appelé schéma convexe-concave dans la suite) :

dF(an, an+1) _ VF+(an+1) 4+ VF~ (an)7

ot F™ et F'~ sont respectivement des fonctions convexe et concave telle que F' = F'* + F~. Pour ce schéma,
I'estimation d’énergie est valable pour tout pas de temps mais les études numériques montrent qu’une forte
erreur de troncature est introduite.

Nous proposons une discrétisation semi-implicite (c¢f section V.2.4), appelée “schéma semi-implicite” dans
la suite, qui permet a la fois d’assurer la décroissance de 1’énergie pour tout pas de temps et de limiter 'erreur
de troncature. Cette discrétisation est basée sur des manipulations algébriques du polynéme I permettant
d’obtenir (16).

Nous donnons une étude numérique détaillée (section V.3) permettant la comparaison de ces différents
schémas. Le schéma semi-implicite représente un bon compromis entre précision et robutesse. Ceci est encore
illustré dans la section IX.1 ou des simulations (c¢f également figure 8) montrent cette fois l'influence que
peut avoir la discrétisation du terme non-linéaire du systeme de Cahn-Hilliard sur les résultats obtenus pour la
simulation d’une montée de bulle & ’aide du modeéle couplé Cahn-Hilliard /Navier-Stokes. L’erreur de troncature
commise dans 'approximation du systeme de Cahn-Hilliard par le schéma convexe-concave se manifeste par
une telle sous-estimation de la vitesse de montée de bulle que ce dernier semble inutilisable pour ce type de
simulations.

(a) Schéma implicite (b) Schéma semi-implicite (c) Schéma convexe-concave
Fia. 8 — Comparaison des différents schémas sur une simulation de montée de bulle aux mémes instants
physiques.

Il est également important de noter que l'estimation d’énergie permet de déduire des informations a priori
sur les inconnues discrétes qui s’aveérent suffisantes pour démontrer leur existence (¢f théoréme V.9), et leur
convergence (cf théoreme V.10) vers la solution du modele de Cahn-Hilliard. Les résultats théoriques sont
présentés de maniere synthétique dans le tableau 1. L’absence de résultats théoriques pour le schéma implicite
dans le cas d’étalement total se confirme numériquement par une non convergence de la méthode de résolution
du probleme discret.

Schéma Implicite Convexe-concave | Semi-implicite
Etalement | Décroissance énergie At < Aty Décroissance énergie VAt
. Existence VAt Existence VAt
partiel
Convergence Convergence
Etalement Décroissance énergie VAt
Problémes ouverts Existence VAt
total
Convergence

TaB. 1 — Résultats théoriques obtenus pour les différents schémas.
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Nous n’avons pas abordé d’un point de vue théorique les cas ou la mobilité est dégénérée. Nous proposons
néanmoins une discrétisation qui permet de contourner les difficultés numériques liées au fait que, dans ces cas
la, la mobilité s’annule dans les phases pures. Dans [Lap06], ’auteur proposait d’ajouter une partie constante a
la mobilité dégénérée :

3
MO(C) = Mest + MdegH (1 - Ci)2 >
i=1

les coefficients Mgt et Myeg étant des constantes positives (éventuellement nulles). Le coefficient Mg doit alors
étre inférieur, de quelques ordres de grandeur, au coefficient Mq., mais doit rester suffisamment grand pour que
les difficultés numériques ne soient pas ressenties. Il peut alors étre difficile d’ajuster la valeur de ce coefficient
lorsque Mgeg est par exemple de 'ordre de 1077,

Nous adaptons une idée trouvée dans la référence [BB99] au modele triphasique considéré dans ce manuscrit :

remplacer dans (14) le terme div (Mo(c”)VM?H) par le terme div (|MO| Vit 4 (Mo(c™) — |M0|OO)V;L?),

ou |Mpy|,, représente une constante supérieure a sup|My(c™(x))| > 0.
zeQ

Le point clé est que, d’un point de vue numérique, a chaque itération de la méthode de linéarisation (méthode
de Newton), la matrice des systémes linéaires & résoudre est exactement la méme que celle obtenue lorsque
la mobilité est constante de valeur |Mo| . Nous montrons que le schéma ainsi obtenu est encore stable (cf
estimation (V.54)).

3.2 Discrétisation du systéme couplé Cahn-Hilliard/Navier-Stokes (chapitre VI)

Les derniers développements théoriques effectués au cours de cette these ont conduit a ’écriture d’un schéma
numérique inconditionnellement stable pour la résolution du modele Cahn-Hilliard /Navier-Stokes. Celui-ci au-
torise une résolution découplée des systemes discrets de Cahn-Hilliard et Navier-Stokes. A notre connaissance,
un tel résultat n’existe pas dans la littérature (y compris dans le cas diphasique). Le schéma comporte un terme
de stabilisation d’ordre At et s’écrit de la maniére suivante :

ntl _ on At & Moy(c”
" 7 S 4 div ([C? - ai} [u" —— ) (cf - )V,unﬂ}) = div (70X(:C )V,U?—H);
e = : (17)
3
‘u;ﬂ-i-l DiF(Cn7 Cn+1) . ZEiEAC?+B7
avec o une constante : a; = / c? dz, et
Q
gn unJrl o un N 1 gnJrl o gn unJrl
At 2 At
unJrl
+ ("™ V)utt + Tdiv (0" Ttu") 4 div (2" Du™ )
(18)

+ vpn-i-l n o Oé] V/LnJrl

H'Mw

div (u"*) =0,
les conditions aux bords étant celles données pour le probleme continu.

Ce schéma permet de conserver au niveau discret les principales propriétés du modele continu (conservation
du volume, somme des parametres d’ordre égale a 1). En outre, nous démontrons 'inégalité d’énergie suivante :

i n 1 n n ri n 1 Ny M
[]—'t ph( +1)+§/ 0" u H‘Qdm] [}'t lD]“( )+§/ 0" |u |2dm]
Q Q

+Atz Mo€”) Gy 2 derAt/Qn"H‘Du”“]de
Q

(25—1 /QZZ Vet — vy dx+2/Q"[‘u”+1—u*‘2+|u*—un|2} dx

i=1

12
- At/ g utde + = | [F(e") = F(e") = d"(e" e - (¢! — )] da,
Q € Ja
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3
N “ At
ot d¥'(+,-) est le vecteur (df(-,-))i=1,2,3 et u* =u" — o (cj — a])V,u”Jr1
j=1
Nous démontrons que ce schéma admet des solutions et que, lorsque les trois fluides ont les mémes densités,
les solutions approchées convergent vers une solution faible du modeéle Cahn-Hilliard /Navier-Stokes (¢f [Fen06,

KSWO08] dans le cas deux phases).

Théoréme 2 (Existence de solutions discrétes, théoréme VI.15)

Etant donné cj, uj, supposons que
— la mobilité My est réguliére et vérifie inf My(c) > 0, et que le potentiel de Cahn-Hilliard F est positif
C

et est au plus a croissance polynomiale (ainsi que ses dérivées).
— la discrétisation des termes non-linéaires A" satisfait une inégalité du type (16).

Alors, il existe au moins une solution (c "'H,/LZ'H "+1,pz+1) au probléme discret en espace associé a

(17)-(18) .

Pour tout N € N, nous pouvons introduire les fonctions du temps t € [0,ty] suivantes :

tol —t t—t _
et ) = T () e (), sit €ty tual.
MzAht(t ) = :u’?h-’_l( )7 sit e]tn; tn-l—l[-
tpa1 —t t—t ,
uﬁ%tJZ—ﬂi;—%K)+—thﬂ+%% sit €ltn, tnsl.

Théoréme 3 (Théoréme de convergence, théoréme VI.18)

Nous supposons que les hypothéses du théoreme 2 sont satisfaites, de maniére qu’une solution
(cat, upt upt pt) au probléme discret en espace associé a (17)-(18) existe pour tout At > 0 et pour
tout h > 0.

Alors, il existe une solution faible (c, p,u,p) définie sur [O,t [ telle que (12). De plus, si la famille de
maillages est réguliére et quasi-uniforme, alors les suites (cat), (uat) et (ust) satisfont, a sous-suite prés,

les convergences suivantes lorsque h — 0, At — 0 :
crt —c dans C°(0,t, (L9)?
ch, sty (L9)°) fort,  pour tout g < 6,

ft —u dans L2(0,t, (L2)Y) fort
st — p dans L?(0,tg, (H')?) faible. (20)

3.3 Meéthode de projection incrémentale (Chapitre VII)

En pratique, plutét que de résoudre directement le systéeme discret (18) (par une méthode de type Lagrangien
augmenté par exemple), nous utilisons la méthode de projection incrémentale [God79], moins cotiteuse en temps
de calcul. Il s’agit d’'un découplage “prédiction-correction” du systéme. La premieére étape consiste a résoudre
I’équation de bilan de quantité de mouvement en explicitant la pression et laissant temporairement la contrainte
d’incompressibilité de coté. Dans une seconde étape, la vitesse prédite est projetée sur I'espace des fonctions a
divergence nulle. Classiquement, 1’étape de projection est effectuée en trois sous-étapes : le calcul de I'incrément
de pression, puis les corrections de pression et vitesse. Sur le probleme de Stokes, la méthode s’écrit de la maniére
suivante :

— Etape 1 : Prédiction de vitesse
ﬁn-l—l —u”

At
— Etape 2.1 : Calcul de I'incrément de pression

— Auptt + vpp = £ (21)

— AP = —Edlv( ”'H). (22)
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— Etape 2.2 : Correction de la pression

Pt =g et (23)

— Etape 2.3 : Correction de la vitesse

u'tt = antt - Arvertt (24)

L’utilisation du raffinement local implique quelques modifications de ce schéma. Du fait de 1’évolution des
espaces d’approximation consécutive a 'adaptation de maillage, I'étape de correction de pression (23) n’a plus
de sens clair puisque les deux pressions en jeu ne sont pas calculées dans les mémes espaces d’approximation.
Il est alors nécessaire d’introduire une sous-étape supplémentaire. Nous avons choisi de 'effectuer en début
d’algorithme (étape de prédiction de pression, ¢f [GQ00]) afin de pouvoir remplacer la pression explicite par

une de ses projections p"t! permettant de préserver les inégalités d’énergie et par conséquent la stabilité.

Par ailleurs, lors du couplage de ce schéma aux équations de Cahn-Hilliard, nous avons été confrontés
a la problématique des courants parasites (vitesses de faible amplitude localisées au voisinage de Uinterface,
cf 187299, JTBO02]). Celle-ci s’est avérée liée au fait que la méthode de projection ne permet pas de résoudre
exactement le systéeme de Navier-Stokes lorsque le second membre du bilan de quantité de mouvement s’écrit
comme le gradient d’une fonction de 'espace d’approximation des pressions. Nous avons proposé une variante
de la méthode permettant de corriger ce probleme. Celle-ci consiste a tenir compte des variations du second
membre dans I'étape de prédiction de pression (calcul de p"*t) évoquée ci-dessus en 1’écrivant de la maniére

suivante :

— AP = —Ap" + div (£ — 7).

Ce principe est appliqué au modele Cahn-Hilliard /Navier-Stokes dans la section VII.1.3.

En marge de ce travail, j’ai eu 'occasion au cours de ma these d’encadrer le stage de Master 2 de F.
Dardhalon. Nous avons abordé, en collaboration avec J.C. Latché, I’étude de la méthode de projection dans un
autre contexte discret : les éléments finis non conformes de bas degré. Ce type de discrétisation est utilisé dans
le code de calcul ISIS développé au LIMSI pour la simulation d’incendie. Les résultats obtenus sont résumés
dans la section VIL.2 (c¢f également [DLM10a, DLM10b]).

4 Expérimentations numériques (partie 3)

Nous présentons dans cette derniére partie quelques expérimentations numériques effectuées en parallele aux
travaux plus théoriques présentés ci-dessus.

Tout d’abord, nous reprenons un cas test proposé dans le benchmark [HTK*09]. Ceci nous permet d’étudier
I'influence des parametres non objectifs du modele a savoir la mobilité et I’épaisseur d’interface. Nous constatons
que 'épaisseur d’interface a dans ce cas la peu d’influence sur les résultats obtenus. La valeur du coefficient de
mobilité en revanche peut considérablement influer sur la vitesse de montée de bulle ainsi que sur la forme des
bulles. Néanmoins nous observons qu’il existe une plage de valeurs pour lesquelles les résultats obtenus sont tres
similaires et proches des valeurs de référence fournies par les résultats du benchmark.

Nous montrons ensuite qu’il est possible de simuler de nombreux régimes d’écoulements diphasiques. Les
résultats que nous obtenons (¢f figure 9) sont & comparer avec les simulations effectuées dans [BM07] ou avec
la classification expérimentale des formes de bulles effectuée dans [CGWT8].

Enfin, nous montrons que les différents développements réalisés au cours de cette thése ont rendu possibles
des simulations de montées de bulle dans un cadre vraiment tridimensionnel sans supposer de symétrie a priori
(¢f figures 10 pour une simulation diphasique avec plusieurs bulles et 11 pour une simulation cas triphasique).



23

fq(a00%

e, =] €CCCECCGO elee]e]elelele’®

@ (68666 GQO 00000000
000000000 00000000 00000000
0000000 =| 0000000 | OOOOOOO00

Fia. 9 — Ascension d’une bulle dans un liquide incompressible

Fia. 10 — Calcul 3D disphasique
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Fia. 11 — Calcul 3D triphasique

5 Publications

L’ensemble de ces travaux a donné lieu a I’écriture de trois publications dans des revues a comité de lecture
et deux actes de conférence a comité de lecture. Par ailleurs, trois articles sont en cours de rédaction.

5.1 Articles dans des revues a comité de lecture

[BLMP09]
F. Boyer, C. Lapuerta, S. Minjeaud, B. Piar, A local adaptive refinement method with multigrid
preconditionning illustrated by multiphase flows simulations,
ESAIM Proceedings, Vol 27, pp. 15-53, 2009.

Article rédigé sur invitation des éditeurs suite au prix POSTER CANUM 2008.

Cet article décrit les algorithmes de raffinement local adaptatif et la procédure de “déraffinement”
associée a la construction des préconditionneurs multiniveaux. Ces algorithmes sont illustrés par
des simulations académiques (résolution du probléme de Laplace (stationnaire) et du modeéle de
Cahn-Hilliard). Son contenu est essentiellement celui des chapitres I et IT de ce manuscrit.

[BLM ]
F. Boyer, C. Lapuerta, S. Minjeaud, B. Piar, M. Quintard, Cahn-Hilliard / Navier-Stokes model for
the simulation of three-phase flows,
Transport in Porous Media, Vol 82(3), pp. 463-483 , 2010.

Cet article donne une vue d’ensemble de 1’établissement et des propriétés des équations du modele de
Cahn-Hilliard triphasique tel qu’il est présenté dans la thése [Lap06] et dans le chapitre IV de cette
these, du couplage aux équations de Navier-Stokes ainsi que les premieres applications (notamment
en trois dimensions) du raffinement local.

[BM10]
F. Boyer, S. Minjeaud, Numerical Schemes for a three component Cahn-Hilliard model,
Mathematical modelling and numerical analysis, 2010, en révision,
http://hal.archives-ouvertes.fr/hal-00390065/fr/

Cet article présente les discrétisations en temps du systéeme de Cahn-Hilliard, leur étude théorique
(existence et convergence des solutions approchées), ainsi que des tests numériques (courbes de
convergence, comparaisons des schémas). Son contenu est essentiellement celui du chapitre V de ce
manuscrit.


http://hal.archives-ouvertes.fr/hal-00390065/fr/
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5.2 Articles en cours de rédaction

[DLM10a]
F. Dardhalon, J.C. Latché, S. Minjeaud, Analysis of a projection method for low order nonconforming
finite elements, 2010.

Cet article contient une version détaillée de 1’étude de la méthode de projection incrémentale dans
le cas d’une discrétisation spatiale effectuée avec des éléments finis de bas degré non conformes (de
type Rannacher-Turek) présentée dans la section VII.2 de ce manuscrit.

[MP10]
S. Minjeaud, B. Piar, An adaptive pressure correction method without spurious velocities for diffuse-
interface models of incompressible flows, 2010.

Cet article reprend le contenu de la section VII.1 de ce manuscrit : variante de la méthode de
projection incrémentale visant a réduire les vitesses parasites et une illustration par le phénomeéne
des courants parasites lorsque le systeme de Navier-Stokes est couplé aux équations de Cahn-Hilliard.

[Min10]
S. Minjeaud, An unconditionally stable uncoupled scheme for the approximation of a triphasic Cahn-
Hilliard/Navier-Stokes system, 2010.

Cet article reprend le contenu du chapitre VI de ce manuscrit : description et étude théorique du
schéma découplé inconditionnellement stable pour le systéme couplé Cahn-Hilliard /Navier-Stokes.

5.3 Actes de conférences a comité de lecture

[BM]
F. Boyer, S. Minjeaud, Fully discrete approximation of a three component Cahn-Hilliard model,
Proceedings of ALGORITMY the 18th Conference on Scientific Computing,
(Vysoké Tatry - Podbanské, Slovaquie), 2009.
http://pc2.iam.fmph.uniba.sk/amuc/_contributed/algo2009/minjeaud.pdf

[DLM10b]
F. Dardalhon, J.C. Latché, S. Minjeaud, On a projection method for piecewise-constant pressure
nonconforming finite elements,
Proceedings of MFD2010 the International congress in mathematical fluid dynamics and its appli-
cations (Rennes, France), 2010.
http://hal.archives-ouvertes.fr/hal-00493589/fr/


http://pc2.iam.fmph.uniba.sk/amuc/_contributed/algo2009/minjeaud.pdf
http://hal.archives-ouvertes.fr/hal-00493589/fr/
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Partie 1

Algorithmes de raffinement local
adaptatif et méthodes de
préconditionnement multigrille
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La mise en oeuvre de techniques de raffinement local adaptatif permet d’ajuster dynamiquement la résolution
spatiale des méthodes d’approximation numériques en fonction de la position dans le domaine de calcul.

Pour accroitre la résolution spatiale de certaines parties du domaine, une solution est d’utiliser des éléments
de plus petit diametre, i.e. de découper les cellules en cellules plus petites. La principale difficulté est alors
de préserver a la fois la conformité des maillages et leur bonne qualité géométrique. La conformité interdit la
présence de ce que 'on appelle les noeuds esclaves indésirables dans les applications. Les noeuds esclaves ne sont
pas des degrés de liberté et sont quelquefois difficiles a prendre en compte, parce qu’ils modifient le stencil local
de la matrice de rigidité. Lorsqu’ils existent, ils peuvent étre gérés de diverses manieres : élimination directe
de ces “fausses inconnues”, ajout de contraintes supplémentaires ou méthode de pénalisation et multiplicateur
de Lagrange. A chaque fois, cela conduit a une modification des méthodes numériques et des schémas utilisés
(donc du code de calcul).

Une autre méthode consiste a éliminer les non-conformités du maillage en divisant les cellules jusqu’a ce qu’il
ne reste plus aucune non conformité. En deux dimensions, pour des maillages triangulaires, nous pouvons donner
lexemple bien connu du “red-green refinement” [BSW83]. Cette technique consiste & utiliser un découpage
“régulier”, appelé “red refinement”, de chaque triangle, en quatre triangles semblables en connectant les milieux
de ses arétes. Ce raffinement préserve les propriétés géométriques des triangles mais crée des arétes non conformes
lorsque deux triangles, raffiné et non raffiné, sont adjacents. Un second type de découpage est alors utilisé, le
“green refinement”, connectant le milieu de I'aréte non conforme au sommet opposé. Cela donne une bissection
du triangle qui est “irréguliere” mais utilisée seulement aux endroits ou des non conformités apparaissent.
Bey [Bey95] et Zhang [Zha88] ont proposé la généralisation de cette méthode en trois dimensions. D’autres
méthodes basées seulement sur la bissection ont été introduites par Rivara [Riv84, RI96] ou Mitchell [Mit91] en
deux dimensions et Bénsch [B&n91] ou Maubach [Mau95] en trois dimensions. Toutes ces méthodes dépendent
du choix de I'élément fini et de la dimension. De plus, leur implémentation peut devenir complexe surtout en
trois dimensions.

Une alternative possible considérée dans cette partie est d’adopter le point de vue du raffinement des fonctions
de base plutot que celui des cellules. Cette approche repose sur la donnée d’une suite d’espaces d’approximation
H'-conformes emboités Xo C --- C X5, J > 1, engendrés par des ensembles B;, j € [0, J] de fonctions de base
de résolution spatiale d’autant plus fine que j est grand. Le raffinement local est alors réalisé en utilisant des
espaces d’approximation composites (ou multiniveaux), ¢’est-a-dire des espaces engendrés par des fonctions de
base sélectionnées dans chacun des ensembles B;, j € [0, J] selon la résolution souhaitée dans chacune des parties
du domaine. Dans ce cadre, Krysl, Grinspun et Schréder dans [KGS03] (c¢f aussi [GKS02, KTZ04, HK03]) ont
proposé des procédures appelées CHARMS qui permettent de raffiner ou déraffiner les espaces d’approximation
multiniveaux, c’est-a-dire ajouter ou retirer des fonctions de base des familles engendrant ces espaces tout en
préservant leur indépendance linéaire. Nous donnons dans cette partie une construction précise de la séquence
d’espaces emboités Xy C -+ C X pour des éléments finis conformes de type Lagrange (par exemple Py, Q,
k > 1). Nous montrons de maniére détaillée qu’il est possible d’utiliser un seul motif de raffinement pour réaliser
cette construction et nous étudions une version modifiée des algorithmes d’adaptation quasi-hiérarchique. La
différence essentielle provient de 'application d’une régle pratique “au-plus-un-niveau-de-différence” qui fait
partie intégrante des algorithmes de [KGS03]. Nous avons externalisé cette régle, ce qui nous a en particulier
permis d’en définir une variante garantissant que la largeur de bande des matrices assemblées reste bornée
quelles que soient les étapes d’adaptation. Finalement, nous incorporons a la méthode, des préconditionneurs
multigrilles [Yse92, BPX90, Hac85, Zha88, BDY8S]|. Les avantages de la méthode sont les suivants :

— le probléme discret (s’il est formulé de maniére variationnelle) n’a pas besoin d’étre modifié,

— les cellules sont divisées en cellules de méme type en appliquant uniformément le méme motlf de raffine-

ment,

— les non-conformités géométriques du maillage sont prises en compte de maniere implicite,

— il n’y a pas de traitement particulier pour les différents éléments finis conformes de type Lagrange,

— la procédure ne dépend pas de la dimension en espace,

— les problemes d’évolution en temps ne requierent aucune construction d’opérateurs de transfert entre

les différentes grilles a condition que I'on utilise une définition convenable des domaines d’intégration
élémentaires lorsque le systéme est assemblé.

Cette partie est organisée comme suit. Dans le chapitre I, nous introduisons la notion de motif de raffinement
pour des éléments finis conformes de type Lagrange et nous montrons comment une hiérarchie de maillage
conforme peut étre construite en appliquant récursivement un unique motif de raffinement a chaque cellule d’un
maillage initial conforme quelconque. Nous étudions en détail les relations “parents-enfants” entre les fonctions
de base de deux niveaux de raffinement successifs. En particulier, nous montrons que tous les coefficients dans
cette relation linéaire peuvent étre déduits facilement du motif de raffinement sur I’élément de référence. En
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conséquence, la hiérarchie de maillage n’est jamais construite explicitement puisque toutes les informations sont
disponibles sur 1’élément de référence.

Dans le chapitre II, nous décrivons la procédure d’adaptation locale et nous établissons ses principales
propriétés. En particulier, nous donnons des conditions précises suffisantes pour garantir que :

— l'algorithme d’adaptation que nous proposons préserve l'indépendance linéaire des fonctions de base sé-

lectionnées sur les différents niveaux,

— qu’aucune information n’est perdue lorsque nous raffinons une fonction de base,

— les espaces d’approximation obtenus en raffinant (resp. déraffinant) sont indépendants de 'ordre dans

lequel les raffinements (resp. déraffinements) successifs sont réalisés.
Quelques contre-exemples illustrent le fait que ces propriétés ne sont pas satisfaites dans le cas général.

Dans la seconde partie de ce chapitre II, nous montrons que la structure multiniveaux des espaces d’ap-
proximation construits peut étre exploitée afin de dériver des préconditionneurs multigrilles efficaces. Tous les
résultats de ce chapitre sont ensuite illustrés par des simulations numériques sur un probleme modele.

Le chapitre IIT est consacré a la description de I'implémentation informatique des méthodes de raffinement
local et préconditionneur multigrilles. Nous donnons en particulier une description du fonctionnement de ces
méthodes en paralléle.
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Chapitre 1

Espace éléments finis multiniveau

Dans ce chapitre, nous introduisons les principales définitions et notations associées aux concepts fondamen-
taux des procédures d’adaptation et de “coarsening” présentées dans le chapitre suivant. La notion de motif de
raffinement que nous définissons comme la donnée d’un élément fini de référence (conforme de type Lagrange)
et de maillage de son support géométrique permet de construire une suite de maillages conformes globalement
raffinés auxquels sont associées les fonctions de base éléments finis correspondant a 1’élément de référence choisi.
Les fonctions associées a deux maillages consécutifs de cette suite sont reliées par une relation appelées relation
parents-enfants qui est la base des algorithmes présentés dans le chapitre II.

I.1 Notations et définitions

Cette section rappelle, pour fixer les notations, quelques définitions et propriétés classiques, concernant les
maillages et les éléments finis de type Lagrange. Ces propriétés seront tres utilisées dans les sections 1.2 et 1.3.

Définition 1.1 (Elément fini de Lagrange [RT88, §4.1])

Un élément fini de Lagrange est une triplet (K,%, P) ot
— K est un sous-ensemble compact, connexe, lipschitzien de R? (d=1, 2 ou 3),
- Y ={ar € K;1 < k< N} est un ensemble de N points distincts de K, appelés noeuds de Lagrange,
— P est un espace vectoriel de fonctions p: K — R tel que X est P-unisolvant [RT88, Def 4.1-1], i.e.

Y(aa,...,an) € RN 3lp e P, Vk € [1,N], plax) = ax.

Lélément (K,X, P) est appelé élément fini de Lagrange polygonal ssi K est un polygone.

Définition 1.2 (Maillage [EG04, Def 1.49])

Soit w C RY (d = 1, 2 ou 3) un domaine [EG04, Def 1.46]. Un maillage T de w est un ensemble
{K. Cw;1 <e< N.} de sous-ensembles (appelés cellules) de w compacts connexes lipschitziens et d’in-
térieur non vide tels que

Ne
-w= LJKe et,
1

o

e=
- K.N I&f = () pour toute paire de cellules disctinctes (K., Ky).

Définition 1.3 (Maillage éléments finis généré a partir d’un élément de référence [EG04, §1.3.2])

Soit T = {K.;1 < e < N.} un maillage du domaine w. Soit (IA(, f), ﬁ) un élément fini de Lagrange polygonal,
appelé ci-apres élément de référence. Nous disons que le maillage T est généré a partir de l'élément de
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~

référence (K,S, P) ssi :
Pour tout e € [1,N,], il existe un C'-difféomorphisme T, de K vers K,.

Lorsque les transformations T, 1 < e < Ng, sont affines, le maillage est dit affine.
Pour tout e € [1, N.], nous pouvons définir un élément fini de Lagrange (K.,%., P.) en posant :
~ B =T.(S) et
- P.={poT:Ype P},

Remarque 1.4

Nous supposons toujours que [’élément de référence est polygonal. Cependant, certaines applications Tk,

peuvent conduire a des cellules K. non polygonales [EGO04, Figure 1.13].

Les définitions suivantes sont communément utilisées pour construire des espaces d’approximation X élé-

ments finis H!(w)-conforme i.e. tels que X C H!(w) (¢f proposition 1.10).
Définition 1.5 (Elément de classe C° [RT88, Def 5.1-2])

L’¢élément fini polygonal de Lagrange (IA(, EA), 13) est un élément de classe CO ssi
- PCCYUK) et

— pour toute face F de IA(, SNFE est ﬁ‘A-umsolvant ou P“g = {(ﬁlﬁ; pE ﬁ}

Définition 1.6 (Conditions de compatibilité [RT88, Def 5.1-3])

~ o~

Nous dirons que les conditions de compatzbzlzte pour un élément de référence de Lagmnge

.5, P) son
vérifiées ssi pour toutes faces B et By de K pour toute fonction affine inversible A telle que Fy» = A(Fy),
nous avons

-SNF=ASNH) et
- {w‘pawepl}*{woAlpaSDEPQ}'

nt

Définition 1.7 (Maillage géométriquement conforme [EGO04, Def 1.55])

Un maillage T = {K.;1 < e < N} du domaine w est dit géométriquement conforme ssi pour toutes cellules
K. et K¢ ayant une intersection (d-1)-dimensionnelle non vide, notée F = K.NKys, T, 1(F) et Tf_l(F) sont
des faces de I?, et il existe une transformation affine bijective A T YF) — Tf_l(F) telle que EoT;l = Tf_1
sur F.

Remarque 1.8

La définition 1.7 implique, en particulier, que pour toute paire de cellules distinctes (K., Ky), lintersection
K.NKy est:

— ou vide, ou un sommet commun en dimension 1,

— ou vide, ou un sommet commun, ou une face commune en dimension 2,

— ou vide, ou un sommet commun, ou une aréte commune, ou une face commune en dimension 3.

Un exemple de maillage géométriquement non conforme est présenté dans la figure I.1.

Fic. I.1 — Exemple de maillage géométriquement non conforme.
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Remarque 1.9

Dans le cas d’un maillage géométriguement conforme, la définition 1.6 implique, en particulier, que les noeuds
de Lagrange d’une face commune appartiennent a chacun des éléments partageant la face. Un exemple de
position incompatible des noeuds est donné sur la figure I.2.

Te ® P |—||—_|
o A N7 | | -
A/ o) \ M Ye={0}
K K. K
m Zy={0}
AN c—6 QD/ H]
Ty

Fia. 1.2 — Exemple de position incompatible des noeuds.

Soit 7 = {K.;1 < e < Ny} un maillage généré a partir de 'élément fini de référence de Lagrange (IA(, s, ﬁ)
D’apres la définition 1.3, nous pouvons associer a ce maillage :

— un ensemble de transformations géométriques {7 : K — K1 <e< N}

un ensemble d’éléments finis de Lagrange {(K., Xc, P.); 1 < e < No}.
Ne
un ensemble de noeuds de Lagrange ¥ = U Y. Notons Ngq1 = # X le nombre de noeuds de Lagrange;

e=1
nous pouvons donc écrire ¥ = {a;;1 < i < Nya1 }-

— un ensemble de fonctions de base {;;1 < i < Naa1} défini comme suit. Pour e € [1, N] et k € [1, N] ot

N= # EA], nous notons I(e, k) € {1,..., Nqa1} l'indice correspondant, dans la numérotation globale, au k°
noeud de Lagrange local dans la e® cellule de 7. Cela signifie que :

Ve € [1,Ne], Vk € [LN],  ar(er = T.(@).
De plus, puisque S est ﬁ—unisolvant, nous avons :
Vk € [1,N], 3g, € P, VL € [1,N], @r(@r) = ope.

Nous pouvons associer a chaque noeud a;, 1 < ¢ < Ngq1, une fonction de base ¢; définie par morceaux
sur chaque élément par

_f ProTt il existe k € [1, N] tel que I(e, k) =i,
PilK. 0 sinon.

Conformément & cette définition, nous notons supp|p;] le sous-ensemble suivant de w :

supplp;] = U K,oué€ = {e €1, Ne]; 3k € [[1,]?7]},@' = I(e,k)}.
ee&

— un espace d’approximation H! (w)-conforme [EG04, Prop 1.74]
X ={vel(w);Vee[1,N], vk, € Pe}.

L’avantage de cette construction classique est non seulement de produire un espace d’approximation H*(w)-
conforme mais surtout de fournir une base explicite de cet espace. En effet, nous avons le résultat suivant :

Proposition 1.10 ([EG04, Prop 1.78])

” Soit (I?, i, ]3) un élément fini de référence de Lagrange, polygonal, de classe CV et satisfaisant les conditions
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de compatibilité 1.6. Soit T = {Ke, 1 < e < N.} un maillage géométriquement conforme de w généré d partir
de l’élément de référence (K ) P) Alors, nous avons p(ag) = ke, et

{¢1,...,on,,} est une base de X.

1.2 Motif de raffinement

Les définitions classiques rappelées dans la section 1.1 permettent de définir la notion plus originale de motif
de raffinement ainsi que les conditions de compatibilité associées.

Définition 1.11 (Motif de raffinement)

Un motzf de mﬂinement est un quadruplet (K Z p T) ot

(K 5 P) est un élément fini de référence de Lagrange, polygonal, de classe C° satisfaisant les condi-
tions de compatibilité 1.6,

- T = {IA([I] 1<e< ]VE]} est un mazllage aﬁine géométriqguement conforme de l'intérieur de K généré
a partir de [’élément de référence (K b P) lui-méme.

En faisant référence a la section 1.1, nous notons

{T K- K(L ], 1< ﬁe[l]} I’ensemble des transformations géométriques,
{ , Ye 7Pe[l]) 1<e< N[ }} I’'ensemble des éléments finis de Lagrange,

- Sl = {agj]; 1<k ﬁ[l]} I'ensemble des noeuds de Lagrange,

- {@Ecl]; 1<k ]\7[1]} I’ensemble des fonctions de base,
associés au maillage 7.
Définition I.12 (Conditions de compatibilité)

Nous dirons que le motif de raffinement ([A(, f], ]3, ’?) satisfait les conditions de compatibilité ssi
— pour tout e € [[1,N£1]]], {cplf(m;cp € P} C Pem,

— pour toutes faces 131, 132 de IA(, pour toute fonction affine inversible A telle que 132 = g(ﬁl), pour
toutes faces Flm C Fy d’un élément KE], A(Fl[l]) C F; est exactement la face d’un autre élément
1]
K, ~ ~ o

~ chaque noeud de 3 est aussi un noeud de X1, i.e. ¥ c B

Remarque 1.13

La définition 1.12 est utilisée pour écarter les motifs de raffinement qui meéneront dans la suite a des maillages
non conformes. Un exemple est donné dans la figure 1.3.

Les conditions de compatibilité 1.12 d’un motif de raffinement sont aussi utilisées pour établir I’équation de
raffinement sur 1’élément de référence qui est 'un des ingrédients fondamentaux de la méthode CHARMS (c¢f
[KGS03]).

Proposition 1.14 (Equation de raffinement sur le motif de raffinement)

Soit (IA(, i,ﬁ,f') un motif de raffinement satisfaisant les conditions de compatibilité 1.12. Nous avons la
relation suivante :
N
Vk e [LN], &= Zﬁkwm o Bre = @r(@g)).

Démonstration : D’apres la proposition I.10, {@[11], ce @%m} est une base de l'espace

{UECO( ); Ve e [1,NIM], VR EP[”}
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Fia. 1.3 — Exemple de motif de raffinement incompatible.

Cependant, pour tout k € {1,..., ]\7}, la fonction de base @ est dans CO(IA() et en utilisant les conditions de
compatibilité 1.12, nous avons Ve € [1, Ne[l]]]7 @k‘f(m S Pe[”. Ainsi, il existe des coefficients Ox¢ tels que

i)
~ 5 A1
Pk = Z By
=1

Finalement, les coefficients Bkt peuvent étre obtenus grace a la relation @1] (aL”) = 0y ]

Les notations introduites dans cette section sont illustrées par les figures 1.4 et 1.5 qui montrent les motifs
de raffinement complets et toutes les équations de raffinement associées aux éléments carré-Q; et triangle-IP;.

ay) ay’ far  Far fay 0 10, 1o, 10
) = et et Yo = @y + %@1 + %‘Ps + i%;
/ _75\( B s ~ S 1A 1A, 1A
7 -7 TS b1 = ¢y T3P+ 3P + 36y
s = 1) . ] 1Al 1A, 1A
s s a a; Y2 = @g] + %‘Pé] + %@[7] + i@[;]
! 7 et . 1 1 NGl A1
\ K K $s = @y +igy + i 4 15
ap al \95\[11 ey © &l
Fia. 1.4 — Motif et équations de raffinement associés a ’élément carré-Q;.

~ ~[1 ~[1 ~[1

Yo = 5%%&1%%@[3]

~ ~[1 ~[1 ~[1

o= & +ial+1a)

~ ~[1 ~[1 ~[1

& = @ +1ey + 1o

al

F1c. 1.5 — Motif et équations de raffinement associés a I’élément triangle-P;.

Puisque la configuration géométrique est plus compliquée pour ’élément carré-Qs, nous donnons seulement
dans la figure 1.6 les coefficients non nuls dans 1’équation de raffinement associée a trois fonctions de base
grossieres (les autres relations pouvant étre obtenues par symétrie). Plus précisément, sur chaque figure, la
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fonction de base grossiere, représentée par un point noir, est une combinaison linéaire des fonctions de base plus
fines, représentées par des cercles, avec les coefficients mentionnés a coté.

O O O O O O O ® O
-1/8  -3/64 1/64 -3/32 -1/8  -3/32 9/16 3/4  9/16
& ® O
3/4 1 3/4
3/8 9/64 -3/64 9/32 3/8 9/32
O/ O/ O / / O O/ O / O ® O
9/16 3/4 9/16
1 3/8 -1/8 3/4 1 3/4
C o S S ® S

FiG. 1.6 — Motif et équations de raffinement associés a ’élément carré-Qs.

I.3 Espaces d’approximation éléments finis multiniveaux

Soit € un domaine borné de R%, d = 1,2 ou 3. L’objectif de cette section est de donner un moyen auto-
matique de construire des espaces d’approximation éléments finis multiniveaux H*(§2)-conformes & partir d’un
maillage initial géométriquement conforme 7j et d’un motif de raffinement donnés. Soit J € N*. Nous construi-
sons une hiérarchie de maillages emboités 7y, 77, ..., 7y déduits a partir de 7y en appliquant uniformément et
récursivement le motif de raffinement. Un espace d’approximation multiniveaux est ensuite obtenu en sélection-
nant des fonctions de base associées a chacun des maillages 7;, 0 < j < J suivant une méthode qui garantit
I'indépendance linéaire des fonctions de base sélectionnées.

1.3.1 Hiérarchie d’espaces d’approximation conformes. Relation parents-enfants.

Soit (IA(7 ZA], ﬁ, 7A') un motif de raffinement et j € ‘[[0, J—1]. Dans cette section, nous supposons qu’un maillage
géométriquement conforme 7; = { K, g]; 1<e< Nem} de €2 est donné, que ce maillage 7; est généré a partir de
I'élément de référence (K, X, P), et nous expliquons ensuite comment le maillage 7;41 est construit.

Dans la suite, tous les objets mathématiques associés au maillage 7; seront marqués avec le signe j comme
suit : ‘ ‘ ‘
— T est 1a transformation géométrique utilisée pour générer K, i.e. K = 7Y (K),
- {a[lj], ey a%}m } est 'ensemble des noeuds de Lagrange du maillage 7;, appelés noeuds de niveau j,
ddl
- B; = {<p[1j], ceey <p£f[][j] } est I’ensemble des fonctions de base associé au maillage 7;, appelées fonctions de

ddl
base de niveau j,

- X; ={vec’Q); Veell, Ne[j]]], Vgl € Pc[j]} est Pespace d’approximation H!(Q)-conforme associé au
maillage 7;.
D’apres la proposition 1.10, nous avons le résultat suivant :

B, est une base de l'espace d’approximation H*(Q)-conforme X;.

Définition 1.15

Nous définissons l'ensemble Tjy1 comme suit :

€

Ti = {KE = TR 1<e<nl, 1< r<NIY.
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Proposition 1.16

L’ensemble T; 11 est un maillage géométriquement conforme de Q) généré a partir de l’élément de référence
K.

Démonstration :
1) II est facile de voir que 741 est un maillage de Q généré a partir de 'élément de référence K.
(i) Soit x € Q. Puisque 'ensemble 7; est un maillage de €2, il existe e € [1, Ne[j]ﬂ tel que z € K = 71 (K).
Comme 7 est un maillage de l'intérieur de K, il existe f € [1, ]Vem]] tel quel (Tem)_l(x) € IA(][}] ou encore

T E Te[j ] (IA(J[}]) Ainsi, nous avons montré que

QcUKUT, 1<e<NV, 1< f< NI

e

L’inclusion réciproque est évidente : Kij;rl] c KV cQ, vee [[1,Ne[ﬂﬂ, Vf € [[1,]\76[1}]}.

(ii) Soit 1 < e e’ < Nem, et 1< f,f < N Supposons que K[ (ARNe Ke }_,1]7& () et montrons que e = ¢’

<] O O

et f = f'. Comme IA(][}] C K, nous avons Kgfﬂ] C Te[j](A) KUY, Ainsi, K[JH] N K[J,}_,”CK@ N KB].

Cette derniere intersection est donc non vide et puisque 7; est un maillage de Q ceci conduit & e = €'
Nous concluons maintenant grace aux inclusions suivantes :

KV n kT Te[ f{} NN TM (K[ ]) (par définition),
C ( ) 7Y ( K [1] ) (puisque T est un homéomorphisme),
c 1Y ( KJ[}] N K[l] ) (puisque T est injective).
Ainsi, K Rl K R est non vide, et par suite f = f’ puisque T est un maillage de l'intérieur de K.
2) Tl reste & prouver que ce maillage est géométriquement conforme. Soit K [ij] et K ij }r, I deux cellules qui

ont une intersection (d—1)-dimensionnelle non vide, notée F = K gc“] NK, E,}_,l]. La démonstration est basée

sur des arguments différents selon si e = €’ ou e # ¢’. Dans le premier cas, nous utilisons la conformité

géométrique de 7 alors que dans le second cas le résultat est déduit de la conformité géométrique de 7;

et des conditions de compatibilité 1.12. ‘ ‘

— Supposons tout d’abord que e = ¢’. Nous avons F = T/ (K][cl] N K][cl,]) puisque TV est injective.
Posons alors, F[1 = K][cl] N K][cl,] Puisque TV est un C'-difféomorphisme, FI! est I'intersection (d — 1)-
dimensionnelle des deux cellules IA(J[}] et IA(J[},] du maillage géométriquement conforme T de l'intérieur
de K. Ainsi, ff—l(ﬁ[l}) et ff_,l(ﬁ[”) sont des faces de K et il existe une application affine bijective
A ffl(ﬁ[l]) — ffﬁl(}?[l}) telle que A o ffl = ffﬁl sur FII. On se rappelle maintenant que FI =
(TEY=1(F) pour obtenir la conclusion.

— Supposons main’genant que e # ¢’'. Puisque K][cl] C K et K][cl/] C K, nous avons F C KE] N KB].
Posons G = KV n KB}, nous avons donc F C G et ainsi les cellules KV et K E,] possedent une
intersection d—1 dimensionnelle non vide. Puisque, 7; est géométriquement conforme, Fy = (TY))~1(G)
et 132 = (Te[f ])_1(6') sont des faces de K et il existe une application A:F 1 — 132 affine bijective telle que
Ao (THY=1 = (1)~ sur G. Posons maintenant F'l = IA([l] NE et FY = IA([l] N Fy. 11 est facile de
montrer que F' C T ]( . ]) et que F C T[] ]( . ]) Puisque F est d — 1 dimensionnelle non vide, nous en
déduisons que Fl[ Vet F2[1] sont des faces de K J[c] et K| ,] respectivement (rappelons que ces polygones ou
polyedres sont entierement inclus dans K dont F1 et Fg sont des faces). Les conditions de compatibilité

7 1]

1.12 sur le motif de raffinement impliquent alors que E(ﬁlm) est une face d’un élément Ky du maillage
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de 1élément de référence. Or nous avons :

g(ﬂu) N 132[1] = g(f(;l] nF)n f(][}/] N F (par définition de ﬁi[l])
= Ao @)y YKV ne)yn (@ HKIITNG)  (par déf. de Fy, KT KU,
= @K KT NG (puisque 4 o (TV)~1 = (TU)~1 sur @),
= @) (par définition de F).

Ainsi, les faces E(ﬁlm) et 132[1] possedent une intersection d — 1 dimensionnelle non vide. Elles sont donc
égales et il vient

=@y ) e B =@,

Ainsi, (T9oT5) =1 (F) et (TYoTy) =1 (F) sont deux faces de K. On conclut en posant A = (T/)~ ogoff.
L’application A est affine bijective de (Te[]] Off)_l(F) dans (T[ ]OTf )L(F) et vérifie Ao (T, T o Tf) =
(Te[?] oTp)~ 1 sur F.

[

Notons également que le dernier point des conditions de compatibilité 1.12 garantit de maniere évidente que
tout noeud de niveau j est aussi un noeud de niveau j + 1 :

vk € [1, N4l 3¢ € [L NG, o = af Y. (L1)

Nous pouvons maintenant prouver que notre construction mene a des espaces d’approximation emboités :

Proposition 1.17

Les espaces X et X1 sont emboités : X; C X 1.

Démonstration : Soit v € X;, e € {1,... Ndﬂl et fe{1,. ]Ve[l]}. Par définition, v e PY. Ceci

est équivalent & v o Te[j ]

Kl
€ P. Nous déduisons alors des conditions de compatibilité 1.12 que v o Te[] ) =) € P[ )

| K
Ainsi, nous obtenons v o Te[j] U+ € Pe[?rl], et le résultat est prouvé.

o ff € ]3, qui signifie exactement que Vg
of
]

Pour énoncer le résultat suivant, nous devons introduire une indexation pertinente des noeuds de niveau j
et 7+ 1. Les noeuds de niveau j et j+ 1 appartenant a Ky } sont par définition les images, par la transformation

Te[j], des noeuds de % et MU respectivement. Ainsi nous notons par :
— Il (e, k) Tindice du noeud de niveau j image de a; par la transformation T . Ceci signifie que nous
avons :

W(e, k) € [1, NI x [1, N, =TV (@),

(7]
1051 (e, k)

=]

— b (e,£) I'indice du noeud de niveau j+ 1 image de @, par la transformation T[] Ceci signifie que nous

avons :

V(e 0) € [1L NI x [1, U], ol =T@E)Y).

Proposition 1.18 (Equation de Raffinement)

Nous avons la relation suivante :

li+1]
Niai

el VgL o= 3 A (RE)
ot les coefficients 51[{] sont donnés par : V(i t) € [1, ddl]] x [1, N([inJlr1 I,

g { Bre  si3ek,0) € [1, N9 x [1,N] x [1, N] t.q. i = IU)(e, k) et t = IU(e, 0),
it T

0 sinon.
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Remarque 1.19

Remarquons qu’en pratique les coefficients Bkl dépendent seulement du motif de raffinement. Ainsi, ces
coefficients peuvent étre calculés a priori. Ils sont en petit nombre et donc leur stockage ne nécessite qu’une
tres faible place mémoire. L’équation de raffinement ci-dessus peut donc étre déduite sans aucun calcul de
coefficients. En pratique (cf section II1.1.3), les coefficients ﬂz[t sont obtenus grace a une boucle sur les cellules

(4]

de niveau j incluses dans le support de supplp;’] en posant : pour tout e € [1, NI ] tel que KV supplp m]
pour tout (k,¢) € [1, N] x [1, N,
(5] _ B
1) (e,k) 111 (e,0) — PRE
et les autres coefficients sont égaux a zéro. Remarquons qu’une telle boucle mene a parcourir plusieurs fois
la méme paire d’indices (IU)(e, k), IV (e, £)) pour des indices e, k, ¢ disctincts. La proposition I.18 garantit
que que les coefficients correspondants Bre sont les mémes.

Démonstration de la proposition 1.18 : Soit i € [[1,]\7([1](}1]]. La fonction de base gpgj] appartient a X;.
Puisque X; C X411 et B4 est une base de X1, l'existence des coefficients Bg] est évidente.
Soit (i,t) € ﬂl,N([iﬁl]] x [1, N([fuarl]ﬂ. Nous avons :

i+1]
Niar

o= > gl (12)
t=1

Il reste a démontrer la formule donnant les coefficients @[z] en fonction des coefficients By
~ Cas 1: il existe (e, k, £) € [1, NY'] x [1, N] x [1, NW] tels que i = IU)(e, k) et t = IU1(e, £).
La restriction de (I.2) & K donne :

P o (T[]) Zﬂuj e, 1)90[[] 1](6 R

D’apres la proposition 1.14, nous avons :

N

Zﬁkl@m ( ) Z@m](ezf[” (Te[j]),

En évaluant cette egahte en T[j ]( a! ]) il vient 5 5ke C’est exactement ﬂlt = ﬂu.

iIli (e 0) —
~ Cas 2: V(e k z)e [1, N¥'] x 1, N]] x [1, NM], i # 16 (e, k) ou t # 11 (e, ).
Soient e € [1, NY ]] et E € [1, NM] tels que t = IV (e, £). Nous avons nécessairement, par hypothese,
VEk € [1, ﬂ, i # IVl(e, k). Donc, nous obtenons

Niig R ‘
= 3 AU =3 By B e (TU) L
s=1 v=1

L’évaluation de cette égalité en TV)(ay al! ]) donne Y. = 0. C’est exactement BZ[{] =0.

iIli:1] (e, 0)

L’équation de raffinement (RE) introduit une relation entre les fonctions de base de niveau j et certaines
fonctions de base de niveau j + 1, appelées enfants.

Définition 1.20 (Relation parents-enfants pour les fonctions de base)

Si le coefficient ﬁj] de léquation (RE) est non nul, nous dirons que :
[

i+

~ la fonction de base o; U de niveau 7+ 1 est un enfant de la fonction de base p;

[i+1]

— la fonction de base <pj] de niveau j est un parent de la fonction de base ¢y

de niveau j + 1,
(7]

;. de niveau j.
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Pour cette raison, 1’équation de raffinement (RE) est aussi appelée relation parents-enfants. De la méme

maniere, nous pouvons définir une relation parents-enfants pour les cellules.

Définition I.21 (Relation parents-enfants pour les cellules)

Soit e € [[I,N(Lj]]].
— Pour tout f € {1,.. .,]VE]}, nous dirons que la cellule Kgf—H] de niveau j + 1 est une cellule enfant
de la cellule Kéﬂ de niveau j.

— A lUinverse, nous dirons que la cellule K(Lﬂ de niveau j est une cellule parent de chacune des cellules
de niveau 7 + 1, Kgf—H], pour f € {1,... ,NE]}.

Remarque 1.22

Une cellule a au plus une cellule parent alors qu’une fonction de base peut avoir plusieurs parents. Néanmoins,

la proposition suivante identifie certaines fonctions de base ayant un unique parent.

Proposition 1.23 (Enfant privé)

Soit (k,0) € [[1,N([£l]] X [[1,N([i];lr”ﬂ tel que ag] = aLjH] alors,

gpg] est l'unique parent de @Ej'ﬂ].

Démonstration : Pour 1 <1 < N([iﬁl, la relation parents-enfants donne :

N
. ) 1 i1 =
ol (@)= 32 aille! e ).
t=1
C’est exactement : _
dir = 51[;].
Ainsi, la fonction de base ng,j g un unique parent qui est ‘chj]' -

Résumé 1.24

Soit (I?,f],ﬁ,’?) un motif de raffinement. Soit Ty un maillage géométriquement conforme de 0 généré
a partir de Uélément de référence (K,%, P). En appliquant uniformément le motif de raffinement, nous
pouvons construire :

— une hiérarchie de maillages emboités Ty, Ty, ..., Ty (cf figures 1.7, 1.8, 1.9),
— une hiérarchie d’espaces d’approzimation éléments finis H(Q)-conformes Xo C X1 C -+ C X,
— des ensembles de fonctions de base By, By, ..., By, engendrant les espaces d’approximation précités,

deux ensembles consécutifs étant reliés par les équations de raffinement.
La table 1.1 donne un résumé des notations utilisées dans la suite.

Maillages | Ensembles de fonctions de base | Espaces d’approximation
Niveau 0 T Bo={oik=1,.... N9} | X, = vect Bo
Niveau 1 T B, = {tpgcl]; k=1,... ,N([lti]l} X = vect B
: O U B A [J] _
Niveau J 7 By={g;sk=1,...,Ng X vect By

TaB. 1.1 — Hiérarchie conceptuelle d’espaces éléments finis emboités.
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niveau 0 niveau 1 niveau 2 niveau 3

FiG. 1.7 — Carré-Q;. Maillages emboités 7;.

T

RS

TATATAYATAY. 2

i,

|
|
[
I
|
|
ik
ox
ot
s

QA
S

Vv

5

5
L
e

5

%

W

o
o

&

&

65

vy
R

0

niveau 0 niveau 1 niveau 2 niveau 3

Fic. 1.8 — Tri/Quadr-angle-P1 /Q. Maillages emboités 7;.

Remarquons que la hiérarchie de maillages emboités n’est jamais construite explicitement. Cette structure
conceptuelle est introduite pour expliquer la méthode de raffinement mais, en pratique (cf chapitre III), le motif
de raffinement peut étre appliqué localement aux endroits ou les fonctions de base doivent étre effectivement
raffinées.

1.3.2 Bases multiniveaux et espaces d’approximation multiniveaux

Nous supposons dans cette section que la structure présentée dans le résumé 1.24 est donnée et nous utilisons
les mémes notations (c¢f table I.1). L’objectif de cette section est d’expliquer comment nous pouvons sélectionner
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une famille libre de fonctions de base dans I’ensemble multiniveau Uj:o B

Proposition 1.25

. J Lo . ..
Soit B un sous-ensemble de Uj:0 Bj. Supposons que deux noeuds associés a deux fonctions de base distinctes
de B n’aient jamais la méme position géométrique, i.e.

<V<j,j’> € [0, J1%, V(k, k') € [1, NI x [1, N9] tel que o' = a7, ) Pu)
. 9 LI
W eB ileB) = (=4, k=F)

alors B est une famille libre.

Remarque 1.26

Remarquons que (a Eg] = aL,] etj=j4)=k=Fk.

Démonstration : La propriété (Pr) implique que

(vu,j') € [0, J1%, (i, k') € L, Nl  [1 Nl tel que 5> j ) "
(' eB. ol eB) = ¢ilafh =0/

puisque, d’aprés (I.1), a [J]

de aLj,} (sinon 5/ =j ). Con&derons une combinaison linéaire de fonctions de base ¢ appartenant a B telle que

> A =0, (1.4)

weB

est aussi un noeud de niveau j’ et, par (Prr), ce noeud est nécessairement différent

et supposons que £ = {¢ € B; A\, # 0} est non vide. Nous pouvons alors définir
Jm = min{j € [0, J]; 3k € [1, dd]]] tel que ga leey,

et sélectionner k,, € [1, N([f(ﬁl}ﬂ tel que goj’”] € & Soit j € [0,J] et k € [1, ddlﬂ tel que <ka] € et (4 k) #
(Jm, km). Nous avons nécessairement <pm( LM,L]) = 0 (le cas j = j, est évident puisqu’alors k # k,, et le

cas j > jm se déduit de (I1.3)). Donc, en évaluant la combinaison linéaire (I.4) au noeud a[]m] nous obtenons
)\[P[jm] = 0. C’est une contradiction et le résultat est prouvé. ]

km

Au vu de la proposition 1.25, nous donnons la définition suivante d’une base multiniveau.

Définition 1.27 (Base multiniveau et espace d’approximation multiniveau)

Nous appelons base multiniveau un sous-ensemble B de U}']:o B, satisfaisant la propriété (Pri). Par la
proposition 1.25, cet ensemble est bien libre. De plus, un espace engendré par une base multiniveau est
appelé espace d’approrimation multiniveau.

Remarque 1.28

Soit V = vect B un espace d’approximation multiniveau et u = Z upp € V. La coordonnée u, de u dans la

peB
base multiniveau B n’est pas nécessairement la valeur de u au noeud associé a la fonction de base ¢ puisque
une fonction de base (d’un niveau plus “grossier”) intervenant dans la décomposition de w peut avoir une
contribution non nulle en ce noeud.
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Chapitre 11

Procédure d’adaptation et
préconditionneurs multigrilles.

La procédure d’adaptation consiste a ajouter ou supprimer certaines fonctions de base d’une base multiniveau
donnée B* pour produire une nouvelle base multiniveau B ayant une résolution spatiale mieux adaptée au
probleme. Les algorithmes de raffinement et déraffinement doivent produire des familles de fonctions de base
linéairement indépendantes, et il est également souhaitable qu’aucune information ne soit perdue au cours du
processus de raffinement, ceci signifie que lorsque B est obtenue a partir de B* par le raffinement d’une fonction
de base alors toute fonction de base représentable dans la base B* I'est (encore) dans la base B. La section II.1
est dédiée aux démonstrations de telles propriétés. En outre, nous montrons que des ensembles de fonctions de
base peuvent étre raffinés (resp. déraffinés) et que le résultats obtenu est indépendant de 1'ordre dans lequel
les fonctions de base sont raffinées (resp. déraffinées). Enfin, nous nous intéressons & des problématique plus
pratique comme la régle “au-plus-un-niveau-de-différence” qui permet de garantir que la largeur de bande des
matrices assemblées n’augmentera pas a cause de la procédure de raffinement et la maniere dont doivent étre
appliquées les reégles de quadrature pour calculer des intégrales faisant intervenir des fonctions discrétisées
dans des espaces d’approximation multiniveau différents. La section I1.2 explique ensuite comment la structure
multiniveau obtenue par l'algorithme d’adaptation peut étre utilisée pour construire des préconditionneurs
multigrilles.

II.1 Adaptation

I1.1.1 Procédures de raffinement /déraffinement

Etant donnée une base multiniveau B, nous introduisons la notion de fonctions de base B-raffinée. Cette
notion est complétement indépendante d’un quelconque historique de la procédure d’adaptation (que nous
n’avons d’ailleurs pas encore définie). Néanmoins nous verrons (¢f remarque IL.5) qu’ils sont complétement
compatibles.

Définition II.1 (Fonction de base B-raffinée)

Soit B une base multiniveau. Soit j € [0,J] et k € HLN([;;IH' La fonction de base ‘chj] est dite B-raffinée
881 :

3 ei+1,J], 3K € [[1,N([i]d}]]7 tels que gogc],] €Bet agg] = agg/}.
De plus, si la condition ci-dessus est vraie avec j' = j + 1 alors nous dirons que la fonction de base @Ej] est
B-raffinée une seule fois.
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Remarque II1.2

La propriété (Pr1) implique que :
— les indices 7' et k' sont nécessairement uniques,
— une fonction de base B-raffinée ne peut appartenir a .

Notons également que, d’aprés la proposition 1.23, si <pm

parent de @L/ i1

(5]

est B-raffinée une seule fois alors @ est l'unique

Nous donnons maintenant un lemme qui sera utilisé dans les démonstrations a venir.
Lemme II1.3

Soient j € [0,J — 1] et j € [0,J] tels que j' < j. Soit (k,£,¢") € [1,N9l] x [1, NV < [1, NV,

ddl
[G+1] (4]

Si a]+1] = a[J] et <p[]] est un parent de @; alors le noeud a;” est nécessairement a la méme position

géométrique que les noeuds aé,] et []H].

Démonstration : Puisque j' < j, d’aprés (I.1) et une récurrence directe, il existe ¢ € [1, dd]]] tel que
agj] = agﬂ' I Nous pouvons appliquer la proposition 1.23 qui prouve que gpm est I'unique parent de <p[] 1,
Donc, gpm = ol et par suite, k = t. [

Nous pouvons maintenant décrire les procédures de raffinement et de déraffinement.

Algorithme I1.4 (Dé/Raffinement quasi-hiérarchique)

Soit B* une base multiniveau.
— Raffinement : Soit gog] une fonction de base appartenant a B*.
Raffiner la fonction de base donnée ‘PLJ]
partir de B* en

€ B* consiste a produire une nouvelle base multiniveau B a

[J]

— enlevant cette fonction de base pj;

[j+1]

- ajoutant tous ses enfants @; qui ne sont pas B*-raffinés.

Ceci peut s’écrire de maniére compacte comme suit :
B =B"\{¢ J]} U { enfants de ga[J non B*-raffinés}.

— Déraffinement : Soit go une fonction de base B*-raffinée une seule fois et sans enfant B*-raffiné.

Déraffiner la fonction de base donnée <p € B* consiste a produire une nouvelle base multiniveau B a

partir de B* en
[J]

— ajoutant cette fonction de base pj;

(4]

— enlevant les enfants de <pk n ayant pas d’autre parent B*-raffiné.
Ceci peut s’écrire de maniére compacte comme suit :

B = B*\{enfants de gpg] sans autre parent B*-raffiné} U {gagcj]}.

Démonstration : Nous devons prouver que les algorithmes de raffinement et déraffinement ci-dessus pro-

duisent réellement des bases multiniveaux. Nous allons en effet montrer que B satisfait la propriété (Prr). Soient

<pm, @L/} deux fonctions de base appartenant a B telles que a[] = a[ /] Nous devons montrer que j = j'.
— Raffinement : supposons que B est obtenue a partir de B* par rafﬁnement d’une fonction de base (appar-
tenant & B*), notée go[]o] € B*. Nous avons donc

B = B*\{cpgi)”}} U {enfants de @ng] non B*-raffinés}.

— si gpgg] et gpgg,} appartiennent tous deux a B* alors, puisque B* satisfait la propriété (Py), nous obtenons

i=1J"
— sinon, supposons par exemple que go[] 'n ‘appartient pas a B*. Par définition de B, gog] est alors un enfant
de <p[j”] qui n’est pas B*-raffiné, disons go[]OJr”, ie. k =4y, j=jo+ 1

i

— si @k,] € B* alors, puisque <p[]°+1]

n’est pas B*-raffinée, nous avons jo + 1 > j'. Supposons que
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jo+ 1> 7. Le lemme II.3 donne aLj”] = aL,} Puisque B* satisfait la propriété (PL1), nous obtenons

jo=1j" et kg = kK, mais <p]°] ¢ B et gp 7'l € B. Cest une contradiction et par suite j = jo + 1 =7'.

— sinon, @L,] est un enfant de go[”] disons <pb0+ ], i.e. k' =0y et j = jo + 1. Donc, nous avons j = j'.

— Déraffinement : Supposons que B est obtenue a partir de B* par le déraffinement d’une fonction de base

[jo]

(B*-raffinée une seule fois), notée ;. Nous avons donc

B = B*\{enfants de <pb°] sans autre parent B*-raffiné} U {gpb" }.

— si @L] gpgg,] appartiennent toutes deux & B* alors, puisque B* satisfait la propriété (Ppr), nous avons

i=J.
— sinon, supposons par exemple que <p[J ] n’appartient pas a B*. Par définition de B, nous avons ‘PLJ] = gogoo],

i.e. k = ko, 7 = jo. En raisonnant par 1’absurde, supposons que j' # j. Nous avons j' # jo et donc,

gogc],] € B*. Cependant, go[”] est une fonction de base raffinée une seule fois, donc il existe ¢y € [1, N, ([1 dl]ﬂ

o1l ¢ gx ¢ []OH] [j“] . D’aprés la proposition 1.23, a[]OH] = a[]oo] implique que <p[j”]

[Jo+1] [Jo]

tel que g

est I'unique parent de go[] 0+ )

[

sans autre parent B*-raffiné,

Jo+1] ¢ B. Cependant, puisque B* satisfait la proprlete (PLI) et puisque a[J"'H] = aLj,],

. Ainsi, puisque ¢; est un enfant de g

nous obtenons ¢
nous avons j' = jo + 1 et k' = £y. Finalement, nous obtenons <pk, ¢ B. C’est une contradiction et par
suite 7 = j'.

]

_Remarque I1.5

Cet algorithme est cohérent avec la définition I.1. En effet, d’aprés la proposition 1.23,
— si B est obtenue a partir de B* par raffinement d’une fonction de base gog]
de base B-raffinée au sens de la définition II.1;

— si B est obtenue a partir de B* par déraffinement de la fonction de base ‘chj] B*-raffinée une seule fois

4]

(5]

, alors @ est une fonction

alors ;" n’est plus une fonction de base B-raffinée au sens de la définition I1.1.

e Niveau 0
(1]
Rafﬁ(rllement ©4 Ve (O Niveau 1
e
1] [0] [1] [1] (1]
P3| #1 NP1 r\(p? N
J Q(p[o] © Qso“”
1 B* 2 B 2

0 1 1 1 1
9 = )4 Bl el 2l

Fic. II.1 — Le raffinement ne préserve pas 'indépendance linéaire des ensembles multiniveaux ne satisfaisant
pas (PLI)-

_Remarque I1.6

Les procédures de raffinement et de déraffinement décrites dans l’algorithme H4 ne preservent pas en ge—
néral l’indépendance linéaire des ensembles de fonctions de base multiniveauz U o Bj (avec B; € Bj) n

satisfaisant pas la propriété (Prr). Un exemple est donné sur la figure II.1. La famzlle B* représentée sur
la figure de gauche est une famille libre (mais ne satisfait pas (Pr1)) alors que la famille B, représentée

sur la figure de droite, obtenue a partir de B* par le raffinement de <p[10], n’est pas une famille libre car <p[20]

) L o, . 1 1 1 1
s’exprime comme une combinaison linéaire des fonctions de base <p[2], @[3], gog], [6].
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I1.1.2 Conservation de ’information

Une propriété souhaitable de la procédure de raffinement est qu’elle permette de conserver l'information.
Cela signifie que, si B est obtenue a partir de B* par le raffinement d’une fonction de base alors vect B* C vect B,
i.e. la base raffinée B autorise la représentation exacte de chaque fonction de la base originale B*. Cependant,
la procédure de raffinement décrite dans I’algorithme I1.4 n’est pas “sans perte”. Un exemple est donné par la
figure I1.2. Néanmoins, nous pouvons prouver le résultat suivant :

® Niveau 0

— § S, O Niveau 1
Raffinement (p[l] (p[l]
4 4 5
e
[0] @ Niveau 2
& & @)
[0] 19 1] 2]
#1 P3 1 P3

0 1
o & vect {ol, ol oM o1

Fia. I1.2 — Le raffinement d’une base multiniveau ne s’effectue pas nécessairement “sans perte”.

Proposition I1.7

Soit B une base multiniveau satisfaisant la propriété suivante :
Tout enfant d’une fonction de base B-raffinée est soit lui méme B-raffiné, soit dans B. (Pro)

Alors, toutes les fonctions de base B-raffinées appartiennent da vect B.

Démonstration : Par une récurrence sur le niveau j des fonctions de base, nous prouvons ’énoncé (H;)
suivant pour tout j € [0, J] :

Toute fonction de base B-raffinée de niveau j appartient a vect B. (H,)

Une fonction de base de niveau J ne peut pas étre B-raffinée. Donc, 'énoncé (H ) est vrai.

Soit j € [0, .J —1]. Supposons que ’énoncé (H;4+1) est vrai et soit <pm
j. D’apres la proposition 1.18, nous avons

el = Y Blei

1ol oag

une fonction de base raffinée de niveau

4]

un enfant de L

[+1] intervenant dans la somme ci-dessus est

De plus, la propriété (Pro) implique que toute fonction de base ¢;
[5+1]
S

soit dans B soit B-raffinée. Or lorsque go[] 1 gt B-raffinée, I'hypothese de récurrence (Hj11) mene a ¢,

4]

vect B. Ainsi, ¢’ € vect B et la récurrence est établie. [

Théoréme 11.8

Soit B une base multiniveau satisfaisant la propriété (PLo), et obtenue a partir d’une base multiniveau B*
par la procédure de raffinement (cf algorithme II.4). Alors, nous avons

vect B* C vect B.

Démonstration : Supposons que B est obtenue a partir de B* par le raffinement d’une fonction de base
<pk°] € B* et soit ga[J € B*.



I1.1. Adaptation 47

— si gpk + gp[J" alors <,0m € B,
il _ [djol

(4]

— sinon ;" = Pro qui est B-raffinée. La proposition 1.7 garantit que ¢;;* € vect B.
Alors vect B* C vect B. ]

De plus, les procédures de raffinement et de déraffinement préservent la propriété (Pro). Commengons par
démontrer le lemme suivant :
Lemme I1.9

[57] (4]

Soient B* et B deux bases multiniveaux. Soient oy, ° une fonction de base B*-raffinée et p;.° une fonction

de base B-raffinée.
1) Si B est obtenue a partir de B* par le raffinement d’une fonction de base <pJ°] € B* alors

(i) ‘Pk* est aussi B-raffinée,

(ii) ‘chj est soit B*-raffinée soit égale a <p[]°]

2) Si B est obtenue a partir de B* par demﬂinement d’une fonction de base B*-raffinée une seule fois

(0]

notée <p alors

(i) ‘Pk* est soit B-raffinée soit égale a gabo],
(ii) <p 1 est aussi B*- raffinée.

[ [57]

(iii) De plus, si nous supposons que <pk*] est B*-raffinée une seule fois alors @y,
[Jo]

est soit également

B-raffinée une seule fois soit égale a of

Démonstration : Puisque ng:] est B*-raffinée, il existe j*' > j* et k*' € [1, N(g{;l/]] tels que <p£€:,/ € B*
et a[j:] = agg*,] De méme, puisque ‘chj] est B-raffinée, il existe 7' > j et k' € [1, Nddlﬂ tels que ¢ ,] € B et
ag] agg,].

) Rafﬁnement de <p[j“].
Si i) € B alors ") st B-raffinée; sinon oV 1= bl gt puisque pP) est B-raffinée, U est a
k P+ ‘Pk Pko Phko P+
fortwrz B raffinée.
ii) Si ¢y, Ve B* alors ¢! est B*-raffinée et 'énoncé est prouvé. Sinon, [J,] est un enfant de ! , disons
‘Pk Pk P Plo
gp%ﬁ I e j' = jo+1, k' = £y. Nous avons alors ab] a%” Vet jo +1> 4, et donc d’aprés 1e lemme

1.3, aEg] = akJ”] Si jo = j alors gpm = gpgg"] sinon jo > j, puisque gaggo € B*, ‘chj] est B*-raffinée.

2) Derafﬁnement de go[”].

[5°] ] (o]

est B-raffinée et ’énoncé est prouvé. Sinon, gpgw est un enfant de ¢y *, noté

[J | _ [jo+1]

( ) Sl k*’ E B alOI'S 90

@EJOOH}, i.e. j*' = jo+1, k' = lo. Nous avons a;." = a;, et jo +1 > j*. Ainsi, d’apres le lemme
I1.3, a[J I= aEg" Si jo = j* alors <p[] I= gpgg"] sinon jo > j*, puisque gaggo € B, w[j*] est B-raffinée.
(ii) Si <pk, € B* alors go[]] est B*-raffinée; sinon go[]] <p[j”] et puisque go[]o est B*-raffinée, go[]] est a

fortiori B*-raffinée.
(iii) Ici, nous supposons que j*' = j* 4+ 1. Si gakj*/ € B alors gogg*] est B-raffinée une seule fois et I’énoncé

est prouvé. Sinon, gogcj:,] est un enfant de oy . Cependant, d’aprés la remarque 11.2, ‘PL]*] est I'unique

parent de @Eg*/] Ainsi, nous obtenons <p[ = @Egﬁ].

[Jo]

Proposition 11.10

Les procédures de raffinement et déraffinement des bases multiniveaux (cf algorithme II.4) préservent la
propriété (Pro).

Démonstration : Supposons que la base multiniveau B* satisfasse la propriété (Pro). Soient ‘chj] une

[7+1] [ [5+1]

fonction de base B-raffinée et o; un enfant de ¢}/ 1. Nous devons montrer que : soit p; appartient a B soit

@EJ T est B-raffinée.
— Raffinement : Supposons que la base multiniveau B est obtenue a partir de B* par le raffinement de la

fonction de base @L ol ¢ B* Dapres le lemme 1.9 propriété 1) (ii), soit <pb] est B*-raffinée soit gpm est

égale a gp . Considérons les deux cas :
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- Si ‘chj] est B*-raffinée. Puisque B* satisfait la propriété (Pro), seulement deux cas sont possibles :

- @Ejﬂ] est B*-raffinée. D’apres le lemme I1.9 propriété 1)(i), cela implique que gpgjﬂ} est B-raffinée.
_ (pgﬂ‘l] € B*. Et alors, @EJH} € B ou @EJH} = gpgg;’] qui est B-raffinée.

- Si @g] = gogcjoo], tous ses enfants sont soit dans B soit B*-raffinés. D’apres le lemme I1.9 propriété 1)(i),

ils sont soit dans B soit B-raffinés.
— Déraffinement : Supposons que B est obtenue a partir de B* par déraffinement d’une fonction de base
raffinée une seule fois ‘PLJOU] de B*. D’apres le lemme I1.9 propriété 2) (ii), gog] est B*-raffinée. Puisque B*

satisfait la propriété (Pro), seulement deux cas sont possibles :
[7+1]

— gogj 1 est B*-raffinée. D’apres le lemme I1.9 propriété 2)(i), cela implique que ¢; est B-raffinée ou
- ,
o =) e B _ _ _
- @EJH} € B*. Et donc, nous avons soit @EJH} € B soit @EJH} est un enfant de gogoo] sans autre parent B*-

raffiné. Le dernier cas est impossible. En effet, @g] est B*-raffinée et alors, par unicité, nous devrions avoir
‘ch]] = @500]. Cependant, @50”] n’est pas B-raffinée. C’est une contradiction et nous obtenons @LJH] e B.

Remarque I1.11

Notons que ces propriétés (PrL1) ou (PrLo) ne sont pas trés restrictives puisqu’elles sont préservées par les
procédures de (dé)raffinement et qu’elles sont de maniére évidente vérifiées par la base grossiére By qui est
utilisée en pratique comme point de départ de l’algorithme.

11.1.3 Procédure d’adaptation

La procédure d’adaptation consiste & raffiner (resp. déraffiner) un ensemble de fonction de base. Ceci est
tout & fait possible et le résultat est indépendant de 'ordre dans lequel les fonctions de base sont raffinées (resp.
déraffinées).

Proposition I1.12

Soit B* une base multiniveau.

1) Soit £ C B*. Il est possible de raffiner successivement toutes les fonctions de base appartenant a £*,
produisant ainsi une base multiniveau B qui est indépendante de 'ordre dans lequel les fonctions de
base de E* ont été raffinées.

Nous disons que B est obtenue a partir de B* par raffinement de [’ensemble des fonctions de base E*.

2) Soit F* un ensemble de fonctions de base B*-raffinées une seule fois et qui n’ont pas d’enfant B*-
raffiné. Il est possible de déraffiner successivement toutes les fonctions de base appartenant a F*,
produisant ainsi une base multiniveau B qui est indépendante de 'ordre dans lequel les fonctions de
base de F* ont été déraffinées.

Nous disons que B est obtenue a partir de B* par déraffinement de ’ensemble des fonctions de base
F*.

Démonstration : Dans les deux cas, nous devons d’abord montrer que des (dé)raffinements successifs sont
possibles et ensuite que les bases multiniveaux B sont indépendantes de I'ordre dans lequel les fonctions de base
sont (dé)raffinées.

1) — Soit ¢ € £*. L’ensemble E*\{p} est inclus dans la base multiniveau produite par le raffinement de ¢

puisque, dans cette procédure, seulement o est supprimée de B*. Donc, toutes les fonctions de base de
E* peuvent étre raffinées successivement.

— Il est suffisant de montrer que B est indépendante de l'ordre dans lequel les fonctions de base sont
raffinées dans le cas ot # &* = 2, disons £* = {¢,4}. Nous notons B la base multiniveau obtenue
par le raffinement de ¢ dans B* et B la base multiniveau obtenue par le raffinement de v dans B. Par
définition, nous avons

B = B*\{¢} U {enfants de ¢ non B*-raffinés} (IL.1)

et
B = B\{#} U {enfants de 1 non B-raffinés}. (I1.2)

En appliquant le lemme I1.9 propriété 1) (i) et (ii), nous obtenons

{fonctions de base B-raffinées} = {fonctions de base B*-raffinées} U {}. (IL.3)
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Donc, en combinant (I1.2) et (IL.3), il vient
B = B\{1} U {enfants de ¢ non B*-raffinés et différents de o}. (I1.4)
Enfin, les égalités (II.1) et (I1.4) donnent
B = (B* U {enfants de ¢ et 1 qui ne sont pas B*-raffinés})\{y, v}

Cette expression montre que B ne dépend pas de l'ordre dans lequel les fonctions de base ¢ et 1 sont

raffinées.

2) — Soit ¢ € F*. Notons B la base multiniveau obtenue par déraffinement de ¢ dans B*. Nous devons
prouver que toute fonction de base de F*\{¢} peut étre déraffinée dans B, i.e. que toute fonction de
base de F*\{¢} est B-raffinée une seule fois et n’a pas d’enfant B-raffiné. Soit 1) € F*\{p}. D’apres le
lemme I1.9 propriété 2) (iii), puisque ¢ est une fonction de base B*-raffinée une seule fois et différente
de ¢, 9 est B-raffinée une seule fois. En outre, si ¢ a un enfant B-raffiné alors en appliquant le lemme
I1.9 propriété 2) (i), cet enfant est aussi B*-raffiné. C’est une contradiction et I’énoncé est prouvé.

— Il est suffisant de prouver que B est indépendante de 'ordre dans lequel les fonctions de base sont
déraffinées dans le cas ou # F* = 2, disons F* = {(, 1}. Notons B la base multiniveau obtenue & partir
de B* par déraffinement de ¢ et B la base multiniveau obtenue & partir de B par déraffinement de 1.
Par définition, nous avons

B = B*\{enfant de ¢ qui n’ont pas d’autre parent B*-raffiné} U {¢} (IL5)

et
B = B\{enfant de 1 qui n’ont pas d’autre parent B-raffiné} U {1/} (IL.6)

En appliquant le lemme I1.9 propriété 2) (i) et (ii), nous obtenons
{fonctions de base B*-raffinées} = {fonctions de base B-raffinées} U {}. (I1.7)
Ainsi, en combinant (I1.6) et (IL.7), il vient
B = B\{enfants de 1 qui n’ont pas de parent B*-raffiné & I'exception possible de ¢} U {1}.  (IL8)
Les égalités (I1.5) et (I1.8) donnent
B = B*\{enfants de ¢ et ¢ qui n’ont pas d’autre parent B*-raffiné a exception possible de ¢ et ¢} U{p, ¥ }.
Cette expression montre que B ne dépend pas de 'ordre dans lequel les fonctions de base ¢ et ¥ ont

été déraffinées.
]

Cette définition nous permet d’exprimer l'algorithme d’adaptation.
Algorithme I1.13 (Procédure d’adaptation)

Soit B* une base multiniveau. Supposons que, grace au critére de (dé)raffinement, les ensembles EX C B*
et F* de fonctions de base a raffiner et a déraffiner soient donnés. La procédure d’adaptation est composée
des deux étapes suivantes :
1) Raffinement de ’ensemble £*, produisant ainsi une nouvelle base multiniveau B.
2) Déraffinement de l’ensemble des fonctions de base de F* qui sont B-raffinées une seule fois et sans
enfant B-raffiné.

Nous avons maintenant décrit complétement les algorithmes d’adaptation. Nous nous intéressons dans les
sections suivantes a des probléemes plus pratiques tels que la taille de la bande de matrices obtenues apres
I’assemblage éléments finis et I'intégration numérique.

1I.1.4 Regles “au-plus-un-niveau-de-différence”

Lorsque les espaces multiniveaux sont utilisés comme espaces d’approximation dans une méthode de Galerkin,
il peut étre intéressant d’imposer une condition sur le nombre de niveaux de raffinement séparant deux fonctions
de base dont les supports s’intersectent. En effet, ceci permet de controler la largeur de bande de la matrice



50 Chapitre II. Procédure d’adaptation et préconditionneurs multigrilles.

de rigidité (i.e. nombre d’éléments non nuls par ligne) et ainsi garantir la structure creuse de cette matrice.
Malheureusement, I’exemple donné sur la figure I1.3 montre une situation simple ou I'algorithme d’adaptation
I1.13 meéne a la construction d’espaces d’approximation vect By (k € N) engendrés par 3k + 4 fonctions de base
dont les supports s’intersectent deux a deux. Le domaine est choisi carré, le maillage initial est formé d’une seule
maille et la base multiniveau By constituée des quatre fonctions de base de niveau 0. La base multiniveau By
est ensuite obtenue par raffinement de la fonction base (de niveau k) appartenant a By, associée au noeud (indiqué
par une fleche sur la figure) placé dans le coin en bas a gauche du domaine. Les matrices de rigidité associées a
ces espaces d’approximation sont pleines (elles ne possedent aucun élément nul a priori). Nous ajoutons alors
des regles pratiques a l'algorithme d’adaptation I1.13 pour éviter d’aboutir a ce type de configuration. Ces
régles ont pour effet d’augmenter (resp. réduire) le nombre de fonctions de base effectivement raffinées (resp.
déraffinées).

€ D 6] S, G} S, LLL]
@ =
G S O—6—=55 O—3D
AN AN AN AN
fonctions de base : e niveau 0 O niveau 1 © niveau 2 niveau 3

Fia. I1.3 — Exemple d’espaces multiniveaux conduisant a assembler des matrices de rigidité pleines.

Pour cela nous introduisons la notion de descendants et d’ascendants d’une fonction de base ¢l Au méme
titre que les enfants (resp. parents), les descendants (resp. ascendants) de la fonction de base 0! de niveau j
sont des fonctions de base de niveau j + 1 (resp. j — 1). Nous les définissons comme suit :

Définition II.14 (Descendants et ascendants)

Soit oVl une fonction de base de niveau j. Nous appelons descendant (resp. ascendant) de la fonction de
base ol toute fonction de base de niveau j + 1 (resp. j — 1) dont le support intersecte celui de ol

L’énoncé suivant précise alors le role de ces fonctions de base.

Algorithme I1.15 (Régle “au-plus-un-niveau-de-différence” )

Reprenons les notations de l’algorithme I1.13. Nous ajoutons d cet algorithme, les régles pratiques suivantes :

1) Lors du raffinement de ¢ € £*, nous raffinons également tous ses ascendants. Ce principe s’applique
récursivement.

2) Une fonction de base ¢ € F* peut étre déraffinée seulement si aucun de ses descendants n’est B-

raffiné.

Les regles pratiques énoncées dans 1’algorithme I1.15 permettent de garantir que I’application de I’algorithme
d’adaptation II.13 ne conduira pas a une augmentation de ’écart entre les niveaux des fonctions de base des
espaces d’approximation produits. A titre d’exemple, reprenons la séquence de raffinement présentée sur la
figure I1.3 mais appliquons maintenant les regles pratiques énoncées dans ’algorithme I1.15. Nous obtenons la
séquence de raffinement présentée sur la figure I1.4. Les regles I1.15 forcent le raffinement de fonctions de base
supplémentaires (marquées par des fleches en pointillés). Les bases multiniveaux contiennent plus de fonctions
de base que celles présentées sur la figure I1.3 mais les matrices assemblées contiennent moins de coefficients
non nuls.
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AN AN
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fonctions de base : e niveau 0 O niveau 1 © niveau 2 niveau 3

F1G. 11.4 — Application de la régle “au-plus-un-niveau-de-différence” (& comparer avec la figure 11.3)

Remarque 11.16

11 est possible de choisir d’autres définitions des descendants et ascendants d’une fonction de base que celle
proposée dans la définition II.14. Par exemple, nous pouvons retrouver les algorithmes d’adaptation présentés
dans [KGS03] en définissant les ensembles de descendants (resp. ascendants) comme l'ensemble des enfants
(resp. parents). Ces algorithmes ne permettent pas d’écarter des séquences de raffinement comme celles
présentées sur la figure I1.3 mais interdisent néanmoins certaines situations comme celles présentées sur la
figure I1.5 et donnent également de bons résultats en pratique.

) ® Niveau 0
D)
) @ Niveau 2

VARV
AN
VAV
AN
VAV
NZASYAN
ANV

Fic. I1.5 — Séquence de raffinement interdite par le critere “au-plus-un-niveau-de-différence”.

11.1.5 Intégration numérique et opérateurs de transfert

Lors de la résolution de probléemes instationnaires, il est souvent nécessaire de calculer des intégrales faisant
intervenir plusieurs champs discrets n’appartennant pas aux mémes espaces d’approximation multiniveaux.

Par exemple, lorsque le terme instationnaire dyu est discrétisé par la méthode d’Euler, nous sommes amenés
a calculer 'intégrale suivante :

/ upvy de, (I1.9)
Q

ou uj représente le champ explicite appartenant a I’espace d’approximation vect B™ a l'instant ¢" et v, est
une fonction test appartenant a Iespace d’approximation multiniveau vect B"*! & I'instant t"*!. A cause de
I’adaptation de maillage, les deux espaces multiniveaux vect B et vect B"+! sont différents.

De telles intégrales peuvent étre calculées exactement en évitant tout transfert de champ grace a la notion
de maillages multiniveaux introduite ci-dessous. Dans la suite de ce paragraphe, C désigne I'union de toutes les
bases multiniveaux générant les fonctions discretes intervenant dans la formulation du probléme discret. Dans
I'exemple du calcul de l'intégrale ci-dessus, nous poserions C = B™ U B"*!. L’ensemble C permet de définir les
degrés de liberté actifs : ce sont les degrés de liberté associés a chacune des fonctions de base intervenant dans

la formulation du probleme discret.
Définition II.17 (Degrés de liberté actifs)

Nous disons que k € {1,.. .,N([ijgl} est un degré de liberté actif de niveau j, si et seulement si gagcj] eC.

Nous notons AEJ}H l’ensemble des degrés de liberté actifs de niveau j.
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Les deux définitions suivantes permettent d’introduire la notion de cellules actives qui constituent les do-
maines d’'intégration élémentaires sur lesquels seront appliquées les regles de quadrature.

Définition I1.18

Soit j € [0, J]). Nous disons qu’une cellule KUl de niveau j satisfait la propriété (Agu) si et seulement si

O /2\

Vi e [j+1,J], Vke A Kl N supp[el = 0. (Agi)

Définition I1.19 (Cellules actives)

Une cellule KU1 de niveau j de T; est appelée cellule active si et seulement si :
— la cellule KV satisfait la propriété (Agw), et
— sa cellule parent P(KU!) (de niveau j — 1) ne satisfait pas la propriété Ap(glinys lorsque j > 0.

Remarque 11.20

Cette définition garantit que toute cellule active est entiérement incluse (au sens large) dans une unique
cellule du support de chacune des fonctions de base intervenant dans la formulation du probléme discret (et
ce malgre les différences potentielles de niveau entre ces différentes cellules). Ainsi, dans le cas d’éléments
finis polynomiauz (par exemple Py, Q) d condition que ordre des régles de quadrature soit suffisamment
élevé, toutes les intégrales peuvent étre calculées exactement.

Nous appelons alors maillage multiniveau, ’ensemble des cellules actives.

Proposition II.21 (Maillage multiniveau)

J
Pour j € [0, J], notons ’ZE Uensemble des cellules actives de T;. L’ensemble T = U ’]~} est un maillage de

Q appelé maillage multiniveau.

o o
—

Démonstration : Soit K(Lj] et Kg/] deux cellules actives distinctes. Montrons que K(Lj] N Kgl]: 0.

— Cas 1:j = 7. Nous avons alors e # ¢’. Dans ce cas, Kéj] et Kg/] sont deux cellules distinctes du maillage

[e]

7T;. Alors, K(Lj] N Kg/]: 0.

— Cas 2 : j > j'. En raisonnant par absurde, supposons que K& N K[J # (). Puisque j > j’, nous avons
K(Lj] C K(EJ, I Mais, la cellule Kéj] est active et — (AP(KU])) montre 'existence de jo > j et kg € Acfg}

/o\ /i\
tels que P(Ky]) N supp|p M]# (. De plus, nous avons jo > j' et la propriété <AKU']) montre que

o
KB I'n supp[gpggo]] (). Cependant, nous avons :

o o

. T ~
6> 7 et KB € KUY = PO kYD,

— = —~ o
Ainsi, ) # P(Ky) N supp[tpggoo]] C KB 'n supp[gogoo]] = ). C’est une contradiction.

En conclusion, les intérieurs de deux cellules distinctes de 7 sont disjoints.
Soit maintenant = € Q. Puisque 7 est un maillage €, il existe une cellule K(g] de niveau J qui contient x.
Alors, pour tout j € [0, .J — 1], nous définissons Km = P(K[jJrl]) Ainsi, pour tout j € [0, J], « appartient a la

cellule K¢/ J] . Considérons 'ensemble F = { jefo,J], vt > j, K [g] satisfait (AK[z )} Nous avons J € E, donc

E # 0. Soit j,, = I_Ilill?l j, alors, par définition, K(LJJ:’:L] est active et contient x. [
Je
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Puisque 7 est une partition de €2, 'intégrale (I1.9) peut étre décomposée en une somme sur toutes les cellules
du maillage 7 sur lesquelles une régle de quadrature est appliquée menant & un calcul exact (¢f remarque I1.20).

Remarque 11.22

Les maillages multiniveaux ne sont pas géométriquement conformes, mais les espaces d’approximation mul-

tiniveauz sont bien par construction H'(Q)-conforme puisque vect B C Xy € HY(Q). La non-conformité des

maillages multiniveaur n’est pas un probleme puisqu’ils sont seulement utilisés comme domaines d’intégration
élémentaires et pour la sauvegarde (donc la visualisation) des solutions discrétes.

11.2 Préconditionneurs multiniveaux

Dans cette section, nous définissons un algorithme (¢f section I1.2.4) permettant de reconstruire, & partir d’un
espace d’approximation éléments finis multiniveaux, une suite d’espaces emboités auxiliaires. Ceci autorise alors
a entrer dans le cadre abstrait multigrilles développé dans [BZ00]; les opérateurs de transfert entre les grilles
étant déduits des relations parents-enfants. Avant de décrire cet algorithme de “coarsening”, nous rappelons le
principe de fonctionnement des solveurs multiniveaux.

I1.2.1 Méthodes des corrections successives

Supposons que nous ayons a résoudre le systeme linéaire Au = b. Nous considérons une classe de méthodes
itératives (¢f [Xu97]) toutes basées sur 'observation suivante : étant donnée une approximation wugq de la
solution exacte u, le résidu r = b — Augq et Uerreur e = u — ugq par rapport a cette approximation sont liés
par la relation Ae = r.

Ainsi, il suffit de résoudre le systéme linéaire Ae = r pour obtenir 'erreur e et par suite la solution exacte
U = Uglq + €. Bien siir, la résolution du systeme Ae = r est aussi difficile que celle du systeme de départ Au = b.
Il est cependant possible de se contenter ici d’une résolution approchée en espérant que 'erreur sera corrigée
correctement par une itération du processus. La structure des algorithmes présentés ci-apres est la suivante :
étant donnée une approximation wueq de la solution exacte u, une nouvelle approximation unew €st obtenue en
trois étapes :

(i) Calcul du résidu : r = b — Augq.

(ii) Calcul d’une solution approchée € du systéme Ae = r.

(iii) Correction par Uerreur approchée : tnew = Uold + €.

De maniere plus compacte, I’algorithme précédent s’écrit :

Unew = Uold + Bil(b - Auold)v

ol B est un opérateur linéaire approchant A (celui qui permet le calcul de € : Be = r).

Remarque 11.23

Nous donnons quelques exemples de choix possibles de la matrice B qui permettent de retrouver certaines
méthodes itératives standard :
— Méthode de Richardson : B = w Id ou Id est la matrice identité et 0 < w < %A), (p(A) étant le rayon
spectral de A ).
— Méthode de Jacobi : B =D ou D est la partie diagonale de A.
— Méthode de Gauss-Seidel : B =1, ou L est la partie triangulaire inférieure de A.

11.2.2 Meéthodes des corrections successives liées a des sous-espaces

Revenons maintenant au contexte des éléments finis. Nous supposons que nous avons a résoudre le probléme
variationnel suivant : Trouver u € VI tel que

Yo e VE, alu,v) = 1(v), (I1.10)

oua:V xV — R est une forme bilinéaire continue et coercive sur l'espace de Hilbert V, b : V — R est une
forme linéaire continue et V,f est un espace d’approximation éléments finis de V. Nous notons B une base de
VI AF et b la matrice de rigidité et le second membre associé au probléme (I1.10), c’est-a-dire

AT =alp, ¥))ppesr et b7 = [l(p)]penr
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Nous avons & résoudre le systéme linéaire A"u!" = b¥. 1’idée est alors d’introduire un sous-espace VS de VI
et de l'utiliser pour effectuer le calcul de l'erreur € dans I'algorithme présenté dans la section précédente. Nous

supposons qu’une base B¢ du sous-espace V,? est donnée et nous notons A = [a(, )] pepe la matrice
de rigidité associée. En outre, nous supposons que des opérateurs de transfert entre les espaces V,? et V,If sont
connus par 'intermédiaire de leur représentations matricielles Ig et Ig (dans les bases B¢ et BT). Classiquement,
nous choisissons pour Ig la représentation matricielle de I'injection canonique de V,? dans V,f et pour Ig sa
transposée. Ces notations sont résumées dans la table II.1.

Espaces V,? cVF
Bases V¢ = vect B VE = vect B
Matrices A% = [a(p, Vg pese | AT = [ale, ¥)]ppenr
Seconds membres || b = [I(¢)]pepc bE = [l(¢)]penr
Matrices %% i 174
de transfert 174 i Ve

TAB. II.1 — Résumé des notations

Calcul du Correction de

résidu Niveau Fin Perreur

Projection Interpolation

Grossier

Niveau

Résolution

FiG. I1.6 — Correction liée & un unique sous-espace

L’algorithme de correction (cf [Xu97, p.29-30]) s’écrit de la maniére suivante :

uf —  ul, donné.

rF — b — AFyuF  Calcul du résidu sur le “niveau fin” .

r¢ — Ig rf Projection du résidu sur le “niveau grossier”.

e —— (AY9)71 ¢  Calcul (approché ou pas) de Ierreur sur le “niveau grossier”.
ef’ — Ig e® Interpolation de 'erreur sur le “niveau fin”.

ul, = uf +ef Correction sur le “niveau fin”.

Cet algorithme est illustré par la figure I1.6 et peut encore s’écrire de maniére plus compacte sous la forme :

ufew = u(};ld + Ig(AC)illg(bF - AFugl‘d)'

Certains algorithmes remplacent, pour le calcul de I'erreur, la matrice A® par une matrice B 'approchant (cf
remarque 11.23) :

F _,F F(RC\—17C (}F F,F
Upew = Upld + IC (B ) IF (b —A uold)'

L’algorithme présenté ci-dessus fait intervenir les corrections associées a un unique niveau. Lorsque nous
disposons de plusieurs sous-espaces, nous pouvons effectuer des corrections par rapport a chacun de ces sous-
espaces. Il existe plusieurs fagons de combiner ces différentes corrections. Nous présentons quelques stratégies

parmi les plus classiques : stratégies multiplicative et additive.
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Nous adoptons maintenant les notations suivantes. Nous notons V; ’espace d’approximation sur lequel est
posé le systeme a résoudre : Trouver u € V7 tel que

Yo e Vy, a(u,v) =1(v).

Nous notons B une base de V;, A et by la matrice de rigidité et le second membre associés. Nous supposons
que nous disposons de J sous-espaces de V; (pas nécessairement emboités) que nous notons Vj, j € [0, J — 1].
Nous notons B; une base de V}, A; et b; la matrice de rigidité et le second membre associés, et enfin B; désigne
une matrice approchant la matrice A; (¢f remarque I1.23). Nous supposons que des opérateurs de tranfert entre
les sous-espaces Vj, j € [0, J —1] et 'espace V sont connus par I'intermédiaire de leur représentation matricielle
I et ‘T i (dans les bases B; et By). En pratique, nous utilisons pour I; la représentation matricielle de 'injection
canonique de V; dans V. Les notations sont résumées dans la table II.2.

Espaces Vo, Vi, Vi C Vg
Bases V; =vect B, j€[0,J —1]
Matrices Aj = lale, V)lpwes;s J € [0,J]
Matrices approchées B, j€[0,J—1]
Seconds membres bj = [l(¢)]pen;, 7 €1[0,J]
Matrices Vi 5, Vy, j€[0,J—1]
de transfert Vs N Vi, 7€[0,J—1]

TAB. II.2 — Résumé des notations

Méthode multiplicative

La méthode multiplicative [Yse93, p.293-294] consiste & effectuer les corrections sur tous les niveaux succes-
sivement. Ainsi, le calcul de chaque correction prend en compte les corrections précédentes :

V = Uold
Pour j=0...J -1
V<V 4 IjB;”Ij (by—Ayv)
Fin Pour
Unew = V.

Cet algorithme est illustré par la figure I1.7 dans le cas ou J = 2.

Calcul du Correction de Calcul du Correction

résidu Perreur résidu Perreur Niveau

L Fin

Projection Interpolation
3 . Projection Interpolation
Résolution
Niveau
Grossier

Résolution

Fia. I1.7 — Corrections liées a un sous-espace. Stratégie multiplicative

Méthode additive

La méthode additive [Yse93, p.297] consiste & calculer les corrections sur les différents niveaux en parallele
a partir de l'itérée courante. L’ensemble de ces corrections est ensuite apporté a l'itérée courante. Chaque
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correction est donc calculée indépendamment des autres.

V = Uold
Pour j=0...J-1
V=V IjB;lth(bJ — AJuold)
Fin Pour
Unew = V

Cet algorithme est illustré par la figure I1.8 dans le cas ou J = 3 et peut se réécrire de la maniere suivante :
J

Unew = told + (O LB ;) (b — Avra)-

=1

Calcul du Corrections de

At )
résidu Niveau Fin Perreur

Résolution

Projections Interpolations

Résolution

Résolution

Fi1ac. I1.8 — Corrections liées a un sous-espace. Stratégie additive

Remarque 11.24

Donnons un exemple d’application des algorithmes ci-dessus. Nous notons J la dimension de l’espace d’ap-
prozimation Vj (ceci n'est pas génant, dans les notations ci-dessus J désigne le nombre de sous-espaces

utilisés pour effectuer les corrections et rien d’autre) ainsi nous pouvons noter By = {gag et

J] }

lefo,J—1]
choisir, pour j € {0...J — 1}, V; = vect {gag-‘]]}. L’espace V; est donc de dimension 1; dans ce cas, 1;, la
représentation matricielle de Uinjection canonique de Vj dans Vj et A; sont trés simples : 1; est le i¢ vecteur
colonne de la base canonique de RN7 et A; = [a(®”, ®%))] = [(As);;]. La correction associée a l'espace V; est
donc la suivante :

Uold,1

Uold,j—1
Unew = | Uoldj + W(bJ — AJjUold);
73
Uold,j+1

Uold,N

Selon la stratégie choisie, multiplicative ou additive, nous obtenons, pour cet exemple, respectivement la

méthode de Gauss-Seidel ou celle de Jacobi.

11.2.3 Meéthodes multigrilles

Les méthodes itératives classiques (méthode de Richardson, méthode de Jacobi relaxée, méthode de Gauss-

Seidel, ¢f [SVAV00]) sont peu performantes mais possédent la qualité d’étre de bons lisseurs. Ceci signifie
qu’en quelques itérations elles permettent d’éliminer les hautes fréquences de 'erreur, la convergence des basses
fréquences étant tres lente.

Le principe des méthodes multigrilles (c¢f [Hac85, Wes92, TOS01]) est alors de conjuguer le pouvoir lissant de

ces méthodes peu cofiteuses a la correction liée & un sous-espace associé & une grille grossiére (mais néanmoins
suffisante pour corriger les basses fréquences de lerreur).
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Méthode deux grilles

Nous reprenons les notations de la section précédente (cf table I1.1) : les objets sur le niveau fin sont désignés
a l'aide de la lettre F' et ceux sur le niveau grossier a ’aide la lettre C. En outre, si v est un entier, nous notons
SY(u, A, b), le résultat obtenu apres v itérations (& partir de I'itéré u) d’une méthode lissante pour le systéme
Awu = b et nous choisissons deux entiers positifs vy et vs.

L’algorithme deux grilles s’exprime alors de la maniére suivante :

uf” —  uly donné.

uf’ —  Sn(uf AT b)) Prélissage.

rf — b — AFYF Calcul du résidu sur le niveau fin VI

r¢ — tIgTF Projection du résidu sur le niveau grossierV< .

e — (BY) ¢ Calcul (approché ou pas) de Ierreur sur le niveau grossierVy .
ef’ — Igec Interpolation de 'erreur sur le niveau finVf'.

ul’ — uf' +ef Correction sur le niveau fin VF'.

ul, = S (uf, AT b)) Post-lissage.

Cycles multigrilles

Nous supposons que nous disposons de plusieurs grilles emboitées. Encore une fois nous reprenons les nota-
tions de la section précédente (cf table I1.2) mais supposons en outre que Vo C V4 C --- C V.

Le principe de 'algorithme est d’utiliser récursivement la méthode deux grilles. Pour résoudre le systeme
linéaire A ju; = by nous commencons par utiliser la méthode deux-grilles (¢f paragraphe précédent) entre V;
et Vj_1. Il faut alors définir 'opérateur approchant A;_; sur la grille V;_;. Nous utilisons alors I'algorithme
deux-grilles entre les niveaux Vjy_; et Vjy_o. Nous répétons ce processus récursivement jusqu’au niveau Vj ou
nous choisissons By = Ag.

Nous définissons donc récursivement 'algorithme multigrille M G(j, uola, ;) effectuant une correction de
Perreur commise avec I'itérée uqq en vue de résoudre le systeme Ajuj; = f; de la maniere suivante :

.. 1 . . . .
Sij=1, MGQ,uca,fi) =A7 f; Résolution exacte sur le niveau le plus grossier.
Sinon
U ¢ Uold
Uj — S"(uj, A 1) Pré-lissage sur le niveau fin.
T — £ — Aju, Calcul du résidu sur le niveau fin.
toj C - . . .
Ti_1 I;_lrj Projection du résidu du niveau fin sur le niveau grossier.
€j_1 — MG(j —1,0,7;_1) Calcul approché de 'erreur sur le niveau grossier V;_q
€; — T_jej1 Interpolation de I'erreur du niveau grossier sur le niveau fin.
u; — u;j+ej Correction sur le niveau fin.
. v2 . . . 1 1
u;j — S (uj, A L) Post-lissage sur le niveau fin.

Unew ¢ Uj

MG(]v Uold fj) = Unew

La résolution du systeme A ju; = by s’effectue alors de la maniere suivante :

ul =0 Itérée initiale donnée.
Pour n > 0, uT‘l = MG(J,u’;,by) Itérations successives.

Ce cycle multigrille se nomme V-cycle, de nombreuses autres stratégies existent mais nous ne les présenterons
pas dans ce manuscrit. Le fonctionnement de V-cycle est illustré dans le cas de trois niveaux par la figure I1.9.

En pratique nous utilisons cette méthode comme le préconditionneur d’une méthode de Krylov (gradient
conjugué ou GMRES, ¢f [SVAV00]) et non comme un solveur itératif (cf section I1.2.5).
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Calcul du Correction de
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T Niveau Fin

A résoudre

Au=1>
Au=1» Projéction Interpolation y

Résolu
Calcul du Correction de

résidu
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Pye-lissage

A résoudre
Ae=r Projettion Int¢rpolation

Niveau Grossier

Résolution

Fic. I1.9 — Fonctionnement du V-cycle

Nous souhaitons maintenant utiliser ces algorithmes multiniveaux classiques dans le cas du raffinement local.
Un des avantages cruciaux de la méthode de raffinement que nous avons présentée dans le début de ce chapitre
est qu’elle va permettre de reconstruire facilement une sous-suite de “grilles” auxiliaires utilisées pour le solveur
multigrille a travers un algorithme de coarsening des bases multiniveaux présenté dans la section suivante.

I11.2.4 Algorithme de coarsening d’un espace d’approximation multiniveau

A partir d’une base multiniveau “fine” B, ’algorithme suivant est utilisé pour construire une base multi-
niveau plus “grossiere” BC.

Algorithme II1.25 (Coarsening)

Soit BF une base multiniveau. Soit jp; = max {j e [o,J]; B n B; # (Z)} le plus haut niveau de raffinement
dans BY. Une base multiniveau plus “grossiére” BC, notée BY = coarsen(B'), est obtenue a partir de BY
par déraffinement (cf algorithme I1.4) de ’ensemble des fonctions de base BY -raffinées de niveau jp — 1.

La proposition suivante donne une formulation équivalente de I’algorithme ci-dessus.

Proposition 11.26

Supposons que BY soit une base multiniveau satisfaisant la propriété suivante :

Toute fonction de base de niveau j, j = 1, qui soit appartient a B soit est B-raffinée, a au moins un
parent B-raffiné.
(Pr)
Soit jar = max {j € [0, J]; B NB; # 0}. La base multiniveau B = coarsen(B") définie dans lalgorithme
11.25 peut étre obtenue par l'algorithme équivalent suivant :
— supprimer toutes les fonctions de base de niveau jyr de BY,
— ajouter toutes les fonctions de base BY -raffinées de niveau jyr — 1.

Démonstration : Remarquons tout d’abord que chaque étape dans l'algorithme I1.25 est le déraffinement
d’une fonction de base de niveau jy; — 1, cela implique que les fonctions de base ajoutées sont de niveau jp; — 1
et que celles qui sont retirées sont de niveau j5;. Ainsi, les ensembles de fonctions de base ajoutées et supprimées
sont disjoints. Dans l'algorithme I1.25, une fonction de base qui est supprimée (resp. ajoutée) par un premier
déraffinement ne peut étre ajoutée (resp. supprimée) par une autre déraffinement ultérieur. De plus, la définition
de 7y implique qu’il n’existe pas de fonction de base B -raffinée. Ainsi, puisqu’elles n’ont pas d’enfants B*-
raffinés, toutes les fonctions de base de niveau jp; — 1 peuvent étre déraffinées. Le déraffinement d’une fonction de
base implique que cette fonction est ajoutée et donc par suite que I'ensemble des fonctions de base ajoutées dans
'algorithme I1.25 est exactement I’ensemble des fonctions de base B -raffinées. Il reste & montrer que toutes les
fonctions de base de niveau jy; de B sont supprimées. En raisonnant par 'absurde, supposons qu’une fonction
de base de niveau jj; appartienne a coarsen(BY'). Puisque la procédure de déraffinement préserve la propriété
(Pu1) (cf proposition I1.27), cette fonction de base a au moins un parent coarsen(B)-raffiné. D’aprés le lemme
I1.9 propriété 2) (ii), ce parent est une fonction de base B -raffinée (de niveau jy; — 1). C’est une contradiction
et le résultat est prouvé. [

La propriété (Pgr) garantit le fait que toutes les fonctions de base de niveaux jp; sont supprimées de BY'.
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De plus, cette propriété n’est pas tres restrictive puisqu’elle est préservée par les procédures de raffinement et
de déraffinement.

Proposition 11.27

Les procédures de raffinement et de déraffinement décrites dans algorithme II.j préservent la propriété

(PHI)-

Démonstration : Supposons que B* soit une base multiniveau satisfaisant la propriété (Pup) et soit j €
[1,J].
— Considérons tout d’abord une fonction de base gog] appartenant a B.
— Raffinement : Supposons que la base multiniveau 3 est obtenue a partir de B* par le raffinement d’une

fonction de base gagg;’] € B*.

— Cas1: gagcj] € B*. Puisque B* satisfait la propriété (Pui), ‘chj] a au moins un parent B*-raffiné. D’apres
le lemme I1.9 propriété 1), ce parent est B-raffiné.

— Cas 2: @Ej] est un enfant de @ng] et gpggf] est B-raffinée.

— Déraffinement : Supposons que B est obtenue a partir de 5* par le déraffinement d’une fonction de base

raffinée une seule fois @ng] de B*.

- Cas 1: @Ej] € B*\{enfant de ‘chj] sans autre parent B*-raffiné}.
Puisque B* satisfait la propriété (Pur), ‘chj] a au moins un parent B*-raffiné. D’apres le lemme 1.9
propriété 2), soit ce parent est B-raffiné soit c’est gogcjoo].

Dans le premier cas, la preuve est finie, dans le second cas ‘chj] est un enfant de gogcjoo] qui appartient a
B*\{enfant de gpgg] sans autre parent B*-raffiné}. Ainsi, gpgg] a un autre parent B*-raffiné. Ce parent

est par suite B-raffiné puisque différent de @ng].

- Cas 2: gpgcj] = @Eg;’], gpgg;’] est B*-raffinée. Puisque B* satisfait la propriété (Pui), @ng] a au moins un

parent B* raffiné. D’aprés le lemme I1.9 propriété 2), ce parent est B-raffiné puisque différent de gpgg;;’].

— Considérons maintenant une fonction de base @g] qui est B-raffinée.
— Raffinement : Supposons que la base multiniveau B est obtenue a partir de B* par raffinement d’une
fonction de base gogoo] € B*. D’apreés le lemme IL.9 propriété 1) (ii), ‘PLJ] est soit B*-raffinée soit égale

a @Ejf] € B*. Puisque B* satisfait la propriété (Pup), dans les deux cas, gpgcj] a au moins un parent

B*-raffiné. D’apres le lemme I1.9 propriété 1)(i), ce parent est aussi B-raffiné.
— Déraffinement : Supposons que B soit obtenue a partir de 5* par déraffinement d’une fonction de base
gpgg;’] de B* raffinée une seule fois et sans enfant B*-raffiné. D’apres le lemme I1.9 propriété 2) (ii), gpgcj]
est B*-raffinée. Puisque B* satisfait la propriété (Pmui), ‘chj] a au moins un parent B*-raffiné. D’apres le
lemme I1.9 propriété 2) (i), soit ce parent est B-raffiné soit il est égal & gogcjo"]. Le dernier cas est impossible

car @Ej:] n’a pas d’enfant B*-raffiné.

La derniére propriété importante de la procédure de coarsening est qu’elle produit des espaces emboités.

Proposition 11.28

Soient BY une base multiniveau satisfaisant la propriété (Pro) et B = coarsen(BY'). Nous avons linclusion
sutvante :
vect BY C vect BY.

Démonstration : Soit ¢ € BY. Si ¢ ¢ BF alors ¢ a été déraffinée et donc c’est une fonction de base
BF-raffinée de niveau jp; — 1. D’apres la proposition IL.7, ¢ € vect BF. [

Remarque 11.29

Grace a équation de raffinement, il est facile de construire la représentation matricielle de l’injection
naturelle de vect B dans vect BY (dans les bases multiniveaur associées BC et B ).
En effet, si ¢ € BC, nous avons
- soit ¢ € BY,
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— soit tous les enfants de ¢ appartiennent a BY et donc, Uéquation de raffinement donne une expression
de @ comme combinaison linéaire des éléments de BY.

Remarque I1.30

Les propriétés (PLo) et (Pu1) utilisées dans cette section ne sont pas restrictives puisqu’elles sont préservées

par les procédures de raffinement et de déraffinement. Il est trés facile de vérifier que ces propriétés sont

satisfaites par la base “grossiere” Bg utilisée en pratique comme point de départ de l'algorithme d’adaptation
(cf remarque II.11).

I1.2.5 Préconditionneurs multiniveaux

A Taide de l’algorithme présenté dans la section I1.2.4, nous définissons récursivement la séquence {V, ..., V;}
d’espaces emboités déduite de V}, comme suit :

— nous posons tout d’abord By = B et V; = vect By = Vy,

— ensuite, pour k = J,..., 1, nous définissons une base multiniveau plus grossiére Bi_1 a partir de By par :

Bj.—1 = coarsen(By),
et I'espace d’approximation multiniveau correspondant :
Vie—1 = vect Bj_1.
D’apres la proposition II.28, nous avons :
VoCcWVic---CVj;.

Notons que la séquence auxiliaire Vy C --- C V; introduite ici ne reflete en aucun cas la procédure d’adaptation

(dynamique) qui a conduit & V,,. Un exemple simple comportant quatre niveaux de raffinement est donné sur
la figure II1.10.

Vo Vi Vo
® © o
IS o
O Fonctions de base de niveau 0 ® Lonctions de base de niveau 2
® Fonctions de base de niveau 1 ® Fonctions de base de niveau 3

FiG. I1.10 — Exemple de coarsening : de V3 a V.

Nous pouvons maintenant définir les trois composantes des préconditionneurs multigrilles (¢f section 11.2.3) :
opérateurs “intergrilles” (permettant les transferts entre les différents espaces de la suite {Vp,...,V;}), opéra-
teurs approchés de 'opérateur A; sur chacun des niveaux Vj et lisseurs sur chacun des niveaux Vj.

D’apres la remarque I11.29, il est facile de construire la représentation matricielle, notée I ,fffl, de I'injection
canonique de Vi_; dans Vi dans les bases By_1 et Bi. Nous définissons alors les opérateurs intergrilles de la
fagon suivante ; pour tout k € [0, J] :

Io= 1T T

Nous pouvons définir les opérateurs approchés sur chaque espace Vi, pour tout k € [0, J] par :
Ay =LA L. (I.11)

Dans la suite nous utiliserons comme lisseurs, les méthodes de Jacobi et celle de Gauss-Seidel définies pour tout
k € [0, J] de la maniere suivante :
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— Jacobi : Sy = Dy ou Dy est la partie diagonale de Ay.

— Gauss-Seidel : S, = T}, ou T} est la partie triangulaire supérieur de Ay.
Dans les deux cas, S € My 5, 45, (R).

Nous utilisons les deux préconditionneurs multiniveaux suivants :

— Version additive (¢f [BPX90] et section I1.2.2) :

J
P, = Z ISy It (I1.12)
k=0

ou Sk, k € [0, J], est la méthode de Jacobi.

— V-cycle (c¢f section 11.2.3) : Dans cette partie S désigne la méthode de Gauss-Seidel. Nous définissons
récursivement, pour tout k € [0, J], opérateur linéaire MGy, : R# B+ — R# Br Nous posons tout d’abord
MGy = Ay' et pour tout k € [1,J], nous définissons MGy(fr), frx € R¥Br par les étapes suivantes :

(0) vg «—=0, initialisation,

(1) v = vk + Sk(fr — Agvr), étapes de prélissage,

(2) v —~ vk + L1t MGr_1 (I} (fr — Arvr)), correction de la grille grossiere,
(3) vk — vk + Sk(fr — Agvr), étapes de postlissage,

(4) MGk(fk) = Vk.

Le préconditionneur multiplicatif est alors

P,, = MG. (11.13)

II.3 Validation sur un probléeme modele stationnaire

Nous validons la méthode de raffinement local et les préconditionneurs multigrilles sur le probléeme modele
stationnaire suivant.

I1.3.1 Probléme continu

Soit Q =]0,1[% (d = 2, ou 3). Considérons le probleme de Laplace avec des conditions aux bords de type
Dirichlet homogeéne :

{—Au = [ dans (), (IL.14)

u = 0 sur 0f.

Le terme source f est choisi de telle maniere que la solution exacte u soit définie par :
vx € R, u(x) = H8<R —|x - xc|)7
ot ReER, e e R, x¢ € R? sont des parameétres réels et H, : R — R est définie par
0 six < —e¢,

1

1
Ve € R, He(x) = [1+£+—sin (WE)] si |z] < e,
e m €

=Nl

six > e.

-« — =1

2e 2e
Fr1a. I1.11 — Fonction H..

F1a. I1.12 — Solution exacte du probléeme (I1.14), d = 1.
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La fonction H. est représentée sur la figure I1.11 et l'interprétation des parametres R, €, x¢ est expliquée
sur la figure I1.12 représentant la solution exacte u lorsque d = 1.

Pour les simulations numériques données dans la suite de ce chapitre nous avons posé :

Q=10,1[¢, xc =(0.5,0.5), R=03 et e=0.1.

11.3.2 Maillages initiaux et critére de raffinement
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Fic. I1.13 — Maillages initiaux.

Pour montrer les possibilités de la méthode de raffinement local, nous avons utilisé plusieurs types de
maillages : carrés, triangles, quadrangles généraux, en deux dimensions et cube en trois dimensions. La figure
11.13 montre les maillages initiaux, i.e. avant les étapes de raffinement, utilisés pour la validation en deux di-
mensions. En particulier, notons que la méthode permet de combiner plusieurs types d’éléments géométriques
(par exemple triangle-P; et carré-Q;) a condition que les éléments de référence et motifs de raffinement corres-
pondants soient compatibles. En trois dimensions, le maillage initial est constitué de cubes réguliers obtenus en
divisant chaque aréte du domaine en 15 segments.

Dans cette section, la valeur de la solution exacte étant connue, nous utilisons un critere de raffinement
géométrique, en choisissant a priori le nombre d’étapes de raffinement et la position des noeuds associés aux
fonctions de base a raffiner. Nous utilisons le critere suivant :

Critere I1.31 (Critére géométrique)
(7]

La fonction de base @ est raffinée ssi

R—-e< ‘agg]—xc‘ < R+e.

11.3.3 Raffinement local et préconditionneurs multigrilles

Pour chaque type de maillage initial, nous effectuons six calculs en augmentant le nombre d’étapes de
raffinement (de un & six).

Sur les figures I1.14, I1.15, I1.16 et I1.17, nous représentons les maillages et la fonction up(l — uy) ol up
est la solution approchée calculée lorsque nous effectuons une, deux ou trois étapes de raffinement. Ainsi, la
zone colorée sur les figures représente “U'interface” calculée, i.e. la zone indiquée par le critere de raffinement
II.31. Remarquons que les maillages dans notre méthode sont obtenus comme support des fonctions de base
intervenant dans la formulation du probléme (cf section I1.1.5).
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Fic. I1.17 — Maillage raffiné en trois dimension. Une étape de raffinement.

La table I1.3 donne les ordres de convergence en norme L2, calculés par rapport & la taille des mailles du
niveau de raffinement le plus fin utilisé dans le calcul. Nous obtenons des ordres de convergence en norme L2
égaux & 2 pour les éléments finis d’ordre 1 (P et Q) et égaux & 3 pour les éléments finis d’ordre 2 (P2 et Q2)
comme attendu.

|| Dimensions | Maillages-Eléments de référence | Ordres de convergence ||

Carrés-Qq 1.99
2D Quadrangles-Q, 1.99
Tri/Quadr-angles-P; /Qq 1.99

I 3D | Cubes-Qy | 1.99 |
Carrés-Qo 2.99
2D Quadrangles-Q3 2.90
Tri/Quadr-angles-Po /Qo 2.97

TAB. I1.3 — Ordres de convergence en norme L2, calculés par rapport a la taille des mailles les plus fines
utilisées dans le calcul.

Nous présentons maintenant les résultats obtenus avec les préconditionneurs multigrilles. Les tables I1.4, I1.5
et I1.6 donnent le nombre d’itérations nécessaires a la méthode du gradient conjugué pour arriver a convergence
(norme L relative du résidu inférieure & 1071%) en fonction du nombre d’inconnues. La table I1.4 donne ces
résultats pour des éléments d’ordre 1 en deux dimensions, la table II.5 pour des éléments d’ordre 2 toujours en
deux dimensions et enfin la table I1.6 pour des éléments d’ordre 1 en trois dimensions. Différents précondition-
neurs sont comparés : la classique factorisation LU incompléte (ILUO), et les versions additive (P,) et multigrille
(P,n) des préconditionneurs multiniveaux.

Le nombre total d’itérations dans la méthode du gradient conjugué est limité a 600, et dans les tables
I1.4, I1.5 et II.6, nous notons par “~” les cas ou la convergence n’est pas atteinte avant ce nombre maximal
d’itérations.
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|| Niveau de raffinement || 1 | 2 | 3 | 4 | 5 | 6 ||
Nombre d’inconnues 893 | 3053 | 11021 | 41757 | 161233 | 633629
Pas de préconditionneur 53 99 197 372 - -
Carrés-Qq 1LUO 31 61 114 221 457 -
P, 18 23 27 29 33 34
P 8 8 9 9 10 10
Nombre d’inconnues 935 | 3217 | 11609 | 43593 | 168347 | 660710
Pas de préconditionneur || 176 | 357 -
Quadrangles-Q1 ILUO 45 84 183 388 - -
P, 46 67 83 97 111 120
P, 15 16 20 21 23 24
Nombre d’inconnues 869 | 2821 | 9893 | 37577 | 144969 | 569757
Pas de preconditionneur 68 131 279 579
Tri/Quadr-angles-P1 /Qq ILUO 36 | 67 131 272 543
P, 21 29 35 40 43 47
P, 9 10 10 11 12 12

TAB. I1.4 — Cas tests bidimensionnels. Nombre d’itérations dans la méthode du gradient conjugué en fonction
du nombre d’inconnues.

| | Niveaux de raffinement

Lt [ 2 [ 3 [ 4 ]
Nombre d’inconnues 3653 | 12405 | 44485 | 166253
Pas de préconditionneur 202 404 - -
Carrés-Qo ILUO 79 135 259 508
P, 36 56 69 77
P 16 18 20 20
Nombre d’inconnues 3827 | 13129 | 46881 | 175126
Pas de preconditionneur 595 — - -
Quadrangles-Qq ILUO 112 195 389 -
P, 83 127 158 178
P 27 31 33 34
Nombre d’inconnues 3569 | 11441 | 40293 | 151013
Pas de préconditionneurs 180 361
Tri/Quadr-angles-Py / Qo ILUO 80 152 309
P, 38 54 73 82
P, 17 18 20 21

TAB. II.5 — Cas tests bidimensionnels. Nombre d’itérations dans la méthode du gradient conjugué en fonction
du nombre d’inconnues.

|| Niveau de raffinement || 1 | 2 | 3 ||
Nombre d’inconnues 9942 | 63329 | 459063
Pas de préconditionneurs 45 224 -
Cubes-Qq ILUO 28 55 109
P, 21 31 35
P, 10 13 14

TAB. I1.6 — Cas tests tridimentionnels. Nombre d’itérations dans le gradient conjugué en fonction du nombre

d’inconnues.

Sans préconditionnement, le nombre d’itérations augmente rapidement avec le nombre d’inconnues. L’uti-
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lisation des préconditionneurs permet de réduire le nombre d’itérations et en particulier, lorsque 'on utilise
les préconditionneurs (P.,) et (P,) le nombre d’itérations nécessaires pour arriver & convergence est (presque)
indépendant de la taille du probléme et significativement plus petit que lorsque ILUO est utilisé.

I1.4 Conclusion

Nous avons présenté dans ce chapitre, une méthode de raffinement local adaptatif. Celle-ci prend en compte
implicitement les non-conformités possibles des maillages puisque les espaces d’approximation qu’elle permet
de générer restent toujours H'-conformes. En outre, cette méthode permet facilement & partir d’un espace
d’approximation donné, de construire une sous-suite d’espaces auxiliaires emboités qui peut étre utilisée pour
définir des préconditionneurs multiniveaux. Nous avons illustré, dans ce chapitre, les possibilités de la méthode
sur des tests académiques; la partie 3 présente son application aux systémes Cahn-Hilliard /Navier-Stokes (c¢f
partie 2) pour la simulation d’écoulements incompressibles multiphasiques. Enfin, dans le chapitre suivant nous
proposons une description précise des aspects liés a 'implémentation de ces méthodes.
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Chapitre 111

Implémentation en parallele dans la
librairie PELICANS

Les méthodes décrites dans les chapitres I et IT ont été implémentées, en collaboration avec B. Piar, dans la
librairie PELICANS (Plateforme Evolutive de Llbrairies de Composants pour I’Analyse Numérique et la Simula-
tion). Cette librairie développée en C++, au sein du laboratoire DPAM /SEMIC/LIMSI de I'IRSN; fournit un en-
semble de fonctionnalités pour faciliter le développement de logiciels de calcul scientifique. Elle est distribuée sous
licence libre et est intégralement téléchargeable a I'adresse : https://gforge.irsn.fr/gf/project/pelicans.

Ce chapitre est dédié a la description de la version du code utilisée pour réaliser les simulations présentées
dans la partie 3 de ce manuscrit. Nous nous concentrons sur les aspects directement reliés aux méthodes
de raffinement local et préconditionneurs multigrilles, en insistant sur la structure du code source (i.e. les
fonctionnalités apportées par chaque module et les relations entre ces différents modules) et les concepts qui ont
régi son élaboration, la structure de données (liées aux choix particuliers de I'implémentation et a I’historique
de développement de la plateforme PELICANS) étant décrite le plus succintement possible, & titre d’exemple
et pour donner un support concret a la discussion.

Nous exposons brievement ci-apres les principes généraux adoptés dans le développement de la plateforme
PELICANS (un traité détaillé étant disponible dans la documentation PELICANS). Le code source de la
librairie est organisé en modules (structure de décomposition élémentaire regroupant des éléments définis par
le programmeur et présentant une forte corrélation logique), les interactions entre ces différents modules étant
gérées a l'aide des idées et techniques des programmations objet et par contrat.

La stratégie de conception employée est basée sur l'utilisation d’abstractions : un module abstrait (ou
interface) représente un ensemble de comportements possibles, ceux-ci étant précisément spécifiés par contrat.
En pratique, cela signifie que chaque méthode (ou fonction membre) du module satisfait des pré- et post-
conditions : les pré-conditions sont les conditions exigées sur les arguments ou parametres passés en entrée a la
méthode ainsi que sur I’état de ’objet lui-méme pour que l'exécution de celle-ci ait un sens, les post-conditions
sont les conditions que la méthode garantit sur le résultat de son exécution (i.e. valeurs des parametres et/ou
état de 'objet). Ainsi, pré- et post-conditions constituent un véritable contrat que le module abstrait passe avec
tous ses clients (ou utilisateurs), les pré-conditions étant la responsabilité du client, les post-conditions celle du
module (abstrait).

Pour manipuler des abstractions, les langages objet fournissent le mécanisme fondamental d’héritage et
les outils associés : le polymorphisme et le lien dynamique. L’héritage entre classes symbolise les relations
hiérarchiques entre les concepts. Si la classe B hérite de la classe A (on dit également que la classe B dérive de la
classe mere A) alors tout objet de type B est également de type A au sens ol tous les services mis & disposition
par A sont également mis a disposition par B, la classe B pouvant en définir de nouveaux. La classe B peut
également redéfinir les méthodes de la classe A (on parle de surcharge des méthodes). La version de la méthode
a exécuter sera alors déterminée par le type dynamique de 'objet utilisé pour I'appeler. Ceci signifie que la
décision est prise au moment de I'exécution (et non de la compilation du code), on parle de lien dynamique.
Ainsi, le contenu d’une telle méthode (déclarée virtuelle en C++) ne sera connu qu’au moment de son appel (on
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parle de polymorphisme dynamique). C’est sur ce mécanisme subtil que repose la manipulation des abstractions.

Comme nous 'avons expliqué ci-dessus, la classe abstraite fixe de maniére explicite les comportements de
chacune des méthodes qu’elle définit (en les spécifiant par contrat). Chaque comportement particulier (pourvu
qu’il respecte les spécifications de la classe meére) est alors implémenté dans une classe dérivée. Les clients n’ont
pas besoin de connaitre 'existence des classes dérivées, leur implémentation doit utiliser la classe abstraite en se
basant, pour la correction du code, uniquement sur les spécifications qu’elle définit. La classe abstraite pourra
a posteriori (i.e. a U'exécution) étre remplacée par n’importe quelle classe dérivée sans changer le code source
grace au mécanisme de polymorphisme dynamique garantissant ainsi une extension possible des comportements
(par Tajout de classes dérivées) sans modification du code existant. On dit que le code est fermé pour les
modifications et ouvert pour les extensions.

Les méthodes de raffinement local et multigrilles présentées dans les chapitres I et IT se prétent bien a ce type
de programmation. La structure adoptée pour I'implémentation du module de raffinement local est exposée dans
la section III.1. La section III.2 présente la stratégie utilisée pour numéroter les inconnues d’un probleme discret
(i.e. les différents degrés de liberté associés aux champs discrets inconnus), les objets effectuant ces taches de
numérotation étant intensivement utilisés dans le module de préconditionnement multiniveau dont la structure
est exposée dans la section II1.3. Et enfin, dans la section II1.4, aprés une breve introduction au principe de
fonctionnement de la librairie PELICANS en parallele, sont présentés les développements qui ont été nécessaires
a la bonne exécution en parallele des modules décrits dans les sections I11.1 et III.3.

Ce travail doit beaucoup a ’ensemble des développeurs PELICANS, en particulier a F. Babik et L. Chailan,
puisque nous utilisons I'ensemble des fonctionnalités (paralléles) de la librairie.

Nous utilisons un pseudo-langage objet pour décrire les différents algorithmes. En particulier, nous employons
la notation objet->fonction pour accéder a la fonction membre fonction de I'objet objet.

III.1 Organisation du module de raffinement local

La méthode de raffinement local présentée dans les chapitres I et II se déduit entierement de la définition
(abstraite) de motif de raffinement. Ainsi, nous utilisons le mécanisme d’abstraction (c¢f introduction de ce
chapitre) pour implémenter la notion de motif de raffinement et tous les concepts sous-jacents : élément de
référence, maillage du polyedre de référence. .. La section III.1.1 décrit I’ensemble de ces classes abstraites. La
section II1.1.2 détaille ensuite les structures de données qui seront manipulées par les algorithmes d’adaptation
présentés dans la section II1.1.3. Ces algorithmes sont indépendants de 1’élément de référence ou du motif de
raffinement concret qui sera choisi par l'utilisateur, ils dépendent uniquement des classes abstraites. Ainsi, il est
possible de permettre I'utilisation d’autres éléments finis de type Lagrange ou d’autres motifs de raffinement (que
ceux actuellement disponibles) sans modifier aucune des classes présentées ci-dessous mais simplement en codant
de nouvelles classes dérivées des classes abstraites (présentées dans la section III.1.1) implémentant concrétement
ces éléments ou motifs de raffinement. Les fonctionnalités de raffinement local seront alors automatiquement
disponibles.

II1.1.1 Eléments de référence, motifs de raffinement et indicateurs de (dé)raffinement

Nous présentons dans cette section les classes abstraites de PELICANS implémentant les principaux concepts
définis dans le chapitre I : la notion d’élément fini de référence de type Lagrange (c¢f définition I.1) et la notion de
motif de raffinement (¢f définition I.11). Les informations de type géométrique concernant ces objets sont stockées
dans des structures abstraites séparées (les classes GE_ReferencePolyhedron et GE_ReferencePolyhedronRefiner)
que nous ne décrivons que succintement puisqu’elles interviennent tres peu dans les algorithmes de raffine-
ment local. Nous terminons cette section, par la description de la classe abstraite PDE_AdaptationIndicator qui
implémente les fonctionnalités nécessaires a la sélection des fonctions a raffiner ou déraffiner.

Polyédres de référence : la classe GE_ReferencePolyhedron

La classe GE_ReferencePolyhedron est une abstraction de la notion de support géométrique de référence (il
s’agit du polyedre noté K dans le chapitre I). Elle met & disposition 1’ensemble des informations géométriques
définissant le polyedre de référence : dimension d’espace, nombre de sommets, coordonnées des sommets, aire
ou volume, nombre de faces, connectivité faces/sommets, normales aux faces, centre de gravité. ..
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EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe GE_ReferencePolyhedron :
GE_ReferenceTriangle (simplexe unité en 2D), GE_ReferenceSquare (carré unité),
GE_ReferenceTetrahedron (simplexe unité en 3D), GE_ReferenceCube (cube unité). ..

Eléments de référence : la classe PDE_ReferenceElement

La classe PDE_ReferenceElement est une abstraction de la notion d’élément de référence de type Lagrange (cf
définition I.1). Un objet elt de type PDE_ReferenceElement fournit les fonctionnalités suivantes :

— informations complétes sur le support géométrique de référence K en pointant vers un objet de la classe
GE_ReferencePolyhedron,

— nombre N (elt->nb_nodes () ), numérotation (locale) et coordonnées géométriques des noeuds de Lagrange
ap, k=1...N,

— valeurs des fonctions de base @y, k = 1... N, de leurs dérivées premieres et secondes en chaque point du
support géométrique.

EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe PDE_ReferenceElement :
PDE_2D_P1_3nodes (élément 2D triangle-P;), PDE_2D_Qi_4nodes (élément 2D carré-Qy),
PDE_3D_Q1_8nodes (élément 3D cube-Q,), PDE_3D_Q2_27nodes (élément 3D cube-Qs). ..

Maillages du polyédre de référence : la classe GE_ReferencePolyhedronRefiner

La classe GE_ReferencePolyhedronRefiner est une abstraction de la notion de maillage du support géométrique
de 1’élément de référence (notion faisant partie intégrante de la définition I.11 de motif de raffinement). Cette
classe est associée a un élément de la classe GE_ReferencePolyhedron. Elle met les informations suivantes a
disposition :

— nombre, numérotation et coordonnées des sommets du maillage,

— nombre et numérotation des sous-cellules,

— support géométrique des sous-cellules (supposé identique pour toutes les sous-cellules) en pointant sur un

élément de la classe GE_ReferencePolyhedron,

— connectivité sous-cellules/sommets,

— informations diverses sur les faces (non décrites ici puisqu’elles ne sont pas directement liées aux méthodes

présentées dans ce manuscrit).

EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe GE_ReferencePolyhedronRefiner :
GE_ReferenceSquareWithSquares (maillage du carré unité en quatre cellules),
GE_ReferenceTriangleWithTriangles (maillage du triangle unité en quatre cellules),
GE_ReferenceCubeWithCubes (maillage du cube unité en huit cellules). ..

Motifs de raffinement : la classe PDE_ReferenceElementRefiner

La classe PDE_ReferenceElementRefiner est une abstraction de la notion de motif de raffinement (définition
I.1). Nous la décrivons de maniére plus précise que les précédentes puisqu’elle est le concept central de la
méthode de raffinement local présentée dans les chapitres I et II. Conformément a la définition 1.1, cette classe
est associée a deux objets de classe respective GE_ReferencePolyhedronRefiner et PDE_ReferenceElement.

La classe PDE_ReferenceElementRefiner met a disposition des mécanismes de parcours des enfants, parents,
descendants et ascendants de chaque noeud, ces relations sur les noeuds étant définies par analogie a celles
existantes entre les fonctions de base qui leur sont associées (¢f équation de raffinement 1.14 et définitions 1.20
et I1.14). Les parcours sont formalisés dans la suite a I'aide d’itérateurs par quatre méthodes de la forme :

— start_(*s)_iterator( ic, node ) : initialise l'itérateur associé a la sous-cellule ic et au noeud node,

— (%) _is_valid() : booléen indiquant si la position courante de l'itérateur est valide (vrai) ou non (faux),

lorsque celle-ci ne 'est plus, le parcours est fini,

— current_(*) _node() : numéro du noeud parcouru (i.e. celui désigné par la position courante de I'itérateur),

— next_(x) : déplace l'itérateur vers la position suivante.

Le symbole (%) peut étre remplacé par child (resp. parent, resp. descendant, resp. ascendant) POUr Un parcours
des enfants (resp. parents, resp. descendants, resp. ascendants), la forme (*s) désignant le pluriel children (resp.
parents, resp. descendants, resp. ascendants). Pour décrire plus précisément ces méthodes, nous adoptons les
conventions de notations suivantes :

— ic désigne le numéro d’une sous-cellule du support de 1’élément de référence,

— rnode désigne le numéro local d’un noeud de la sous-cellule de numéro ic,
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— cnode désigne le numéro local d’un noeud de 1’élément de référence.

De plus, lorsque ceci ne porte pas a confusion nous utiliserons le numéro de 1'objet pour le désigner directement :
ainsi, nous parlerons de la sous-cellule ic ou du noeud cnode a la place de la sous-cellule de numéro ic ou du
noeud de numéro cnode. Revenons a la description des méthodes de parcours introduites ci-dessus. Sur chaque
sous-cellule ic :

— étant donné le noeud cnode de la cellule de référence, la méthode start_children_iterator( ic, cnode )
(resp. start_descendants_iterator ( ic, cnode )) permet de commencer le parcours de tous les noeuds
rnode enfants (resp. descendants) du noeud cnode appartenant a la sous-cellule ic.

— étant donné un noeud rnode de la sous-cellule ic, la méthode start_parents_iterator ( ic, rnode ) (resp.
start_ascendants_iterator ( ic, rnode )) permet de commencer le parcours de tous les noeuds cnode
parents (resp. ascendants) du noeud rnode.

Remarque III.1

A chaque élément de référence concret (i.e. 4 chaque classe dérivée de la classe abstraite
PDE_ReferenceElement ), nous devons pouvoir associer un motif de raffinement concret (i.e. une classe dérivée
de la classe abstraite PDE_ReferenceElementRefiner ). Le mécanisme de correspondance n’est pas décrit ici,
nous noterons dans la suite reference_element_refiner ( elt ) le motif de raffinement associé a l’élément
de référence elt.

EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe PDE_ReferenceElementRefiner :
PDE_2D_P1_3nodesRefinerA (associé & PDE_2D_P1_3nodes et GE_ReferenceTriangleWithTriangles, cf figure 1.5),
PDE_2D_Q1_4nodesRefinerA (associé & PDE_2D_Q1_4nodes et GE_ReferenceSquareWithSquares, cf figure 1.4),
PDE_2D_Q2_9nodesRefinerA (associé & PDE_2D_Q2_9nodes et GE_ReferenceSquareWithSquares, cf figure 1.6),
PDE_3D_Q1_8nodesRefinerA (associé 4 PDE_3D_Q1_8nodes et GE_ReferenceCubeWithCubes). ..

Indicateurs de (dé)raffinement : la classe PDE_AdaptationIndicator

La classe PDE_AdaptationIndicator est une abstraction de la notion d’indicateur de raffinement. Elle met a
disposition les fonctionnalités suivantes :

— valeur d'un indicateur par cellule,

— décision de raffiner ou non une fonction de base.

La décision de raffiner ou non une fonction de base peut étre basée (comme c’est souvent le cas) sur I'indicateur
calculé sur chaque cellule (en faisant par exemple une moyenne sur les cellules du support de la fonction de base
considérée).

Dans les listings présentés dans les sections suivantes, nous supposerons qu'un objet appartenant a la classe
PDE_AdaptationIndicator, noté INDIC est donné. Cet objet sera utilisé de la maniére suivante : pour une fonction
de base bf donnée, le booléen INDIC->to_refined( bf ) (resp. INDIC->to_unrefined( bf )) est alors vrai lorsque
I'indicateur a désigné bf comme une fonction de base a raffiner (resp. déraffiner).

EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe PDE_AdaptationIndicator :
PDE_GeometricIndicator (indicateur de raffinement géométrique, cf critére I1.31),
CH_InterfaceIndicator (cf critére I1.31)...

II1.1.2 Champs discrets, cellules et fonctions de base

Cette section décrit les structures de données qui seront manipulées dans la section III.1.3 : il s’agit des
champs discrets, des fonctions de base et des cellules du maillage.

Précisons tout d’abord la terminologie que nous allons utiliser dans la suite. Les algorithmes de raffinement
local présentés dans la section III.1.3 présupposent que tous les champs inconnus (i.e. que nous devons calculer
dans un pas de temps) possédant la méme discrétisation sont exprimés dans la méme base multiniveau, on
parlera dans la suite de bases multiniveaux courantes. Ces bases multiniveaux courantes constituent 1’ensemble
des fonctions de base dites actives. Les algorithmes d’adaptation consistent donc & faire évoluer les bases
multiniveaux courantes en activant ou désactivant des fonctions de base conformément aux procédures de
I’algorithme I1.4.

Champs discrets : la classe PDE_DiscreteField

La classe PDE_DiscreteField implémente la notion de champ discret. Cette classe est généralement utilisée
pour représenter les inconnues du probléme discret ou leurs représentations explicites (i.e. aux temps discrets
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précédents) pour des problemes instationnaires. Le role de cette classe est uniquement d’organiser I’ensemble
des valeurs numériques (i.e. degrés de liberté) du champ discret sous forme d’une indexation formalisée. La
numérotation est effectuée a l'aide des deux indices de noeuds et de composantes (pour les champs vectoriels).
Les noeuds sont associés aux degrés de liberté de chacune des composantes. La numérotation des noeuds est
propre a chaque objet de type PDE_DiscreteField et il est important de comprendre que chacun de ces objets
contient un noeud associé a chacune des fonctions de base compatibles avec la discrétisation du champ sous-
jacent. Le nombre de noeuds d'un champ est donc égal au nombre total de fonctions de base (actives ou non)
compatibles avec sa discrétisation. Cependant, certaines fonctions de base, méme dans le cas ou elles seraient
actives (resp. inactives), peuvent ne pas intervenir (resp. peuvent intervenir) dans la discrétisation du champ
considéré. C’est par exemple le cas lors de la résolution d’un probléme instationnaire : le probleme discret fait a
la fois intervenir des champs discrétisés dans les espaces d’approximation courants mais également des champs
discrétisés dans les espaces d’approximation & des temps précédents (cf section I1.1.5). C’est alors un maillage
multiniveaux (¢f définition I1.21) qu’il faut utiliser pour effectuer les intégrations numériques. Sa définition est
basée sur la notion de degré de liberté actif (¢f définition I1.17), c’est elle que nous implémentons en ajoutant la
notion de noeud actif. Les noeuds actifs sont définis de maniere indépendante pour chaque champ particulier.
Le champ s’exprime alors comme combinaison linéaire des fonctions de base associées aux noeuds actifs. Tout
noeud actif correspond a un degré de liberté actif : c’est de ce principe que sont déduites les cellules actives (cf
définition I1.19).
Un objet £f de la classe PDE_DiscreteField fournit les fonctionnalités suivantes :
— £f->nb_nodes () : nombre total de noeuds (actifs ou non),
— ff->nb_components () : nombre de composantes,
— diverses opérations sur les noeuds :
ff->add_nodes ( nb_new_nodes ) : crée nb_new_nodes nouveaux noeuds,
— ff->node_is_active( node ) : booléen indiquant si le noeud node est actif (vrai) ou non (faux),
— ff->set_node_active( node ), ff->set_node_inactive( node ) : active, désactive le noeud node,
— ff->start_nodes_iterator (), ff->node_is_valid (), ff->current_node (), ff->next_node () : itérateur per-
mettant de parcourir l'ensemble des noeuds (actifs ou non),
— diverses opérations (acces, modification...) sur la valeur du degré de liberté (correspondant a chaque
couple formé d’un noeud et d’une composante).
Enfin, la classe PDE_DiscreteField permet de gérer les degrés de liberté imposés (par exemple, pour prendre
en compte des conditions aux bords de type Dirichlet). Nous ne décrirons pas cet aspect dans ce manuscrit.

Remarque 111.2

Remarquons que la classe PDE_DiscreteField en elle-méme ne fournit aucune information relative au type de
discrétisation utilisée, par exemple elle ne fournit pas de correspondance entre les valeurs de degrés de liberté
stockées et l’approximation sous-jacente du champ continu. Ces correspondances tres importantes pourront
étre retrouvées grace auxr objets PDE_BasisFunctionCell et PDE_CellFE décrits ci-dessous.

Fonctions de base : la classe PDE_BasisFunctionCell

La classe PDE_BasisFunctionCell définit la notion de fonction de base. Tout objet bf appartenant a la classe
PDE_BasisFunctionCell possede les caractéristiques suivantes :
— bf->refinement_level () : entier indiquant le niveau de raffinement de bf,
— bf->is_active () : booléen indiquant si bf est active (vrai) ou non (faux) (i.e. si bf appartient ou non & la
base multiniveau courante),
— bf->is_refined() : booléen indiquant si bf est raffinée (vrai) ou non (faux) par rapport & la base multi-
niveau courante, (c¢f définition II.1).
La présence du booléen bf->is_refined() nécessite quelques explications. Rappelons que les procédures de
raffinement de l'algorithme II.4 font intervenir la définition II.1 de fonction de base raffinée (par rapport a
la base multiniveau courante). Il faut donc pouvoir accéder a cette information dans le code de calcul. Nous
avons choisi de la stocker dans chaque fonction de base. En effet, il est possible d’identifier les fonctions de base
raffinées sans avoir recours a la définition II.1. L’exécution du code de calcul commence toujours par la création
du maillage grossier 7y et des fonctions de base associées, aucune des fonctions de base créées a I'initialisation
n’est donc raffinée au sens de la définition II.1. Les fonctions de base raffinées au sens de cette définition seront
donc celles que nous avons raffinées par la procédure de raffinement (cf remarque I1.5) et pas encore déraffinées.
L’information peut donc étre mise & jour au cours de la procédure de (dé)raffinement.
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Enfin, la classe PDE_BasisFunctionCell met a disposition les services suivants :

modifications des caractéristiques :

— bf->set_refined(), bf->set_unrefined () : modification de I'état “bf->is_refined )",

— bf->set_active(), bf->set_inactive () : modification de I’état “bf->is_active()”,

bf->start_cells_iterator (), bf->next_cell(), bf->cell_is_valid() : itérateur permettant de parcourir

les cellules du support de bf. A chaque position de l'itérateur, les informations suivantes sont disponibles :

— bf->current_cell() : cellule du support (de type PDE_MeshFE) désignée par la position courante de
Iitérateur,

— bf->reference_element_of_current_cell () : élément de référence (de type PDE_ReferenceElement) asso-
ciée a bf sur la cellule courante,

— bf->local_node_in_current_cell () : numéro local du noeud associé & la fonction de base bf dans la
cellule courante,

bf->start_fields_iterator (), bf->next_field(), bf->field_is_valid() : itérateur sur les champs dont

la discrétisation est compatible avec bf. A chaque position courante de cet itérateur, les informations

disponibles sont :

— bf->current_field() : champ (de type PDE_DiscreteField) désigné par la position courante de U'itérateur,

— bf->node_of_current_field () : noeud du champ bf->current_field() associé a bf.

bf->node_of _DOF( £f ) : noeud du champ £f associé a bf (lorsque celui-ci existe).

Remarque 111.3

a

Il ne faut pas confondre les mnoeuds renvoyés par les fonctions bf->local_node_in_current_cell() et
bf->node_of _current_field() (ou bf->node_of DOF( £f )). Le premier désigne un numéro de noeud local

une cellule (I’indexation d’un tel noeud est donc définie par et sur Uélément de référence) alors que le

second désigne un noeud associé & un dégré de liberté (par composante) d’un champ discret (I’indexation est
réalisée par le champ discret lui-méme).

Cellules : la classe PDE_CellFE

La classe PDE_CellFE implémente la notion de cellule élément fini. Tout objet cell de la classe PDE_CellFE
met a disposition les informations suivantes :

diverses informations d’ordre géométrique (nombre de sommets, de faces, connectivité face/sommets. . .),
que nous ne détaillons pas ici,

cell->refinement_level () : entier indiquant le niveau de raffinement,

cell->is_active () : booléen indiquant si la cellule cell est active (vrai) ou non (faux),

cell->parent () : cellule parent (elle est unique),

cell->nb_children() : nombre de cellules enfants,

cell->child( ic ) : ic® cellule enfant de cell. L’indexation est donnée (& la création des cellules enfants)
par le mapping avec le maillage de 1’élément de référence GE_ReferencePolyhedronRefiner. Ceci est impor-
tant car c’est ce méme indice ic qui est utilisé sur le motif de raffinement PDE_ReferenceElementRefiner
pour retrouver la liste des enfants, parents, ascendants et descendants d’un noeud,
cell->reference_element ( ff ) : élément de référence associé au champ £f sur la cellule cell,

cell->bf ( node, elt ) : fonction de base associée au noeud local node de la cellule cell pour 1’élément de
référence elt.

Le booléen cell->is_active() est stocké dans chaque cellule. L’information n’est pas obtenue en appliquant
stricto sensu la définition I1.19 mais est mise & jour en fin de procédure d’adaptation (cf section I11.1.3).

L’ensemble de toutes les cellules (ou objets de la classe PDE_CellFE) du domaine est accessible a travers
un objet que nous noterons GRID dans les listings de la section suivante. Cet objet permet en particulier de
parcourir toutes les cellules (quel que soit leur niveau de raffinement).

I11.1.3 Algorithmes d’adaptation

Les fonctionnalités des classes décrites dans les sections précédentes permettent d’implémenter les algo-
rithmes de raffinement local. Ceux-ci sont regroupés dans quatre classes :

la classe PDE_FamilyCHARMS permet d’effectuer les parcours des enfants, parents, descendants ou ascendants
d’une fonction de base. Son utilisation évite le stockage de ces informations dans chaque objet de type
PDE_BasisFunctionCell,

la classe PDE_AdaptationRequest permet d’appliquer les critéres de raffinement ou déraffinement (de type
PDE_AdaptationIndicator) ainsi que de faire respecter la régle “au-plus-un-niveau-de-différence” |
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— la classe PDE_Activator implémente les procédures de raffinement et de déraffinement de ’algorithme I1.4,
et permet de gérer 'activation et la désactivation des cellules en fin de procédure d’adaptation,

— la classe PDE_AdapterCHARMS est chargée de créer les nouveaux objets (fonctions de base, cellules, faces. . .),
et d’implémenter le cycle complet de la procédure d’adaptation.

Enfants, parents, ascendants, descendants d’une fonction de base : la classe PDE_FamilyCHARMS

Stockage des enfants existants d’une fonction de base bf
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La classe PDE_FamilyCHARMS fournit les fonctionnalités nécessaires au parcours de tous les enfants, parents,
descendants ou ascendants d’une fonction de base donnée bf. Ces parcours sont effectués en stockant préalable-
ment les fonctions de base & parcourir (en faible nombre) grace aux algorithmes donnés dans les listings ITI.1 et
II1.2. Le stockage des enfants (ou descendants) de bf s’effectue en parcourant chaque cellule du support de bf,
sur chacune de ces cellules le motif de raffinement nous permet d’obtenir la liste des enfants (ou descendants)
sous-cellule par sous-cellule. Le stockage des parents (ou ascendants) s’effectue également en parcourant les
cellules du support de bf, puis en considérant, pour chacune d’elles, leur cellule parent sur laquelle le motif de
raffinement permet de déduire la liste des parents (ou ascendants).

Listing I1I.1

dans la liste CHILDREN en vue d’un parcours

// Parcours des cellules du support de bf : cell
bf->start_cells_iterator () ;
for( ; bf->cell_is_valid() ; bf->next_cell() )
{
cell = bf->current_cell() ;
// Sur la cellule cell,
// bf est la fonction de base associee
// - au noeud : node
// = a l’element de reference : elt
node = bf->local_node_in_current_cell () ;
elt = bf->reference_element_of_current_cell () ;
// Motif de raffinement : elr
// associe a l’element elt
elr = reference_element_refiner( elt ) ;

// Parcours des cellules enfants : rcell de cell
for( ic = 0 ; ic < cell->nb_children() ; ic++ )
{
rcell = cell->child( ic ) ;
// Parcours des enfants : rbf de la fonction
// de base bf sur la cellule rcell
// grace au motif de raffinement
elr->start_children_iterator ( ic, node ) ;
for( ; elr->child_is_valid()
; elr->next_child() )
{
rnode = elr->current_child_node() ;
rbf = rcell->bf( rnode, elt ) ;
// Attention : presuppose que
// l’element de reference associe
// a bf est le meme sur une cellule
// et sur toutes ses cellules enfant

// Si la fonction de base enfant eziste,
// on l’ajoute a la liste
if( rbf != 0) CHILDREN->extend( rbf ) ;

Listing I11.2
Stockage des parents existants d’une fonction de base bf
dans la liste PARENTS en vue d’un parcours

1|// Parcours des cellules du support de bf : rcell
2|bf->start_cells_iterator () ;

3|for( ; bf->cell_is_valid() ; bf->next_cell() )
a{

5| cell = bf->current_cell() ;

6| // Sur la cellule cell,

7| // bf est la fonction de base associee

8| // - au noeud : node

o| // - a l’element de reference : elt

10| node = bf->local_node_in_current_cell() ;

11| elt = bf->reference_element_of_current_cell () ;
12| // Motif de raffinement : elr

13| // associe a l’element elt

14| elr = reference_element_refiner( elt ) ;

15

16| // la cellule parent : pcell de cell est unique
17| pcell = cell->parent() ;

18| // l’indice ic est tel que

19| // cell = pcell->child( ic )

20| ic = index_of_child_cell( pcell, cell ) ;

21

22| // Parcours des parents : pbf

23| // de la fonction de base bf

24| // sur la cellule cell

25| // grace au motif de raffinement

26| elr->start_parents_iterator ( ic, node ) ;

27| for( ; elr->parent_is_valid()

28 ; elr->next_parent () )

20| {

30 pnode = elr->current_parent_node () ;

31 pbf = pcell->bf( pnode, elt ) ;

32 // Si la fonction de base parent existe,

33 // on l’ajoute a la liste

34 if( pbf != 0 ) PARENTS->extend( pbf ) ;

35| }

36|}
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L’algorithme donnant la liste des descendants (resp. des ascendants) est similaire & celui donnant celle des
enfants (resp. des parents). Il suffit de modifier les appels aux routines de parcours sur le motif de raffine-
ment : l'algorithme de stockage des descendants est obtenu en remplagant, dans le listing III.1, l'itérateur
sur les enfants par un itérateur sur les descendants (par exemple, elr->start_children_iterator est remplacé
par elr->start_descendants_iterator, elr->child_is_valid par elr->descendant_is_valid...); de méme l’algo-
rithme de stockage des ascendants est obtenu en remplacant, dans le listing II1.2, I'itérateur sur les parents par
un itérateur sur les ascendants.

Remarque I11.4

Dans le cas de la recherche des parents la boucle sur les cellules du support n’est pas nécessaire (contrairement
au cas de la recherche des ascendants) : il suffit en fait de considérer une quelconque des cellules du support.
En effet, toutes les cellules du support considérées conduiront a la méme liste de parents. Notons K la cellule
parent d’une cellule quelconque du support de bf. Le noeud associé a la fonction de base bf appartient a toutes
les cellules du support de bt et par conséquent a leurs cellules parents (en particulier, a K). Considérons
maintenant une fonction de base parent ¢ quelconque de bf. Ce parent ¢ est par définition non nul au noeud
associé a bf. Ainsi, ce noeud est dans le support de p, et par conséquent la cellule K fait partie du support
de p. Donc, ce parent ¢ sera trouwvé a l'aide du motif de raffinement appliqué a K.

Dans la suite, nous noterons FMS un objet de la classe PDE_FamilyCHARMS, celui-ci permettant d’effectuer les
parcours des enfants, parents, descendants ou ascendants d’une fonction de base bf a 'aide d’itérateurs :

— start_(*s)_iterator( bf ) : initialise 'itérateur,

— (%»)_is_valid() : booléen indiquant si la position courante de l'itérateur est valide (vrai) ou non (faux),

lorsque celle-ci ne 'est plus, le parcours est fini,

— current_(*) () : fonction de base parcourue (i.e. celle désignée par la position courante de l'itérateur),

— next_(*) : déplace l'itérateur vers la position suivante.
Le symbole () peut étre remplacé par child (resp. parent, resp. desct, resp. asct) pour un parcours des enfants
(resp. parents, resp. descendants, resp. ascendants), la forme (*s) désignant le pluriel children (resp. parents,
resp. descts, resp. ascts).

Sélection des fonctions de base a (dé)raffiner : la classe PDE_AdaptationRequest

Le role de la classe PDE_AdaptationRequest est de fournir les fonctionnalités nécessaires a la sélection des
fonctions de base a raffiner et a déraffiner. Ceci est effectué en deux étapes :

— sélection des fonctions de base a l'aide des critéres de raffinement et déraffinement (définis de manieére

abstraite par la classe PDE_AdaptationIndicator),
— application de critéres plus spécifiques assurant le respect de la régle “au-plus-un-niveau-de-différence” (cf
section I1.1.4).

Ainsi, la premiere étape consiste a parcourir I’ensemble des fonctions de base et a sélectionner celles qui sont
admissibles au sens défini par le critére de raffinement ou déraffinement. Les listings II1.3 et II1.4 présentent ces
parcours, ils sont donnés a titre d’exemple puisque la facon de parcourir les fonctions de base est intimement
liée a la structure de données dont nous disposons dans le code. Ils conduisent a la création de deux listes
préliminaires BFS_CRIT_R et BFS_CRIT_U contenant les fonctions de base désignées par les criteres de raffinement
et déraffinement respectivement. Les listings I11.5, IIL1.6, II1.7 et II1.8 montrent ensuite comment la regle “au-
plus-un-niveau-de-différence” est appliquée en pratique. Encore une fois, le point important est que toutes les
informations sont déduites des relations données sur le motif de raffinement (via le parcours des descendants
et ascendants cf section II1.1.3). Les listings II1.5 et II1.6 présentent les routines de sélection des fonctions
de base & proprement parler. Chacune de ces routines consiste en un parcours de la liste BFS_CRIT_R (resp.
BFS_CRIT_U) fournie par la premiére étape, la décision d’ajouter ou non chaque fonction base parcourue a la liste
définitive BFS_R (resp. BFS_U) étant déléguée aux fonctions auxiliaires présentées dans les listings IT1.7 et I1L.8.
Conformément a ’algorithme I1.15, nous ajoutons a la liste des fonctions de base désignées par le critere de
raffinement tous ses ascendants (existants) et ce récursivement (i.e. les ascendants des ascendants ... jusqu’au
niveau le plus grossier ou les fonctions de base n’ont pas d’ascendant). Par contre, nous supprimons de la liste
des fonctions désignées par le critere de déraffinement toutes celles ayant un parent ou un ascendant raffiné.



III.1. Organisation du module de raffinement local

75

Listing II1.3

Construction de la liste BFS_CRIT_R des fonctions de base

désignées par le critére de raffinement

Listing I111.4
Construction de la liste BFS_CRIT_U des fonctions de base

1|{// Parcours de toutes les cellules : cell désignées par le critére de déraffinement
,stant de t l ,
zéglgfz:tzzteieilz izz:.atzj(v;m{eaum) 1|{// Parcours de toutes les cellules : cell
- - ’ 2|// ezistantes (de tous les niveauz)
£ ; GRID->cell_i 1lid ; GRID-> t 11 .
:{or( cell_is_validO) next_cell() ) 3|GRID->start_cells_iterator () ;
6| cell = GRID->current cell() : 4|for( ; GRID->cell_is_valid() ; GRID->next_cell() )
- H 516
7
11 = ID-> 11 ;
8| // limitation eventuelle sur j ce GR current_cell() ;
1: // le niveau le plus haut autorise 8| // Parcours des elements de reference : elt
11| // Parcours des elements de reference : elt of // de la cellule ?eZ,L
2| 7/ de 1a cellule cell 10| cell->start_elts_iterator () ;
15| cell->start elts iterator() 11| for( ; cell->elt_is_valid() ; cell->next_elt() )
- - ’ 12| o
. _> 1 1 . _>
if ior( ; cell->elt_is_valid() ; cell->next_elt() ) - elt = cell->current_elt()
14
16 elt = cell->current_elt() ; .
- 5 P d t de b o b
17 // Parcours des fonctions de base : bf ! // Parcours des fonctions de base Y
s 7/ de la cellule cell 16 // de la cellule cell
19 elt->start_nodes_iterator () ; 17 elt->start_nodes_%teratc.>r() ;
20 for( ; elt->node_is_valid() ; elt->next_node() ) 18 for( ; elt->node_is_valid() ; elt->next_node() )
’ -t ’ - 19 {
z; f node = elt->current_node() ; 20 node = elt->current_node() ;
23 bf = cell->bf( node_ elt ) : 2 bf = cell->bf( node, elt ) ;
24 // Ajout des fonctz';ns de ba’se ezistantes 2 // Ajout des fonctions de base ezistantes,
s // actives, non raffinees ’ 23 // raffinees et designees par le critere
° i if( bf !=
26 // et designees par le critere z: 1 Cb )
if( bf != £->i i
z; 1 . 0 && bf->is_active() ) 26 if ( bf->is_refined() &% to_unrefine( bf ) )
27 {
if( 'bf->i fi £fi f
” 1 ( tbf->is_refined() &k to_refine( bf ) ) 28 BFS_CRIT_U->extend( bf ) ;
a1 BFS_CRIT_R->extend( bf ) ; - } ¥
32 }
31 }
33 }
32| }
wf ¥ sl
35| }
36|}
Listing I11.5 Listing I11.6
Construction de la liste finale BFS_R Construction de la liste finale BFS_U
des fonctions de base a raffiner des fonctions de base & déraffiner
1|// Parcours des fonctions de base 1|// Parcours des fonctions de base
2|// pre-selectionnees au cours de la 2|// pre-selectionnees au cours de la
3|// premiere etape 3|// premiere etape
4|BFS_CRIT_R->start_items_iterator () ; 4|BFS_CRIT_U->start_items_iterator () ;
5|while( BFS_CRIT_R->item_is_valid() ) 5|while( BFS_CRIT_U->item_is_valid() )
6|{ 6[{
7| bf = BFS_CRIT_R->current_item() ; 7| bf = BFS_CRIT_U->current_item() ;
8 8
o| // Ajout recursif de chaque fonction et o| // Ajout conditionnel de la fonction
10| // de ses ascendants 10| // de base
11| extend_bf_with_ascendant ( bf ) ; 11| consider_unrefining of ( bf ) ;
12 12
13| BFS_CRIT_R->next_item() ; 13| BFS_CRIT_U->next_item() ;
14|} 14}
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Listing III.8

Fonctions auxiliaires : consider_unrefining_of ( bf )

1|// Est-ce que la fonction de base bf
2|// doit etre raffinee ?
Listing 117 3|may_be_unref = true ;
. e . . 4
Fonctions auxiliaires : extend_bf_with_ascendant ( bf ) 5|//Parcours des enfants de bf
6|FMS->start_children_iterator ( bf ) ;
//Ajout de la fonction de base - . - . g .
. > H =>
BFS_R->extend( bf ) ;ior( ; FMS->child_is_valid () ; FMS->next_child() )
P d dant
s ascte Tt (b ) ; | bt = FMS->current_child( ;
- - ’ 10| if( rbf->is_refined() ) may_be_unref= false ;
11|}

s [1{

12|// La fonction de base bf ne sera pas deraffinee
13(// si un de ses enfants est raffinee

14
15|// Parcours des descendants de bf

16 |[FMS->start_descts_iterator ( bf ) ;

17|for( ; FMS->descts_is_valid() ; FMS->next_desct ()

1
2
3
4
s|for( ; FMS->asct_is_valid() ; FMS->next_asct() )
6
7| pbf = FMS->current_asct() ;

8

o // Ajout recursif de chaque ascendant actif

w| // et non raffine.

11| if( pbf->is_active() && !pbf->is_refined() )

=)

12| {
18[{
3 f_with f ;
12 } extend _bf_with_ascendant ( pbf ) ; 19| rbf = FMS->current_desct() ;
s 20| if( rbf->is_refined() ) may_be_unref = false ;

21|}
// La fonction de base bf ne sera pas deraffinee
23|// st un de ses descendants est raffinee.

24

2

N}

2

o

// Ajout conditionnel de bf

26|if ( may_be_unref ) BFS_U->extend( bf ) ;

=

Raffinement et déraffinement d’un ensemble de fonctions de base : la classe PDE_Activator

La classe PDE_Activator implémente l'algorithme II.13 de raffinement et de déraffinement d’un ensemble de
fonctions de base. Rappelons que les ensembles des fonctions de base & raffiner (BFS_R) et & déraffiner (BFS_U)
sont fournis par la classe PDE_AdaptationRequest présentée dans le paragraphe précédent.

Le raffinement de ensemble BFS_R (¢f listing II1.9) s’effectue par un parcours des fonctions de base cbf qu’il
contient ('ordre de parcours est indifférent, cf proposition 11.12). Pour chacune de ces fonctions de base cbf,
I’algorithme de raffinement I1.4 est effectué :

— désactivation de la fonction de base cbf,

— activation de tous ses enfants rbf non raffinés.

De plus, la fonction de base cbf est maintenant raffinée au sens de la définition II.1 (¢f remarque I1.5). Ceci
est gardé en mémoire a 'aide du booléen prévu a cet effet : cbf->set_refined (). Enfin, cet algorithme prend
en compte la gestion des noeuds actifs de chaque champ. Pour cela la classe PDE_Activator définit une liste
de champs exclus : le booléen is_excluded( £f ) indique si le champ £f est exclu (vrai) ou non (faux). Cette
liste doit étre communiquée par l'utilisateur depuis le jeu de données, les champs exclus étant ceux dont la
discrétisation n’est pas effectuée dans la base multiniveau courante. L’activation et la désactivation des noeuds
ne les concernent pas.
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Listing I11.10
Déraffinement d’un ensemble de fonctions de base

Listing II1.9

, . 1|// Parcours de la liste BFS_U
Raffinement d’un ensemble de fonctions de base 2|// des fonctions de base a deraffiner : cbf
3|BF -> i i ;
1|// Parcours de la liste BFS_R zfoizu' :;:rgzi:i:;_izezzzgg ; BFS_U->next_item() )
2|// des fonctions de base a raffiner : cbf h ’ - - ’ - -
3|BFS_R->start_items_iterator () ; °
- - - f = BF -> i ;
i|£or( ; BFS_R->item_is_valid() ; BFS_R->next_item() )| ©°| Cof = BFS_U->current_item() ;
5t 7| // activation de cbf
s| cbf->set_active() ;
5 f = BF -> i 5 -
(7) cb S_R->current_iten() ; o| // invalidation de l’indicateur de raffinement
f-> fi ;
s| // desactivation de cbf 10| cb se‘t_ur‘lre inedO ;
. . 11| // activation des noeuds des champs non ezclus
9| cbf->set_inactive() ; .
] ) o ) 12| // boucle sur les champs associes a cbf
10| // validation de l’indicateur de raffinement . .
1l cbf-sset refined() 13| cbf->start_fields_iterator () ;
=" } ? 14| for( ; cbf->field_is_valid() ; cbf->next_field() )
12| // desactivation des noeuds des champs non ezclus sl
: boucl les ch ) b °
13| // boucle su'{‘ es c amps associes a cbf 16 ££ = cbf->current_field() ;
14| cbf->start_fields_iterator () ; X
X . . X 17 node = cbf->node_of_current_field() ;
15| for( ; cbf->field_is_valid() ; cbf->next_field() ) . .
6l € 18 if( !is_excluded( ff ) )
ff-> i ;
17 ff = cbf->current_field() ; ;z 3 set_node_active( node ) ;
= f-> f fiel 5
12 ?:?e'isczxclzgzcelzofgc?rsent_ 1eld O ; 21| // Parcours des enfants de cbf : rbf
” c TE- 22| FMS->start_children_iterator ( cbf ) ;
f ; FMS->child_i 1lid ; FMS-> t_child
21 ff->set_node_inactive ( node ) ; zj {or( ’ child_is_validO) ; next_child() )
Z 3 ¥ 25 rbf = FMS->current_child() ;
Est- l’ t rbf doit et d t1 2
24| // Parcours des enfants de cbf : rbf 20 // Es ce gue enfant rbf doit etre desactive
. . 27 to_deactivate = true ;
25| FMS->start_children_iterator ( cbf ) ; . FMS->start parents iterator( rbf )
26| for( ; FMS->child_is_valid() ; FMS->next_child() ) -p - . ’
I 29 for( ; FMS->parent_is_valid()
; FMS-> t t
28 rbf = FMS->current_child() ; 3(1) { next_parent () )
if( !rbf->i fi
jz z ( trbf->is refined() ) 32 pbf = FMS->current_parent () ;
33 if f->i fi i = fal H
31 // activation des enfants rbf (de cbf) ;z } 1£( pbf->is_refined() ) to_deactivate aise s
32 // mon '/‘affm.Les 35 // desactivation des enfants rbf
33 rbf->set_active() ; )
. . 36 // de cbf sans parent raffine
34 // activation des noeuds des champs non exclus . .
) 37 if ( to_deactivate )
35 // boucle sur les champs associes a cbf s {
36 rbf->start_fields_iterator () ; . .
X K X 39 rbf->set_inactive() ;
37 for( ; rbf->field_is_valid() . )
A 40 // desactivation des noeuds des champs
38 ; rbf->next_field() )
w { 41 // non ezxclus
b l l h 2 b
0 ££ = rbf->current_field() ; 42 // boucle suT* es c amps associes a Tbf
. 43 rbf->start_fields_iterator () ;
a1 rnode = rbf->node_of_current_field () ; X R X
» i£( lis_excluded( ££ ) ) 14 for( ; rbf->field_is_valid()
1 T 45 ; rbf->next_field() )
43
46 {
_> 1 .
14 ) ff->set_node_active ( rnode ) ; . £f = rbf->current_field() :
45
16 } 48 rnode = rbf->node_of_current_field() ;
i } 19 if ( 'is_excluded( ff ) )
s 3 50 ff->set_node_active ( rnode ) ;
19|} st ¥
52 }
53| }
54|}

Le déraffinement de ’ensemble BFS_U (c¢f listing II1.10) s’effectue par un parcours des fonctions de base cbf
qu’il contient ('ordre de parcours n’a pas d’importance, ¢f proposition I1.12). Pour chacune de ces fonctions de
base cbf, l'algorithme de déraffinement I1.4 est effectué :

— activation de la fonction de base cbf,

— désactivation de tous ses enfants rbf sans parent raffiné.

De plus, la fonction de base cbf n’est maintenant plus raffinée au sens de la définition IL.1 (¢f remarque I1.5).
Ceci est gardé en mémoire a ’aide du booléen prévu a cet effet : cbf->set_unrefined(). Cet algorithme prend
également en compte la gestion des noeuds actifs de chaque champ (non exclu).

La classe PDE_Activator permet également de gérer 'activation et la désactivation (cf définition I1.19) des
cellules. Le listing III.11 détaille la procédure qui en est responsable. Cette procédure recherche les cellules qui
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sont devenues actives aprés 1'étape de déraffinement. Elle effectue un parcours niveau par niveau des cellules
KUl candidates & Pactivation (ce sont celles qui constituent le support des fonctions de base de la liste BFS_U
qui ont été déraffinées, seules cellules sur lesquelles des degrés de liberté actifs ont été supprimés). La cellule
parent P(KV!) de la cellule KVl ne vérifie nécessairement pas la propriété Ap ki) (cf section II.1.5) puisque

nous avons activé une fonction de base de la cellule K/ (au cours du déraffinement), et cette cellule est
entierement incluse dans P(KU). 1l ne reste donc qu’a déterminer si la cellule KUl vérifie la propriété A ..
C’est la procédure cell->all_basis_function_are_dropped () (cf listing II1.12) qui effectue cette vérification. Il
faut parcourir récursivement toutes les cellules enfants de KUl et vérifier qu’elles ne contiennent aucun noeud

actif.

Listing III.11
Activation/Désactivation des cellules
apres une étape de déraffinement

-

//Stockage des cellules candidates au deraffinement
//de niveau 11 dans la liste cell_u[ll]

//Parcours de la liste BFS_ U : bf
BFS_U->start_items_iterator () ;

for( ; BFS_U->item_is_valid()
{

6
7| bf = BFS_U->current_item() ;
8
9

AW N

//parcours des cellules du support de bf : cell
bf->start_cells_iterator () ;

10| for( ; bf->cell_is_valid() ; bf->next_cell )

11| {
12 cell = bf->current_cell() ;
13 11 = cell->refinement_level() ;

14 //Ajout de cell

15 cell_u[ll].extend( cell ) ;
6] F

17|}

19|//Parcours de la liste cell_u
20|//niveau 1l par niveau : cell
21|for( 11 = 0 ; 11 < cell_u.size()
22({
23| cell_u[ll].start_items_iterator () ;
24| for( ; cell_u[ll].item_is_valid()

s 114+ )

25 ; cell_u[ll] .next_item() )
26| o
27 cell = cell_u[ll].current_item() ;

28 //faut-il effectuer la (des)activation ?
29 do_it = true ;

30 //parcours des enfants de cell : rcell
31 cell->start_children_iterator () ;

32 for( ; cell->child_is_valid()

33 ; cell->next_child() )

34 {

35 rcell = cell->current_child() ;

36 //non s’il reste un noeud actif sur l’une
37 //des cellules enfants

38 do_it = do_it &&

39 rcell->all_basis_function_are_dropped () ;
10 }

41 if( do_it )

42 {

43 //activation de cell

44 cell->set_active() ;

45 //desactivation de ses enfants

46 cell->start_children_iterator () ;

a7 for( ; cell->child_is_valid ()

48 ; cell->next_child() )

19 {

50 rcell = cell->current_child() ;

51 rcell->set_inactive() ;

52 }

53 }

54| }

55}

; BFS_U->next_item() )

© 0 N e U oA W N e

-
o

11

Listing I11.12
cell->all_basis_function_are_dropped ()

result = true ;

//verification recursive sur toutes les cellules
//enfants
cell->start_children_iterator () ;
for( ; cell->child_is_valid() ; cell->next_child() )
{
rcell = cell->current_child() ;
result = rcell->all_basis_functions_are_dropped () ;
if( !'result ) break ;
}
//parcours des elements de reference de cell elr
cell->start_elts_iterator () ;
for( ; cell->elt_is_valid() ; cell->next_elt() )
{
elt = cell->current_elt() ;
// Parcours des fonctions de base : bf
// de la cellule cell
for( In = 0 ; 1ln < elt->nb_nodes() ;
{
V4
bf = cell->bf( elt, 1n ) ;
if( bf !'=0)
{

1n++ )

//parcours des champs
bf->start_field_iterator () ;
for( ; bf->field_is_valid()
; bf->next_field() ) ;
{
ff = bf->current_field() ;
node = bf->node_of_DOF() ;
result = !ff->node_is_active() ;
¥
¥
if ( !result ) break ;
}
}

return( result ) ;
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Adaptation : la classe PDE_AdapterCHARMS

La classe PEL_AdapterCHARMS implémente ’algorithme final adaptation. Cet algorithme reprend les briques
de base présentées dans les paragraphes précédents. Les étapes de création des objets (étapes 2.ii. et 2.iii. de
lalgorithme ci-dessous) ne sont pas décrites (puisqu’elles n’ont aucune portée générale).

Algorithme III.5 (Algorithme d’adaptation)

Etape 1 : Application des criteres de raffinement et déraffinement :
i. Application du critére de raffinement : création de la liste BFS_CRIT_R (cf listing 111.3),
ii. Application du critére de déraffinement : création de la liste BFS_CRIT_U (c¢f listing 111.4),
Etape 2 : Procédure de raffinement :
i.  Sélection des fonctions de base a raffiner : création de la liste BFS_R (c¢f listing II1.5),
ii. Raffinement des cellules du support des fonctions de base de BFS_R :
- désactivation de ces cellules,
- activation de leurs cellules enfants (création si elles n’existent pas),
iii. Création des noeuds et fonctions de base fines,
iv. Raffinement de la liste BFS_R (cf listing IIL.9),
Etape 3 : Procédure de déraffinement :
i.  Sélection des fonctions de base & déraffiner : création de la liste BFS_U (c¢f listing 111.6),
ii. Déraffinement de la liste BFS_R (cf listing I11.10),
iii. Déraffinement des cellules (¢f listing II1.11).

Cet algorithme clos la présentation du module de raffinement local, nous exposons maintenant, en prélimi-
naire a la description du module de préconditionnement multiniveau, le principe de numérotation des inconnues
et les différentes options offertes par la librairie PELICANS.

I11.2 Numérotation des inconnues dans la librairie PELICANS

Les inconnues dans la librairie PELICANS sont désignées par trois indices : un numéro désignant un champ
discret (inconnu), puis deux numéros de noeud et de composante désignant un degré de liberté de ce champ.
Il faut donc ordonner ces différents triplets pour construire in fine I'indexation des lignes et des colonnes de la
matrice sous-jacente au probleme a résoudre. Cette numérotation est effectuée en deux étapes :

— pour un champ fixé, la classe PDE_LinkDOF2Unknown permet de numéroter I’ensemble de ses degrés de liberté

(associés par définition aux couples formés d’un noeud et d’une composante),
— la classe PDE_SystemNumbering permet ensuite de gérer la numérotation des degrés de liberté associés a
différents champs.
Ces classes permettent de prendre en compte différentes possibilités de numérotation (cf figure II1.1).

I11.2.1 Numérotation des degrés de liberté d’un champ : la classe PDE_LinkDOF2Unknown

La classe PDE_LinkDOF2Unknown est dédiée a la numérotation des degrés de liberté associés a un champ discret
donné (objet de type PDE_DiscreteField). Outre la gestion des degrés de liberté imposés (par exemple pour la
prise en compte de conditions aux bords de type Dirichlet), cette classe permet d’écarter les noeuds non actifs
du champ associé et offre deux options possibles pour I'organisation des dégrés de liberté “inconnus” (cf figure
I1.1) :

— "sequence_of_the_components" : ordre lexicographique sur les couples (noeud, composante).

— "sequence_of_the_nodes" : ordre lexicographique sur les couples (composante, noeud).

Cette classe offre également la possibilité de considérer, en lieu et place des noeuds actifs, un sous-ensemble
de noeuds prescrits par le client dans une liste de booléen observed_nodes. Cette fonctionnalité sera largement
utilisée dans les algorithmes de coarsening présentés dans la section suivante.

Ainsi, la classe PDE_LinkDOF2Unknown, & son initialisation, effectue un parcours de noeuds et construit la
numérotation en excluant : les noeuds inactifs (ou plus généralement ceux n’étant pas fournis dans une liste
observed_nodes) et les degrés de liberté imposés.

Les fonctionnalités qu'un objet 1link de type PDE_LinkDOF2Unknown met a disposition sont :

— link->field() : champ associé (objet du type PDE_DiscreteField),

— link->reset () : ré-initialisation de la numérotation des degrés de liberté (exclusion des degrés de liberté

imposés et des noeuds inactifs),
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noeud 1 champ 0

noeud 0 ddl 0
(L1) composante 1 noeud 1 (81) champ 1 ddl 1

PDE_LinkDOF2Unknown
associé a un champ donné

%noeud 0

noeud 1

composante 0

PDE_SystemNumbering

composante 0
Composante 1 (S2) ddl 0

composante 1 ddl 1 | champ 1

|:composante 0 |:champ 0

(L1) : stratégie "sequence_of_the_nodes" (S1) : stratégie "sequence_of_the_discrete_fields ()"
1.2) : stratégie "sequence_of_the_components" S2) : stratégie "sequence_of_the_unknowns ()"
q p q
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— link->reset ( observed_nodes ) : ré-initialisation de la numérotation des degrés de liberté (exclusion des
degrés de liberté imposés et des noeuds node tels que observed_nodes( node )=false),

— link->DOF_is_unknown( node, ic ) : booléen indiquant si le degré de liberté associé au couple ( node, ic )
est exclu de la numérotation (faux) ou non (vrai),

— link->unknown_linked_to_DOF ( node, ic ) : numéro associé au degré de liberté ( node, ic ),

— link->unknown_vector_size () : nombre total de degrés de liberté numérotés.

II1.2.2 Gestion de plusieurs champs : la classe PpE_SystemNumbering

La classe PDE_SystemNumbering permet de gérer I’organisation des inconnues pour un systéeme complet faisant
intervenir plusieurs champs. Cette classe est donc associée a plusieurs objets de type PDE_LinkDOF2Unknown.

De nouveau, cette classe offre deux options de numérotation (cf figure II1.1) :

— "sequence_of_the_discrete_fields" : ordre lexicographique sur les couples (champ, dof),

— "sequence_of_the_unknowns" ordre lexicographique sur les couples (dof, champ), cette derniére option n’est

utilisable que lorsque les différents champs ont le méme nombre de degrés de liberté.
Ces deux options peuvent étre combinées avec toutes celles offertes par la classe PDE_LinkDOF2Unknown qui nu-
mérote les degrés de liberté.
Les fonctionnalités qu’un objet nmb de type PDE_SystemNumbering met a disposition sont :
— nmb->nb_links () : entier indiquant le nombre d’objet PDE_LinkDOF2Unknown associé & nmb,
— nmb->reset () : ré-initialisation des numérotations, effectue également la réinitialisation de tous les objets
PDE_LinkDOF2Unknown associés (i.e. nmb->link( i )->reset(), pour tout i),

— nmb->reset ( observed_nodes_vv ) : ré-initialisation des numérotations, effectue également la réinitialisa-
tion de tous les objets PDE_LinkDOF2Unknown associés en tenant compte uniquement des noeuds indiqués
par observed_nodes_vv, (i.e. nmb->1ink( i )->reset( observed_nodes_vv( i ) ), pour tout i),

— nmb->nb_global_unknowns () : nombre total d’inconnues,

— nmb->global_unknown_for_DOF ( node, ic, i ) : numéro de l'inconnue associée au degré de liberté défini

par le couple ( node, ic ) du champ nmb->link( i )->field().

Les fonctionnalités offertes par cette classe sont tres utilisées par le module de préconditionnement multigrille
puisqu’elles permettent de reconstruire automatiquement les numérotations des lignes et colonnes des matrices
de passage entre les différents espaces d’approximation créés par l’algorithme de “coarsening” (cf algorithme
I1.25). Ceci est expliqué en détail dans la section II1.3.

II1.3 Organisation du module de préconditionnement multiniveau

Nous décrivons, dans cette section, ’organisation du module implémentant les méthodes de préconditionne-
ment multiniveau. Rappelons que ces algorithmes reposent sur la définition d’une hiérarchie auxiliaire d’espaces
d’approximation emboités, le plus grand étant celui sur lequel le probléeme a préconditionner est posé.
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Nous avons présenté dans la section I1.2 un algorithme (c¢f algorithme I1.25) permettant de reconstruire,
a partir de n’importe quelle base multiniveau, une suite de bases multiniveaux engendrant des espaces d’ap-
proximation multiniveaux emboités (décroissants) et de plus nous avons montré que les matrices des injections
canoniques entre deux espaces successifs pouvaient facilement étre déduites de la relation parents-enfants (cf
remarque 11.29).
Ainsi, il est possible d’appliquer I’algorithme de coarsening I1.25 a chacune des bases multiniveaux courantes,
la gestion de différents champs et de leurs multiples composantes (toutes discrétisées dans 1'une des bases
multiniveaux courantes) pouvant étre déléguée & la classe PDE_SystemNumbering.
La section III1.3.1 détaille I'algorithme de coarsening ainsi que celui qui permet de construire les matrices
de passage (point central de la méthode). La classe abstraite PDE_GeometricMultilevel PC implémentant les
préconditionneurs multiniveaux est présentée dans la section II1.3.2. Elle rassemble les différentes composantes
des méthodes multigrilles (¢f section I1.2.5) & savoir :
— opérateurs de transfert (donnés par la classe PDE_AlgebraicCoarsener),
— opérateurs approchés (déduits de opérateur & préconditionner et des opérateurs de transfert par la formule
I1.11),

— lisseurs (& ce jour, seule la méthode de Gauss-Seidel est disponible, elle est implémentée dans la classe
LA_Smoother),

— solveur pour le probléme approché dans I'espace d’approximation le plus grossier (classe abstraite LA_Solver,
tous les solveurs de PELICANS sont a disposition ainsi que de nombreux couplages avec des librairies
extérieures).

I11.3.1 Algorithme de coarsening : la classe ppE_AlgebraicCoarsener

La classe PDE_AlgebraicCoarsener s’organise autour de trois méthodes principales :

— la méthode prepare_for_coarsening( nmb ) prend en argument un objet nmb de type PDE_SystemNumbering
qui décrit I'ordre dans lequel sont organisées les inconnues du probleme a préconditionner. Elle permet
une initialisation de la structure interne de la classe (détaillée ci-dessous). En particulier, elle met en place
une correspondance entre fonctions de base et noeuds d’un champ donné (ce pour tous les champs). Cette
correspondance est stockée dans la structure BFS; ainsi BFS( ff, node ) est la fonction de base associée au
noeud node du champ ff. Cette correspondance permet ensuite de travailler sur les noeuds plutét que sur
les fonctions de base en utilisant notamment les fonctionnalités offertes par ’objet PDE_SystemNumbering,

— la méthode do_one_coarsening () fait évoluer la structure interne de la classe pour effectuer un coarse-
ning. Cette structure interne décrite ci-dessous contient en permanence les informations relatives a deux
espaces d’approximation successifs (dans la hiérarchie que la classe est en train de construire). Dans la
suite nous utiliserons la terminologie “niveau fin” et “niveau grossier” pour les désigner. La méthode
do_one_coarsening () commence par écraser les structures concernant le niveau fin par celle du niveau
grossier. Ainsi, ’ancien niveau fin disparait et I’ancien niveau grossier devient le niveau fin. La suite de la
méthode est consacrée a la construction du nouveau niveau grossier. Il est important de noter que cette
méthode modifie uniquement la structure interne en particulier aucune fonction de base n’est activée ou
désactivée pour effectuer le coarsening.

— la méthode build_current_prolongation_matrix( mat ) permet de modifier la matrice mat passée en argu-
ment pour qu’elle devienne la matrice de passage du niveau grossier vers le niveau fin.

La structure interne de la classe PDE_AlgebraicCoarsener s’organise autour de six objets :

— LEVEL_MAX : entier désignant le plus grand des niveaux des fonctions de base actives (valeur initiale de
Pentier jys de la proposition I1.26),

— FINE_LEVEL : entier désignant le niveau fin courant, cet entier est décrémenté a chaque coarsening (entier
jm de la proposition 11.26),

— NN_FINE[££] : noeuds du champ ff constituant le niveau fin courant (correspondant aux lignes de la matrice
de passage),

— NN_COAR[££] : noeuds du champ £f constituant le niveau grossier (correspondant aux colonnes de la matrice
de passage),

— ROW_NMB : numérotation des inconnues pour les lignes de la matrice de passage,

— COL_NMB : numérotation des inconnues pour les colonnes de la matrice de passage.

Pour un champ £f donné, la correspondance noeud-fonction de base BFS permet en appliquant I’algorithme
de coarsening I1.25 de construire NN_COAR[ff] & partir de NN_FINE[ff]. L’objet COL_NMB est ensuite réinitialisé
en utilisant les fonctionnalités de la classe PDE_SystemNumbering qui permettent de numéroter uniquement les
degrés de liberté associés a NN_COAR. Une fois cette numérotation disponible, il est tres facile de construire la
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matrice de passage a ’aide de la relation parents-enfants.

Le listing II1.13 présente linitialisation de la structure interne (méthode prepare_for_coarsening( nmb )).
Le listing I11.14 présente la réalisation d’un coarsening (méthode do_one_coarsening()) et enfin, le listing ITI.15
présente la construction de la matrice de passage (méthode build_current_prolongation_matrix ( mat )).

e e
B W N = O

Listing I11.13
Initialisation de la structure interne

//existantes (de tous les niveauz)
GRID->start_cells_iterator () ;

for( ; GRID->cell_is_valid() ; GRID->next_cell() )
{

cell GRID->current_cell() ;
//Parcours de tous les champs associes a nmb

Listing I11.14
Réalisation d’un coarsening
do_one_coarsening ()

1|//L’ancien niveau fin devient
prepare_for_coarsening ( nmb ) 2|//le nouveau niveau grossier
3|//Copie de COL_NMB dans ROW_NMB
1|//**Initialisation de ROW NMB et COL_NMB 4|ROW_NMB = COL_NMB ;
2|ROW_NMB = nmb 5|//Copie de NN_COAR dans NN_FINE
3|COL_NMB = nmb 6|NN_FINE = NN_COAR ;
4 7|NN_COAR.set( false ) ;
5|//**Initialisation de BFS et NN_FINE 8
6|//Pour l’instant initialisation o|//Parcours de tous les champs
7(//de toutes les waleurs a faux 10|for( i = 0 ; i < COL_NMB->nb_links() ; i++ )
s|NN_FINE.set( false ) ; 11|{
o|//Parcours de toutes les cellules : cell 12| ff = COL_NMB->link( i )->field() ;

//Parcours de tous les noeuds du champ ff
ff->start_nodes_iterator () ;
for( ; ff->node_is_valid() ; ff->next_node() )
{

node = ff->current_node() ;

//Recuperation de la fonction de base associee

16/ for( i =0 ; i < nmb->nb_links() ; i++ ) 19 //au noeud node du champ ff
17| { 20 bf = BFS( ff, node ) ;
18 ff = nmb->link( i )->field() ; 21 //S% node est un moeud du niveau fin

//Element de reference assoctie au champs ff
//sur la cellule cell

elt cell->reference_element ( ff ) ;
//Parcours des noeuds associes a l’element
//de reference elt

if ( NN_FINE( node ) )

{
//8% la fonction de base associe a node est
//du niveau le plus fin
if ( bf->refinement_level () == FINE_LEVEL )

24 for( In = 0 ; 1ln < elt->nb_nodes() ; ln++ ) 27 {
25 { 28 //son parent est ajoute
26 //fonction de base associe au 29 pbf = bf->leading_parent () ;
27 //ln-ieme noeud de l’element de 30 if ( pbf != 0 )
28 //reference elt sur la cellule cell 31 {
29 bf = cell->bf( elt, 1n ) ; 32 pnode = pbf->node_of DOF( ff ) ;
30 node = bf->node_of _DOF( ff ) ; 33 NN_COAR( pnode ) = true ;
31 //Association de la fonction 34 }
32 //de base bf au noeud node 35 }
33 BFS( ff, node ) = bf ; 36 else
34 if ( ff->node_is_active ( node ) ) 37 {
35 { 38 //sinon, le noeud est conservee
36 NN_FINE( node ) = true ; 39 //au niveau grossier
37 } 10 NN_COAR( node ) = true ;
38 } 41 }
39| } 42 ¥

a3| }

44|}

45|COL_NMB->reset ( NN_COAR )

Listing I11.15
Construction de la matrice de passage
build_current_prolongation_matrix ( mat )

1 //Taille de la matrice
2 mat->re_initialize ( ROW_NMB->nb_global_unknowns (),
3 COL_NMB->nb_global_unknowns () ) ;
4
5 for( i = 0 ; i < ROW_NMB->nb_links() ; i++ )
6] 1
7 rlink = ROW_NMB->link( i ) ;
8 clink = COL_NMB->link( i ) ;
9
10 ff = rlink->field() ;
11 ASSERT( ff == clink->field() ) ;
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12

13 //Parcours des noeuds associes au champ ff

14 ff->start_nodes_iterator () ;

15 for( ; ff->node_is_valid() ; ff->next_node() )

16 {

17 node = ff->current_node() ;

18 //Parcours des composantes du champ ff

19 for( ic = 0 ; ic < ff->nb_components() ; ic++s )

20 {

21 //Pour les inconnues grossiere

22 if ( clink->DOF_is_unknown( node, ic ) )

23 {

24 i_col =

25 COL_NMB->global_unknown_for_DOF( n, ic, clink ) ;
26 //si egalement inconnue fine : on met 1.

27 if( rlink->DOF_is_unknown( n, ic ) )

28 {

29 i_row =

30 ROW_NMB->global_unknown_for _DOF ( n, ic, rlink )
31(;

32 mat->set_item( i_row, i_col, 1.0 ) ;

33 }

34 else

35 {

36 bf = BFS( node, ff ) ;

37 //Parcours des enfants de bf ;

38 FMS->start_children_iterator ( bf ) ;

39 for( ; FMS->child_is_valid() ; FMS->next_child() )
10 {

41 cbf = FMS->current_child() ;

42 xx = bf->current_refinement_coefficient () ;
43

14 cnode = cbf->node_of _DOF( ff ) ;

45

16 //on a necessairement (assertion)

a7 rlink->DOF_is_unknown( cnode, ic ) ) ;

48

49 i_row =

50 ROW_NMB->global_unknown_for_DOF ( cnode,
51 ic, rlink ) ;
52 mat->set_item( i_row, i_col, xx ) ;

53 }

54 }

55 }

56 }

57 }

58 }

I11.3.2 Préconditionneurs multiniveaux : la classe PDE_GeometricMultilevel PC

La classe permet de regrouper les différentes fonctionnalités nécessaires a la mise en oeuvre concrete de
préconditionneurs multigrilles. Elle permet de récupérer I’ensemble des matrices de transfert fournies par la
classe PDE_AlgebraicCoarsener, elle effectue le calcul des opérateurs approchés et fournit un lisseur par niveau
(algorithme de Gauss-Seidel).

EXEMPLES DE CLASSES CONCRETES DERIVEES de la classe PDE_GeometricMultilevel_PC :
PDE_MG_PC (préconditionneur multigrille, version multiplicative, cf expression (I1.13)),
PDE_BPX_PC (préconditionneur multigrille, version additive, cf expression (I1.12))...

II1.4 Principe du parallélisme dans la librairie PELICANS

L’objectif que nous visons a travers les techniques de calcul parallele est de permettre une exécution du code
sur des systemes a mémoire distribuée. Le modéle de programmation adopté dans la librairie PELICANS est un
modele par échange de message SPMD (Single Program Multiple Data). Cela signifie que le méme programme est
exécuté par plusieurs processus (pouvant eux-mémes étre exécutés sur différents processeurs physiques) pouvant
échanger entre eux des données pour mener a bien la résolution du probleme visé. Les échanges nécessaires sont
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organisés grice a l'utilisation de bibliotheques de communication par passage de messages (MPI) (c¢f section
II1.4.1).

Le domaine de calcul est partitionné en plusieurs sous-domaines, chacun d’entre eux étant affecté a un
processus (cf section II1.4.2). Chaque processus ne geére alors que les données relatives a la partie qui lui
est associée. Certains objets, a la frontiere entre deux sous-domaines, sont créés sur plusieurs processus. Une
numérotation globale des inconnues, 7.e. tenant compte de ’ensemble des sous-domaines, est alors constituée (cf
section I11.4.3). Ceci permet l'assemblage des matrices sous-jacentes au probléeme complet. Chaque processus
se voit alors affecter d’une partie des inconnues : un processus ne stocke que certaines lignes des matrices a
inverser (celles correspondant aux inconnues qui lui sont affectées, cf section I11.4.4). Aucun processus n’est
capable de reconstituer le systeme complet, celui-ci n’existe qu’a travers la numérotation globale, pour cette
raison on parlera quelquefois de systéme linéaire logique.

II1.4.1 La bibliotheque MPI

Il n’est pas question de décrire dans ce manuscrit tous les mécanismes de la bibliotheque MPI, cependant
pour comprendre le fonctionnement de la librairie PELICANS en paralléle, il est nécessaire d’en expliquer les
grands principes :

— toutes les variables du programme sont privées et résident dans la mémoire locale allouée a chaque pro-

cessus,

— une donnée est échangée entre deux ou plusieurs processus via un appel, dans le programme, a des sous
programmes particuliers.

La bibliotheque MPI fournit les fonctionnalités nécessaires pour mettre en oeuvre ces échanges (ou commu-
nications) par lintermédiaire de communicateurs (ensemble de processus sur lesquels portent les opérations
effectuées). Nous n’utiliserons que le communicateur par défaut, noté coM dans la suite, qui comprend 'en-
semble de tous les processus. Deux grandes familles de communications se distinguent :

— les communications point a point : elles ont lieu entre deux processus : émetteur et récepteur. L’identi-
fication des processus récepteur et émetteur se fait par un entier, appelé rang, qui est attribué a chaque
processus par la bibliotheque MPI lors de la phase d’initialisation. L’envoie (resp. la réception) d’une
donnée data se fait par I'appel a une fonction du communicateur que nous noterons send( rank, data )
(resp. receive( rank, data )), rank désignant le rang du processus récepteur (resp. émetteur). Notons que
tout message envoyé doit étre regu (i.e. I'émetteur doit exécuter une commande send et le récepteur une
commande receive) pour que le transfert soit effectif.

— les communications collectives : celles-ci concernent I’ensemble des processus (du communicateur), elles
permettent de faire en une seule opération une série de communications point a point. Il en existe de
nombreuses mais nous ne les détaillerons pas dans ce manuscrit.

Les figures I11.2, II1.3 et le listing II1.16 illustrent un schéma classique de communication point a point entre
les différents processus d’un communicateur. La figure II1.2 montre comment les communications s’organisent
dans le cas de cinq processus. Le processus de rang 0 envoie des données data au processus de rang 1 qui, aprés
les avoir éventuellement modifiées par une procédure algorithm, les envoie lui-méme au processus de rang 2, et
ainsi de suite jusqu’au dernier processus qui, aprés avoir effectué ses propres modifications, les renvoie a tous les
autres processus. Le programme effectuant cette succession de communication est détaillé par le listing I11.16,
les différentes actions réalisées par chacun des processus étant reportées, étape par étape, sur la figure I11.3
dans le cas de trois processus. Sur la figure II1.3, les fleches en pointillés signifient que le processus pointé est
en attente de réception de donnée provenant du processus a l'origine de la fleche.

(D 0

()
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Fia. IT1.2 — Exemple de stratégie de communications point a point sur 5 processus
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Listing II1.16
Exemple de schéma de communications
Algorithme Processus Processus Processus
de rang 0 de rang 1 de rang 2
1|nb_ranks = COM.nb_ranks() ;
2|rank = COM.rank() ; . Attente de Attente de
3|last = nb_ranks-1 ; Algorithme réception réception
4 hR 4 R 4
5/1f( rank > 0 )
6|{
7 //Cﬁaque processus (hormis _celuz de rang 0) est Envoi Réception At/tente. de
8| //mis en attente de reception des donnees : data R réception
o| //provenant du processus dont le rang ~~7 -7
10| //est immediatement inferieur a-- - -~
11| COM.receive( rank-1, data ) ; // (1)
Attente de . Attente de
12|} i . Algorithme , .
13 réception réception
R 4
14|//Algorithme modifiant eventuellement _
15(//la valeur de data communiquee par - e -
16|//le processeur precedent
17|algorithm( data ) ; ‘A;gccir;téoie Envoi Réception
18 ~—7
19|if ( rank != last ) - _
20(9{ s \/: =<
21| //Chaque processus (hormis c?luz de 'r(j.n_g Ze. plus Attente de Attente de Algorithme
22| //grand) envoie les donnees : data qu’il vient réception réception
23| //de modifier au processus dont le rang est
24| //immediatement superieur et est mis en attente /\
25| //de reception des donnees : data modifiee par ST
26| //le processus de rang le plus grand Réception At/tente. de Envoi
27| COM.send( rank+1, data ) ; // (1) réception
28| COM.receive( last, data ) ; // (2)
20|}
30|else Vi
31|{ Réception Envoi
32| //Le processus de rang le plus grand envoie
33| //les donnees a tous les autres processus
34| for( i =0 ; i < last ; i++ )
zz t COM.send( 1, data ) 5 // (2) Fic. 1113 - Dérouleme/nt de l’alg/orithme sur trois
a7 3 processus étape par étape
38|}

Ce type de schéma de communication simple permet d’organiser les communications nécessaires a ’assem-
blage (cf section I11.4.3) et a la résolution (cf section 111.4.4) du systéme linéaire logique.
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I11.4.2 Partitionnement du domaine

Dans la librairie PELICANS, la répartition des taches a effectuer entre les différents processus se fait par 1’in-
termédiaire d’une décomposition du maillage 7y du domaine de calcul (¢f figure I11.4). Chacun des sous-maillages
obtenus est affecté a un et un seul processus. Nous supposons que les sous-maillages sont sans recouvrement
(la librairie PELICANS autorise 1'utilisation de zones de recouvrement pour une gestion d’assemblages plus
complexes (assemblages de type volumes finis, termes de saut...) mais celle-ci n’est pas compatible & ce jour
avec le module de raffinement local que nous décrivons ici). Le partitionnement peut étre réalisé par 'utilisateur
(en prescrivant, pour chaque centre de maille du domaine, le rang du processus auquel la maille est affectée) ou
peut étre délégué a un logiciel extérieur (un couplage avec le logiciel METIS est fourni).

L[]
Séquentiel E’

’/Distribution Q\

"" 5 2 processus
Parallele E E ,
communications
ﬁ Processus 0 ﬁ Processus 1

Fia. I11.4 — Techniques de calcul parallele — Partitionnement du domaine

Chaque processus gere le sous-maillage qui lui est affecté de maniere similaire au mode de fonctionnement
séquentiel a I'exception de la classe PDE_SystemNumbering qui met maintenant a disposition une correspondance
entre les numéros d’inconnues (degrés de liberté de tous les champs) locaux & chaque processus et les numéros
d’inconnues pour le systeme logique global, i.e. tenant compte de 'ensemble des sous-maillages. Une fois cette
correspondance établie, la phase d’assemblage est effectuée en paralléle par tous les processus. Elle consiste, sur
chaque processus, en un parcours de ’ensemble des mailles (rappelons qu’il n’y a pas de recouvrement entre les
sous-maillages) et en l'ajout des contributions de chacune des mailles aux lignes et colonnes du systéme global
logique fournies par la classe PDE_SystemNumbering.

L’obtention d’une numérotation pour le systeme global nécessite la mise en place de communications
entre les différents processus. Cette responsabilité est déléguée aux classes PDE_CrossProcessNodeNumbering et
PDE_CrossProcessUnknownsNumbering dont nous expliquons le fonctionnement dans la section suivante.

Remarque II1.6

L’ensemble des objets utilisés en séquentiel (PDE_MeshFE, PDE_BasisFunctionCell, ...) est également créé en
paralléle. Cependant chaque processus ne crée que les objets relatifs au sous-domaine qui lui est affecté.
Notons que les objets d la frontiére (par exemple certaines faces ou fonctions de base) entre deuz sous-
domaines sont créés par les deux processus auzquels sont affectés les sous-domaines de part et d’autre de
la frontiére. Cependant, ces objets sont affectés a un seul des deuz processus par le jeu de la numérotation
globale.
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II1.4.3 Numérotation globale des inconnues en paralléle

Dans cette section, nous expliquons comment est construite la numérotation globale des inconnues. Celle-ci
est organisée processus par processus. Sur chacun des processus les différentes options de numérotation (cf
section I11.2) sont mises & disposition. Une premiére numérotation globale des noeuds associés & un champ est
mise a disposition par la classe PDE_CrossProcessNodeNumbering. Celle-ci est ensuite utilisée pour la construction
de la numérotation globale des degrés de liberté d’un champ par la classe PDE_CrossProcessUnknownsNumbering.
Enfin, en utilisant ces deux numérotations globales, la classe PDE_SystemNumbering permet de reconstruire une
numérotation globale de ’ensemble des inconnues.

Numérotation globales des noeuds : la classe PDE_CrossProcessNodeNumbering

La classe PDE_CrossProcessNodeNumbering est attachée & un champ discret ££ (objet de type PDE_DiscreteField),
elle permet de reconstruire une numérotation globale des noeuds de ce champ. Les informations que met a dis-
position un objet cpn de type PDE_CrossProcessNodeNumbering sont :

— cpn->nb_global_nodes () : nombre total de noeuds globaux associés au champ £f,

— cpn->global_node_index( node ) : numéro global du noeud de numéro local node sur le processus,

— cpn—>local_node( glob_node ) : numéro local du noeud sur le processus de numéro global glob_node,

— current_process_handles_node ( node ) : booléen indiquant si le processus possede le noeud local node,

— rank_of_process_handling ( node ) : rang du processus possédant le noeud local node.

L’obtention de la numérotation globale des noeuds est réalisée de la maniére suivante : tous les processus (dans
Pordre de leur rang) envoient, au processus de rang 0, les coordonnées géométriques associées aux noeuds
du champ ££. Le processus 0 supprime les doublons, trie les noeuds suivant l'ordre lexicographique de leurs
coordonnées en gardant les correspondances d’indices avec les listes envoyées. Le processus 0 communique
ensuite cette correspondance a tous les autres processus qui en déduisent la numérotation globale. L’ordre de
numérotation est indépendant de 'ordre de parcours des noeuds et du découpage du domaine. En outre, les
noeuds du champ £f associés a un noeud géométrique placé a la frontiere entre deux sous-domaines est affecté
au processus de rang le plus petit. Dans la suite, nous utiliserons la terminologie “vue” pour un objet ou concept
existant sur un processus et “possédé” pour un objet ou concept affecté au processus.

Numérotation des degrés de liberté PDE_CrossProcessUnknownsNumbering

La classe PDE_CrossProcessUnknownsNumbering est attachée & un objet de type PDE_LinkDOF2Unknown (cf section
II1.2), elle permet de reconstruire une numérotation globale des inconnues associées & I’objet PDE_LinkDOF2Unknown.
En plus, des fonctionnalités apportées par 1’objet PDE_LinkDOF2Unknown (gestion des noeuds actifs et degrés de
liberté imposés), la classe PDE_CrossProcessUnknownsNumbering écarte les noeuds qui ne sont pas possédés. Les
informations que met a disposition un objet cpu de type PDE_CrossProcessUnknownsNumbering sont :

— cpu->nb_global_unknows () : nombre total d’inconnues associées au champ f£f,

— cpu->nb_unknowns_on_process ( rank ) : nombre d’inconnues (associées au champ ff) possédées par le

processus de rang rank,

— cpu->global_unknown_index ( i ) : numéro global de I'inconnue de numéro local au processus i,

— cpu->rank_of_process_handling ( i ) : rang du processus possédant I'inconnue de numéro local i.

Son fonctionnement reprend la stratégie simple de communication expliquée dans la section II1.4.1. Les
données data transférées entre chaque processus se résument a un entier NB_UNKNOWNS désignant le nombre
d’inconnues globales numérotées a cet instant du parcours et l'algorithme effectué sur chacun des processus
consiste & parcourir les degrés de liberté (dans l'ordre requis par l'option choisie) en écartant les noeuds non
possédés (information fournie par la classe PDE_CrossProcessNodeNumbering) et les degrés de liberté écartés par
la classe PDE_LinkDOF2Unknown.

Ainsi, la numérotation des inconnues est effectuée processus par processus : les inconnues vues sur le processus
de rang 0 ont les numéros les plus petits. ..

Cet objet complete le role de la classe PDE_LinkDOF2Unknown. C’est donc a travers cette classe que nous y
avons acces (link->cross_process_numbering ()).
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Numérotation globale des inconnues : la classe PDE_SystemNumbering

Les deux classes présentées précédemment servent exclusivement a faciliter la mise en place de la numéro-
tation globale pour le systéme complet. Cette responsabilité est assumée par la classe PDE_SystemNumbering. De
plus, aucune communication supplémentaire n’est nécessaire.

Comme en séquentiel, deux stratégies sont prises en compte (c¢f figure I11.1). La stratégie (S2) du séquen-
tiel reste facile a implémenter puisque nous avons connaissance d’un numéro d’inconnue global : pour obtenir
le numéro du degré de liberté associé au noeud node de la composante ic du champ link( i )->field() il
suffit d’appliquer la formule unk_glob * nb_links() + i ou unk_glob = cpu->global_unknown_index ( unk_loc ),
unk_loc = link( i )->unknown_linked_to_DOF( node, ic ) et cpu = link( i )->cross_process_numbering(). La
stratégie (S1) est un peu plus complexe a implémenter. Il faut prendre en compte le fait que la numérotation s’ef-
fectue processus par processus. Considérons un champ de numéro e et un degré de liberté de ce champ de numéro
global dd1_glob. Ce degré de liberté appartient & un processus, notons r son rang. Pour obtenir le numéro global
de I'inconnue associée au degré de liberté dd1_glob du champ e il faut tenir compte de tous les degrés de liberté des
autres champs sur les processus de rang strictement inférieur a r et de tous les degrés de liberté des champs dont le
numéro est strictement plus petit que e sur le processus de rang r. Ceci induit donc un décalage entre la numéro-
tation globale des degrés de liberté d’un champ donné et celle des inconnues. Pour un champ e donné, ce décalage
est identique pour tous les degrés de liberté associés a un processus de rang r, il est calculé et stocké dans la
variable SHIFT (e, r). Le listing II1.17 et les explications a droite montrent les détails du calcul de cette valeur. Le
numéro d’inconnue du degré de liberté associé au noeud node de la composante ic du champ link( i )->field()
est ensuite obtenu en posant : SHIFT( i, r ) + unk_glob oll unk_glob = cpu->global_unknown_index ( unk_loc ),
r = cpu->rank_of_process_handling( unk_loc ), unk_loc = link( i )->unknown_linked_to_DOF( node, ic ) et
cpu = link( i )->cross_process_numbering ().

Listing II1.17
Détails du calcul de la numérotation
(option S1)

£ = 0; r < COM->nb_ranks () ; ) :
ffexe z mb_ranks () 5 +hr ) SHIFT(e,r) = > mb_inc,(p) + Y nb_inc,(r)
3| temp( 0, T ) =0 ; per f<e
. f#
5 f:or( size_t e=0 ; e<nb_links() ; ++e ) = an_incf(p) +an_incf(p)
6
7 cpu = link( e )->cross_process_numbering () ; ?EZ ?iz
8 temp( e + 1, r ) = temp( e, r ) _ s
9 + cpu->nb_unknowns_on_process( r ) ; SHIFT(e, 0) = an_mcf ©)
10 ¥ f<e
11] for( e =0 ; e < nb_links() ; ++e ) SHIFT(e,r) = SHIFT(e,r — 1)
12| { . .
b if(r==0) +an_1ncf(r)+2nb_1ncf(rf1)
14 { f<e f>e
15 SHIFT( e, 0 ) = temp( e, 0 ) ; t — b i
b N emp(e, ) fz;n _incy(r)

1 (=

N SHIFT(e,0) = temp(e, 0)
1o SHIFT( e, r ) = SHIFT(e,r) = SHIFT(e,r — 1) + temp(e, r)
20 SHIFT( e, r - 1) + temp( e, r ) + temp(nb_chp,r — 1) — temp(e + 1,7 — 1)
21 + temp( nb_links(), r - 1)
22 - temp( e+ 1, r-1) ;
23 }
24| }

[
ot
]
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La figure ITL.5 illustre les deux stratégies les plus utilisées; ce sont les combinaisons des options :
— "sequence_of_the_discrete_fields" et "sequence_of_the_nodes" (& gauche sur la figure),
— "sequence_of_the_unknowns" et "sequence_of_the_components" (& droite sur la figure).
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1I1.4.4 Algebre linéaire distribuée

L’algebre linéaire de la librairie PELICANS est également distribuée sur ’ensemble des processus : le sto-
ckage des matrices et vecteurs est réparti entre les différents processus et des solveurs linéaires itératifs précon-
ditionnés paralléles sont fournis : la méthode gradient conjugué (classe LA_CG_IS), I'algorithme GMRES (classe
LA_GMRES_IS), 'algorithme BICGSTAB (classe LA_BiCGSTAB).

Les matrices et vecteurs distribués

Chaque processus est responsable du stockage d’un bloc de lignes consécutives de chaque matrice (ou vec-
teur). De plus, ces blocs sont attribués aux processus de maniére croissante : le processus de rang 0 possede le
bloc constitué des ng premieres lignes de la matrice, le processus de rang 1 possede le bloc constitué des lignes
no + 1 a ng + ny... La taille des blocs ng, n1... est néanmoins a priori indépendante du partitionnement du
domaine de calcul et de la numérotation globale des inconnues (c¢f section I11.4.3).

Chaque processus stocke entierement les lignes des matrices qui lui sont affectées et prévoit un espace
mémoire tampon pour le stockage des éléments des autres lignes. Lorsqu’un élément d’une matrice est modifié
(affectation ou addition), cette derniére est automatiquement placée dans un état dit de désynchronisation sur
le processus ou la modification a été effectuée. En effet, les autres processus ne peuvent avoir connaissance de
la modification, en conséquence sa prise en compte n’est pas encore effective.
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Deux états de désynchronisation sont possibles : NotSync_add et NotSync_set. Le premier NotSync_add corres-
pond au cas ou des opérations d’addition on été éffectuées sur les coefficients de la matrice, le second NotSync_set
correspond a des opérations d’affectation de coefficients. Les deux états sont mutuellement exclusifs (i.e. aucune
opération d’affectation ne sera permise sur une matrice en état de désynchronisation NotSync_add et récipro-
quement). En effet, au moment de la synchronisation, phase ou les coefficients stockés dans les zones tampon
sont transférés aux processus qui en sont responsables, il faut pouvoir décider du type d’opération a effectuer :
remplacer les coefficients ou les additionner.

Ainsi, chaque processus peut mettre a jour n’importe quel élément de la matrice. Par contre, il ne peut
accéder qu’a ceux des lignes dont il est responsable.

Ce type de stockage facilite les multiplications matrices-vecteurs puisqu’aucun transfert de coefficients de
la matrice n’est nécessaire. Le produit matrice-vecteur nécessite néanmoins la connaissance du vecteur entier
celui-ci étant rapatrié sur chaque processus en utilisant des objets de type LA_Scatter. Leur role est d’effectuer
des changements d’indices entre un vecteur séquentiel et un vecteur de type abstrait (séquentiel ou parallele) :
cette classe réalise un simple changement d’indice lorsque les deux vecteurs sont séquentiels par contre lorsqu’ils
sont paralleles elle gere entiérement toutes les communications nécessaires.

Les solveurs linéaires

Le parallelisme est essentiellement transparent pour la mise en oeuvre des solveurs linéaires puisque l'ingré-
dient principal sur lequel ils reposent est le produit matrice-vecteur.

Les préconditionneurs

Pour les préconditionneurs dont la généralisation n’est pas immédiate en parallele (par exemple ILUO), la
stratégie adoptée dans la librairie PELICANS est de les combiner avec une méthode de Jacobi par bloc.

Il faut garder en mémoire que les préconditionneurs utilisant cette stratégie ne sont pas les mémes en
séquentiel et en parallele, ils différent également lorsque le nombre de processus change.

Le préconditionneur ILUOQ utilisant cette stratégie donne de bons résultats sur les problemes que nous avons
testés (systeme de Cahn-Hilliard, c¢f section IX.1.7). Pour les préconditionneurs nous avons adopté une autre
stratégie qui consiste a modifier légerement ’algorithme de Gauss-Seidel.

II1.5 Raffinement local en parallele

Les algorithmes de raffinement local peuvent étre exécutés en parallele sur chacun des processus. Nous
devons cependant faire face a la difficulté ot un objet serait créé unilatéralement a la frontiere entre deux sous-
domaines de la partition. Cette difficulté peut étre aisément contournée en ajoutant une étape de synchronisation
des objets a raffiner et a déraffiner entre les différents processus, garantissant ainsi que les objets aux frontieres
seront crées sur les processus de part et d’autre de la frontiére.

Un objet BFN de type PDE_CrossProcessBFNumbering est chargé d’attribuer un identifiant global aux fonctions
de base et de fournir la correspondance avec l'identifiant local (ou id_number ()) :
— BFN->global_bf_index( id_loc ) : identifiant global de la fonction de base dont l'identifiant local est
id_loc,
— BFN->local_bf_index( id_glob ) : identifiant local de la fonction de base dont l'identifiant global est
id_glob.

L’identifiant global ainsi obtenu permet de communiquer les listes locales de fonctions de base a (dé)raffiner.
La stratégie de communication utilisée est détaillée dans le listing I11.18 (resp. II1.19) pour la synchronisation
des fonctions de base & raffiner (resp. déraffiner).

Une fonction de base est ajoutée dans la liste des fonctions de base a raffiner de tous les processus la voyant,
des que cette fonction de base est dans la liste d’un de ces processus.

Une fonction de base est supprimée de la liste des fonctions de base a déraffiner de chacun des processus la
voyant, si un de ces processus ne la contient pas dans sa liste locale.
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Listing I11.19
Synchronisation des listes de fonctions de base a déraffiner

//Creation d’une liste vide pour stocker les
//identifiants globauz des fonctions de base
//du processus courant

Listing IT1.18 bfs_glob_idx( 0 ) ;

Synchronisation des listes de fonctions de base a raffiner J/Parcours de toutes les fonctions de base

//a deraffiner sur le processus courant
BFS_U->start_items_iterator () ;

for( ; BFS_U->item_is_valid() ; BFS_U->next_item() )
{

//Creation d’une liste vide pour stocker les
//identifiants globaux des fonctions de base
//du processus courant

bfs_glob_idx( 0 ) ;

© 0 N U s W N

-
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bf = BFS_U->current_item() ;

12| //identifiant local de bf

13| id = bf->id_number () ;

14| //ajout de l’tdentifiant global de bf

15| //a la liste bfs_glob_idz

16| bfs_glob_idx.append( BFN->global_bf_index( id ) ) ;
17|}

-
.

//Parcours de toutes les fonctions de base

//a raffiner sur le processus courant
BFS_R->start_items_iterator () ;

for( ; BFS_R->item_is_valid() ; BFS_R->next_item() )
{
11| bf = BFS_R->current_item() ;

12| //identifiant local de bf

13| id = bf->id_number () ;

14| //ajout de l’tdentifiant global de bf

15| //a la liste bfs_glob_idz

16| bfs_glob_idx.append( BFN->global_bf_index( id ) ) ;
17(}

© 0 N O A W N e

[
o

19|//Pour tout r

20|for( r=0 ; r < com->nb_ranks() ; ++r )
21|{
22| //st le processus courant est de rang 7
23| //il copie sa liste bfs_global_idz

24| //dans la liste temporaire bfs_idz_dum

i -> ==
19|//Pour tout 7 25| 1£( COM->rank() r)

26| {
£ =0 ; < COM-> ki ;
> {°r( =0 ; ¥ < COM—>mb_ranks() ; ++r ) 27| bfs_idx_dum = bfs_global_idx ;
28| }

22| //si le processus courant est de rang r
23| //il copie sa liste bfs_global_idz

24| //dans la liste temporaire bfs_idz_dum
25| if( COM->rank() == r )

20| //le processus T envoie sa liste
30| //au processus courant
31| COM->broadcast( bfs_idx_dum, r ) ;

20 1 33| //le processus courant parcours la liste envoyee
27| Dbfs_idx_dum = bfs_glob_idx ; P P Y
| 3 34| //par le processus r
. . 35| for( i =0 ; i < bfs_idx_dum.size() ; ++i )
20| //le processus 7 envoie sa liste sl 1
30| //au processus courant . . L
. 37 //recuperation d’un identifiant local
COM->b! d t( bf dx_d 5
Z; roadcast ( bfs_idx_dum, r ) ; ss|  loc_id = BFN->local_bf_index ( bfs_idx_dum( i ) ) |
Est- l te de b t
33| //le processus courant parcours la liste envoyee 3 //Est-ce que la fonction de base est vue par
s1| //par le processus 40 //le process courant ?
P . P . . . . a1 on_process = ( loc_id != PEL::bad_index() ) ;
35| for( i =0 ; i < bfs_idx_dum.size() ; ++i )
42 //Est-ce que le processus courant possede
so] 1 43 //cette fonction de base dans sa liste
37 //recuperation d’un identifiant local M //dans sa liste BFS U ?
38 loc_id = BFN->local_bf_index( bfs_idx_dum( i ) ) |; . K X T
X . 45 is_not_in_list = false ;
39 //st la fonction de base est vue par .
16 if ( on_process )
40 //le process courant - 1
if( 1 id !'= PEL:: i
i z ( loc_id bad_index() ) a8 bf = BF_SET->item( loc_id ) ;
i in_1i = I( BF ->h f 5
a3 bf = BF_SET->item( loc_id ) ; 1 I is_not_in_list = !( BFS_U->has( bf ) ) ;
44 //on l’ajoute dans la liste du processus courant ) .
t a’
a5 if ( I|BFS_R->has( bf ) ) BFS_R->append( bf ) ; si|  //si une des listes d’un des ‘
52 //processus ne contient pas la fonction de base
46 } . . .
S 53 to_remove = COM->boolean_or( is_not_in_list ) ;
|3 54 if ( to_remove && 'is_not_in_list && on_process )
55 {
56 //on la supprime de la liste
57 //du processus courant
58 BFS_U->remove( bf ) ;
59 }
60|
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II1.6 Multigrille en parallele

L’algorithme de coarsening et la construction des matrices de passage présentés dans la section II1.3 sont
encore valides dans le cadre parallele. Cependant, [’algorithme de Gauss-Seidel que nous utilisons comme lisseur
ne s’étend pas naturellement au cas parallele. En effet, cet algorithme est par définition séquentiel puisque la i°
étape nécessite la connaissance de la mise a jour des étapes précédentes.

Placons nous dans le cadre ou A est une matrice symétrique définie positive, b le second membre. Une
itération de I'algorithme de Gauss-Seidel peut s’exprimer ainsi

x; — x; + L(b — Ax);
Qi
ceci devant étre exécuté une et une seule fois pour chacune des lignes 7. Le calcul de la :° composante du résidu
b— Ax au second membre tient compte des mises & jour du vecteur x effectuées par les étapes précédentes. Nous
obtenons différentes variantes selon l'ordre de parcours des lignes que nous choisissons (1’algorithme standard
parcourant les lignes dans I'ordre croissant).

Il est intéressant de remarquer que lorsque la répartition des lignes de la matrice correspond a celle des
inconnues, la plupart des étapes ci-dessus peuvent se découpler. Notons first(r) et last(r) les premiére et derniére
lignes de la matrice affectées au processus de rang r.

Nous définissons les ensembles suivants :
Top(r) = {i € [first(r), last(r)[, 3j < first(r),a;; # 0 et Vj > last(r), a;; = 0},

Bot(r) = {i € [first(r), last(r)[, 3j > last(r), a;; # 0 et Vj < first(r), a;; = 0},
Int(r) = {i € [first(r), last(r)[,Vj t.q. j < first(r) ou j > last(r), a;; = 0},

et
Mid(r) = [first(r), last () [\ (Top(r) U Bot(r) U Int(r)).

Donnons nous maintenant deux indices de lignes i et j. Notons r (resp. p) le rang du processus auquel
appartient la ligne ¢ (resp. j). Ainsi, nous avons i € [first(r),last(r)[ et j € [first(p),last(p)[. Supposons
arbitrairement que la ligne 4 soit mise a jour avant la ligne j. La valeur z; intervient dans le calcul de z; si et
seulement si a;; # 0 (ou de maniére équivalente par symétrie a;; = 0). Par ailleurs, puisqu’aucune communication
entre les processus n’est nécessaire pour accéder a des valeurs locales (i.e. stockées sur le processus), nous pouvons
directement supposer que r # p.

Supposons que j € Int(p). Par définition, nous avons a;; = 0 (puisque nous avons supposé r # p). Ainsi,
la valeur z; n’intervient pas dans le calcul de x; ou autrement dit : la modification d’une ligne de I’ensemble
Int(p) d’un processus ne requiert la connaissance d’aucune valeur non locale du vecteur x.

Supposons maintenant que ¢ € Int(r). Par définition, nous trouvons a;; = 0. Et de nouveau, la valeur z;
n’intervient pas dans le calcul de x; et en conséquence : il n’est pas nécessaire d’effectuer de communication
apreés la mise & jour d’une ligne de ensemble Int(r).

Ainsi la mise & jour d’une ligne de I’ensemble Int(s) sur le processus de rang s est complétement indépendante
des calculs pouvant étre éffectués sur les autres processus quelles que soient les lignes qu’ils mettent a jour.

Nous envisageons maintenant le cas ¢ € Bot(r). Supposons un instant que a;; # 0. Alors nous avons
nécessairement j > first(r). Nous pouvons en déduire que first(r) < ¢ < last(r) < first(p) < j < last(p) et par
suite que r < p. De plus, puisque par symétrie a;; # 0 et i < first(p), on en déduit j & Bot(p) et j & Int(p),
autrement dit j € Mid(p) U Top(p).

La contraposée du résultat ci-dessus nous permet de déduire deux types d’informations :

— apres avoir effectué la mise a jour d’une ligne de Bot(r), il n’est pas nécessaire de faire de commmunications
pour effectuer celle des lignes des processus de rang p strictement inférieur a r ou celle des lignes des
ensembles Bot(p) pour tout p. La mise & jour des lignes des ensembles Bot(r) peut étre effectuée en
parallele sur tous les processus,

— apres avoir effectué la mise & jour de toutes les lignes des ensembles Bot(s) pour tout s, pour permettre
au processus de rang p de mettre & jour une ligne j € [first(p),last(p)[, il est suffisant que I’ensemble
des processus lui communique les coefficients x; des lignes 7 < first(p) uniquement dans le cas ou la ligne
j € Mid(p) U Top(p) (aucun autre coefficient n’est nécessaire sinon).
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Le méme type de résultat peut étre obtenu en ce qui concerne ’ensemble Top. Ainsi, nous avons les deux

conséquences :

— apres avoir effectué la mise & jour d’une ligne de Top(r), il n’est pas nécessaire de faire de commmunication
pour effectuer celle des lignes des processus de rang p strictement supérieur a r ou celle des lignes des
ensembles Top(p) pour tout p. La mise & jour des lignes des ensembles Top(r) peut étre effectuée en
parallele sur tous les processus,

— apres avoir effectué la mise a jour de toutes les lignes des ensembles Top(s) pour tout s, pour permettre
au processus de rang p de mettre & jour une ligne j € [first(p), last(p)[, il est suffisant que I'ensemble des
processus lui communique les coefficients x; des lignes ¢ >= last(p) uniquement dans le cas ou la ligne
j € Mid(p) UBot(p) (aucun autre coefficient n’est nécessaire sinon).

Par contre, la mise a jour des lignes de ’ensemble Mid est effectuée de maniere séquentielle (i.e. processus

apres processus). Ceci n’est pas pénalisant puisqu’elles sont en trés petit nombre.

L’algorithme que nous avons implémenté est donc le suivant :
Algorithme IT1.7 (Algorithme de Gauss-Seidel parallele)

Etape 1 : Traitement des lignes Top

Etape 2 : Envois aux processus concernés

Etape 3 : Traitement de quelques lignes Int

Etape 4 : Réceptions des valeurs

Etape 5 : Traitement des lignes Mid avec communications
Etape 6 : Traitement des lignes Bot

Etape 7 : Envois aux processus concernés

Etape 8 : Traitement de la deuxieme partie des lignes Int
Etape 9 : Réceptions des valeurs

Un des intéret de cet algorithme est qu’il permet, par l'utilisation des mécanismes de la bibliotheque MPI,
de recouvrir le temps nécessaire a certaines communications, i.e. d’effectuer des opérations pendant que les
données sont transférées a travers le réseau. C’est pour cette raison que les étapes 3 et 8 sont insérées entre
les étapes d’envois et de reception de données. D’autres stratégies plus complexes sont envisageables (cf par
exemple [Ada0l]).

II1.7 Conclusion

Le module de raffinement local est aujourd’hui utilisé dans le laboratoire pour différentes applications de
mécanique des fluides. Les méthodes multigrilles, avec 'implémentation actuelle, n’ont pas fait leurs preuves
en ce qui concerne les temps de calcul. Il est nécessaire d’envisager des développements supplémentaires pour
augmenter efficacité (notamment en parallele) de la construction des opérateurs approchés. Cette derniére est
en effet effectuée par des produits matrice-matrice (¢f formule (I1.11)). Tl serait stirement moins coiiteux de
réaliser directement les assemblages de ces opérateurs.
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Partie 2

Discrétisation d’un modele de type
Cahn-Hilliard /Navier-Stokes (CH/NS)
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Chapitre IV

Modele triphasique consistant de type
Cahn-Hilliard /Navier-Stokes (CH/NS)

Ce chapitre est dédié a la présentation du systeme d’équations aux dérivées partielles dont nous souhaitons
approcher numériquement les solutions. Ce systéme constitutif d’'un modele de type interfaces diffuses a été
établi et étudié au cours de la these de Céline Lapuerta [Lap06] (voir également [BLO6] et [BLM*]). Nous
rappelons brievement dans ce chapitre les principaux résultats obtenus au cours de la these précitée, tout en
apportant quelques illustrations et éléments de compréhension nouveaux.

Le principe des modeles a interfaces diffuses est de supposer que les interfaces entre les phases du systéme
ont une épaisseur ¢ faible mais non nulle. Les interfaces sont alors considérées comme des zones de mélange et
la phase ¢ peut étre représentée par une indicatrice de phase réguliere ¢; appelée parametre d’ordre (que nous
prenons ici égale a la fraction volumique de la phase ¢ dans le mélange). Ainsi, le systéme comporte autant
d’inconnues ¢; que de phases. Ces inconnues varient entre 0 et 1 (valeurs correspondant par convention aux
phases pures) et sont reliées par la relation ), ¢; = 1.

Une dérivation complete de ce type de modele pour des écoulements diphasiques est présentée dans les
références [AMWOS], [Boy02], [Jac99] et [LS03]. Sans mentionner tous les développements théoriques, nous dé-
crivons succintement dans la section IV.1 les équations obtenues ainsi que leur comportement et leurs principales
propriétés.

La section IV.2 reprend ensuite le principe de généralisation & des écoulements triphasiques exposé dans la

theése [Lap06], I'idée directrice étant la construction d’un modele permettant de retrouver exactement le modeéle
diphasique lorsque I'une des trois phases n’est pas présente.

Dans ce qui suit, nous nous placons sur un domaine 2 ouvert, borné, connexe et régulier de R? (d = 2 ou

d=3).

IV.1 Modéele de type Cahn-Hilliard /Navier-Stokes diphasique

Le systeme de Cahn-Hilliard (c¢f section IV.1.1) permet de modéliser la non-miscibilité des phases en main-
tenant ’épaisseur de la zone de mélange (ou interface) & une valeur prescrite . Il autorise également une
représentation volumique naturelle des forces capillaires (diies aux tensions de surface entre les différentes
phases). L’hydrodynamique de I’écoulement est prise en compte par le couplage de ces équations au systéme de
Navier-Stokes (cf section IV.1.2).

IV.1.1 Modele de Cahn-Hilliard diphasique

Lorsque seulement deux phases sont en présence, les deux inconnues du probléme, c¢’est-a-dire les parametres
d’ordre ¢; et co associés a chacune des deux phases, vérifient la relation ¢; + ¢o = 1. Le systéme peut donc étre
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décrit par un unique parametre d’ordre que nous noterons ¢ = ¢; = 1 — ¢o.
Le modele de Cahn-Hilliard diphasique repose sur un principe de minimisation, sous la contrainte de conser-
vation du volume, d’une énergie, appelée énergie libre :

. 3
Faeh(e) = /Q 12202(1 —o)? + de|vc|2 dz. (IV.1)

Cette énergie dépend de deux parametres constants : la tension de surface o entre les deux phases et ’épaisseur
d’interface €. Sa minimisation fait entrer en compétition les deux termes qui la composent :

— le premier, proportionnel a / (1 — ¢)* dz, modélise la non-miscibilité des phases. En effet, la fonction

Q
f(c) = (1 —¢)? appelée potentiel de Cahn-Hilliard est en forme de double puits (cf figure IV.1 & gauche)
et est minimale pour les valeurs ¢ = 0 et ¢ = 1 correspondant aux phases pures. Ainsi, ce premier terme
est minimal pour des configurations ou les interfaces sont infiniment fines.

— le second est proportionnel & [ |V¢|” dzx. Sa minimisation pénalise les fortes variations de ¢ et donc tend
Q

a augmenter épaisseur e de l'interface (moralement proportionnelle & |Vc|71 dans l'interface).

f(e)

=
Interface : e

F1G. IV.1 — Potentiel de Cahn-Hilliard diphasique (& gauche) et profil d’équilibre 1D du parameétre d’ordre (a
droite)

Les coefficients placés devant ces deux termes sont obtenus par la résolution du probleme de minimisation en
1D sur un domaine infini. Le profil minimisant obtenu (cf figure IV.1 & droite) est

co(z) = 0.5 (1 + tanh (2?9”)) , (IV.2)

ce qui permet d’identifier € a I’épaisseur d’interface et son énergie est exactement
diph
Foco) = o, (IV.3)
que nous identifions donc a la tension de surface.

L’évolution en temps du parametre d’ordre est alors décrite par le systeme d’équations aux dérivées partielles
suivant :

oc .
i div (M (c)Vu),

(IV.4)
12, 3
p= af'(c) — 2€O'AC.

La premiere équation décrit I’évolution de ¢ en fonction de I'inconnue intermédiaire y appelée potentiel chimique
qui est la dérivée fonctionnelle de 1’énergie libre F gfgh par rapport au parametre d’ordre c. Le parametre M est
un coefficient de diffusion appelé mobilité pouvant dépendre de c.

Les propriétés importantes de ce systeme d’équations sont les suivantes :
— l'inconnue 1 — ¢ associée a la seconde phase du systeme est formellement solution du méme systeme
d’équations.

— ce systéme d’équations garantit la conservation du volume total / cdx de chaque phase au cours du

Q
temps si I'on impose la condition au bord M(¢)Vu -n = 0 sur ' la frontiere de 2. On peut facilement
obtenir ce résultat en intégrant la premiere équation sur €.
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— les solutions de ce systeme vérifient [’égalité d’énergie suivante :

g[fgigh(c)} + [ M(e)|Vu| dz = / M(c)pVp-nds + §O'€/ %Vonds.

IV.1.2 Couplage aux équations de Navier-Stokes incompressibles

Le couplage du systeme de Cahn-Hilliard avec le systéme des équations de Navier-Stokes incompressibles est
effectué de la maniere suivante :
— un terme de transport u - Ve du parametre d’ordre ¢ est ajouté dans la premiere équation du systeme de
Cahn-Hilliard (IV.4).
— la densité p et la viscosité n sont définies comme des fonctions régulieres du parametre d’ordre c.
— un terme de force capillaire Ve est ajouté dans le second membre du bilan de quantité de mouvement
(équations de Navier-Stokes).
De plus, nous adoptons une forme non standard des équations de Navier-Stokes. En effet, la densité, en tant
que fonction du parametre d’ordre, ne vérifie pas 1’équation de conservation de la masse. Un terme de diffusion
supplémentaire est présent dans le second membre :

%+ aiv (ou) = o (¢) [% +div(c u)]

= ¢/ (c)div (MVp).

Ainsi, les formes conservative ou non-conservative des équations de Navier-Stokes ne permettent pas de déduire
le bilan d’énergie cinétique.

La forme des équations de Navier-Stokes ci-dessous, initialement proposée dans [GQO00], permet de montrer
le bilan d’énergie sans utiliser I’équation de conservation de la masse. Elle repose sur 1'égalité suivante :
d 1 0
it Jo, Solul® dz = /Qt [\/Ea(\/@u) + (ou- V)u+ gdiv(gu) -udz,
le domaine ; étant un domaine borné régulier arbitraire se déplagant & la vitesse u du fluide [BF06].
Le modéle Cahn-Hilliard /Navier-Stokes diphasique considéré est alors constitué par les équations suivantes :
Oc .
e +u-Ve=div (M(c)Vu),
12 3
= —of'(c) — —oelAc,
n=ofe =3 (IV.5)
0 u .. .
vV g(c)a(\/ o(c)u) + (e(c)u- Viu + §d1v (o(c)u) — div (2n(c)Du) + Vp = uVe + g(c)g,

diva =0,

ou le vecteur g représente la gravité ; la densité et la viscosité sont définies, a partir d’'une fonction de Heaviside
régularisée (A = 0.5)

0 si ox < =,
1 1

ha(x) = 5 <§ + = sin (W;)) si A<z <A, (IV.6)
1 si x>\,

par la formule :

o(c) = 01ha(ec —0.5) 4+ 027 (0.5 — ¢) et n(c) = mhx(c—0.5) + n2h (0.5 — ¢)
ha(c —0.5) 4+ hr(0.5 —¢) ha(c—0.5) +hx(0.5—¢)
01 (resp. p2) et ny (resp. 72) étant les valeurs supposées constantes de la densités et de la viscosité dans la phase
1 (resp. 2).
Les conditions aux limites et la condition initiale ne sont pas précisées pour 'instant, nous en discuterons
ultérieurement.

Remarque IV.1

Les densilés et viscosités sont définies de maniére a prendre les valeurs prescrites dans chacune des phases.
Notons que d’autres choix de régularisations sont possibles (cf [BMO0]), en particulier d’autres valeurs de
A < 0.5; nous n’en discuterons pas dans ce manuscrit.
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Remarque 1V.2

La formulation des équations de Navier-Stokes donnée ci-dessus est reliée aux formes plus classiques (conser-
vative et non-conservative) par les relations suivantes :

\/5%(\/@) + (ou-V)u + %div (ou) = g(gu) + div (ou ® u) L {@ +div (QU)] u

t 2|0t
du 1[do | .
=05 +o(u-V)u +§ [E + div (Qu)} u.

Ainsi, lorsque ’'équation de conservation de la masse Oyo+div (ou) = 0 est vérifiée (cas limite ot l'épaisseur
d’interface est infiniment fine), ces formulations sont formellement équivalentes.

Formellement, les solutions du systéme ci-dessus vérifient ’estimation d’énergie suivante :

0 1 ) 1
—[/ —Q(c)|u|2 dz+]—"g,’§’h(c)} +/ <—g(c)|u|2)u~nds+/ 277(c)|Du|2dz+/ M(c)|Vu|2dx
ot Jg 2 r\2 Q Q

:/Q(c)g~udz+/ [2n(c)Du.n — pn] ~uds+/M(c)MVu~nds+§as/%Vonds.
0 r r 2 Jrot

I’énergie créée par convection dans le systeme de Cahn-Hilliard se compensant exactement avec celle créée par
capillarité dans les équations Navier-Stokes.

Enfin, ’équation de conservation de volume, obtenue en intégrant la premiere équation du systéme de Cahn-
Hilliard, prend maintenant la forme suivante :

/cdx} :/F[—qurM(c)Vu] nds.

IV.2 Modeéle de Cahn-Hilliard /Navier-Stokes triphasique

Dans cette section, nous exposons ’extension du modele de Cahn-Hilliard diphasique présenté dans la section
IV.1.1 au cas triphasique puis son couplage aux équations de Navier-Stokes incompressibles. L’idée importante,
introduite dans [BLO6] et sur laquelle nous insistons ici, est la notion de consistance : le modele triphasique doit
reproduire exactement les situations diphasiques lorsque 1'une des trois phases n’est pas présente.

IV.2.1 Modele de Cahn-Hilliard triphasique

Le systéme comporte maintenant trois inconnues ci, ¢z et ¢ (représentant chacune des phases) liées par la
relation :

c1+co+cg=1. (IV?)

En d’autres termes, le vecteur ¢ = (c1, 2, ¢3) appartient a 'hyperplan S = {(cl, c2,c3) ER35c1 + o+ c3 = 1}
de R3.

Le modele triphasique a été introduit dans [BLO6] comme une généralisation du modele deux phases. Les
auteurs ont postulé que I’énergie libre trois phases pouvait s’écrire sous la forme suivante :

fgg’h(cl, Ca,03) = / gF(cl, c2,C3) + 2521|V01|2 + 2522|V02|2 + 2623|VC3|2 dx. (IV.8)
Q

Le triplet de parameétres constants 3 = (X1, X2, X3) et la forme du potentiel F' ont été déterminés de maniére
a ce que le modele puisse prendre en compte correctement les valeurs des tensions de surface 013, 013 et oa3
prescrites entre les différents couples de phases et soit “consistant” avec les situations deux-phases (¢f paragraphe
suivant, expressions (IV.12) et (IV.13)).

Comme dans le cas diphasique, I’évolution du systeme est alors pilotée par la minimisation, sous la contrainte
de conservation du volume, de I’énergie libre fgfh et ’évolution en temps des parameétres d’ordre ¢ = (c1, 2, ¢3)
obéit au systeme d’équations suivant :

i M, .
aact = div ( EODEC) vﬂ’b) ) pour 7 = 17 2; 37

5 (IV.9)
pi =€) = {eSile; . powri=1,23,
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ot My(c) est une coefficient de diffusion appelé mobilité qui peut dépendre de c et

1 1 1 1
(Z_] (0;F(c) — @F(c))) avec X défini par ZiT N + 5, + S (IV.10)

4¥r
9

fFe) =
J#i

Ce choix de fI', obtenu par I'utilisation d’un multiplicateur de Lagrange, impose que la condition (IV.7) soit
satisfaite & chaque instant. Ainsi, I'une quelconque des inconnues peut étre arbitrairement éliminée du systéme
(IV.9). Nous montrerons que cette propriété est encore vraie au niveau discret (cf sections V.1.3 et VI.1.3).
Les propriétés importantes de ce systeme d’équations sont les suivantes :
— le systéme d’équation est indépendant de la numérotation attribuée (arbitrairement) aux phases. Cette
propriété n’est pas vérifiée par tous les modeles de la littérature (¢f par exemple [KLO05]).

— la conservation du volume total / ¢; dx de la phase ¢ au cours du temps est garantie si 'on impose la

Q
condition aux bords My(c)Vy; -n =0 sur I' la frontiere de .
— les solutions de ce systeme vérifient I’égalité d’énergie suivante :

0 trlph > MO(C) 3 ° dc;
81&[ e Z/ |V z| dx 1/1‘ >, uiVui-ndsnLZJe;/FEiEVcrnds. (IV.11)

Consistance avec le modele diphasique

Pour spécifier completement le modele, il reste a fournir I’expression du triplet de parameétres constants 3
et celle du potentiel F. Ces parameétres ont été déterminés pour que le modeéle triphasique (défini par (IV.8) et
(IV.9)) coincide exactement avec le modele diphasique lorsque I'un des trois parameétres d’ordre est nul. Plus
précisément, la consistance du modele trois-phases avec le modele deux-phases correspondant a la tension de
surface 012 (resp. 013, resp.os3) signifie que les propriétés suivantes sont vérifiées :

— lorsque le composant i = 3 (resp. ¢ = 2, resp. ¢ = 1) n’est pas présent dans le mélange, c’est-a-dire ¢; = 0,

mp (c1,c2,c3) du systéme triphasique est exactement égale & I'énergie libre F3iPh (¢;) du

I’énergie libre Fs, e
systeéme dipha&que correspondant aux deux autres phases j = 1 et k = 2 (resp. j = 1 et kK = 3, resp.
j=2et k=3).
— lorsque le composant i = 3 (resp. i = 2, resp. ¢ = 1) n’est pas présent dans le mélange & l'instant initial,
le composant ¢ ne doit pas apparaitre au cours de 1’évolution en temps.
Un résultat important démontré dans [BLO6] est que le modeéle défini par (IV.8) et (IV.9) est consistant avec le

systéme diphasique associé & la tension de surface o012, (resp. 013, resp. oa3) si et seulement si nous avons
i = 0ij + Ok — Ojk, Vi € {1,2,3}, (IV12)
et 8’ existe une fonction réguliere A telle que
_ 2 2 2 2 2 2 2.2 9
F(c) = o12¢1¢5 + 0130105 + 023505 + crcacs(X1c1 + Yaco + Yses) + cicses Ac), Ve e S. (IV.13)

Nous adoptons l'expression des coefficient ¥; donnée par la relation (IV.12) dans la suite du manuscrit, l'ex-
pression du potentiel F' choisie (définition de la fonction A) sera discutée ultérieurement.

Remarque 1V.3

L’expression (IV.12) définissant les coefficients ; implique que,

Vi,j € {1,2,3}, Y+ X5 =204 > 0.

En particulier, il existe au plus un coefficient ¥; négatif.

Ilustrons la propriété de consistance sur un exemple simple (cf figure IV.2). Considérons la configuration
initiale 2D présentée sur les figures IV.2a et IV.2b : il s’agit de deux phases stratifiées (rouge et bleu sur la
figure IV.2a, l'interface étant représentée en vert) ; les parametres d’ordre (représentés en coupe verticale sur la
figure IV.2b) ne dépendent que de la variable en ordonnée et sont initialisés avec la valeur du profil d’équilibre
¢p définie par (IV.2). Ainsi, & 'instant initial, nous avons ¢ (z,y) = co(y), c2(x,y) = 1 — co(y) et c3(x,y) =0
pour tout (z,y) € Q. Les résultats obtenus aprés quelques itérations en temps du systéme de Cahn-Hilliard sont
présentés sur les figures IV.2c (modele consistant) et IV.2d (modeéle non consistant) Nous observons l’apparition
de la troisitme phase lorsqu'un modeéle non consistant (F(c) = o1acic3 + o13¢3¢3 + oa3c3c?) est utilisé alors



102

Chapitre IV. Modéle triphasique consistant de type CH/NS

que le paramétre d’ordre c3 reste nul lorsque le modele est consistant (F(c) = o12c3¢3 + o13¢3¢3 + oa3c3cs +

610203(2161 + ZQCQ + ZgCg)).

(b) Coupe des paramétres d’ordres
C1,€2,C3,

(a) Configuration initiale
Configuration initiale

(d) Coupe des parameétres d’ordres
C€1,€2,C3,

(c¢) Coupe des parametres d’ordres
Instant final, Modéle non consistant

C1,C2,C3,
Instant final, Modeéle consistant

Fia. IV.2 — Illustration de la propriété de consistance du modele

Remarque 1V.4

suivante est vérifiée :

Les coefficients S; = —%; définis par (IV.12) sont bien connus dans la littérature physique [RW82]. Le

coefficient S; est appelé coefficient d’étalement de la phase i a linterface entre la phase j et k. Si S; est
positif (i.e. X; < 0), alors Uétalement est dit total et si S; est négatif, alors ’étalement est dit partiel.

Notons que dans ce qui suit nous ne supposons pas que les coefficients Y; sont positifs, de sorte que le
modele présenté ci-dessus peut prendre en compte certaines situations d’étalement total. Cependant, comme
il est prouvé dans [BLO6], pour que le systéme soit bien posé, il est nécessaire de supposer que la condition

Y120 4+ 2123 + 292z > 0. (IV14)

Cette condition est équivalente a la coercivité des termes capillaires et garantit que ces termes apportent une

contribution positive a I’énergie libre. Ceci est détaillé dans la proposition suivante :

Proposition IV.5 ([BL06, Prop 2.1])

Soit 3 = (21, Ba, B3) € R3. Il existe X > 0 tel que, pour tout n > 1, pour tout (€4, &5, &5) € (R™)? tel que

& +&+&=0,

2 2 2 2 2 2
Til&q|” + Bof€a|” + X5(&s| >Z(|€1| + €21 + |€s] ),
si et seulement si les deux conditions suivantes sont satisfaites

et Ni+%; >0, Vi#]j (IV.15)

Yo+ 2123 + 2023 >0

Cette proposition et le corollaire suivant (non triviaux essentiellement lorsque I'un des coefficients X; est

négatif) seront treés utilisés dans la suite du manuscrit. En particulier, sous la condition (IV.15), la proposition
IV.5 montre que la forme bilinéaire définie par ((£1,€5,€3), (M1,M2,M3)) — Zle Y&, - m; est un produit
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scalaire sur {(&1,&5,&3) € (IR")3 tel que &; + &, + &5 = 0}. Le corollaire suivant est alors déduit en appliquant
I'inégalité de Cauchy-Schwarz pour ce produit scalaire et 'inégalité de Young.

Corollaire IV.6

Soit = (X1,%9,%3) € R? satisfaisant la condition (IV.15). Alors, pour tout (&;,€4,€&3) € (R™)?, satis-
faisant &€, + €5 + €5 = 0, pour tout (ny,M4,M3) € (R")s, satisfaisant ny + Ny + Ng = 0, nous avons :

3 3
(z Se + zzw) |
=1 =1

3

Z Li&i M

i=1

N |

<

Au vu de lexpression (IV.12) des coefficients 3;, la seconde partie de la condition (IV.15) est toujours vérifiée
(¢f remarque TV.3) et donc il est suffisant, pour appliquer les lemmes IV.5 et IV.6, de supposer la condition
(IV.14).

Solution diphasique du systéme triphasique

La consistance peut également étre interprétée de la maniere suivante :

(i) Supposons que (¢, ) soit une solution du systéme de Cahn-Hilliard diphasique (IV.4) associé a la tension
de surface o et la mobilité M (c). Posons 012 = o, et choisissons o23 et 013 deux tensions de surface quel-
conques. Alors, il existe une solution particuliere ((c;, ¢i))ie{1,2,3) du systeme triphasique (IV.9) associée
aux tensions de surface o2, 023 et 013 et a la mobilité My(c) = 20M (1) telle que ¢y = ¢, ca =1 —c et
C3 = 0.

(ii) Supposons que ((ci, pti))ie{1,2,3} soit une solution diphasique (c’est-a-dire vérifiant c3 = pz = 0 ) du
systéme de Cahn-Hilliard triphasique (IV.9) associé aux tensions de surface o012, 023 et 013 et a la mobilité
My(c). Alors, il existe une solution (¢, ) du systéme de Cahn-Hilliard diphasique (IV.4) associé a la
tension de surface o = 012 et a la mobilité M (c) = %{;CO) telle que c=cy et 1 —c = cy.

Ainsi, la correspondance s’effectue de la maniére suivante, en posant :

12 M1 12
= =l-¢, ==22=-222 o oM=—""
a=6 @ “ Ty s, 2

le parametre e est bien sir fixé de maniere commune aux modeles diphasique et triphasique.
L’équivalent de cette correspondance pour les schémas numériques est présenté dans la section V.1.3.
Existence de solutions faibles

Notons I' la frontiere du domaine €2 et supposons que celle-ci est divisée en deux parties distinctes I' =
'y UTI'S. Nous ajoutons au systeme précédent des conditions aux bords mixtes de type Dirichlet-Neumann
pour chaque parametre d’ordre ¢; et des conditions aux bords de type Neumann pour chaque potentiel chimique
i, ¢’est-a-dire , pour ¢ = 1,2 et 3,

ci=cip et  My(c)Vu; -n=0, sur I'} , (IV.16)
Vei-n=0 et My(c)Vy; -n=0, sur I'Y , (IV.17)

3
ot ¢cp = (c1p,C2p,C3p) € (H% (F)) est donné tel que cp(x) € S pour presque tout = € T

Remarque IV.7

Les conditions aux bords de type Neumann sur p; garantissent en particulier la conservation du volume de
la phase i. En effet, nous avons

%( / dx) ~ [ 5 -Mo()Tp) m=0.

Les conditions auzx bords de type Neumann sur c; imposent auz interfaces d’étre normales aux frontieres

du domaine et les conditions de Dirichlet moins classiques sont utilisées sur les bords ou l’écoulement est

entrant pour simuler par exemple l’injection de la phase i lorsque le modéle de Cahn-Hilliard est couplé auz
équations de Navier-Stokes (cf section IV.2.2).
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Au vu des conditions aux bords (IV.16)-(IV.17), nous introduisons les espaces fonctionnels suivants :

Ve =Vt =1 (Q),
Vi = {v € HY(Q); v = ¢;p sur 'Y}, pour i =1,2 et 3,
Vo ={r° € H(Q);v° = 0sur I'}},
Vhs=1c=(c1,c2,c3) € VP x V5 x Vi;c(x) € S pour presque tout x € Q2}.

Finalement, nous supposons qu’a I'instant initial, nous avons

ci(t =0) = ¢, (IV.18)
ot ¢ = (¢, 3, c§) € V5 g est donné.
L’existence de solutions faibles au probléme (IV.9) avec la condition initiale (IV.18) et des conditions aux
bords de type Neumann (IV.17) (I' = I'§;) pour chacune des inconnues (¢;, f4;), a été prouvée dans [BLO6] en
2D et 3D sous les hypotheses générales suivantes :

— La mobilité My est une fonction bornée de classe C*(R?) et il existe trois constantes positives My, My et
M3 telles que :

VeeS, 0< M < Mc) (IV.19)
| :

|DMy(c)

— Le potentiel de Cahn-Hilliard F' est une fonction positive de classe C?(R3) qui satisfait les hypotheses de
croissance polynomiale suivantes : il existe By >0 et unréel p tel que 2 < p < 4oosid=20ou2<p<6

sid=3, et
VeeS, |F(c)|<Bi(l1+]c"),
-1
IDF(e)| < By (14 "), (1v.20)
|D*F(c)| < By (1 + |C|H) .

Remarque IV.8

La définition de p implique que H' () C LP(2). Rappelons qu’il existe une constant Cs,, strictement positive
telle que :
vu € HY(Q), [ulpn o) < Csplulyo)-

Théoréme IV.9

Supposons que les coefficients (31, X0, X3) satisfont (IV.14), que la mobilité My satisfait (IV.19), et que
le potentiel de Cahn-Hilliard F satisfait (IV.20). Considérons le probléme (IV.9) avec la condition initiale
(IV.18) et les conditions auz bords (IV.17) de type Neumann (I' = T'S;) pour chacune des inconnues (c;, ;).
Alors, il existe une solution faible (c, ) sur [0, +o0] telle que

c € L>(0, +o0; (HY(Q))*) N CO([0, +o0[; (LI(2))?), pour tout q < 6,

p € L2(0, +o0; (H'(2))%),
c(t,x) € S, pour presque tout (t,x) € [0, +o0[x .

Nous donnons dans ce manuscrit (cf sections V.1.5 et V.5) une preuve différente de ce résultat, pour les
conditions aux bords plus générales (IV.16) et (IV.17) en passant & la limite dans le schéma numérique.

Remarque IV.10

Dans [BLO6], un théoréme d’unicité est aussi démontré sous des hypothéses supplémentaires sur la Hessienne
du potentiel F'. Notons que, en trois dimensions, la preuve requiert une mobilité constante et une légére
modification de l’expression du terme de plus haut degré du potentiel F' que nous n’envisagerons pas dans ce
manuscrit.
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Expression du potentiel de Cahn-Hilliard triphasique

Rappelons qu’une condition nécessaire (et suffisante puisque les coefficients 3; sont définis par (IV.12)) pour
que le modele triphasique soit consistant avec le modeéle diphasique (c¢f section IV.2.1) est que le potentiel de
Cahn-Hilliard soit de la forme suivante (cf équation (IV.13)) :

F(c) = o1acics + a13cics + gascach + cicacs(D1er + Yaca + B3e3) + A(c)cicaci, Ve € R, (IV.21)
Fo(c) P(c)

le coefficient A (& déterminer) pouvant dépendre éventuellement de c.
Lorsque ¢ € S, il est possible d’obtenir une expression du potentiel Fj en fonction du potentiel de Cahn-
Hilliard diphasique f défini, rappelons-le, par

Ve € R, flc)=c(1—e)>. (IV.22)
En effet, par définition des coefficients 33; (cf (IV.12)), nous avons pour tout ¢ € R3,

i1+ X i+ X Yo+ X
Fy(c) = ¥cfc§ + %c?cg + %cgcg + c1e2c3(X1e1 + Baco + Xsc3)

ol j et k désignent les deux indices appartenant a {1, 2, 3} différents de i. Ainsi, sur S, nous obtenons 'expression
suivante de Fy :

3
Fy(c) = Z EZ'f(ci), Ve e S. (IV.23)

Il est important de noter que dans les cas d’étalement partiel, i.e. ¥; > 0,Vi = 1,2, 3, le potentiel Iy satisfait
les hypotheses (IV.20) et, en conséquence, le choix le plus simple F' = Fj est toujours acceptable. Cependant,
dans les cas d’étalement total, 7.e. I'un des X; est négatif, le potentiel Fjy peut ne pas étre minoré. Néanmoins,
la proposition suivante, tirée de [BLO6], garantit que F' = Fy + P est une fonction positive satisfaisant (IV.20)
a condition que le parametre A (choisi constant, 4.e. indépendant de c) soit assez grand.

Proposition IV.11 ([BL06, Prop 3.7])

Si les coefficients (X1, X9, 33) satisfont la condition (IV.14), alors il existe Ag > 0 tel que pour tout
A € [Ag, +o0], le potentiel F défini par (IV.21) est positif sur S et satisfait les propriétés (IV.20).

Ainsi, ces résultats permettent dans tous les cas (situations d’étalement partiel et total) d’obtenir une
expression convenable du potentiel de Cahn-Hilliard (au sens ou elle conduit & un modele consistant bien posé).
Cependant, en pratique, dans les cas d’étalement total, I'influence de la valeur du parametre constant A sur les
résultats des simulations est importante, son choix reste donc délicat.

Nous adoptons alors la démarche de modélisation suivante :

— nous justifions par une étude numérique que, dans le cas d’étalement partiel, le choix le plus simple

F = Fy, i.e. A =0, est celui qui convient. L’étude se base sur la simulation d’une lentille piégée entre
deux phases stratifiées. Les solutions stationnaires numériques du systéme Cahn-Hilliard (IV.9) obtenues
pour différentes valeurs constantes de A sont comparées aux solutions “physiques” (les angles de contact
entre les interfaces aux points triples sont donnés en fonction des tensions de surface par la loi de Young).
— nous montrons ensuite que Fy(c) est positif lorsque ¢ € T = {c eS,Vi=1,2,3,0< ¢ < 1} et ceci méme
en situation d’étalement total. Il n’y a donc a priori aucune raison que le terme P = Acic3c3 ait une
influence dans ce domaine. Néanmoins, il reste indispensable en dehors du domaine T puisque la fonction
Fy peut y devenir négative.
— ces deux résultats, combinés a celui de la proposition IV.11, font émerger I'idée d’utiliser un coeflicient A
dépendant de ¢ comme fonction de “troncature”, pour diminuer (ou supprimer) l'action du terme c?c3c3
(non nécessaire) sur le domaine T, sans la modifier en dehors, garantissant la positivité du potentiel F'
correspondant.
Ce travail, effectué en collaboration avec R. Bonhomme est encore en cours. Nous présentons ici les premiers
résultats.

Remarque 1V.12

1l peut étre surprenant que nous considérions avec autant d’importance les valeurs de ¢ en dehors du domaine
T puisque celles-ci n'ont pas de sens physique (rappelons que c; représente la fraction de phase i dans la
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mélange). Cependant, aucun principe du maximum n’est satisfait par les équations de Cahn-Hilliard (d’ordre
4) et ainsi rien ne garantit qu’une solution (éventuelle) de I’équation reste dans le domaine T pour tout temps.
Sans information sur le comportement du potentiel F' a extérieur du domaine T, il est donc impossible de
prouver [’existence de solutions au probleme continu, et du point de vue numérique une non convergence de
Ualgorithme de linéarisation (méthode de Newton) est observée systématiquement lorsque le terme P n’est
pas utilisé dans les cas d’étalement total.

Expression du coefficient A — Etalement partiel

En anticipant sur les chapitres a venir du manuscrit ou sont présentés en détail les schémas numériques,
nous exposons dans cette section le résultat de simulations en géométrie axisymétrique tridimensionnelle d’une
lentille initialement sphérique (de rayon R = 0.08) piégée entre deux phases stratifiées. La configuration initiale
et la numérotation des phases sont données par la figure IV.3.

2R

‘\Ri - 4R

2R

4R

Fia. IV.3 — Configuration initiale, numérotation des phases

Les valeurs des tensions de surface choisies entre les trois fluides en présence :
012 = 0.07, 013 =0.1912436 et o023 = 0.2342246,

conduisent a des parametres ¥; tous positifs : X1 = 0.027019, X5 = 0.112981 et X3 = 0.3554682.
Lorsqu’un équilibre est atteint, il est possible par un bilan de force (¢f [Lap06, Annexe B]) d’obtenir les
valeurs théoriques des angles de contact :

2 2 2
Ok — 045 — Ok

cosb; =
2Uij0ik

ou 0; est 'angle de contact (au niveau du point triple) entre les plans tangents aux interfaces ij et ik (¢f Figure
IV.4), j et k désignant les deux indices différents de i.

FiG. IV.4 — Définition des angles de contact

Avec les valeurs des tensions de surface données ci-dessus, nous obtenons les angles de contact suivants :

117 3
= — = 1 ° = — = 1 °
91 12 ( 65 ), (92 1 ( 35 ) et (93

™

5 (= 60°). (IV.24)
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La figure IV.5 présente les résultats obtenus par la simulation en utilisant le potentiel F' avec un coefficient
A constant égal a4 0, 5 ou 10. Sur la figure IV.5a, sont superposées les lignes de niveau (¢; = 0.5, ¢ = 1,2, 3) des
parametres d’ordre obtenus a l’état stationnaire pour chacune des trois simulations. Ceci permet en particulier
de visualiser la position des interfaces entre les différentes phases. Nous observons que la valeur du parametre
A influe sur la forme de la lentille et sur les angles de contact obtenus a ’état stationnaire. Les figures IV.5b et
IV.5¢ présentent alors le calcul de ces angles de contact pour les cas A = 0 et A = 10 respectivement (les cercles
en pointillé ont été tracé afin de mieux approcher les tangentes aux interfaces). Nous constatons que les valeurs
théoriques (IV.24) sont retrouvées seulement lorsque A = 0.

— A =0
—_— A=5
— A =10

(a) Lignes de niveau (¢1=0.5, c2=0.5, ¢3=0.5) des trois
parametres d’ordre a 1’état stationnaire pour différentes
valeurs constantes de A.

(b) A =0, Lignes de niveau (0.05 < ¢; < 0.95) (c) A =10, Lignes de niveau (0.05 < ¢; < 0.95)
des trois parametres d’ordre a I’état stationnaire des trois parametres d’ordre a I’état stationnaire
(en noir) et angles de contact. (en noir) et angles de contact.

Fic. IV.5 — Influence de la valeur du coefficient A constant dans une situation d’étalement partiel

Ainsi, le choix F' = Fy, outre le fait qu’il soit mathématiquement convenable dans les situations d’étalement
partiel, permet de retrouver les angles de contact aux points triples prédits par la théorie.
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Expression du coefficient A — Etalement total

Nous montrons maintenant que méme dans le cas d’étalement total, Fy(c) est positif si ¢ € S satisfait
Proposition IV.13

Si les coefficients (X1, 39, X3) satisfont (IV.14), alors nous avons

Fy(c) 20, Ve e T,

ouT={ceS/Vie{l,2,3}, 0<¢ <1}.

Démonstration : Soit ¢ € T. Nous utilisons l'expression (IV.23) du potentiel Fy. Le potentiel diphasique f
(¢f (IV.22)) étant positif, le résultat est trivial lorsque tous les ¥; sont positifs. De plus, la valeur des coefficients
¥, donnée par 'équation (IV.12) implique qu’au plus un de ces coefficients est négatif (3; + X; = 20;; > 0, ¢f
remarque 1V.3). Supposons, sans perte de généralité, que le coefficient 3 est négatif. Les deux coefficients >,
et X5 sont donc positifs. De plus, la condition (IV.14) implique que

DIIPIP

3| < o—=—-
s

Ainsi, puisque f est positive, nous obtenons,

139

Fy(e) =2 X1 f(e1) + B2 f(c2) — i+ 2o

f(es).
En multipliant par (2 + X2) > 0, il vient :

(31 + B2)Fo(c) = E1(B1 + B2) f(e1) + Ba2(E1 + X2) f(ea) — 122 f(cs3),

>
> %1 f(e1) + 25 (c2) + T1%a(f(er) + flea) — fles)).

Or nous avons, par l'inégalité de Young,
Y1) + 23 f(c2) = 281 80e1(1 — e1)e2(1 — c2),

puisque f(c) = c?(1 — ¢)?. Ainsi, il vient

(31 4+ X9)Fo(c) 122 [261(1 —ci)ea(l —c2) + fler) + fle2) — f(CS)}

>%,%
> Y%, [[01(1 — 1)+ ea(1 —)]” = [es(1 — 03)]2}-

L’identité remarquable a? — b? = (a — b)(a + b) conduit alors &
(314 B2)Fo(e) 2 1s[er(1 — e1) 4+ c2(1 — 2) 4+ e3(1 — ¢3)] [er(1 — e1) 4+ c2(1 — 2) — e3(1 —e3)].  (IV.25)
De plus, nous avons c3 = 1 — ¢; — ¢2 (puisque ¢ € S) et donc
c1(1—ec1) + ea(l —c2) —c3(1 — e3) = 2¢q09.

Comme ¢ € T, tous les termes ¢; et 1 — ¢; sont positifs. Par suite, le second membre de (IV.25) est positif
et nous obtenons la conclusion.
]

La proposition IV.11 nous autorise & considérer un coefficient A variable s’annulant a Uintérieur de T. Pour
cela, nous posons T, = {c € §/ Vi € {1,2,3}, ¢; > n}, n €]0, 3]. Le domaine T, est inclus dans T (cf figure
IV.6).

Nous choisissons une fonction ¢, : R? — R de classe C* telle que

0si(cr,e2,1—c1 —c2) €Ty,

0< c1,02) <1, si (c1,c9,1 —cy —co) € T\T et c1,C2) = .
on(c1,c2) (c1,¢2 1—c2) € T\T,, on(c1,c2) {181(01’02’1_61_02)§ZT.
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Nous définissons ensuite ¢, : R3? — R par ¥, (c) = py(c1,ca) (cf figure IV.6). La fonction ¢, est de classe C>°
et satisfait :
OsiceT,,

0<p,(c) <1, sice T\Ty et en(c) = {1sic¢T.

(0,0,1)

(170’0) (Pn =1 (0,1,0)

FiG. IV.6 — Définition de la fonction de troncature ¢, sur I’hyperplan &
(représenté en coordonnées barycentriques (c1, ¢z, c3))

Nous avons le résultat suivant :
Proposition IV.14

Si les coefficients (X1, 32,33) vérifient la condition (IV.14), alors il existe Ag > 0 tel que pour tout A €
[Ag, +ool et pout tout n €]0, 3], le potentiel F défini par (IV.21) avec A(c) = Ap,(c) est positif et satisfait
les propriétés (IV.20). De plus, nous avons

VeeT,, F(c)=Fy(c), (IV.26)
et

3
Ve € T\T,, |F(c)— Fy(c)| < 1—6)\772. (IV.27)

Démonstration : La positivité de F' se déduit des propositions IV.11 et IV.13. En effet, la proposition
IV.11 nous donne Ay > 0 tel que VA > Ag,Ve € S, Fy(c) + Acic3c? > 0. Nous distinguons alors les deux cas
suivants :

— si ¢ € T, nous avons F(c) > Fy(c) > 0 d’apres la proposition TV.13.

— sinon, ¢ ¢ T, et nous avons ¢, (c) = 1. Ainsi, puisque F(c) = Fy(c) + Acic3c3, nous avons pour tout

)\2/\0, F(C) 20
En conclusion, la fonction F' définie par (IV.21) avec A(c) = Ay, (c) est positive sur S pour tout A > Ao, pour
tout 7 €]0, 1[. La relation (IV.26) se déduit facilement de la définition de la fonction ¢,)- La relation (IV.27) est
obtenue en remarquant que Ve € T\T,, 3i € {1,2,3} tel que 0 < ¢; < 7. En effet, puisque 0 < ¢, (c) < 1, nous
avons, pour ¢ € T\T,,
F(e) ~ Fole)] < M2l
342
SN
Enfin, les propriétés (IV.20) s’obtiennent facilement. Sur T, la fonction F est de classe C?, donc elle-méme,
ses dérivées premieres et secondes sont bornées. A I'extérieur de T, la fonction ¢, est constante égale a 1 et
donc ses dérivées premiéres et secondes sont nulles. La proposition IV.11 garantit alors que les majorations sont
également satisfaitent en dehors de T. [
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Cette derniére proposition montre que d’un point de vue mathématique, le choix A(c) = )\gon(c) est accep-
table (au méme titre que A constant). De plus, les deux (in)égalités (IV.27) et (IV.26) montrent que I'influence
de ce terme A(c) pour des valeurs de ¢ dans le domaine T est controlée par le parametre n de régularisation de
la fonction de troncature ¢, .

Illustrons maintenant ces résultats théoriques par quelques simulations. En pratique, nous choisissons 1'ex-
pression suivante de la fonction ¢, :

¢, (c) =1—gy(c1)gn(c2)gy(cs),

1
olt g, () = —2*(62* — 1502 +10a%) et 1 = 0.2. Nous reprenons tout d’abord le cas test en situation d’étalement
a

partiel présenté dans le paragraphe précédent mais cette fois en utilisant la définition A(c) = )\cpn(c). Les
résultats obtenus pour les valeurs A = 0, A = 5 et A = 10 sont superposés sur la figure IV.7. Nous observons
que I'utilisation du nouveau potentiel diminue fortement l'influence du coefficient A = supyp, (c).

[

— A =0
— A =5
— A = 10

F1G. IV.7 — Situation d’étalement partiel, lignes de niveau (¢1=0.5, c2=0.5, ¢3=0.5) des trois parameétres
d’ordre a Iétat stationnaire pour différentes valeurs de A avec A(c) = A, (c).

Nous proposons, ensuite, un cas test en situation d’étalement total. Les valeurs des tensions de surfaces entre
les trois fluides en présence sont les suivantes : 012 = 0.01 013 = 0.03, 025 = 0.01, l'indice 1 (resp. 2) étant celui
qui désigne la phase placée au dessus (resp. au dessous) de la lentille, et I'indice 3 celui qui désigne la phase
contenue dans la lentille. Le coefficient 35 est donc négatif : a ’état stationnaire les interfaces entre la phase 1 et
la phase 3 ne devraient plus exister, c’est-a-dire que la lentille devrait étre complétement incluse dans la phase
2 (celle du dessous). Numériquement, il est difficile d’atteindre 1’état stationnaire, néanmoins nous pouvons
comparer les résultats obtenus a différents instants pour les différents potentiels : A = cste et A(c) = A\, (c).
Les résultats sont montrés sur la figure IV.8 : les deux rangées de graphiques du haut et du milieu sont réalisées
avec A = cste (0.1 et 2 respectivement), celle du bas est réalisée avec A(c) = Ap, (c) (A = 2). Nous observons
que la bulle s’extrait compleétement de la phase du haut pour des valeurs faibles de A = cste (par exemple
A =0.1). Par contre, dés que la valeur de A augmente (par exemple A = 2) les résultats obtenus sont différents
et pour t = 1.96 la bulle n’est pas encore extraite. L utilisation du potentiel A(c) = )\gon(c) permet de fortement
réduire I'influence du coefficient puisqu’avec la méme valeur A = 2 nous retrouvons des résultats similaires au

cas A = 0.1.
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t = 0.36 t = 0.96 t =1.96

NN LN

L —/@ —/O\

I U N e

FiG. IV.8 — Situation d’étalement total, comparaison entre les potentiels F' pour A(c) = cste et A(c) = A, (c).

IV.2.2 Couplage aux équations de| Navier-Stokes incompressibles

De maniere similaire au cas diphasique, le couplage avec les équations de Navier-Stokes incompressibles se
fait :
— en ajoutant un terme de transport u-Ve; dans 1’équation d’évolution (premiére équation du sytéme (IV.9))
de chaque parametre d’ordre ¢;, i € {1,2,3}.
— en définissant la densité et la viscosité comme des fonctions réguliéres des parametres d’ordre c.
— en ajoutant un terme de force capillaire Zle w;Ve; dans le second membre du bilan de quantité de
mouvement (équations de Navier-Stokes).
Nous utilisons la méme formulation des équations de Navier-Stokes que celle présentée dans le cas diphasique
(cf section IV.1.2).

Un modéle de type Cahn-Hilliard/Navier-Stokes triphasique

Le modele Cahn-Hilliard /Navier-Stokes que nous étudions est donc le suivant :

¢, M,
act +u- Ve = div (E—jwi) . Vi=1,2,3,
4% 1 3
i = TT (Z_ ((%F(C) — 8JF(C))) - ZEEiACi; Vi = 1, 2, 3,
j#i ST (IV.28)
0 u . . ¢
vele) g (Vele)u) + (e(c)u - Viu + S div (e(c)u) —div (2n(c)D(u)) + Vp = > wiVei+ o(c)g,
i=1
divu =0,
ou le vecteur g représente la gravité; la densité et la viscosité sont définies par :
3 3
1 0ihx(c; — 0.5 > miha(c; — 0.5
Q(C) _ Z’L:l 4 >\(C ) et (C) — Zz_l Ui )\(C ) (IV29)

Z?:l ha(ci —0.5) Z?:l ha(c; —0.5) ’

avec o1 (resp. g2, resp. p3) et 11 (resp. na, resp. n3) les valeurs supposées constantes dans la phase 1 (resp. 2,
resp. 3) et la fonction hy (A = 0.5) définie par IV.6.
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Toute solution du systéme (IV.28) vérifie les égalités de bilan suivantes :

0 B . My(c) 4
Gt[/ﬂcldx} —/F[—czu—i——zi V,ul} nds.

— bilan du volume :

— égalité d’énergie :

or (1 : 1 L[ M,
[ [ et i+ g + [ (e )unds+ [ 2o@pufar+ 3 [ 22 a -
a2 r\2 Q —Jo i

at

3 3
M, i
/Q o(c)g -udx + /F [2n(c)Du.n — pn] - uds + ;:1 /F ;(iC) iV -nds + %os ;:1 /FEZ-%—C]SVQ -nds.

Existence de solutions faibles

Nous ajoutons au systeme précédent des conditions aux bords de type Neumann pour chaque parameétre
d’ordre ¢; et pour chaque potentiel chimique p;, c’est-a-dire , pour i = 1,2 et 3,

Vei-n=0et MgV, -n=0, sur I, (IV.30)
ainsi que des conditions aux bords de type Dirichlet homogene pour la vitesse, c’est-a-dire

u=0surl. (IV.31)

Remarque IV.15

1l est possible de considérer d’autres types de conditions auz limites. Dans les applications numériques pré-
sentées dans le chapitre 3, nous considérons des conditions aux bords de type glissement :

u-n=0e Dun-t=0,

o t est le vecteur tangentiel au bord du domaine. Il est également possible, pour simuler l’injection de bulles,
d’utiliser des conditions de type Dirichlet non homogéne sur la vitesse combinée a des conditions aux bords
miztes du type (IV.16)-(IV.17) pour les paramétres d’ordre ¢;.

Au vu des conditions aux bords (IV.30) et (IV.31), nous introduisons les espaces fonctionnels suivants :

Ve =yt =HYQ),

VS = {c=(c1,c,c3) € (H(Q))?;¢c(x) € S pour presque tout x € N},
vt = (H'(Q),

Vo' = (Hg ()%,

VP ={pe LQ(Q),/pdas =0}.
Q
Finalement, nous supposons qu’a I'instant initial, nous avons
ci(t=0)=c, et u(t=0)=u" (IV.32)

ot c” = (¢}, 69, ¢}) € VE et u® € V§ sont donnés.
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Nous montrerons le théoreme d’existence ci-dessous dans le chapitre VI en effectuant un passage a la limite
dans les schémas numériques.

Théoréme IV.16 (Existence de solution faible dans le cas homogéne)

Supposons que les coefficients (X1, Xa,X3) vérifient la condition (IV.14), la mobilité satisfait (IV.19), et
que le potentiel de Cahn-Hilliard F satisfait la condition (IV.20). Supposons que les densités des trois fluides
soient égales, c’est-d-dire 01 = 02 = 03 = 00, 00 € R. Considérons le probléme (IV.28) avec la condition
indtiale (IV.32) et les conditions auz bords (IV.30)-(IV.31). Alors, il existe une solution faible (c, p,u,p)
sur [0,t¢[ telle que

c € L>(0,ts; (HY(Q))®) N C([0,[; (LYN))?), pour tout g < 6,
pe L2(0,ty; (H'(Q))?),
u e L0, t7; (L*(2))%) NL2(0, 143 (H'(2))%),
c(t,z) € S, pour presque tout (t,z) € [0,t5[x .
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Chapitre V

Discrétisation du systeme de
Cahn-Hilliard

Ce chapitre est dédié & I’étude de schémas numériques pour le systéme de Cahn-Hilliard (IV.9) avec les
conditions aux bords (IV.16)-(IV.17) et la condition initiale (IV.18). La difficulté provient essentiellement de
la non-convexité du potentiel de Cahn-Hilliard. Il est en effet souhaitable que le choix de la discrétisation
en temps conduise a une estimation d’énergie, gage de stabilité. Cependant, le schéma implicite couramment
utilisé ne permet pas de garantir la décroissance de 1’énergie discrete, nous amenant ainsi a considérer d’autres
discrétisations mieux adaptées a la forme des équations de Cahn-Hilliard.

Dans la section V.1, nous donnons les schémas numériques que nous utilisons pour approcher les solutions du
systeme (IV.9). La discrétisation des termes non linéaires est exprimée de maniére abstraite, et des conditions
suffisantes pour garantir I’existence et la convergence des solutions discrétes sont fournies. Dans la section V.2,
nous précisons différents choix possibles pour ces discrétisations et montrons leurs principales propriétés. Nous
donnons dans la section V.5 la preuve des théoremes d’existence et de convergence énoncés dans la section
V.1. Notons que nous ne supposons pas ’existence d’une solution du probléme continu : nous ’'obtenons comme
conséquence de la convergence du schéma numérique. Ainsi, nous donnons une nouvelle preuve du théoreme IV.9
pour les conditions aux bords plus générales (IV.16)-(IV.17). La section V.3 illustre par des tests numériques
les résultats obtenus, en particulier avec la simulation d’étalement d’une lentille piégée entre deux phases. Ces
simulations nous permettent de conclure que la discrétisation semi-implicite en temps que nous proposons est
un bon compromis entre précision et robustesse.

Il est important de noter que tous les résultats théoriques sont établis en supposant que la mobilité est non
dégénerée (i.e. sa borne inférieure est strictement positive). Dans la section V.4, nous fournissons néanmoins
une discrétisation stable permettant d’éviter certains problémes numériques lorsque la mobilité est dégénérée
(i.e. elle s’annule dans les phases pures, ou autrement dit aux triplets (1,0,0), (0,1,0) et (0,0,1).

V.1 Discrétisation, existence et convergence des solutions appro-
chées

Nous décrivons tout d’abord dans la section V.1.1 une semi-discrétisation en temps. La discrétisation en
temps des termes non linéaires est formulée de maniere tres générale; plusieurs choix particuliers sont donnés
dans la section V.2. Dans la section V.1.2, nous donnons la discrétisation en espace qui est réalisée par une
approximation de Galerkin et la méthode des éléments finis. Le probleme discret est formulé dans un premier
temps en utilisant les trois couples d’inconnues (¢, , ul.), ¢ = 1,2, 3. Nous montrons ensuite dans la section V.1.3
que ce probléme peut étre formulé de maniere équivalente en utilisant seulement deux couples d’inconnues de
notre choix, le troisieme étant déduit a posteriori. Finalement, le reste de cette section est consacré a ’analyse
du probleme discret en temps et en espace.
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Nous adoptons I’approche suivante :

— des estimations a priori sont obtenues a partir de ’égalité d’énergie donnée dans la section V.1.4.

— le probleme discret non-linéaire est relié par homotopie a un probléme linéaire. L’existence d’une solution
approchée est alors déduite des estimations a priori mentionnées précédemment et de ’existence d’une
solution au probléme linéaire (en appliquant la théorie du degré topologique).

— la convergence des solutions approchées est obtenue a partir des estimations a priori en utilisant des
résultats de compacité.

Les théoremes d’existence et de convergence sont énoncés dans la section V.1.5 mais leur démonstration est
reportée a la section V.5.

V.1.1 Discrétisation en temps

Soit N € N* et t; €]0, +o0[. L’intervalle de temps [0, 7] est uniformément discrétisé avec un pas de temps
t
fixe At = Nf Pour n € [0, N], nous définissons ¢,, = nAt.

Soit n € N. Nous supposons que les fonctions (¢}, c5,c§) € V5, g sont données. Nous utilisons une discréti-
;
sation semi-implicite en portant une attention particuliere aux termes non linéaires.
Le schéma est écrit sous une forme tres générale : pour i = 1,2, 3,

n+1 n n+a

c, T —cl M,

i — 0 \V4 n+1 ,
At v ( 5, M

i 5 (V.1)
pitt = DF (e, et — ZEZZ'AC?JFH,
ot & MJTY = MO((l —a)c" + ac”“) avec « € [0, 1],
1
° c;“rﬁ =(1-0)c+ BC?H avec € [5, 1] ,
F/i.n n+1 4ET 1 F/.n n+1 F/.n n+1 n n+1 2
e D/ (a",a ):—Z S(di(a,a )—dj (a",a"*h)) ), V(a",a"") e S (V.2)
g N
Les fonctions df’ représentent une discrétisation semi-implicite des dérivées partielles 9., F' de F.
Pour le moment, nous supposons seulement que
VeeS, Df(c,c)=fF(c), (V.3)

pour assurer la consistance. Plusieurs choix possibles de discrétisation seront proposés et étudiés dans la section
V.2.
Au vu de (IV.16) et (IV.17), les conditions aux bords discrétes sont, pour i = 1,2, 3,

At =cp et MoVu!th-n =0, sur TS,

Vet n=0 et MyVult'-n=0, sur I'§.

K2

V.1.2 Discrétisation en espace

Pour la discrétisation en espace, nous utilisons une approximation de Galerkin et la méthode des éléments
finis.

Soient Vi et V;' deux espaces d’approximation éléments finis de V¢ et V* respectivement. Puisque les
parametres d’ordre vérifient des conditions aux bords de Dirichlet non homogenes sur la frontiere I'},, nous
utilisons ¢! comme un relévement de ¢;p dans V¢ et nous supposons que les fonctions Cth € V5 sont données
pour tout ¢ € {1,2,3}, pout tout h > 0 de maniére que

cp(z) €S, Vh >0, pour presque tout = € Q et |cj) — 0.

0
¢ ’(Hl(fz))S b0
Ces fonctions ¢, peuvent étre obtenues & partir de ¢! par projection H(£2), ou comme c’est le cas en pratique,

par interpolation éléments finis pourvu que ¢ soit assez régulicre.
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Nous pouvons maintenant définir les espaces d’approximation suivants :

Voo = {vi € Vv =0sur I'y },
2 _ 0
br = CintVbios ,
Vons = {cn = (c1n, can, c3n) € Vi, X Vi3 X Viien(r) € S pour presque tout = € Q}.

Les hypotheses générales requises sur les espaces d’approximation sont les suivantes :

elcVi et leV (V.4)
Yt e VE, inf |uF - 0 et Yv°€Vp,, inf [v°—u} 0, V.5
vy V;I}Iel ;;|V Vil o o ¢ v D,0 v,ielg,gh,o'V Vil o) o (V.5)

e il existe une constante strictement positive C indépendante de h telle que

c c Ve ¢ c m m Vi m m
Ve e ve |y (v°) ) <) et VeV, ‘Hoh(V )‘Hl(n) < Clv* oy (V.6)
ol H:sest la projection L?(Q) sur VI,
oV C V;:. (V.7)

Remarque V.1

L’hypothése (V.6) est vraie, par exemple, lorsque nous considérons une famille de triangulation quasi-
uniforme et les espaces d’approximation associés a des éléments finis conformes de Lagrange correspondants

[EG04, p.72 (1.117)].

Supposons que ¢ € Vj, s est donné, 'approximation de Galerkin du probleme (V.1) au temps t,1 s’écrit
de la maniere suivante :

Probléme V.2 (Formulation avec trois parameétres d’ordre)

n+1 n+1 c1
cy ) €

3
Trouver ( T o X Vi X Vi X (Vi) tels que Yy, € Vi, o, Yy, € Vi, nous avons, pour

i=1,2,3,

n+1 n n+o
" — M,
/ Sin G = _/ ——= Vgt - Vg da,
At % ’

. 3 n
/ g de = / DF (e, e ™ da +/ —EiEVciJﬁ - Vg dx,
Q Q o4

ot Mgy = Mo ((1 — a)ef; + acy ™) et C?hﬂa = (1= B)cfy, + B

Notons que nous ne cherchons pas CZH dans V5, 5. La contrainte cﬁr Ly cg,j Ly cg,j L' =1 est naturellement
imposée par la forme particuliere des D” dans le modele (cf Théoréme V.6).

_Remarque V.3

L’hypothése (V.4) autorise a prendre v’ =1 dans la premiére équation de (V.8). Cela permet d’obtenir, au
niveau discret, l’exacte conservation du volume de chaque phase :

/cyh“dx:/c?hdm, Vi€ {1,2,3}, Vne[0,N —1]. (V.9)
Q Q
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V.1.3 Equivalence avec un systeme de deux équations couplées

En pratique, nous résolvons seulement les équations satisfaites par (c1, co, p1, p2). En effet, supposons que
cp € Vi, s est donné, alors le probleme V.2 est équivalent au suivant :

Probléme V.4 (Formulation avec deux parameétres d’ordre)

2
Trouver (5, et Wittt oty € Vi, x Vg, x (Vi)™ tel que vy € Vinos Yy, €V}, nous avons, pour

1=1 et 2,
41 it
. Z \ (V.10)
/M?h“”}i dr = / DF (ch,c n+1)Vﬁ dx—i—/ ZEZ-EVC?;B-VVE dux,
Q
avec CZ“ = (071’;[1, 72’;[1 1— c”Jr1 — 0721;;1)_
Il reste ensuite a définir
> >
=t - e = (S ). (V.11

_Remarque V.5

Notons que dans la suite, dans les systémes ot seulement les inconnues (c?,jl, Mf,jl, cg;:'l, ,ug,jl) sont

présentes, la notation cZJrl représente le vecteur (cﬁrl, c;l,jl, 1-— "Jrl - cg,:r ).

Théoréme V.6

Le probléme (V.8) est équivalent au probléme (V.10)-(V.11). En particulier, toute solution (c;t*, pp*h)
du probleme V.2 satisfait

3 3 n

S =1 et g V.12
ey e v~ =0 (V.12)

i=1 i=1 !

Démonstration : Tout d’abord, en utilisant la définition de D" donnée par (V.2), aprés avoir ré-ordonné
les termes, nous trouvons (j et k les deux indices différents de @) :

3 3
1 4Xr 1 /1 1 1 1
5, D eie™ T les s ) v v )d (et =0 V.13
Zzzl 5 (ch,cp ) = - Z (Ei (Ej + Ek) Sho) Ei2k> (ch, ) ( )

i=1

Supposons maintenant que le probléeme (V.10)-(V.11) est satisfait. Alors, en ajoutant les équations du systéme
(V.10) pour ¢ = 1,2 et en utilisant (V.11) et (V.13), nous obtenons

/Q 2 N Vit dr = — /M*V( ;Z)-Vuﬁdm,

n+1
) 1 )
/< Han >1/;°de/< Ds(chchH)) Vﬁdaz+§5/V(1f "Hj) Vv, dz.
Q Y3 o\ 23 4" Ja

Cela prouve que cg;rl satisfait (V.8) pour i = 3.
Réciproquement, si nous supposons que (V.8) est satisfait, alors en ajoutant les équation pour i = 1,2, 3,
grace a 1'égalité (V.13), nous obtenons

Sn+1 _Qn
/ hihyﬁ dr = — / Mgh+aV@Z+1 -Vl dx
Q Q

At , (V.14)
/ Ortlyg dr :15/ [(1-B)VSy + ﬂVSZ"_l} -V dz,
Q Q
3 3 Vi
ot Sj =) by et ©F = Z % pour £ =n et £ = n+ 1. Ces équations sont satisfaites pour tout v}, € VI’ et
i=1 =1

Sn+1 _QqQn

pour tout vy € Vg, - En particulier, nous prenons v, = @ZH et v = At h e Vbh,0, de maniere a ce
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que le membre de gauche des deux équations (V.14) soit le méme. En notant que
mn n mn n n n 2
(1= H)VSE +aVSp ] vsp = sp) = 5 (1983 = [Wspl? + (26 - D[ Vst - wspf*).
nous obtenons finalement 1’égalité
3
gE/Q (IVSiHt* = 1983 + 28 = V| VSt = vsp[*) do + At/QM{]h*a\VG}f“]Q dr=0.  (V.15)

1
Puisque S} = 1 (¢} € Vpn,s), My est positive et § > —, le membre de gauche de (V.15) est une somme de

[\

termes négatifs. En particulier, VS,’ZH =0et V@Z“ = 0. Dong, les fonctions S,’Z‘H et ©7F! sont constantes.
En ré-injectant ces constantes dans les équations du systéme (V.14), nous obtenons S,’ZJ“ =1et @Z“ = 0.
Ainsi, le couple (¢}, ™) satisfait (V.12) et en conséquence le systéme (V.10)-(V.11). |

V.1.4 Estimation d’énergie discrete

L’estimation d’énergie pour notre probléme est obtenue par un calcul similaire a celui utilisé pour prouver
I’équivalence entre les problemes V.2 et V.4 dans la démonstration du théoreme V.6.

Proposition V.7 (Egalité d’énergie discréte)

Soit cjy € V, 5. Supposons qu’il existe une solution (c ”Jrl, ;LZJrl) au probléme V.2. Alors, l’égalité suivante

est vérifiée :
N h 3 Mn+
trip n+1 trip n on n+1
Firieh () _ Firi ch)+At§:/ﬂ i 2 da
i— 1

3
g (26 -1) /ZE |Vt — Vc?h|2dx (V.16)

12

= | [Pt = Fieh) - df(eh et - (e = )] do

ou df(-,-) est le vecteur (df (-,-))iz1,2,3-

trlph

Démonstration : Tout d’abord, la définition de Iénergie libre triphasique Fx, » donnée par (IV.8) conduit

a l'égalité

; ; 12
A - A = [ 2 () - e ass [ 3B (Ve - e as v
’ ’ Q ¢ Q75
TH_l —ch
Par ailleurs, choisir v}’ = ! et v = mTtm dans le systéme (V.8), donne pour i =1,2,3,
n+1 n n+ao
' — " M.
/ Cin N Clhuyh-i-l dr — _/ Mon ‘VM +1‘ da,
Q Q
n Cz -G 4Xp n n C;H_l — C?
/ pi i = el dx / Z ( nen ) - dF(CthhH))) . At " dx (V.18)
Q Q Xj
J#i
3 n+0 i~ Cih
+/Q 42] ieVe, " -V (T dz.
Rappelons que ¢ h =(1-p)c, + ﬂc”“ 1’égalité suivante est donc satisfaite

1
Ve (et = i) = 5 (| = 196 + (28 - D|Ve - vei|*).
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3
En ré-ordonnant les termes et en utilisant Z ntl ¢t ) = 0 (théoreme V.6), nous obtenons également
i=1
3 3
3 (5 0 et~ o ek i) ) (e ) = 55 3 e k) o ™)

i=1 j#i i=1

Ainsi, nous déduisons de (V.18) que
n+a
AtZ/ ”H’ dr = /ZdF ch,cZJrl (?hﬂ—c?h) dx
- —5/ ZE }VC"'H |Vc?h|2) dx (V.19)
o

25—1 /Zzyvc”“ vep | de.

La conclusion est obtenue en ajoutant (V.17) et (V.19). |

_Remarque V.8

3
Bien que les coefficients ¥; ne soient pas nécessairement positifs, les deux termes ZE ‘VC”+1 Vel ?
1=1
’ n+1
et Z , présents dans le second membre de 'équation (V.16), sont positifs lorsque la condition

(IV 14) est vemﬁee par les coefficients (31,32, X3). En effet, dans ce cas, la proposition IV.5 montre que

n+1 n+1 n+1 n+1

Z ’ ZE EZ ’ >0, puisque Z Vi _ =0 (théoréme V.6),

=1 l

et

w

ZE |Vl — c?hf > ZZ | Vel — Vc?hf >0, puisque ZV ntL e ) =0 (théoréme V.6).

i=1 i=1

L’égalité (V.16) est une version discréte de 'égalité d’énergie (IV.11) satisfaite par les solutions (c, p) du
modele de Cahn-Hilliard (IV.9) :

4 o] - [ 3 Moy

Cette égalité montre en particulier que 1'énergie associée aux solutions du systéme (IV.9) décroit avec le temps.

Au niveau discret, 1’égalité d’énergie (V.16) devrait fournir non seulement la décroissance de I’énergie discrete
mais aussi les premieres estimations a priori trés utiles pour prouver I'existence des solutions approchées et leur
convergence vers une solution faible du probleme (IV.9). Cependant, deux termes additionnels apparaissent
dans la contre-partie discréte de (IV.11) et, en conséquence, la validité de la décroissance de 1’énergie et des
estimations a priori dépend du signe de ces termes :

— le dernier terme du membre de gauche de (V.16) est un terme standard de diffusion numérique dii a la

discrétisation en temps de “Ac¢;” de la seconde équation de (IV.9). Ce terme a le “bon signe” puisque
8> 0.5 (¢f remarque V.8) et peut étre supprimé en prenant 5 = 0.5.
— le membre de droite de 1’égalité (V.16) contient la discrétisation en temps df” des termes non linéaires et,
en conséquence, son signe dépend des choix particuliers de df.
Ainsi, le choix de la discrétisation en temps d” des termes non linéaires peut étre guidé par une étude du membre
de droite de 'égalité (V.16). La situation la plus simple est celle ot df" est tel que ce terme soit nul. Dans ce
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cas, 'égalité d’énergie discrete est similaire a celle obtenue au niveau continu. Lorsque le membre de droite a
le “bon signe”, i.e. est négatif, il est encore possible de I’éliminer pour obtenir une inégalité d’énergie. Plus
généralement, il est suffisant de pouvoir contrdler le membre de droite de (V.16) pour obtenir les estimations
a priori désirées (cf section V.2.2). C’est la raison pour laquelle, dans la section suivante, les hypothéses sur
la discrétisation des termes non linéaires sont données sous la forme d’estimations faisant intervenir les termes
de Dégalité d’énergie (V.16). Dans les deux théorémes V.9 et V.10, ces hypothéses sont utilisées pour obtenir
des estimations sur les solutions approchées (CZ+1, ;LZH) (dans des normes appropriées). Le point clé est que
dans le théoreme d’existence, ces bornes peuvent dépendre de la solution approchée cj au temps précédent, du
pas de temps At ou du pas du maillage h (toutes ces quantités étant fixées) alors que, dans le théoreme de
convergence, il est crucial que ces estimations a priori soient indépendantes du pas de temps At et du pas de
maillage h. Les différentes hypotheses seront validées pour tous les schémas présentés dans la section V.2.

V.1.5 Théoreme d’existence et de convergence

Cette section est dédiée aux énoncés des théoremes d’existence et de convergence des solutions approchées,
dont les démonstrations seront données dans la section V.5. Tout d’abord, nous donnons les hypotheses générales
sur la discrétisation des termes non-linéaire df" : R? x R® — R3. La fonction d¥ est de classe C1(R? x R?)
et satisfait une hypotheése de croissance polynomiale : il existe une constante B; > 0 et un réel p tels que
2<p<+4xsid=2oup=6sid=3et

Vi€ {1,2,3},v(a",a" ) € S, |df (@™, a" )| 1 (1 +]a"P ! + ’a"“’p_l) :

(V.20)
1 (1 +]a™P % + ’a"“]pd) :

<B
|D (af (a",")) (@"*!)| < B

Théoréme V.9 (Existence de solutions discrétes)

Soit ¢, € Vi, 5- Nous supposons que :
— les coefficients (X1, 32, 33) satisfont (IV.14), la mobilité satisfait (IV.19), et que le potentiel de Cahn-
Hilliard F satisfait (IV.20),

~ la discrétisation des termes non-linéaires A" satisfait (V.20) et la propriété suivante : il existe Kfz >0
(pouvant dépendre de cj') tel que :

/ [F(ajth) — F(cp) —d"(cp,a; ™) - (ap ™ — c)] do < ch;”l, Vapt! € Vi, s (V.21)
Q

Alors, il existe au moins une solution (

CZH,/JZH) au probléme V.2.

Pour tout N € N, nous pouvons maintenant introduire les fonctions du temps ¢ € [0,¢¢] suivantes :

Qi\ffz(ta ) = C?h(')v sit G]tna thrl[v (V22)
Ei\ffz(tv ) = C?}jl(')a sit E]tn; thrl[v (V23)
lny1 =1t , t—tn 4 i
ch(t,) = T%(') A7 (), sit €]ty tnt. (V.24)

Pour les potentiels chimiques, nous introduisons les fonctions constantes par morceaux en temps suivantes :
pour tout N € N, soit :
N 1 .
Mih(tv ) = M?}j— ()a sit E]tna tn+1[- (V25)

Théoréme V.10 (Théoréme de convergence)

Supposons que les hypothéses du théoreme V.9 soient satisfaites, de maniére qu’une solution (chN, HhN) au
probléme V.2 existe pour tout N € N* et pour tout h > 0. Supposons que ( € }%, 1], que la propriété de
consistance (V.3) soit vérifiée et qu’il existe deux constantes C' > 0 et Aty > 0 telles que pour tout At < Aty
et pour tout n € [0, N — 1],

Fel'(eith) = Fg(ep)

+C

5 3
Mt 112 3 . 2
AtZ/Q %’Z [ Vaipt | da + 520 - 1)5/sziw%+l — Vel |Tdz| <0, (V.26)
=t i=1
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Considérons le probléme (IV.9) avec la condition initiale (IV.18) et les conditions aux bords (IV.17). Alors,
il existe une solution faible (c, p) définie sur [0,t¢] telle que

c € L>(0,ts; (HY(Q))®) N C([0,t[; (LLN))?), pour tout q < 6,
€ L2(0, 53 (H'(Q))%),
c(t,z) € S, pour presque tout (t,z) € [0,t7[xQ,
et pour toute suite (hg )xen~ telle que hy . 0, les suites (¢ )N, k)yem=)z et (B ) (N, K)e(w)2, définie

par (V.8), satisfont, d sous-suites preés, les convergences suivantes lorsque min(N, K) — 400 :

chNK —c dans C°(0,ts, (LY)?) fort, pour tout q < 6, (V.27)
B = dans L*(0,t 7, (H')?) faible. (V.28)

Remarque V.11

Dans le théoreme V.10, nous supposons que % < B < 1. En effet, le dernier terme dans le membre de gauche
de égalité (V.26) (qui disparait dans le cas ot 3 est égal a % ) est crucial dans les estimations des résidus
(cf section V.5.2) et dans la démonstration de lestimation d’énergie pour le schéma implicite (cf section

V.2.2).

Remarque V.12

Sous des hypothéses supplémentaires sur la Hessienne du potentiel de Cahn-Hilliard F, il est prouvé dans
[BLOG6] que le modéle (IV.9) a une unique solution faible. Dans ce cas, nous pouvons conclure que les conver-
gences énoncées dans le théoréme V.10 pour des sous-suites sont vérifiées par les suites entiéres (cflVK,/LhNK).

V.2 Différentes discrétisations pour les termes non linéaires

Dans cette section, nous présentons différents choix possibles pour la discrétisation des termes non-linéaires
d¥. Puisque l'expression (IV.21) du potentiel de Cahn-Hilliard triphasque F fournit une décomposition natu-
relle : F' = Fy + P, nous allons choisir des discrétisations de la forme df = di® + d” ot df® et dF représentent
une discrétisation de J., Fy et de 0., P respectivement. Nous donnons trois choix possibles de discrétisation de la
contribution de F{y dans les sections V.2.2, V.2.3 et V.2.4, et une discrétisation semi-implicite de la contribution
de P dans la section V.2.5. Dans chacune de ces sections, les estimations du membre de droite de (V.16) sont
prouvées. Les résultats sont rassemblés dans la section V.2.6 pour obtenir I'existence des solutions approchées
et leur convergence vers une solution faible de (IV.9). Finalement dans la section V.2.7, nous montrons que la
propriété de consistance algébrique (cf section IV.2.1) a un équivalent discret en identifiant les schémas qui sont
obtenus lorsque seulement deux phases sont présentes.

V.2.1 Remarques prélimaires

La relation ¢; 4+ ¢3 + ¢3 = 1 permet d’obtenir une expression équivalente de Fy sur 'hyperplan S. Cette
expression fait intervenir le potentiel de Cahn-Hilliard diphasique f dont nous rappelons la définition :

f(x) =2*(1 —z)?, VzeR. (V.29)
En effet, la fonction définie par :
3
A > 3
Fy(c) = ; 7f(ci), Ve € R3, (V.30)

est égale a F sur I’hyperplan S : .
Fo(C):Fo(C), Ve € S.

Ces deux expressions différentes peuvent étre utilisées de maniere équivalente puisque nous pouvons facilement
prouver que :

VFy(c)-& =VEy(c)-& VY(c,€&) e S, (V.31)
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et en conséquence, au vu de expression (IV.10), nous avons :

ffo(e) = flo(c), Vees.

K2 K2

V.2.2 Discrétisation implicite de la contribution de Fj
La discrétisation implicite correspond a la définition suivante :
dfo(a™, a"t) = VFy(a™t!), v(a"a"t!) e S% (V.32)

Nous prouvons respectivement que la contribution de Fy & U'estimation d’énergie satisfait 'estimation (V.21) du
théoreme V.9 et estimation (V.26) du théoréeme V.10 lorsque nous utilisons le schéma implicite (V.32). Notons
que nous supposons ici que 2; > 0, Vi € {1,2,3}, c’est-a-dire que nous nous plagons dans le cas d’une situation
d’étalement partiel.

Dans les situations d’étalement total (i.e. lorsque 'un des ¥; est négatif), la démonstration des théorémes
d’existence et de convergence, lorsque le schéma implicite (V.32) est utilisé, est encore un probléme ouvert.
Nous observons, dans les expérimentations numériques, que dans ce cas la méthode de linéarisation de Newton
(utilisée pour la résolution du probléme V.4) peut ne pas converger (cf table V.4 de la section V.3).

Existence de solutions discrétes

Nous commengons par montrer que, dans le cas ol tous les 3J; sont positifs, ’hypothése (V.21) du théoréme
V.9 est satisfaite. La démonstration utilise 'expression (V.30) de Fy (valide sur I'hyperplan S) et la remarque
préliminaire de la section V.2.1.

Proposition V.13

Soit ¢} € V§, 5. Supposons que Vi € {1,2,3}, ¥; > 0. Alors, il existe Kf’? > 0 (dépendant éventuellement
de c}}) tel que :

/ [Fo(ajp™) — Fo(cp) — VEy(a;th) - (ap ™! —cjt)] do < Kf’?, Vajt! e Vhh.s- (V.33)
Q

Démonstration : Commencons par une inégalité élémentaire. Rappelons que la fonction f est définie par
(V.29), et soit y € R fixé. Nous définissons une fonction auxiliaire g par

f@) = f(y) = f'(@)(z —y).

Cette fonction est polynomiale d’ordre 4 et a un coefficient dominant négatif. Elle admet donc un maximum
que nous noterons xy. Ce maximum zg dépend a priori de y mais satisfait ¢’(xo) = 0 i.e. —f"(z0)(x0 —y) = 0.
En conséquence, nous avons seulement deux cas possibles, ou bien g = y ou bien z est solution de I’équation
du second degré : f”(x) = 0. Dans le cas ou £y = y, nous avons, pour tout € R, g(x) < g(y) = 0. Dans le
second cas, xg est indépendant de y et nous obtenons g(x) < f(zo) — f(y) — f'(x0)(zo — y). Ainsi, dans tous les
cas, en posant Cy = |f(z0) — f'(w0)zo| et C2 = |f'(x0)|, nous avons

f@) = f(y) = fl@) (@ —y) <CL+ Calyl +|f(y)], VzeR, (V.34)

ou (7 et Cy sont deux constantes indépendantes de x et y.
En combinant (V.30) et (V.34), puisque tous les ¥; sont positifs, nous avons, pour tout aZ‘H € Vhhn.s

g(z)

/ Fo(ap™) — Fy(cp)—VEo(ap™) - (ap™ — ) da
Q

3.y 3.0%. 3.0y, n
<oy Ty G [l 35 [ ifenlde = K5
=1 =1 =1

La conclusion est alors obtenue grace a 1'égalité (V.31). Le membre de doite K7 " dépend uniquement de ¥ et
ci. Nous terminons en remarquant que ¢, € V¢ C H}(Q) € L%(Q) pour tout ¢ < 6 et que f est un polynome

d’ordre 4. Ainsi, il existe une constante C' indépendante de CZ+1 et ¢ telle que

K <cC (1 + |c;;|;§l(m).
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Ceci conclut la démonstration. ]

D’apres le théoreme V.9, lexistence de solutions approchées est obtenue comme un corollaire immédiat de
la proposition précédente.
Corollaire V.14
Soit ¢}, € Vi, 5. Supposons que Vi € {1,2,3}, X; > 0 et que la mobilité vérifie I’hypothése (IV.19). Alors,
il existe une solution au probléme V.2 ou d¥" est défini par (V.32).

Convergence des solutions approchées

L’estimation établie dans la proposition V.13 est valable pour tout pas de temps mais n’est pas suffisante pour
montrer le théoréme de convergence. Dans cette section, nous donnons une autre estimation (qui correspond &
Phypothese (V.26) du théoréme V.10) valide seulement pour des pas de temps suffisamment petits.

Proposition V.15

Supposons que Vi € {1,2,3}, X; > 0 et que la mobilité vérifie (IV.19). Alors pour tout pas de temps At tel
23 —1)&3
que At < Aty = %, nous obtenons
triph  n+1 t h Z M(?}:ra‘ +1‘
Fs, ”p (™) —Fs. ”p / Vs dz
(V.35)
3
+15e(26-1) / ZE Vet — Ve | dr < 0.
Démonstration : Considérons la fonction f définie par (V.29). Puisque iﬁf f"” = —1, nous obtenons
! < (l' B y)2 R R
fl@)=fly) = f@)z—y) < =5, YeeRWeR
Puisque tous les X; sont positifs, nous déduisons de I'inégalité ci-dessus que
Y
Fy(epth) = Fo(ep) = VEy (et - (et —ep) = > = (P = () = £ (D™ = ci))
i=1

LB > 2
i 1
< Flr-al
D’apres I'égalité (V.31), le membre de gauche de I'inégalité ci-dessus est exactement I'intégrande du membre de
droite de I'inégalité d’énergie (V.16). Nous obtenons alors 'estimation

n+a

]_—trlph( n-l—l) tzrlsh ch +At2/ P 0h }V n+1} da

(V.36)
/ Zz et — P da — —g (28-1) /Zz Vet - ven | da.
3
Il reste maintenant a estimer le terme ZE / ’c"“ - cm‘ dz. Nous prenons v = %; (™' — %) comme
i=1

fonction test dans la premiére équation de (V.8) (remarquons que vy € V' puisque V5, o C Vy' (hypothese
(V.7))). Donc, nous obtenons

Cﬂ;;r1 - +1 M3h+a +1 +1
7 T n n T n
/QEizT (cm cih) der = — /Q 3 —Ei V-V (Cih — cih) dzx.
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Nous ajoutons ensuite ces équations pour i = 1,2, 3, et appliquons le corollaire IV.6, pour obtenir

/ZZ ’c"“ ‘ dr < A; Mé’;f“l Z |V“
Q

Puisque la mobilité est majorée (c¢f équation (IV.19)), nous avons

n+ao
/Zz |t — o P de < AtZ/ MOh Vit da +9M2At2/z Vet —vep [P de. (V.37)

Ainsi, en combinant l'inégalité (V.36) et (V.37), nous avons finalement
3 n—+a n+ao
M, At M
]_—trlph n+1 ]_—trlph ny AL / Y on n+1 dl‘ / 70h v n+1
()~ A2+ Ay | S ) Z

9M2At2/ > |Vc"+1 Vc?h}de

2e2

n+1| 9
+ - ZE‘VC"H Vc?h’

——5 (28—1) /Zz Vet - ven | da.

. . . (28 —1)e®
La conclusion est obtenue en utilisant le fait que At < YA
2

Corollaire V.16

Sous les hypothéses du corollaire V.14, les conclusions du théoréme V.10 sont satisfaites lorsque d¥ est
défini par le schéma implicite (V.32).

V.2.3 Discrétisation convexe-concave de la contribution de Fj

Dans la section V.2.2, nous avons remarqué que le schéma implicite (V.32) ne garantissait la décroissance
de I’énergie que pour des pas de temps suffisamment petits. De plus, les résultats n’étaient valables que dans
le cas de situations d’étalement partiel. Pour s’affranchir de ces problémes, dans cette section, nous cherchons
une discrétisation d° telle que :

Fo(a" ™) — Fy(a™) —d™(a",a"t!) - (a"t' —a") <0, V(a",a"t!) e S (V.38)

Supposons un instant que d® soit défini par la discrétisation implicite (V.32) ; I'inégalité (V.38) serait vérifiée si
la fonction Fy était convexe sur I'hyperplan S. De la méme manieére, si 'on utilisait une discrétisation explicite
I'inégalité (V.38) serait vérifiée si la fonction Fy était concave sur 'hyperplan S. Malheureusement, le potentiel
Fy n’est ni convexe ni concave, néanmoins ces remarques fournissent un moyen naturel (¢f [Lap06]) d’obtenir une
discrétisation d° qui satisfait (V.38) si la fonction Fyy se décompose comme la somme d’une fonction convexe et
d’une fonction concave. En effet, si F = F0+ + F, avec F0+ convexe et F;~ concave alors nous pouvons définir

dfo(a",a"™!) = VE (a" ) + VF; (am). (V.39)
Le potentiel de Cahn-Hilliard diphasique a une décomposition convexe-concave naturelle (cf [Eyr98]) :
nN* 1
f(z) = (ac - 5) +36 (1-2(2z-1)%). (V.40)
—_———
=f+(z) =f (@)

Cette décomposition mene facilement a une décomposition convexe-concave de Fj en utilisant les définitions
suivantes :
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ot ¥ = max(3;,0) et ¥; = —min(%;,0).

Puisque Fy et Fy coincident sur Ihyperplan S (¢f (V.31)), Vinégalité (V.38) est satisfaite et par suite les
hypotheses (V.21) du théoréme V.9 et (V.26) du théoréme V.10 sont satisfaites pour la contribution de Fy lorsque
Pon utilise la discrétisation convexe-concave (V.39) (¢f section V.2.6 pour plus de détails). Ces hypotheses sont
satisfaites pour tout pas de temps At et méme dans le cas d’étalement total.

V.2.4 Discrétisation semi-implicite de la contribution de Fj

Le schéma convexe-concave présenté dans la section V.2.3 garantit la décroissance de 1’énergie pour tout pas
de temps et méme dans le cas de situations d’étalement total. Cependant, il souffre d'un important manque
de précision (¢f figure V.3, V.7 et V.15 dans la section V.3). Ceci est certainement dii au fait que la discréti-
sation convexe-concave partage inégalement les deux parties du potentiel de Cahn-Hilliard qui devraient agir
ensemble ou plutdt entrer en compétition. Nous proposons dans cette section une discrétisation semi-implicite
plus spécifique construite dans le but d’obtenir

Fo(a™™) — Fy(a™) — dfo(a™,a" ™) - (a"t! —a") =0, V(a",a""!) e S2 (V.41)

Pour le modele de Cahn-Hilliard diphasique, dans [KKLO04b] et [KKL04a], les auteurs donnent d’autres discré-
tisations de ce type obtenues grace & des développements de Taylor du potentiel de Cahn-Hilliard (¢f remarque
V.21).

Pour simplifier les notations, nous notons a := a™ et b := a”! dans les calculs suivants. Nous écrivons
Fy(b) — Fy(a) comme la somme de termes contenant d1, do ou d3 en facteur, avec 6; = b; — a; pour i = 1,2, 3.
Puisque Fy(cy,ca,c3) = algc%cg + 0’130%6% + 023c%c§ + cicacs (X101 + Eaca + Xses), il est suffisant de considérer
séparément les termes de la forme b2b;b, — aZajay avec (i,j, k) € {1,2,3}3. Nous utilisons les identités a? =
b? — (a; + b;)8; et aj = b; — §; pour introduire &;, §; et & dans la formule :

b?bjbk — a?ajak = b?(b]bk — ajak) + (ai + bi)a]—akéi
= b7 (b0 + ard;) + (a; + bi)ajard;
= (ai + bi)ajakéi + bfakéj + bfbjék.

Nous utilisons maintenant cette expression pour construire une formule symétrique ayant pour objectif d’obtenir
au moins formellement une discrétisation d’ordre 2. En intervertissant les roles de j et k, nous pouvons obtenir

1 1
b?bjbk — a?a]—ak = (ai + bi)ajak&- + §bf(ak + bk)5j + ibf(a] + bj)5k,
et finalement, en intervertissant les roles de a et b, nous obtenons

1
—(a? + b2)(a; + bj)d%. (V.42)

1
(07 +b7) (@ + bi)d; + 5

1
b?bjbk — afajak = §(al + bi)(ajak + bjbk)éi + 1

2

Nous obtenons une formule pour les termes de la forme b2b2 —aia

2 en prenant k = j dans (V.42) :
1 1
bib; — ajal = 5 (ai + bi)(ai +b3)0; + 5(@? +07)(aj + b;)d;. (V.43)

Ainsi, nous proposons de définir, pour tout ¢ € {1,2, 3}, 'approximation consistante suivante des termes non-
linéaires :

df”(a n+1 _ Z [anJrl ] [ n+1+a2+1)2+(a}z+az)2}

y
+ = @ 4 (@)?) [af ™+ ot + af + af] (V.44)

Zk n n n n n n
T [(ax ™) + (a)?] [af ™ +af ™ +af +af].
Nous pouvons déduire de la définition de F et des formules (V.42), (V.43) et (V.44) que, pour tout a” € S et

a"tlesS

FO( n+1 ZdFo n+1)(a?+1 _ a?)’ V(a”,a”“) c 82,
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et que pour tout c € S,
OFy

(&

df“ (c,c) = (c).

Alinsi, a partir de ’égalité (V.41), nous pouvons déduire que les hypotheses (V.21) du théoréme V.9 et (V.26) du
théoreme V.10 sont satisfaites pour la contribution de F{y lorsque nous utilisons la discrétisation semi-implicite
(V.44) (cf section V.2.6 pour plus de détails). Ces hypothéses sont satisfaites pour tout pas de temps At et
méme dans les situations d’étalement total.

V.2.5 Discrétisation semi-implicite de la contribution de P

Rappelons la définition de P :
P(c) = Acicics.

Nous considérons seulement la discrétisation semi-implicite de la contribution de P proposée dans [Lap06]. Les
simulations numériques réalisées dans [Lap06] montrent les difficultés & utiliser une discrétisation implicite pour
ce terme (non convergence de la méthode de linéarisation de Newton pour la résolution du probléme V.4). De
plus, nous n’avons pas de décomposition convexe-concave naturelle de P.

Pour obtenir une estimation d’énergie discréte, nous cherchons des fonctions df’, df et d telles que df (c,c) =

P
g—(c), Vee S et
Ci

P(a™) — Pa") — d"(a",a"*) - (@™ —a") =0, V(@"a"t!)es?. (V.45)

Nous définissons pour i € {1,2,3}, &; = b; — a; et nous utilisons I'identité a? = b? — (a; + b;)d; et ainsi I'égalité
(V.43) qui nous permet d’introduire d;, d; et d; dans les termes bfb?bi, (i,5,k) € {1,2,3}3 :

b?bfbi —a? ?ai = 172(1)2b2 - aQa%) + (a; + bi)a?aiéi
1 1
= (ai + bi)ajak5i + §b12(aj + bj)(ai + bi)éj + ibf(af + b?)(ak + bk:)5k (V46)
En ajoutant les trois formules données par (V.46) avec (4, j, k) = (1,2,3),(2,1,3) et (3,1,2), nous obtenons

b2b2b2 2.2 2

1
—ajaza; = [ 2+ b2a3 + 2a2b§ + b%b%} (a1 +b1)01

+ [a1a3 bla3 + = a1b2 + beQ} (ag + b2)da

1
3
1
3
L1

+3 [a1a2 + b1 ai + = a1b2 +b2b2} (asz + b3)ds.

Ainsi, en définissant

(a2 = ) | (@) a)? +

nous obtenons la propriété (V.45) et pour tout ¢ € S,

or

Ci

di (c,c) = 2—(c).

Ainsi, comme dans la section précédente, & partir de I'inégalité (V.45), nous pouvons déduire que les hypotheses
(V.21) du théoréme V.9 et (V.26) du théoréme V.10 sont satisfaites pour la contribution de P lorsque nous
utilisons la discrétisation semi-implicite (V.47) (cf section V.2.6 pour plus de détails).

V.2.6 Résumé des résultats

Dans les sections V.2.2, V.2.3, V.2.4 et V.2.5, nous avons présenté séparément plusieurs discrétisations df°
pour la contribution de Fy et une discrétisation d” pour la contribution de P (rappelons que le potentiel de
Cahn-Hilliard F est défini par F' = Fy+ P). Pour la contribution de P, nous n’avons considéré qu’un seul schéma
semi-implicite défini par (V.47). Ce schéma peut ensuite étre combiné avec trois discrétisations possibles pour
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la contribution de Fj : lorsque nous choisissons la discrétisation (V.32), resp. (V.39), resp. (V.44), nous faisons
référence au schéma obtenu par implicite, resp. convexe-concave, resp. semi-implicite.

Nous pouvons maintenant énoncer les théorémes d’existence et de convergence grace aux théoremes généraux
V.9 et V.10 et aux estimations (V.33), (V.35), (V.38) et (V.41) valides pour chaque discrétisation particuliére.
Avant tout, rappelons que le potentiel de Cahn-Hilliard F' = Fj + P satisfait I'hypothese (IV.20) (en fait seul
Ihypothese de positivité est non triviale, ¢f Proposition IV.11) & condition que :

— A >0 lorsque %; > 0 pour tout i € {1,2,3},

— A > Ay lorsque la condition (IV.14) sur les coefficients (31, Xo, X3) est satisfaite (cela autorise I'existence

d’au plus un coefficient ¥; négatif).
Dans le premier cas, les théorémes d’existence et de convergence sont prouvés pour les trois schémas (implicite,
convexe-concave et semi-implicite) alors que lorsqu’un coefficient X; est négatif, les théoréemes d’existence et de
convergence ne sont prouvés que pour les discrétisations convexe-concave et semi-implicite, l'existence de solution
pour le schéma implicite étant encore un probleme ouvert. Notons que dans ce dernier cas, nous observons dans
plusieurs expérimentations numériques (cf section V.3), une non convergence de la méthode de linéarisation de
Newton dans la résolution du probleme V.4. Dans le cas ou tous les coefficients 3; sont positifs, nous pouvons
aussi remarquer que le schéma implicite garantit la décroissance de 1’énergie seulement pour de petits pas de
temps (c¢f Proposition V.15) alors que les schémas convexe-concave et semi-implicite la garantissent pour tout
pas de temps. Tous ces résultats sont énoncés dans les propositions V.17 et V.18 et résumés dans la table V.1.

Proposition V.17 (Etalement partiel)

Nous supposons que Vi € {1,2,3}, X; > 0, que F = Fy + P avec A > 0 et que la mobilité satisfait
(IV.19). Alors, il existe au moins une solution au probléeme V.2 ou df' correspond au schéma implicite,
convere-concave ou semi-implicite. De plus, si = < [ < 1 alors les conclusions du théoréme V.10 sont

2
satisfaites.

Proposition V.18 (Etalement total)

Nous supposons que le triplet de coefficients o satisfait (IV.14), que F' = Fo+P avec A > Ay (cf proposition
IV.11) et que la mobilité satisfait (IV.19). Alors, il existe au moins une solution au probléeme V.2 ou d¥
correspond au schéma convexe-concave ou semi-implicite. De plus, st % < B < 1 alors les conclusions du
théoréeme V.10 sont satisfaites.

Schémas Implicite ‘ Convexe-concave ‘ Semi-implicite
Déf. dr Semi-impl. (V.47)
daro Impl. (V.32) Conv.-conc. (V.39) ‘ Semi-impl. (V.44)
dF=dPo 4 4P Décroiss. de I'énergie At < Ato Décroiss. de I'énergie VAL
Vi, 2 >0 A0 Existence VAt Existence VAt
Convergence (8 > 1/2) Convergence (8 > 1/2)
) roar P Décroiss. de ’énergie VAt
f(:j ?IZV<1Z) d :Ad;)/;d Probléeme ouvert Existence VAt
Convergence (8 > 1/2)

TAB. V.1 — Résumé des résultats théoriques

V.2.7 Schémas correspondants dans le cas diphasique.

Considérons un systéme avec deux composants (noté ci-dessous avec les indices 1 et 2 respectivement) et
supposons que 1’évolution des parameétres d’ordre ¢;, (i = 1,2) et des potentiels chimiques fi;, (i = 1, 2) associés
a ces deux phases soit gouvernée par le modele de Cahn-Hilliard diphasique :

8 C;
ot

=div (M(c1,c2)Viii), pour i = 1,2,

_ 12

\ (V.48)
i = ?012f/(0i) - 55012A0i pour ¢ = 1,2,
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ol € est I’épaisseur d’interface, M (c1, c2) la mobilité et o2 la tension de surface entre les deux composants. Les
inconnues sont liées par les relations suivantes : ¢; +co = 1 et (i + g2 = 0.

La counsistance algébrique (c¢f section IV.2.1) garantit que le triplet (cl, co=1—c1,c3 = 0) est une solution
particuliere du modele de Cahn-Hilliard triphasique (IV.9) (avec My(c) = 2012M (c1,¢2)) et pour tout choix
des valeurs des tensions de surface 013 et oa3 impliquant le troisieme composant. Dans ce cas, les potentiels

chimiques triphasiques sont donnés par p; = 2—iﬂi pour i = 1,2 et ug = 0.
012

Des résultats équivalents peuvent étre obtenus pour le systéme complétement discret et nous pouvons iden-
tifier les schémas correspondants au modele diphasique (V.48) : Etant donné (cf}, uly) € Vi, x Vi,
— Schéma implicite dans le cas diphasique : pour ¢ = 1,2,

Trouver (cji', uhth) € Vi, x Vi tel que

At
/ gy vy, de
Q

— Schéma convexe-concave dans le cas diphasique : pour i = 1,2,
n+1 n+1 C; o
Trouver (ci,", i) € Vi, x Vi tel que

n+l n
/ i Cih v de = —/ M (e, et )Vttt da, Yl e Vi,
& (V.49)

—012/ (s da + 5012/ Vet d, Y, € Vo

n+1 n
C. — C;
ih ih W _ n+oa nto ~n+1 0 n mn
/Q A dx = A M () e )V, YV, du, Vv, €V,

[ mirtvide =Zo [ [ + ()] vida (V:50)

3
—+ 560’12/ VC VI/h dl’ VVZ S VB}L,O’

ou f = f* + f~ est la décomposition convexe-concave de f donnée dans (V.40).
— Schéma semi-implicite dans le cas diphasique : pour ¢ = 1, 2,

Trouver (i, ut) € V5, x VI tel que

n+1

(&) ch

/ —th__th —vfde == | M (el e )V Vv de, Y eV
Q Q

12 n+1 1
/ iy vk dz =— 012/ {f <7zh +26 > C D=l — Y )| vgde (V.51)
Q Q

3 . .
4 55012/ VCZH_BVV}CL dux, Vi, € Vi o-
Q

Proposition V.19

Les schémas diphasiques ci-dessus (V.49), (V.50) et (V.51) ont au moins une solution. De plus, en

définissant My = 201o2M, ,u"+1 = 5 : ufhﬂ pour i = 1,2 et M"H = 0, nous avons le résultat

swivant : si ((clgl,ﬂﬁ"l) (c2:1,ﬂg:1)) est une solution de (V.49) (resp. (V.50), resp. (V.51)) alors

((cﬁrl,u?}jl) (Bt ), (0,0)) est une solution du probléme triphasique (V.2) ou df est donné par

(V.32) (resp. (V.39), resp. (V.44)).

Remarque V.20

L’expression des potentiels chimiques triphasiques différe de celle des potentiels chimiques diphasiques [i;
mais les quantités d’intéréts dans nos applications sont les parameétres d’ordre qui indiquent la position des
phases et les forces capillaires f.q qui sont utilisées pour le couplage avec les équations de Navier-Stokes.
Dans le modéle triphasique, nous utilisons l'expression f., = 2?21 w;Ve;. Le point clé est que dans le cas
ot c3 = 0, nous avons

fea = L%Vcl + pa2Vea
= Ve —11)V (1 —
%015 wVer + 2012 ( 1)V ( c1)

= lvcla



130 Chapitre V. Discrétisation du systeme de Cahn-Hilliard

qui est lexpression des forces capillaires dans le cas diphasique.

Remarque V.21

Dans [KKLO04a], les auteurs proposent un schéma semi-implicite pour la discrétisation du modéle de Cahn-
Hilliard deux-phases. Ce schéma est obtenu da partir de développements de Taylor. I est intéressant de
remarquer que, lorsque seulement deux phases sont présentes, le schéma semi-implicite que nous présentons
dans ce manuscrit est trés proche (mais différent) du schéma donné dans [KKLO04a]. En effet, nous avons la
relation suivante :

e 4 cptt 1 n  n n "
() - G0 e - 2

2
T f”(cn-‘rl) n mn flll(cn+1) n n '3 n
- {f’(chﬂ) - 7; (Ch+1 —cp) + 76]1 (Ch+1 - Ch)2 = (Ch+1 - Ch)37

ot le premier terme du membre de gauche est la discrétisation de f'(c) proposée dans ce manuscrit et le
second est la discrétisation proposée dans [KKL04a/.

V.3 Illustrations numériques

Dans cette section, nous présentons quelques illustrations numériques en une dimension et deux dimensions
permettant de comparer les différentes discrétisations en temps des termes non linéaires, présentées dans la
section V.2.

Nous utilisons la notation suivante pour désigner les différents schémas :

— Impl. désigne la discrétisation implicite (V.32) pour la contribution de F combinée & la discrétisation

semi-implicite (V.47) pour la contribution de P et =1,

— CC. désigne la dicrétisation convexe-concave (V.39) pour la contribution de Fy combinée & la discrétisation

semi-implicite (V.47) pour la contribution de P et 8 = 1,
— SImpl(f3). désigne la discrétisation semi-implicite (V.44) pour la contribution de Fy combinée a la discré-
tisation semi-implicite (V.47) pour la contribution de P et la valeur donnée de 3,
— SImpl. désigne le schéma SImpl(1).
En 1D, la discrétisation spatiale est réalisée sur une grille uniforme par éléments finis linéaires. En 2D, pour limi-
ter les temps de calcul, nous utilisons des éléments finis de Lagrange Q; sur des maillages adaptatifs localement
raffinés (c¢f partie 1). Le critére de raffinement impose la valeur du plus petit diametre Aipgerface d’une cellule
et assure que les aires raffinées sont aux voisinages des interfaces (i.e. ou aucun parametre d’ordre n’est égal a
1). En pratique, nous prenons hinterface = 5 pour garantir la présence d’au moins deux cellules dans I'interface.
Nous renvoyons a 'introduction de la partie 3 pour une définition plus précise du critére de raffinement. Dans
tous les tests bidimensionnels, les solutions approchées sont visualisées grace aux lignes de niveau de la fonction :

(c1,¢2,¢3) — (1 —c1)(1 —ea)(1 — c3), (V.52)

qui n’est pas nulle seulement dans l'interface. Les figures présentant les solutions approchées montrent également
les maillages localement raffinés utilisés pour les calculs correspondants.

Pour les études de convergence, pour chaque schéma, les différentes solutions approchées ¢~ sont calculées
en utilisant les pas de temps At;. Puisque, aucune solution analytique du systeme de Cahn-Hilliard (IV.9) n’est
connue, nous utilisons une solution approchée c2*f obtenue avec un pas de temps de référence At,of comme
solution de référence. Evidemment, le pas de temps de référence At,.¢ est supposé assez petit devant At;. Bien
que le critere de raffinement soit le méme pour tous les calculs, les grilles raffinées peuvent différer légérement
d’un calcul & Pautre puisque les pas de temps sont différents. Cependant, la norme L2 de 'erreur

ej(t) = [cAli(t, ) — cAlei(t, )

At

(L2(2)*’
a un instant fixé ¢, est exactement calculée sur la grille uniforme de taille Ay, pendant une étape de post-
traitement.

V.3.1 Cas tests deux phases

Dans cette section, les schémas sont comparés sur des cas tests ne faisant intervenir que deux phases. Nous
résolvons numériquement le probléme trois phases V.4 mais le troisiéme parametre d’ordre cs est initialisé a
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zéro sur tout le domaine de maniére a ce que les deux phases en présence soient décrites par les parametres
d’ordre ¢; et ¢ = 1 — ¢;. La propriété de consistance (c¢f sections IV.2.1 et V.2.7) garantit que le parameétre
d’ordre c3 restera nul durant toute la simulation et en conséquence, les schémas que nous comparons sont en
fait ceux présentés dans la section V.2.7.

Les cas tests donnés illustrent les deux comportements différents du systeme de Cahn-Hilliard : le premier
est la stabilité de ’épaisseur d’interface observée proche de ¢ et le second est le déplacement de I'interface sous
I'influence des tensions de surface.

Dynamique de l’interface

Le premier cas test est réalisé sur le domaine | — 1, 1[ avec les parameétres suivants : I’épaisseur d’interface
e = 0.5, une mobilité constante My = 8 et une tension de surface entre les deux phases présentes o = 1. Nous
imposons des conditions aux bords de type Neumann pour les parametres d’ordre et les potentiels chimiques.
La donnée initiale est définie par :

Q) =

2z
(1 + tanh (1_05)) , et (x)=0, Vo e [-1,1].

N =

—— profil d’eq. cO ]
0.9’—0—[:1_9_3 / 55585848
08F —— t=2e-3

—x— t=5.e-3
[ t=8.e-3

-1 -0.5 0 0.5 1

Fi1c. V.1 — Evolution de parametre d’ordre ¢; en utilisant le schéma implicite avec At = 1073

La figure V.1 montre I’évolution du parametre d’ordre ¢; vers la forme d’équilibre. Nous avons également
représenté sur cette figure 'approximation de la solution stationnaire :

co(x) = % (1 + tanh (%E)) , VzeR,

obtenue en résolvant exactement le probleme suivant, posé sur un domaine infini :

3
— 5050’0’@) + 12%f’(co(x)) =0, VzeR,
1
Eg co =1, 1_1& co=0, ¢o(0)= 7

La figure V.2 présente 1’étude de convergence. La solution de référence est calculée avec le schéma SImpl.(0.5)
et At,er = 1073, Nous avons effectué plusieurs calculs en utilisant les différents schémas et pour chacun des
pas de temps suivants : At; : 2.107%, 5.107%, 107%, 2.107°, 5.107°, 107°, 107%. Les normes L? des erreurs
correspondantes e;(t) au temps ¢ = 0.01 sont représentées sur la figure de gauche et les ordres de convergence
de chacun des schémas sont donnés dans le tableau de droite.

Nous observons une convergence d’ordre 1 pour les schémas Impl., CC. et SImpl. et une convergence d’ordre
(environ) 2 pour le schéma SImpl.(0.5). Notons également que le schéma CC. est moins précis que les trois
autres, alors que le schéma SImpl. permet d’atteindre la méme précision que le schéma Impl.
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10
H Schéma Ordre de convergence H
10 CC. 1.0
SImpl. 1.0
10—6— 5 : Encp,l Impl 1.0
Z A it STmpl.(0.5) 1.8
- SImpl.(0.5)
10 -6 ) ) "””15 ) ) "””14 ) ) "””{i
10 10 10 10

Fic. V.2 - Erreurs e;(t) = |CAtJ‘ (t,-) — cAber(t, -)|(L2(Q))3 au temps ¢ = 0.01 en fonction du pas de temps At;
(& gauche) et ordres de convergence (& droite) obtenus avec les différents schémas.

0.95 75 0.95
0.94 | 1094} ]
CC. —— r
0.93 | Impl. —— | 0.93 L i
I Simpl, —*— 5
0.92 | SImpl.(0.5) —&— | 0.92 | )
L cC. —— CcC. ——
091+ {091 Impl. —— 1 091} Impl. =
1 Simpl. —— Simpl. ——
09 ‘ ; ‘ ‘ 09 ‘ _ SImpl.(0.5) —8— 09 ‘ . SImpl.(0.5) ——
04 044 048 052 056 0.6 04 044 048 052 056 0.6 . 04 044 048 052 056 0.6
At =103 At =5.10"4 At =2.10"1

F1a. V.3 — Parametre d’ordre ¢; en fonction de la variable d’espace 2 au temps t = 0.01. En haut : 2 € [—1, 1],
En bas : z € [0.4,0.6] (zoom)

L’influence des différents schémas sur ’allure de la solution est illustrée par la figure V.3. Nous représentons,
pour différents pas de temps, le parametre d’ordre ¢; en fonction de la variable de I’espace sur le domaine entier
(en haut) et sur une partie du domaine en zoomant (en bas). Les schémas Impl., SImpl, SImpl.(0.5) donnent
des résultats tres proches alors que le schéma CC. donne un profil différent.

Bulle éllipsoidale - Conditions aux bords de type Neumann

Ce test est réalisé sur le domaine | — 0.2, 0.2[? avec les parametres suivants : ’épaisseur d’interface ¢ = 0.01,
une mobilité constante My = 10™* et une tension de surface entre les deux phases ¢ = 1. Nous imposons une
condition aux bords de type Neumann pour les parametres d’ordre ainsi que pour les potentiels chimiques. La
donnée initiale est définie par :

1
C?(may) = 5

2 3
(I—Q + a2y2> — 0.11)] , AS(x,y) =0, Y(z,y) € [-0.2,0.2)%
a

2
1 + tanh (—
€

oua=1.5.
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phase 1

F1c. V.4 — Configuration du cas test (& gauche) et position initiale (a droite)

La figure V.4 montre la configuration du cas test (& gauche) et la position des interfaces ainsi que le maillage
a I'instant initial (& droite). Rappelons que la représentation des interfaces est réalisée grace aux lignes de niveau
de la fonction définie par (V.52).

F1c. V.5 — Evolution de la position de I'interface en utilisant le schéma Impl. avec At = 5.107%

La figure V.5 montre I’évolution de la position des interfaces. Le systeme tend vers la position qui minimise
la longueur des interfaces tout en conservant le volume de chaque phase, i.e. une interface circulaire. Notons
que I’état stationnaire n’est pas encore atteint a la fin de notre calcul (¢ = 4.8).

10 _Inejr1/e))
] il At In(At; 1 /At;)

10 //_ CC. | SImpl. | SImpl.(0.5) | Impl.
23

10 3 1| 107! 0.1 0.5 14 0.9

10 3 2151072 | 04 | 09 1.3 1.0

= ~cc. 30 1072 || 0.7 | 09 1.6 1.0
] 2 | SImpl. s

= E L |~ it 4 | 5.10 0.9 0.9 1.8 1.0
] -0~ SImpl.(0.5) 5 103 _ _ _ _

10 -3 " " T ':2 " " T '71

10 10 10

Fic. V.6 — Erreurs e;(t) = !cmj (t,-) — cAtei(t, ')|(L2(Sl))3 au temps ¢t = 3.8 en fonction du pas de temps At; (a
gauche) et ordres de convergence (& droite) obtenus en utilisant les différents schémas

La figure V.6 présente une étude de convergence. La solution de référence est calculée en utilisant le schéma
SImpl.(0.5) avec At,er = 5.107%. Nous avons effectué plusieurs calculs avec les différents schémas et pour chacun
des pas de temps suivants At; : 107t 5.1072, 1072, 5.1073, 10~3. Les normes L? des erreurs correspondantes
ej(t) au temps ¢ = 3.8 sont représentées sur la figure de gauche et les ordres de convergence obtenus sont
donnés dans le tableau de droite. Nous obtenons essentiellement les mémes résultats qu’en dimension un, i.e.
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une convergence d’ordre 1 pour les schémas Impl., CC. et SImpl. et une convergence d’ordre 2 pour le schéma
SImpl.(0.5). On note encore que le schéma CC. est moins précis que les trois autres. L’'influence des différents
schémas sur 'allure de la solution est illustrée par la figure V.7. Nous montrons la position de 'interface obtenue
avec les différents schémas et différents pas de temps. Les schémas Impl., SImpl.(0.5) donnent des résultats trés
similaires pour tous les pas de temps testés. Nous observons des différences sur les formes de bulle lorsque le
schéma produit une erreur plus grande que 10~2, par exemple avec le schéma CC.

CC.

SImpl.

SImpl.(0.5)

Impl.

At =10"1 At =102

F1Gg. V.7 — Influence des schémas sur la forme de la bulle a ¢t = 3.

Bulle ellipsoidale - Conditions aux bords de type Dirichlet

Ce cas test est réalisé sur le domaine | — 0.1,0.1[x]0,0.2[ avec les parameétres suivants : une épaisseur
d’interface ¢ = 6.1073, une mobilité constante My = 10~* et une tension de surface entre les deux phases
présentes 0 = 1. La donnée initiale est définie par :

2 y?
1+ tanh [ = (422 + -
- tankh <€ ( v 12.25)

La figure V.8 montre la configuration initiale (& gauche) ainsi que la position des interfaces et le maillage
a l'instant initial (& droite). Nous imposons des conditions de Neumann pour les parametres d’ordre et les
potentiels chimiques, & Pexception du bord situé au bas du domaine, i.e. [—0.1,0.1] x {0}, ot des conditions aux
bords de type Dirichlet sont imposées aux parametres d’ordre. Rappelons que la représentation des interfaces
est obtenue par le tracé des lignes de niveau de la fonction définie par (V.52).

=

1
C?(Cﬂ/y) = 5

. 005)1 , (z,y) =0, pour tout (z,y) € .
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phase 1

hase 2

F1a. V.8 — Configuration du cas test (& gauche) et position initiale de I'interface (& droite)

t=0.5 t=1. t=1.5

Fi1G. V.9 — Evolution de la position des interfaces en utilisant le schéma Impl. avec At = 5.107°
La figure V.9 montre I’évolution de la position des interfaces. Le systéme tend vers une position qui minimise

la longueur des interfaces tout en conservant le volume de chacune des phases, les interfaces décrivent un arc
de cercle puisque la valeur des parametres d’ordre est imposée sur la partie basse du domaine.

In(ej1/¢))
j Atj 1H(At7+1/At7‘)
10] CC. | SImpl. | SImpl.(0.5) | Impl.
151073 || 0.7 1.1 2.3 1.0
10 ] 2| 1073 1.1 1.1 2.3 1.0
3151074 1.1 1.1 2.0 1.0
—+CC.

10 ] | |esimpl. 4121074 || 1.1 ] 10 1.8 1.0
= Simel.(0.5) 50 104 || 1.1 10 1.9 1.1
o= Impl.

N N 6 | 51075 - - - -

10 10 10 10

F1a. V.10 - Erreurs e;(t) = |c®% (t,-) — cAtrer(t, ')|(L2(SZ))3 au temps ¢ = 1.5 en fonction du pas de temps At;
(& gauche) et ordres de convergence (& droite) obtenus avec les différents schémas.

La figure V.10 présente I'étude de convergence. La solution de référence est calculée avec le schéma SImpl.(0.5)
et Atrer = 1075, Plusieurs calculs ont été réalisés en utilisant les différents schémas et pour chacun des pas de
temps At; suivants : 5.1073, 1073, 5.107%, 2.107%, 1074, 5.1075. Les normes L? des erreurs correspondantes
e;(t) au temps t = 1.5 sont représentées sur la figure de gauche et les ordres de convergence obtenus sont donnés
dans le tableau de droite. Nous obtenons une convergence d’ordre 1 pour les schémas CC., Impl. et SImpl. et
une convergence d’ordre 2 pour le schéma SImpl.(0.5). Remarquons que les schémas SImpl.(0.5) et Impl. donne
des résultats significativement plus précis que ceux obtenus avec le schéma CC.
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V.3.2 Cas tests trois phases

Dans cette section, nous illustrons les propriétés des différents schémas en dimension 2 par I’étalement d’une
lentille liquide piégée entre deux autres phases stratifiées. La solution initiale étant moins réguliere que dans les
tests présentés dans la section précédente, nous évitons de donner la valeur 0.5 au parametre (3, puisque celle-ci
correspond a la limite de stabilité inconditionnelle du schéma de Crank-Nicholson. De plus, pour la méme raison,
nous utilisons la valeur § = 1 (i.e. une discrétisation implicite du terme de diffusion) pour la premiére itération
en temps (pour le schéma SImpl.(3)).

Situation d’étalement partiel

Les valeurs des parametres sont données dans la table V.2. Notons que dans ce cas, tous les >;, ¢ = 1,2, 3,

sont positifs. Ainsi, nous prenons A = 0 (c¢f section V.2.6), de manieére que le potentiel de Cahn-Hilliard est
F = Fy.

Q g A/fo Jg12 J13 g93 21 ZQ 23 A
] —0.3;0.3[x] —0.15;0.15[ [ 1072 [ 107*| 1 |08 |14 [04[16][1.2]0

TAB. V.2 — Valeurs des parametres pour le cas test trois phases en situation d’étalement partiel

La donnée initiale c® est définie par

1 2
A(x) = 5 [1 + tanh <g min(|x| — 0.1, y))} ,
0 1 2
cy(x) = 5 1 — tanh - max(—|x|+0.1,y) ||,
cg(x) =1 - c1(x) — e2(x),

ol x = (z,y) € Q. Celle-ci correspond (cf figure V.11) & une bulle sphérique de phase 3 captive entre les deux

phases stratifiées 1 et 2. Rappelons que la représentation des interfaces est réalisée grace a la fonction définie
par (V.52).

phase 1

phase 2

F1c. V.12 — Evolution de la position de I'interface en utilisant le schéma Impl. avec At = 10~%
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La figure V.12 montre 1’évolution de la position des interfaces. A 1’équilibre, la forme attendue de la lentille
est l'intersection de deux arcs de cercle (les angles de contact dépendant des trois tensions de surface a travers

la loi de Young).

100§ ln(ej+1/ej)
] il At In(At;1/At;)
10 CC. | SImpl. | SImpl.(0.6) | Impl.
25
10 3 1151072 || 0.1 0.3 0.6 0.7
-3
10 3 2| 1072 0.2 0.7 1.0 0.9
] __—
105 —+~CC. 3151072 || 0.5 0.8 1.1 1.0
i g | Sme 4| 1073 0.6 1.1 1.0 1.2
10*5 i -a- SImpl.(0.6) : : : :
o= Impl. 5 5.1074 _ _ _ _
1() -4 ) ) "””:3 ) ) "””:2 ) T ”71
10 10 10 10

F1G. V.13 - Erreurs e;(t) = [c®% (t,-) — e2trer (¢, -)’(LQ(Q))S au temps ¢t = 2. en fonction du pas de temps At; (&
gauche) et ordres de convergence (& droite) obtenus avec les différents schémas

La figure V.13 présente I’étude de convergence. La solution de référence est calculée en utilisant le schéma
Impl. avec At,of = 107%. Nous avons réalisé plusieurs calculs avec les différents schémas et les pas de temps At
suivants : 5.1072, 1072, 5.1073, 1073, 5.10~*. Les normes L? de chaque erreur correspondante e;(t) au temps
t = 2 sont présentées sur la figure de gauche et les ordres de convergence obtenus sont donnés dans le tableau
de droite. Comme attendu, nous obtenons une convergence d’ordre 1 pour les quatre schémas. Néanmoins, le
schéma Impl. est le plus précis. Nous observons en particulier trois ordres de grandeur de différence avec le

schéma CC.
112, ==
111 Simpl. -~
i Simpl.(0.6) -+
11 * e Impl.
‘.\ =Bag
109 S, .
1.08 i .I.'
3 -
1071 Moy e,
1.06 | S -
' XXXXXXXXXXXxxxxxxxxxxx
1.05 . . . A .
0o 1 2 5

(a) At =101

6

CC. ——

Simpl. e
SImpl.(0.6) -+
Impl.

X

112 e

111 Simpl. -~
SImpl.(0.6) -+

1'1| Impl.

1.09 {

1.08 i

" 5y

1.07 i,

1.06

1.05

(c) At =5.10"3

Fic. V.14 — Evolution de I’énergie en fonction du temps en situation d’étalement partiel

La figure V.14 présente les courbes d’énergie discrete

fgg’h(cﬁ) en fonction du temps ¢, € [0,¢s]. Pour

chacun des quatre schémas, nous avons réalisé trois simulations avec At = 107!, 1072 et 5.1075.
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CC.

SImpl.

STmpl.(0.6)

Impl.

Fi1Gc. V.15 — Influence des schémas sur la forme de la bulle a ¢t = 2.

La figure V.15 montre 'influence des schémas sur la forme de la bulle a I'instant ¢ = 2. Les résultats obtenus
a l'aide du schéma Impl. sont tres similaires pour les différents pas de temps testés. Pour les grands pas de
temps, le schéma CC. ne donne pas la forme de bulle attendue. Ce phénomeéne est considérablement réduit par
l'utilisation des schémas SImpl. ou SImpl.(0.6).

Situation d’étalement total

Les valeurs des parameétres utilisés pour ce cas test sont présentées dans la table V.3.

Q 3 Afg 012 | 013 | 023 21 22 23 A
[—03;03[x]—03;02[ |10 210 %] 1 [ 1 | 3 | =13 [3]7/3

TAB. V.3 — Valeurs des parametres pour le cas test trois phases en situtation d’étalement total

La donnée initiale c® est définie par

2
1+ tanh (— min(y/z2 + y2 — O.1,y))} ,
€

1

|

cg(x) = % [1 — tanh (gy)} )
1

oux = (x,y) € §
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phase 1
phase 3

phase 2

F1a. V.16 — Configuration du cas test (& gauche) et position initiale des interfaces (a droite)

Ceci correspond (cf figure V.16) & une bulle de phase 3 initialement posée sur l'interface entre les deux
phases stratifiées 1 et 2.

t=2. t = 30. t = 300.

F1G. V.17 — Evolution de la position de I'interface en utilisant le schéma SImpl. avec At = 1073

Dans ce cas, X1 est négatif mais la condition (IV.14) est vérifiée. Cela correspond au phénomene d’extraction
de la bulle (¢f figure V.17) : a 'état stationnaire la bulle est entierement dans 'une des deux autres phases.
Nous avons choisi A constant suffisamment grand pour garantir la positivité du potentiel de Cahn-Hilliard F’
(¢f section V.2.6). Nous prenons ici A = 7.

S
s
KRR
o
o A
(0N

T T T
0 01 02 03 04 05 06 07 08 09 1

Fia. V.18 — Potentiel de Cahn-Hilliard F' en utilisant des coordonnées barycentriques

La figure V.18 montre que le potentiel de Cahn-Hilliard F' correspondant a la forme attendue : F' n’est pas
négatif et a exactement trois minima qui correspondent aux phases pures. Le potentiel F' est représenté sur
I'hyperplan S en utilisant des coordonnées barycentriques.

Nous avons réalisé plusieurs simulations en utilisant les différents schémas avec les pas de temps At suivants :
1071, 5.1072, 1072, 5.1073, 1073, 5.10~%, 10~*. Nous observons que la méthode de linéarisation de Newton ne
converge pas lorsque nous utilisons le schéma Impl. & moins que le pas temps soit plus petit que 10~%. La table
V.4 donne le nombre maximum d’itérations de la méthode de Newton nécessaires pour arriver a convergence
pour tous les pas de temps de la simulation. Le schéma CC. est le plus robuste puisque les calculs se passent
bien pour toutes les valeurs des pas temps testées. Les schémas SImpl. et SImpl.(0.6) fonctionnent pour une
large gamme de pas de temps.
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Sehéma At 107! | 51072 | 1072 | 51073 | 1073 | 5.107* | 10~*
CC. 5 5 5 5 5 5 4
SImpl. - - 9 9 6 6 5
SImpl.(0.6) - - 29 - 7 6 5
Impl. - - - - - - 7

| CPUtime || 5min | 9min | 40min | 1n10 [ 5145 [ 11 | 53n |

TAB. V.4 — Nombre d’itérations de la méthode de Newton. Le symbole “—” signifie que la méthode n’a pas
convergé
10 J+cc.
1/ SImpl. ln(ej+1/ej)
1= simpl.0.6) il At In(At;y1/At;)
10 3 CC. | SImpl. | SImpl.(0.6)
] 1| 1072 0.7 1.0 0.8
y -3
10 * 2] 10 0.9 1.0 1.0
] : L 3| 51074 - - -
10 ‘1—4 ) ) '—IS ) T '—2
10 10 10

FIG. V.19 — Erreurs e;(t) = |CAtj (t,-) — cAbei(t, .)|(L2(Q))3 au temps t = 3.8 en fonction des pas de temps At;

(& gauche) et ordres de convergence obtenus (& droite) avec les différents schémas.

. " SImpl.(0.6) —+ 2% " SImpl.(0.6) —+-
1.55) pLO.0) 155% pLO6)

" 0051152253354455 " 0051152253354455
(b) At =1073 (c) At =10"%

Fia. V.20 — Evolution de Iénergie discrete en fonction du temps pour une situation d’étalement total

Ces résultats doivent étre confrontés aux ordres de convergence présentés sur la figure V.19. En effet, le
schéma CC. est moins précis que les schémas SImpl. et SImpl.(0.6), méme si les trois sont d’ordre 1. Nous
pouvons également visualiser les différences entre les schémas grace a la figure V.20 qui montrent comment
I’énergie discrete évolue au cours du temps lorsque 1'on utilise les différents schémas. Nous avons réalisé des
calculs avec At = 1072, 1072, 10™* et nous observons que les schémas SImpl. et SImpl.(0.6) donnent des
résultats plus précis que ceux obtenus avec le schéma CC.
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V.4 Cas d’une mobilité dégénérée
Dans les sections précédentes de ce chapitre, nous avons supposé que la mobilité M, satisfait (IV.19) :
VCES, 0< M, < MQ()<M2

11 est également intéressant d’utiliser une mobilité qui s’annule dans les phases pures (i.e. en 0 et 1). Aussi bien
d’un point de vue numérique que théorique, I’étude du systéeme de Cahn-Hilliard devient alors plus complexe.
Nous ne réalisons pas cette étude dans ce manuscrit, nous renvoyons aux références [BBGO1] et [BBG99]. Nous
donnons néanmoins dans cette section, le schéma que nous utilisons dans le cas d’une mobilité dégénérée et
montrons qu’il satisfait encore une estimation d’énergie.

En pratique, nous choisissons une mobilité de la forme :

Mo(C) = MdegH (1 — Ci)2 5

le coefficient Mgee étant une constante strictement positive.
Nous adaptons une idée trouvée dans la référence [BB99] au modele triphasique considéré dans ce manuscrit :
remplacer dans (V.1) le terme div (MO(C"JFO‘)VM?H) par le terme
div (|M0| pi 4 (Mo(e" ) — IMoloo)Vu?),

ou | My, représente une constante supérieure a sup|My(c"T(z))| > 0.
e

Ce terme constitue une discrétisation a l'ordre 1 de div (MO(C)V;LZ-). Nous pouvons encore 'écrire de la

manieére suivante :

div (Mo( ”+a)vm+1) +div [(|Mo] o, — Mo(c™ ™ )(Vufi — Vuii,)] -

implicite formellement <At

Le point clé est que, d’un point de vue numérique, a chaque itération de la méthode de linéarisation (méthode
de Newton), la matrice des systémes linéaires est exactement la méme que celle obtenue lorsque la mobilité est
constante de valeur |Mo|__

Lorsque la mobilité est dégénérée nous utilisons donc le schéma suivant :

Probléme V.22 (Formulation & mobilité dégénérée)

Trowver (¢} ui™h) € Vi, x V3 x V&, x (V“) tels que Yy, € Vi, o, Vv, € Vi, nous avons, pour

i=1,2,3,

n+1 n n+a
Gl g M, M (M,
/ S vy dr = / | |°° v 7;‘1 Vv dx — / —O0h P Ploo [ Mo Vg, - Vv de,
Q Q

At b 2 (V.53)

3
/ pittye de = [ DF (e, ety da + / ZEZ'EVC?};F[} -V dx,
Q Q Q
ou M = My((1—a)c +o¢c"+1 , = (1 + C"Jrl et | My| . représente une constante supérieure
0h h ih zh oo
a sup| M{F (z)| > 0.
€N

Pour mettre en pratique ce schéma, nous devons connaitre la valeur de |My|__ . Plutot que de calculer cette
valeur a chaque itération en temps, nous utilisons le fait que les valeurs numériques des parametres d’ordre
restent trés proches de l'intervalle [0, 1] (méme si a priori nous ne connaissons pas de bornes L>°), dans le cas
contraire, ils perdraient tout sens physique. De plus, la somme des trois parametres d’ordre est toujours égale
a 1. En conséquence, nous pouvons supposer que
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et nous posons

Mo, = 0.1 Myeg.

n+1 n
At

(¢f démonstration de la proposition V.7). Les termes associés au membre de droite de la premiére équation du
systéme (V.53) s’écrivent alors :

MnJra M _ MnJra
7/9 70h ‘V n+1 dr — i | 0|ooE Oh V,LL?};’_l . V(‘u;lh-i-l - M;zh)dx
z i

n+1

L’estimation d’énergie s’obtient en prenant v}, = et v} = pl," comme fonction test dans (V.53)

En utilisant la formule s(s —t) = 1 [s* — 2 + (s — t)?], ces termes peuvent s’écrire

Mol + MZF 1o My — Mg Mooy = M5 i o
e T B e e TSR T

Nous obtenons alors 'estimation d’énergie suivante :

trlph n+1 trlph n ’ﬂ+1 Vﬂfh ?
FEP (e ) - Feh) + S Ml 222 L
0 10
n+1 n 12
n+o vﬂz
/MOh+ § 2 ‘ +‘ S| | de
At + 23 Vit v [ (V.54)
— M — M > i d ’
+ 2 o [| 0los 0h ]i:1 ’ 59 >, x

2571 /Zz\vc"“ Ve | du

712

1 F 1 1
-, [F(cZ+ )= F(cp) —d" (¢, eptt) - (ef* ch)} dzx.
Nous effectuons quelques tests numériques diphasiques académiques pour illustrer 1'utilité de ce schéma.
L’objectif est de comparer les résultats obtenus & ceux donnés par une autre stratégie possible (proposée dans
[Lap06]) qui consiste & conserver le schéma plus standard décrit par le probléme V.2 mais & ajouter une constante

a la mobilité (qui n’est alors plus dégénérée) :

3
MO(C) = Mest + MdegH (1 - Ci)2
i=1
Nous effectuons des simulations pour plusieurs valeurs du coefficient M.s. Dans toutes les simulations, nous
utilisons la discrétisation semi-implicite (V.44) des termes non linéaires et le parameétre (3 est choisi égal & 0.6
(nous effectuons les 5 premiéres itérations en temps avec 3 = 1). Nous noterons le schéma standard SImpl.(0.6)
et le schéma décrit dans cette section SImpl(0.6,m).
La donnée initiale est représentée sur la figure V.21.

‘2R’§ ' om EEssEmEmss.
' 2R ' e
: m 1 1 ﬁ
4R L TR REREEREERE FEPPE : 2R SENEE: | SN | GO
A HEe |
H HH e ] |
[t S
B — I O -] __'i' A
AR | N I O | N A I
2R =
(a) Configuration initiale (R = 0.01) (b) Parametre d’ordre et maillage & 'instant initial

F1c. V.21 — Configuration et maillage initiaux
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Le pas de temps At est fixé & 1077, Pépaisseur d’interface ¢ & 1073 et la tension de surface o entre les
deux fluides a 1. Le maillage initial avant raffinement est rectangle structuré constitué de 12 x 8 cellules. Nous
choisissons le méme critére de raffinement que dans la section V.3 avec hpyin = %

Les systémes linéaires a chaque itération de la méthode de Newton sont résolus par un solveur itératif :
GMRES (5000 itérations maximum).

Des tests sont effectués sur le comportement du systeme lorsque la mobilité est dégénérée ou non. Les
résultats sont présentés dans la figure V.22 : a mobilité constante, la configuration des phases a la fin de la
simulation est constituée d’un seul disque (& gauche) alors qu’a mobilité dégénérée (a droite) elle est constituée
de deux disques distincts. Le fait que la mobilité soit dégénérée diminue fortement la diffusion dans les phases
pures. La figure V.22 indique quel type de comportement corresponds aux différentes valeurs de mobilité testées.

SImpl(0.6), Mgy = 1, Myeg = 0 SImpl(0.6,m), Mes; = 0, My = 1
SImpl(0.6), Mgy = 1071, Moy = 1 SImpl(0.6), Mt = 1073, Moy = 1
SImpl(0.6), Mgy = 1072, Moy = 1 SImpl(0.6), My = 1074, Moy = 1

Fic. V.22 — Parametre d’ordre apres 100 pas de temps

Il est important de noter que pour un certain nombre de valeurs de la mobilité, lorsque nous utilisons le
schéma STmpl(0.6), le solveur itératif ne converge pas. Ces valeurs sont indiquées ci-dessous :

- SImp1(0.6), Mgt =0, Mdeg =1,
— SImpl(0.6), Mest = 107°, Myeg = 1,
— SImpl(0.6), Mcse = 1076, Myeg = 1.

Le schéma décrit dans cette section permet donc d’obtenir des résultats qualitativement corrects sans ajouter
un parametre supplémentaire M.y dont le choix peut se révéler délicat : lorsque ce parametre est trop faible
nous avons les mémes difficultés numériques que dans le cas ot la mobilité est dégénérée, lorsqu’il est trop grand,
le systéme se comporte comme si la mobilité était constante.

V.5 Démonstrations des théoremes d’existence et de convergence
des solutions approchées

Rappelons tout d’abord le résultat suivant qui sera tres utile dans la suite :

Lemme V.23 (Inégalité de Poincaré)

Soit 0 une fonction de H' () donnée telle que m(0) # 0. Il existe une constante Cy, g9 > 0 telle que

Vo € HY(Q), [Vl ) < Cpo [|VV|L2(Q) +m(w)|| . (V.55)




144 Chapitre V. Discrétisation du systéme de Cahn-Hilliard

V.5.1 Démonstration du théoréme V.9

Nous allons prouver 'existence de solutions au probleme (V.8). Les points clés sont les estimations a priori
données par 'estimation d’énergie discrete et le lemme suivant issu de la théorie du degré topologique [Dei85].

Lemme V.24 (Degré topologique)

Soit W un espace vectoriel de dimension finie et G une fonction continue de W dans W. Supposons qu’il
existe une fonction continue H de W x [0;1] dans W satisfaisant :

(i) H(,1) =G et H(-,0) est affine,
(i) 3R > 0 tel que V(w,0) € W x [0;1], si H(w,6) = 0 alors |w|y,, # R,
(iii) I’équation H(w,0) = 0 a une solution w € W telle que |w|,, < R,

Alors il existe au moins une solution w € W telle que G(w) =0 et |w|y,, < R.

Reformulation du probléme

2
Soit W l'espace vectoriel de dimension finie (Vl%h.,o) x (Vi )2. Nous définissons la norme suivante sur W,

2 -2 -2 2 2 U
[wly, = |Clh|H1(Q) + |C2h|H1(Q) + |M1h|H1(Q) + |M2h|H1(Q), Vw = (C1n, Con, f1n, pi2n) € W,
et nous introduisons la fonction H telle que

H:Wx[0;1] - W

n+1 ~n+1 ~n+1 n+1 n+1 M1 c 2 c
(w ,0) = (Clh yCop s Hyp s Hap, ,5)!—>('R§ yRs' R 5R52)

ot RE', R§', R et R§* sont définis par leurs coordonnées dans la base éléments finis (vf)7cp1,nep (resp.
(V) 1e.ney) de Vi, o (tesp. V)

. n+1 on Mn-i—oz
pour[E [[1,N’uﬂ, (Rgl)[ :/ mTchl/? dl’+/ %—hlsv,u?}jl ~Vljétdl‘,
Q Q %

, 3
pour I € [1,N°], (R§)r = /( pi s da — /Q SD;(ct, e i de — /( z ZEZ-EVCZ?Q -V d,
avec c”,fl = ”H + ¢iph, ¢}, = ¢ + cipn et MO”,:[SO‘ MO((l —da)cy + 5040"“) La fonction G est définie

G:W-W
w +— H(w, 1)

Le probléme “Trouver w™ ™! tel que G(w™1) = 07 est équivalent au probléme (V.8). Pour démontrer le théoréme,
nous allons montrer que les fonctions H et G satisfont les hypotheses du lemme V.24. La continuité de la
fonction H est obtenue en utilisant (V.20) et le théoreme de Lebesgue. La fonction H(-, 0) est clairement affine
par construction.

Validation de ’hypothése (ii) du lemme V.24

Soit (w1, §) € Wx[0;1] tel que H(w™ ™, §) = 0. Remarquons que H(w" !, §) = 0 revient a dire que w" ™! =
(et et u’f,jl, (') est solution dun probléme similaire & (V.10) avec 6F & la place de F, §d¥ (¢, c"*!)
comme choix de discrétisation des termes non linéaires et une mobilité un peu modifiée. Il est possible d’appliquer
le théoréme V.7 (la modification de la mobilité My, ne changeant pas les calculs). Nous obtenons ’égalité

suivante
FaPh(ept)—FaPi(ch) —i—AtZ/ Mo S|t da + (28— 1)e /Zz Vet — Ve | de =

12
25 [ [P = Fle) — a (el e ™) - e = ef)] o
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12
avec fgf}; / 0—F(c;) + Z =&Y ‘ch‘ dx. En utilisant 'hypothése (V.21) et la remarque V.8, nous
obtenons
triph n+1 n+a ’V 71+1 triph 12 cn
FaPh(ep™™h) + At/ M Z e de < P D(eq) + 0 KT (V.56)
i=1 K

Puisque la mobilité est minorée (hypothese (IV.19)) et d’apres la remarque V.8, le second terme du membre de
gauche de (V.56) est minoré :

n+1 3 n+12
M, ZZM@ < / Mggazwﬂéihdz. (V.57)
z Q =1

Q %

De plus, puisque F' > 0 et § < 1, nous avons

Fuls(ch) < FEen), (V.58)

12 en
et d’apres (V.56), (V.57), (V.58) et la proposition IV.5, il existe une constante K = fmph( n)+ K >0

indépendante de § et ¢ "+1 tel que

n+1
/612F ) —EZZ\VC"“\ dm+At/M§]Z| dz < K3". (V.59)

Puisque I est positif et § > 0, nous obtenons la borne suivante pour les second et troisiéme termes du membre
de gauche de (V.59) : pour : = 1,2, 3,

|8 Kyt n Ky n
\V4 n+1 — K¢ n+1 ¢
Ve e <\l3og = K" ot [Vl < max (D 7557 = Ka"

Nous utilisons maintenant la forme discréte de la conservation du volume (V.9) : m(clyt') = m(cl},). Ainsi,

grace a l'inégalité de Poincaré (V.55) (avec 6 = 1), il existe une constante positive C,, telle que

[l ) < Co (Ve |1z +m(ei™) = Co IV 2 +mlei))

et il existe une constante positive K;’TIL =C, (K;Z + m(c?h)) indépendante de § et ch"’1 telle que

[ |H1(Q) < Kch (V.60)

Il reste & borner la moyenne m(,u”hﬂ) A cause des conditions au bord de Dirichlet imposées a c, les constantes

n’appartiennent pas a l'espace d’approximation Vp,, ;. Donc, nous prenons une fonction fixée 0, de Vp,, , telle
que m(0p,) # 0. Puisque R§* = 0, nous avons

3
ptey) / SDf (e}t ey, do + / Zzigvc?,jﬁ-veh dx.
Q

Ceci peut étre controlé par }cZH |H1(Q) et |cZ|H1(Q) sous I’hypothese (V.20). En effet, la croissance polynomiale

16X
(V.20) de df implique qu'il existe une constante positive C; = 3TTBl telle que
m

‘DF 1 n)‘ c, <1+‘Cn+1’P 1+|Cz|p_1).
Alinsi, puisque ¢ < 1, et en utilisant (V.60), nous obtenons
n n 3 T
m(ﬂih+19h) Cl|9h|L°°(Q) (|Q| + |Ch+1}Lp e h|Lp 1) + 4EM€ (|chh|L2 + |VC +1|L2) |V9h|L2

ny\ P—1 _ 3 n n
< bl (1904 (K5°)™ ekt ) + S5ure (b + K57) ol = B3
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Gréce a linégalité de Poincaré (V.55), il existe une constante Cp, g, telle que

"uz +1‘H1(Q <C p.On ’V,uz +1‘L2 +m( +19h)) Cp o (KXZ +Kg’c;:) . (V.Gl)

Ainsi, en combinant (V.60) et (V.61), nous obtenons une constante positive K indépendante de & et cj !

telle que
‘wn+1|w <K

Donc, prendre R > K > 0 garantit que pour tout (w,d) € W x [0;1], H(w, ) = 0 => |w|y, # R.

Validation de I’hypothése (iii) du lemme V.24

Nous devons montrer Iexistence d’une solution au probléme linéaire H(w"*!,0) = 0. Ce probléme peut étre
écrit sous la forme variationnelle :

3
Trouver (&, up™) € (VB,L’O) X (V,‘;)3 telle que Vi = 1,2,3, Vv, € Vi, Vup € V5, o,

3 .
@i ((NnHvM?hH) (VICuVZ)) = /Qayh’/;‘; dz*/QZEiEVC?Dh'VVﬁ dz,
ou
~n+1 n+1 c i o ~n—+1 ,LL MOh n+1 7 3 ~n—+1 n+1
ai (5w ), (Vh,vy)) = 5 vy A+ = AV T - V| da A Zzisﬁvcih -Vup — pvn | de,

avec
Mg, = Mo(cy) et cip, = Beipn + (1 — B)cpy,-

Pulsque ce probleme linéaire est posé en dimension finie, il est suffisant de montrer que, pour tout

( Dh,o) x (Vﬁ)

( n+1a :u'?]jl) €

~n n C C C 3 ~Nn n
(al(( Haﬂzhﬂ) Whv)) =0, V() € (VDh,o) X (Vﬁ)g) = (& Ha/%hﬂ) (0,0).
3
Soit (e+h ul ) € (Vf)h,o) x (VI tel que

(o (@ ), 0 ) =0, V5, vh) € (Vono)” x V1)), (V.62)

Prenons (vf,v)) = (&4, u+h) dans (V.62), nous obtenons :
~n+1 n+1 M(;Lh n+1 ~n—+1 n+1~n+1
Cint g dx + TAt‘V ‘ dr + — Z €0 ’chh ’ dx — ,uzh e de = 0.
Q Q i

C’est équivalent a

/MOhAt|Vul“| do + = 2255/ (Ve |* de = 0.

Puisque la mobilité satisfait (IV.19), nous obtenons : Vit = V&' = 0. Donc, & et ulit! sont constants.
En ré-injectant ces constantes dans (V.62), nous obtenons

(~n+1, :u;n}j_l) = (07 0)

V.5.2 Preuve du théoréme V.10

Bornes sur les solutions discrétes

L’égalité (V.26) permet d’obtenir des bornes sur les solutions discrétes : nous pouvons obtenir une borne
en norme L>(0,tr, H'(Q2)) discréte pour les parametres d’ordre, en norme L2(0,¢7, H'(Q)) discréte pour les
potentiels chimiques et en norme L2 (0, tr, (HY(Q)) ) discrete pour les dérivées en temps des parametres d’ordre.
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De plus, la présence des termes de diffusion numérique dans 1’égalité (V.26) permet de montrer que les dérivées
en temps des paramétres d’ordre croissent au plus comme J%T en norme L? (0,t,H' (Q)).

Proposition V.25

Supposons que les hypotheses du théoréme d’existence V.9 sont satisfaites. Alors, il existe hg > 0 et des
constantes positives K1, Ko, indépendantes de At et h telle que, pour tout h < hg, nous avons

(SUP|Ch|H1(Q ) <ZAtZ‘Nz+1’H1 (z)) S Ky,
N—-1
(n—O

3 C’(L-l—l —n 2 3 n-l—l _ 2
—ih_———ih + At Z At Z < K.
— At H(Q)
Démonstration : Soit ¥, = HPQ [Zi| et Xy =  max, 1=

zh C
(H(€))

12,3

(i) L’estimation d’énergie discrete (V.26), donne en particulier une borne uniforme sur I’énergie discrete :
Vn € [0, N], FoP"(cp) < FaP(ch). (V.63)

De plus, grace a ’hypothése de croissance polynomiale (IV.20) de F', I’énergie initiale fgfh(c%) peut étre
majorée indépendamment de h :

ri 2 2
.7:t ph( 2) <Bl (|Q|+‘C2‘ip) +E]\/[‘C2|Hl <Bl (|Q|+‘CO‘:;1) +E]\/[‘CO|H1 = Ko. (V64)
Puisque F' est positive et en utilisant la proposition IV.5, la borne (V.63) donne en particulier,

Vn € [0, N /Z|ch| dr < —_ . (V.65)

De plus, la forme discréte de la conservation du volume (V.9) meéne a

Vn €N, [m(ch)| < 192072 [ch] . < 192072, (V.66)

Dongc, en utilisant (V.65), (V.66) et I'inégalité de Poincaré (V.55), nous trouvons que

n 16 0 /
Vn € [0,N],  [c}liq) < Cp |Q| Z [ ’Hl = K. (V.67)

(ii) Maintenant nous ajoutons les équations (V.26) pour nde 0 a N — 1 :
FEel) = F5lt(eh)
N-1 3 e N-1 3 ,

Z70h n-l—l n+1 n

+C ;At;/ﬂ ) | dx + (28— 1)e /nzoz;z Vet = vep,| dz] <0. (V.68)

Puisque F' est positive et que la mobilité est minorée, (V.68) donne en particulier

ZAtZ/ |Vl da QEM (V.69)

Soit 6 une fonction positive donnée de H(£2) & support compact dans Q. Nous notons 6}, sa projection H*
sur V; , , et nous prenons vj = ¢, comme fonction test dans la seconde équation de (V.8). Nous obtenons

1Qm(ul o) /DF (it e thoy, dz+/ gzis (1= BV, + BV - Vo, da.
Q
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Donc, nous déduisons que

43
[[m(ut o] < =5 (IE | (/ |di (ciy, ey ™) \|9h|dx+/ |d} (ch, i) \|eh|dx))
J#l @
Yzl |- [ IVl o+ 5 [ v 9o da]
Le premier terme peut étre borné en utilisant (V.20), (V.67) et I'inégalité de Holder :

/ ]d£“<ch, &) 10nld
Q

(/ |9h|d$+/’ nt1)\P |9h|d$+/ |CZ|p_1|9h|dl‘)
Q

n+1|p—1
Bl (‘C * LS () + |Ch|L6(Q)) |9h|L7E;P(Q) + Bl|9h|L1(Q)
n+1|P~ np—1
BICSG (’C + ‘Hl(ﬂ) + |Ch|%1(ﬂ)) |9h|H1(Q) + BlCS,1|9h|H1(Q)
< B [QCs,G(Ki)p_l + BlCS,1i| |9|H1(Q)’

et nous obtenons

1 16X
n+1 - T 2 /\p—1
i 0] < s (2BCRe(D" Pl o)

3 n
+ 71 Zile {( B)leih iy Onli @) + Blein™ i oy Or 0y | == M7
Finalement, nous trouvons

‘ n+1|H1(Q)|9 9h|L2(Q)+M17

n+1 n+1 +1
im0 < a7 [ 110 = 00l o+ [ 00)] < e

et 'inégalité de Poincaré (V.55) donne

Cpo n
{ |Q| 210 — Ol Q)] | ‘Hl(Q) Cp.o “V“i}jwm(n) +M19} :

1
Drapres (V.5), nous pouvons prendre hg tel que pour tout i < ho, nous ayons Cp 9|0 — Op|p2(q) < §|Q|
En utilisant (V.69), nous pouvons conclure que pour tout h < ho,
At n <8C2, ZEM g4 (MO = K
Z Z|,ul ‘Hl(Q) M, 0+ ( 1) =B
n+1
Z Atz | |H1(Q) Ks, (V.70)

ot K5 = 2C, (K¢ + K3)
(iv) De (V.64) et (V.68), nous déduisons

N-1 3
254 Cs/ SO s vet = vey, “dr < K,
n=0 i=1
o : 8Cp” . . NP o
En définissant K5 = WKO, en utilisant la proposition IV.5, 'inégalité de Poincaré et la propriété
—1)Xe
de conservation du volume (V.66), nous obtenons finalement
N-1 3 n+1 n |2
Sy [ <m
n=0 =1 t HY(Q) t
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(v) Soit v € H'(Q2). Notons v} la projection L? de v dans V!'. D’aprés (V.6), nous avons |l/;;|H1(Q) <
Clvlg (o) En utilisant la premiére équation de (V.8), nous obtenons

n+1 n A [nJra
Cin  — Cnn / 0h n+1 i
v, dx = V™ -V, d.
/Q At h Q i ih h

Donc, nous trouvons

1 1
(C?i:r — Cin V) _ (C?i:r —Cin y“)
9 - s Y h
At L2y At L2y

Puisque cette inégalité est vraie pour tout v € H'(Q2), nous avons

(Cthrl 9 Cnh )
7 2
,V
At 12(9)

M
<

+1}L2(Q)|V|H1(Q)

n+1

M>C

Cin _— Cih _—
At )y veri(a) V[ (0 Sm Vi o)
et ainsi,
N-1 3 n—+1 2 2
G — MsC
Z Atz e < <—> K{l = Ké’_
n=0 =1 At (H1(Q))’ Ym

Estimation des résidus

Les bornes établies dans la proposition V.25 et des arguments de compacité permettent d’extraire des sous-
suites convergentes a partir d’une suite de solutions approchées. Ensuite, il reste a montrer que la limite que
nous obtenons est solution faible du modéle de Cahn-Hilliard triphasique (IV.9). Ainsi, la premieére étape est
de spécifier le lien entre les équations satisfaites par les solutions approchées et celles satisfaites par la solution
faible de (IV.9).

La proposition suivante donne les estimations des termes résiduels dus a la discrétisation en temps.

Proposition V.26

Soient T € C(]0,t¢]), vf € Vi, et vy € Vi Les suites (¢ )ven et (uy )nen satisfont les équations
sutvantes,

/0 (/Q e dm) m(B)dt = - /Otf < /Q Mg{a Yl (t, ) - Vi (x) dx) 7(t)dt
/0 (/ ARG )d$> (t)dt = /Otf < i FE (Nt 2))vg (x) das) (t)dt (V.71)

ty
# [, Fmevelien Sui i) s+ Ravh 20 + Rotof, 20,

ou MO]\;LJFO‘ = M, ((1 — a)ghN + aﬁfzv) et les termes résiduels R;1 et R;o satisfont les estimations suivantes :
il existe deuz constantes Ks et Ky indépendantes de h et At telle que, pour tout i € {1,2,3},

R (v, A < Ks[f g ) VAL, (V.72)
|Ri2 (vy}i, At)| < K4|VV}3|L2(Q) At (V73)

Démonstration : Nous prolongeons la fonction 7 sur R par 0. La premiére équation de (V.71) est obtenue
a partir de la premiére équation de (V.8) en utilisant les définitions (V.23), (V.22), (V.24), (V.25) de €}, ¢V,
ChN et H;IV . De plus, en multipliant la seconde équation de (V.8) par la fonction 7 et en intégrant sur lintervalle
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[0,%¢], nous obtenons la seconde équation de (V.71) avec :

N—-1

. — tni1 Fren n+1 _DF Nt ). Nt V() dae ) 7
o= X ([ D) et ) - DI (el ta).cf ()] v o) e ) o,
P N=1 .. § - _ ¢ cn+1 N ()] e () d ) -
Rio 2 /tn (/(2421 [(1 = B)Vejy(z) + BV (z) — Vg, (t, @)] - Vg (z) d > (t)dt.

Notons que nous utilisons ici ’hypotheése de consistance (V.3) qui implique que
Df (¢ (t, ), ¢ (t, ) = f{ (e} (t,2)).
Il reste a prouver que R;; et R;a satisfont les bornes (V.72) et (V.73).
(i) La borne pour R;; est basée sur I'hypothese (V.20). En effet, en appliquant le théoréme des accroissements
finis et en utilisant les hypothéses (IV.20) et (V.20) de croissance polynomiale de F' et df’ nous montrons

que : pour (a,b) € 82, pour A € [0,1],

ldi(a,b) — 9 F (Aa + (1 — \)b)| < |di(a, b) — dy(a,a)| + |0:F(a) — 9 F (Aa + (1 — \)b)|

< ( z?opl] |D (d (a,-)) (sa+ (1 — s)b)]) b — al

+ ( sup |D*F(sa+ (1— s)b))|> (I=X)|b—a|
s€[0,A]

< B <|a|p2 +2 sup |sa+ (1—s)b)P >+ 2) b —al
s€[0,1]

<Bi (lal" +2(]b| + |b—a)’* +2) |b—al.

Nous en déduisons, grace a I'inégalité de Young, qu’il existe une constante positive T3 telle que, pour tout
(a,b) € 82, pour tout A € [0,1],

ldi(a,b) — . F (Aa + (1 — \)b)| < T1[b — a (1 + b2 4 |a|p_2) . (V.74)
Puisque R;; peut étre écrit de la maniere suivante :

4ET Z Z / ”*1/ CZ+1( ))*(‘ZF(C}LN(t,IL')))

J#i %
— (dF (R @), (@) = 9 F (e} (t,2))) |vi(@)da (D)t

et, d’apres (V.74), nous avons
[df (i (@), e+ (@) = OuF (el (t.2)] < Taler ™ (@) = eq(@)] (1+ e @ + e @) 7).

Ainsi, puisque 2 < p < 6, nous avons 1 <

= < 6,
appliquer 'inégalité d’Holder pour obtenir

p—Eg >Oet7pr+p72+%zlet nous pouvons

| (af @R+ (@) = 0uF (el (2 vi(a)da

<7 [ Jei @) = @) (14 1i@P + e @) i )lde

<Tifep o] -

+|Ch|p 2+‘ n+1

p(m‘ L% Q)| h|L6(Q)

—2 c n n
< Ty (1 +2K7 ) |Vh|H1(Q)|ch+1 - ch|H1(Q)'
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En appliquant 'inégalité de Cauchy-Schwarz, nous trouvons :

/n+1/Q (df (e (x), cf (@) — D F(ch (t, ) v (x)da T(t)dt

<T (1 4 2Kf72) |VZ|H1(Q) ( Sup |7(t ) Z At}c""rl C’Z}HI(Q)

N-1
f n=0

tefo,t

1
n+1 2 2
c, T —cp
H' ()

At

En conclusion, en utilisant la troisieme borne du théoréme V.25, nous obtenons
2 :
|Ri1| < To K> (1+2Kp ) Tl oo (0,6, Vi 1 () AE2 -

Donc, l'estimation (V.72) est satisfaite avec K3 := Th Ko (1 + 2Kf_2) |T|Lw([01tf]).

(ii) Un changement de variable et une renumérotation des termes permettent d’obtenir :

fiiz = Z / B </ 5| (5 tAfn> (Ve (@) = Vel ()] - V() dx) 7(t)dt
/QAt[(ﬁ—u)(vcyhﬂ(x) —Vc?h(x))} Ve (a )dm) (n + u)At)du

_ %zig Y (/Q Ve (2) - Vit (2) dm) (/01 (B — ) (r((n — 1+ w)AE) — 7((n + wAD) du),

< AT | oo )

et grace au théoréme V.25, nous obtenons

3 3 c
|Ri2| < EME(NﬁL ALKV (@) |2 0) AT | (r) < ZEZV[E2tf|VVh(z)|L2(Q)At|T/|L°°(]R)'

3
Donc, V'estimation (V.73) est satisfaite avec Ky = §K1thME|T/|Lx(R).

Pour pouvoir montrer la convergence lorsque les pas de temps et pas d’espace tendent vers zéro, nous devons
également estimer les termes résiduels dus a la discrétisation en espace.

Proposition V.27

Soient T € C°(]0,t¢]), v¢ € V5o et v* € VI, Les suites () nen et (Ul )nen satisfont les équations
sutvantes,

/O ' ( [ : d;i’vl (t, z)v (x) dx) T(t)dt = — /0 ( /Q Mg:a Vil (t, x) - V' (z) dz) T(t)dt + Riz(h, At),

/Otf </Qﬂgz(t,:r)l/c(z) dz) T(t)dt = /Otf (/Q el (t,z)ve(x) dz) 7(t)dt

tf
+ /0 (/Q %Eich%(t, :L') . Vl/c(x) dl‘) T(t)dt + Ril (h, At) + RiQ(h, At) + Ri4(h, At),

ot Ri1, Rio, R;3 et Ry satisfont les estimations suivantes : il existe j constantes K5, Kg, K7 et Kg
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indépendantes de h et At telle que,

Ru(h, At < KsAt,

|Ria(h, At)| < K¢VAt,

[Ris(h, At < K7 inf [ = vl g
LEVE

[Ris(h, At)] < Ks inf [ = Vil -

c c
V€00

Démonstration : Soit vf, (resp. v}'), la projection H' de v°, (resp. V"), sur Vip.os (resp. V}'). En utilisant
le théoréme V.26 et en notant R;i(h, At) et R;a(h, At) les termes Ri1(vf, At) et Rijo(Vvy, At), nous trouvons
que les termes résiduels R;3 et R;4 sont donnés par

; *tf ﬁzu“x—u“m T | T
Ria(h, ) = [ ([ 20 1.0) 00) = v 0) ) (o)
ts MNJra N 1 M
+ /O < /Q Vg (1) -V (v (x)—uh(x))dm> ()t

%

et

Rt 3= [ ([t ) — i ae) = [ ([ 17600 0 - i ) o

- /otf (/Q Zzﬂvcé’i(t’ ) -V (v¥(z) = vi(2)) dx) (t)dt.

Les bornes pour R;; et R;2 proviennent de l'inégalité |Vh|H1 @ S < [Vl (- La borne pour Ri3 est obtenue de
la maniére suivante :

R < dci\}ll 1% M M2 ]
[Bis| < dt i (Hl(Q))/)|T|L2(O’tf)|V 7Vh|H1(Q) Ty ‘“Zh|L2(0tf Hl(Q))| 20 IV Vh|H1(Q)
sUfs
< K?lyﬂ - VﬁlHl(Q))
M, o e,
avec K7 := E—\/Kl + Ko |7‘|L2(07tf), et la borne R4 est déduite de I'inégalité suivante :

N -
|R7f4| < |:u’ih|L2(07tf7L2(Q))|T|L2(O,tf)|yc - Vf(;le(Q)

242’1" ty N p—1 ¢ c % . .
" €Xm /0 o (’Cih(t") LoV _VhlL%(n)Hm V© = Vilpa o) | T(t)dt

3 N c c
+ ZEMEtf‘cih‘Loo(O tf7H1(Q))|T|L°°(O,tf)|V - Vh|H1(Q)

24ET 3 e e
[\/ |T|L2(0 ty T tf|T|L°°(O tf)Bl (Kp f+ €22 ) + ZEMEK1|T|L00(0,tf)tf} Ve — Vh|H1(Q)-

=Kg
]
Démonstration du théoréme V.10
Le théoreme V.25 donne les bornes suivantes :
2
N
N N 12 Jcy,
|eh | (00, 1109y T [Bhe l2 0, eys) T e . < Ki + Ko, (V.76a)
L2(0,t5,(H(Q))
N N =N
[Chie = Shic a0, a1 p9) T (i —Chic o ey, i ayys) S 2VERAL (V.76b)
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En utilisant les estimations (V.76a), nous pouvons extraire des sous-suites de (chNK)( N,K) et (u{vi)( ~,K) (nous
noterons encore ces sous-suites (¢ (v, k) et (1h )(v,x)) telles que

cp —c dans L>(0, ¢4, (H'(Q))?) faible-x, (V.77)
pr o —p o dans L2(0, ¢, (H'(€2))%) faible, (V.78)
o N

Ca};K — g;: dans L? (0, ¢y, (H'(2))") faible. (V.79)

A partir de Pestimation (V.76a), nous pouvons utiliser le théoréme de compacité d’Aubin—Lions—Simon
[Sim87] pour obtenir, & sous-suites pres,

e — ¢ dans CY(0,ts, (LY(Q))3) fort, pour tout 1 < g < 4oosid=2, oul<qg<6sid=S3. V.80
h !

K

En particulier, (V.80) implique que

¢y —c dans L?(0,tf, (L*())%) fort, (V.81)
et 'estimation (V.76b) mene a

¢y —c dans L?(0,ts, (L?(Q))?) fort, (V.82)

cy —c dans L?(0,t5, (L*(2))%) fort. (V.83)

Soit 7 € C2°(]0,t¢]), v¢ € Vo et v € V¥. Nous pouvons appliquer le théoréme V.27 et passer a la limite
dans (V.75) :
(i) Les convergences (V.79), (V.78) et (V.77) autorisent & passer & la limite dans les termes linéaires.
(ii) Les termes R;1, Ri2, Ri3 et R;4 tendent vers 0 grace aux hypotheses (V.5).
(iii) Soit 7 > 0. Puisque I'espace C*(2) est dense dans V* = H'(Q2), nous pouvons prendre v}’ € C>=(Q)
(dépendant de n) telle que
e o Xm -117
|V VU }Hl(ﬂ) < MoK, (|T|L2(O,tf)) 4’

(ott My et K sont les constantes intervenant dans (IV.19) et dans le théoréme V.25). Nous obtenons

/ tf ( / Méy”tav (t,z) - V(' — v (z) dac) r(t)dt] < (V.84)
th ) n S 5 .
0 Q X 4
et de maniére similaire
ty
/ ( Mg(C) Vil (tx) - V(o — (@) das) T(t)dt‘ < Z. (V.85)
0 Q i

De plus, en utilisant les hypotheses (IV.19), nous avons

ty MN+e _pr
/ (/ Ohx . o(e) Vuly (t,z) - Vil (z) dx)T(t)dt
0 Q i

< v ’L‘”(” / (/ Ma|(1 - (e, )+a(c;jK—c)Hw%K(t,x)}dx) (1) dt

4z | :
Ui lLes ()3 N N
= v, M3K1|T|L°°(0,tf) “Chx - C’LZ(o,tf,LZ(Q)S) + ‘Chx - C’LZ(O,tf,LZ(Q)L")} :

D’apres les convergences (V.82) et (V.83), il existe P, € N (dépendant de n) tel que : V(N, K) € N? tel
que min(N, K) > P; nous avons

/ ( / Mon” = Mol€) G (4 2y Tup(a) dz) r(t)dt| <" (V-86)
0 Q

2

De plus, I'hypothese (IV.19) implique que Mo(c) € L>(]0,%[,L>°(Q2)), et ainsi My(c)Vu)/T appartient a
L2(0,ty, (L%(2))). La convergence (V.28) implique que

/O ! ( /Q M;(ic) Vbl (t7) - Vol (2) dm) od /0 v ( /Q Mgic)vﬂi(t,x)-VV#(x) dac) () dt.

Rapport- gratuit.com i’%

LE NUMERD 1 MONDIAL DU MEMOIRES
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Dong, il existe P» € N tel que : V(N, K) € N? tels que min(N, K) > P, nous avons

. (V.87)

/Otf ( /Q M;EC)W%K — ) (t, @) - Vg (@) dm) T(t)dt’ <

Finalement, en utilisant (V.84), (V.85), (V.86), (V.87) et I'inégalité triangulaire, nous obtenons : V(N, K) €
N? tels que min(N, K) > max (P, Py),

/O ! ( /Q M;—(ic)VMi(f,w) VU (z) dx) 7(t)dt— /0 N ( /Q Mogi,t“ Vi (t,2) - Vi (a) dx) (t)dt

Nous concluons que

/Otf (/Q Mij{“ Vil (t,x) - Vil(z) dz) rtydt  — /Otf (/Q Mg—ic)vm(t,z) -V (2) dﬂf) 7(t)dt.

=13

S

min(N,K)—oco

(iv) En utilisant la réciproque du théoreme de Lebesgue et la convergence (V.81), il existe une sous-suite de
(e )(n,k) (encore notée (¢ )(n,x)) et une fonction S € L4(0, ¢y, L9(0)) telles que :

chNK — ¢ presque partout, (V.88)

et
i (t,2)| < S(t,x) pour presque tout (t, ) €]0,t¢[x€, pour tout (N, K) € N*.

Gréce a I'hypothese (IV.20) de croissance polynomiale des fonctions 9;F, nous avons,

16X 7

v @] < 5

By [|S@)P" + 1] v (@)r(@),

pour presque tout (¢, z) €]0,¢;[x, pour tout (N, K) € N?. Le membre de droite appartient a L*(0, ¢, L' (2)).
Donc, grace a la convergence (V.88) et au théoréme de Lebesgue, nous avons

/Otf (/Q fE (e (b @))ve(x) dx) 7(t)dt — /Otf (/Q fF(e(t,z)ve(x) dm) T(t)dt

Cela montre 'existence d’une solution faible (c, i) au probléme (IV.9) ainsi que les convergences (V.27)

et (V.28).

V.6 Conclusion

Nous avons proposé dans ce chapitre une discrétisation en temps spécifique des termes non linéaires du
systeme de Cahn-Hilliard. Cette discrétisation permet d’obtenir un schéma stable pour tout pas de temps. Il
faut également noter que nous avons démontré que, dans les situations d’étalement partiel, le schéma implicite est
stable lorsque le pas de temps est suffisamment petit. Cette condition sur le pas de temps n’est pas une condition
de type CFL puisqu’elle n’est pas liée a la valeur du pas d’espace mais seulement aux parameétres du modele :
I’épaisseur d’interface et la mobilité. Dans les cas d’étalement total, lors de 'utilisation du schéma implicite nous
avons rencontré dans la plupart des cas des difficultés de convergence dans la méthode de Newton. En fait, nous
ne savons pas garantir que le schéma correspondant a une solution. L’utilisation de schémas semi-implicites en
temps (CC. ou SImpl.) permet de résoudre ces problémes, néanmoins le schéma CC. semble inutilisable dans
la pratique au vu de l'erreur de troncature introduite. Le schéma SImpl apparailt comme un bon compromis en
stabilité et précision. Ceci sera encore illustré par les simulations d’écoulements (par le couplage aux équations
de Navier-Stokes) présentées dans la partie 3.
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Chapitre VI

Discrétisation inconditionnellement

stable du systeme
Cahn-Hilliard /Navier-Stokes (CH/NS)

Dans ce chapitre nous proposons un schéma original pour la discrétisation du systeme complet Cahn-
Hilliard /Navier-Stokes (IV.28) avec les conditions aux bords (IV.30)-(IV.31) et la condition initiale (IV.32).
Nous montrons que ce schéma est inconditionnellement stable et qu’il préserve les propriétés essentielles du sys-
teme de Cahn-Hilliard triphasique, a savoir la conservation du volume de chaque phase et le fait que la somme
des trois parametres d’ordre reste égale a 1 au cours du temps. En outre, le schéma présenté dans ce chapitre
permet une résolution découplée des systemes (discrets) de Cahn-Hilliard et de Navier-Stokes. Nous proposons
une étude de convergence dans le cas homogene, i.e. lorsque les trois fluides en présence ont la méme densité.
Ceci permet en particulier d'un point de vue théorique de montrer I’existence d’une solution au probleme (IV.28)
(dans le cas homogene).

Le schéma numérique est présenté dans la section VI.1. Nous discutons également dans cette section des
premieres propriétés fondamentales satisfaites par le schéma : la conservation du volume de chaque phase et le
fait que la somme des trois parametres d’ordre reste égale a 1 au cours du temps, ce qui permet de ne résoudre
que les équations portant sur deux des parametres d’ordre, le dernier étant déduit a posteriori.

Nous consacrons ensuite la section VI.2 a I’étude du schéma lorsque I'une des phases n’est pas présente. Ceci
permet d’obtenir une discrétisation inconditionnellement stable du systéme de Cahn-Hilliard diphasique pour
lequel des schémas ont été proposés dans la littérature [Fen06, KSWO08| (dans le cas de deux fluides homogeénes).
Dans [Fen06], les auteurs proposent l'analyse d’un schéma totalement implicite en temps, la résolution des
équations de Cahn-Hilliard et Navier-Stokes étant alors couplée. Dans [KSWO8], les auteurs ont proposé ’analyse
du schéma plus classique ol un traitement explicite des termes de transport dans Cahn-Hilliard permet le
découplage des deux systemes dans un pas de temps. La stabilité n’est alors obtenue que conditionnellement en
supposant (essentiellement) que At < Ch ot C' est une constante.

Dans la section VI.3, nous établissons 'estimation d’énergie. Celle-ci est la base du théoreme d’existence des
solutions approchées qui est énoncé et prouvé dans la section VI.4 ainsi que du théoreme de convergence établi
dans la section VI.5 pour le cas de trois fluides homogenes.

VI.1 Discrétisation du modele CH/NS triphasique

VI.1.1 Discrétisation en temps

Soit N € N* et t; €]0, +o0[. L’intervalle de temps [0, 7] est uniformément discrétisé avec un pas de temps

t
fixe At = Nf et nous définissons t,, = nAt, pour tout n € [0, NJ.
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Nous supposons que les fonctions ¢ € Vg et u™ € V§' (n € [0, N])) sont données et décrivons le systéme a
résoudre pour pouvoir calculer les inconnues ¢t € Vg et u™*! € V§ a linstant ¢" 1.

Notre présentation se découpe de la manieére suivante :

— Nous décrivons tout d’abord, dans deux paragraphes séparés, les schémas utilisés pour les systemes de
Cahn-Hilliard et de Navier-Stokes sans tenir compte des termes de couplage. Rappelons que 1’étude des
discrétisations du systeme de Cahn-Hilliard a été présentée dans le chapitre V, nous y renvoyons pour
plus de détails et celle du systeme de Navier-Stokes a fait 'objet de nombreux développements dans la
littérature (nous nous référons en particulier aux articles [GQOO0] et [LWO7] qui traitent des cas ou la
densité est variable).

— Nous expliquons ensuite, dans les deux paragraphes suivants, la démarche qui a permis d’aboutir a la
discrétisation des termes de couplage avant de décrire le schéma complet dans le dernier paragraphe de
cette section.

Systéme de Cahn-Hilliard
Nous considérons une discrétisation du systéme de Cahn-Hilliard de la forme : pour i = 1, 2, 3,

n n+a

i terme de . (M n+1
At + transport _dlv( Y, Vi ’

3
pitt = D (¢, e ) — ZEZiAc;H'B.

n+1
C; —

Comme nous 'avons déja expliqué, la discrétisation des termes de transport sera décrite ultérieurement.
Le type de discrétisation ci-dessus et différents choix du terme D (c”, ¢"*1) ont été présentés dans le chapitre
V. Nous ne discuterons pas ce point dans cette partie ot nous supposons que DI (c”, ¢"*1) est donnée. Nous

rappelons simplement que lorsque le terme de transport n’est pas présent, 'estimation d’énergie pour ce systeme
n+1 n
YT —c

discret est obtenue en multipliant la premiere équation par ;L?H, la seconde par —* A7 L puis en écrivant

I’égalité des membres de gauche et en sommant pour i = 1,2, 3.

Systéme de Navier-Stokes

Nous présentons maintenant la discrétisation en temps de ’équation de bilan de quantité de mouvement
(rappelée ci-dessous) du systéme de Navier-Stokes :

Vi Q(C)%(\/ o(c)u) + (p(c)u-V)u + gdiv (o(c)u) —div (2n(c)D(u)) +Vp = Z w;Ve; + o(c)g.
—_———

3) =t

1) (2)

Nous distinguons dans notre présentation la discrétisation des différents termes (1), (2) et (3) intervenant dans
I’équation ci-dessus; pour chacun d’entre eux nous précisons leur contribution au bilan d’énergie obtenue au
niveau discret en multipliant 1’équation par u™*1!.

Terme (1) : Tirant partie de I’égalité formelle

0 _Ou 100

nous donnons deux discrétisations possibles du terme (1) :
— la premiére (extraite de [GQO0]) exploite I’écriture donnée par le membre de gauche de VI.1 :

n+1 \/Q"ﬁumrl — o  ttluntt — \/Wun
Vo = )

At At

Sa contribution a l'estimation d’énergie est donnée par :

/ +1
/ \/W QnJrlun _ /g"u" .unJrl @
Q

At

1
- n+1,,n+1
2At U Vet

2

- ‘\/Q_nun‘iz(ﬂ) + }\/Wun—ﬂ —/omu"

2
L2(Q) LZ(Q)] '
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— la seconde (extraite de [LWO07]) exploite I’écriture donnée par le membre de droite de VI.1 :

n + n+1
ntl _ om n+l _ . n CAlRaCERESRAS S o"u”
Qnu u 4= 0 untl = 2
At 2 At At

Sa contribution a l'estimation d’énergie est donnée par :

+1 +1
/ " " Az? M / %Qn AZ &t gt dy
0 0

/ n n 77/ 2
T 2A¢ U ¢™tiu #| |\/_u ‘LZ(Q)+ |\/_( A )‘LZ(Q)

L2(Q)

Remarque VI.1

~n+1un+1 o énun
At

soit une certaine moyenne de o" et o" L. En effet, la premiére forme correspond ¢ §"T1 = o™t et

0" = /0" 0"t (moyenne géométrique de o™ et 0" T') alors que la seconde forme correspond gt =

% (moyenne arithmétique de o™ et o"+1) et §" = o". La discrétisation des termes de couplage
que nous présentons dans la suite de ce chapitre fait intervenir le coefficient 9" dans le systéeme de
Cahn-Hilliard. Nous utiliserons donc la seconde forme pour éviter l’ajout d’une non linéarité a travers

le coefficient 0"t (qui, rappelons-le, vaut o(c"t1)).

ot o (¢ =n oun+ 1) désigne soit o°

Ces deux discrétisations sont de la forme

Terme (2) : Le terme (2) est linéarisé en explicitant la vitesse d’advection :

n+1

(Qn—i-lun . v)un—i-l + u div (Qn—i-lun).

Sa contribution a l'estimation d’énergie est nulle. En effet, pour tout v € V', nous avons
1
/ (0" u™ - V)u" ! v da + / §div (o"Ttu™)u" ! v da
Q Q

1
=3 [/ (o"Ttu™ - V)u" v dr — / (o"Ttu™ - Vvt -u"t de
Q Q

En particulier, lorsque 'on prend v* = u”*!, le terme ci-dessus est nul.
Terme (3) : Le terme (3) est discrétisé de maniére implicite

—div (277"+1Du”+1).
Sa contribution a 'estimation d’énergie est la suivante :

/ 77"+1|Du""’1‘2 dx.
Q

Ainsi, nous considérons la discrétisation suivante des équations de Navier-Stokes :

unJrl o un 1 QnJrl o Qn n+1
7 - n+1 n+l,.n . v n+1
0 A7 + 5 A7 U + (0" u ju" Tt +

div (" ta™)

terme de force nal
0

. n+1 n+1 ntl _
—div (" Du" ) + Vpt = capillaire

g
div (u"*1) =0,

la discrétisation du terme de force capillaire étant décrite dans les paragraphes ci-apres.

Prise en compte des termes de couplage

Nous précisons maintenant la discrétisation des termes relatifs au couplage des deux systémes. Il s’agit des
termes de transport u - Ve¢; dans les équations de Cahn-Hilliard et du terme de force capillaire Zle wiVe;
dans le bilan de quantité de mouvement de ’équation de Navier-Stokes. Au niveau continu, lors de 1’écriture du
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bilan d’énergie, les contributions de ces deux termes se compensent exactement (cf sections IV.1.2 et IV.2.2).
Nous avons vu dans les paragraphes précédents que, lors de 1’écriture du bilan d’énergie discret, les termes de
transport sont multipliés par M?H avant d’étre sommés pour ¢ = 1,2, 3 et que le terme de force capillaire est
multiplié par u"*1.

En conséquence, il est facile de voir que, lorsque tous les termes précités sont discrétisés de maniere implicite
(cf [Fen06] dans le cas diphasique), 4.e. u™*? ~Vc?+1 et Zle M?HVC?H, la compensation de leurs contributions
au bilan d’énergie est encore vraie au niveau discret. Mais cette discrétisation introduit un couplage fort entre
le systeme de Cahn-Hilliard et celui de Navier-Stokes, il est alors difficile de résoudre en pratique le probleme
discret obtenu.

Classiquement, le découplage s’effectue (cf [KSWO08] dans le cas diphasique, [BLM™] dans le cas triphasique)
en explicitant le terme de vitesse dans 1’équation de Cahn-Hilliard : u™ - Vc?"’l mais alors, les contributions des
termes de transport dans le systeme de Cahn-Hilliard et de force capillaire dans les équations de Navier-Stokes
ne se compensent plus lors de Iétablissement du bilan d’énergie qui contient le terme additionnel (u™*! —u")-
Zle p et (auquel il est difficile d’attribuer un signe). La stabilité du schéma n’est alors obtenue que
conditionnellement (¢f [KSWO08] dans le cas diphasique), en supposant par exemple que le rapport du pas de
temps sur le pas de maillage est borné.

Nous constatons qu’il est possible de découpler la résolution du systeme de Navier-Stokes de la prise en
compte du terme de force capillaire. Cette prise en compte est alors effectuée dans une premiere étape qui
fournit une vitesse intermédiaire u* utilisée comme vitesse d’advection dans le systéeme de Cahn-Hilliard. Le
systeme de Navier-Stokes est résolu de maniére totalement découplée dans une seconde étape.

(i) prise en compte des forces capillaires :

*

pnd = u” * & n+1 n+1
o' ——— + Vp* = Zui Ve ™,
1=1

At
div (u*) =0,
(ii) systeme de Cahn-Hilliard :
n+1 mn n+ao
ntl o M,
i " A7 St Vertt = div (—%i VH?H) ;

P 3
,U,? 1 = Di (Cn,Cn 1) — ZEE»LAC? ﬁ,
(ili) systéme de Navier-Stokes :

unJrl o u* 1 n+l _ n
gn + = 0 0 un+1 + (QnJrlun . V)unJrl +

un+1 11
d' n n
At 2 Al v (¢" ")

2
— div (nnJrlDunJrl) + V(anrl 7p*) — Qn+1g,

div (u"*) = 0.

Cette discrétisation est inconditionnellement stable mais le systeme de I’étape (i) (de type Darcy) reste couplé
aux équations de Cahn-Hilliard (systeme (ii)).

Il est alors envisageable de ne pas tenir compte de la contrainte de divergence nulle imposée & u* (et en
conséquence du terme de pression Vp*) dans le systéme de étape (i) et ainsi poser directement

n 3

u’ —u" +1 +1
QnTt = Z ¢ VT
i=1

La définition de u* est alors explicite et u* peut étre remplacé par son expression dans le systéme de Cahn-
Hilliard supprimant tout couplage (au prix d’une non linéarité supplémentaire).

Le probléme est alors que u* n’est plus a divergence nulle, nous conservons néanmoins la propriété u*-n = 0
sur I'. Est-il alors possible de discrétiser le terme de transport dans I’équation de Cahn-Hilliard de maniére a
conserver les propriétés du systéme de Cahn-Hilliard (conservation du volume et somme des trois parametres
d’ordre égale & 1) ? Nous discutons cet aspect dans le paragraphe suivant.
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Terme de transport du systéme de Cahn-Hilliard lorsque la vitesse n’est pas a divergence nulle

Dans ce paragraphe, nous nous intéressons a la forme que doit prendre le terme de transport dans I’équation
de Cahn-Hilliard lorsque la vitesse d’advection, notée u* n’est pas a divergence nulle mais satisfait u* -n =0
sur le bord du domaine.

Remarque VI.2

Conserver les propriétés du systéme de Cahn-Hilliard lorsque le champ advectif n’est pas da divergence nulle
peut étre intéressant dans d’autres contextes. Par exemple, lors de l'utilisation d’une méthode de projection
incrémentale (cf chapitre VII), la vitesse obtenue in fine n’est pas & divergence nulle.

Le terme de transport peut s’écrire sous forme conservative ou non conservative (ces formes n’étant plus
équivalentes puisque a priori div (u*) # 0) :

— forme non conservative : u* - Ve,

— forme conservative : div (¢;u”).

La forme conservative permet de garantir la conservation du volume alors que la formulation non conservative
ne le permet pas puisque a priori fﬂ u* - Ve; dr # 0. Par ailleurs, une condition nécessaire pour que la somme
des ¢; reste constante égale & 1 lorsque l'on utilise la forme conservative est que div (u*) = 0. Aucune de ces
deux formes ne permet donc d’obtenir a la fois la conservation du volume et de garantir que la somme des
parametres d’ordre est égale a 1.

Nous proposons d’utiliser la formulation suivante :
div ((cz — ozi)u*),

ol «; est une constante a déterminer. Cette formulation permet de satisfaire les deux propriétés souhaitées si
3 . . - . .

>°_;a; = 1. Pour des raisons de consistance algébrique, il est souhaitable que lorsque 'une des phases n’est
=

pas présente la constante «; soit nulle. Dans la suite, nous proposons de choisir

ai:/c?dz.
Q

11 serait peut-étre envisageable d’adopter une définition locale des «; par exemple sur le support de la fonction
de base correspondant a [’équation mais il est alors plus délicat d’obtenir le bilan d’énergie.

Remarque VI.3

Ainsi, cette formulation nous permet d’utiliser une vitesse qui n’est pas strictement a divergence nulle. Le
terme —q;div (u*) est ajouté dans le systéme de Cahn-Hilliard, moralement son role est de ré-équilibrer la valeur
de chaque parameétre d’ordre pour garantir le fait que leur somme reste égale a 1. Nous montrerons dans la
section VL5 que ce terme est moralement en O(h + At) et donc qu’il ne géne pas la consistance du schéma.

Au vu de cette formulation du terme de transport, il semble naturel d’adopter, dans le systeme de Navier-
Stokes, la définition suivante des forces capillaires — 2?21 (ci - ai)V,ui. Ceci revient a changer la définition de

la pression en y incluant le terme Zle (ci — Q) i

Discrétisation en temps du systéme de Cahn-Hilliard /Navier-Stokes

Finalement, les différentes considérations exposées dans les paragraphes précédents nous ameénent a proposer
le schéma suivant :
Probléeme VI.4

— FEtape 1 : résolution du systeme de Cahn-Hilliard
Trowver (¢"1, u"*1) € (V) x (VM)? tel que, pouri=1, 2 et 3,

ntl _ on AL S A
% + div ({C? - Ocz} {u" v (C? — CYj)V,U/?Jrl}) = div (%Vu;”l)’
’ (VI1.2)

i=1 !

3
pitt = DF (e, et — ZEisAc?H},

avec o une constante : o = / c? dx.
Q



160 Chapitre VI. Discrétisation inconditionnellement stable du systéme CH/NS

— FEtape 2 : résolution des équations de Navier-Stokes
Trouver (u" ™, p"™) € V¥ x VP tel que,

Qn un+1 o un N lQnJrl o Qn unJrl
At 2 At

4 (QnJrlun . V)unJrl +

n+1

div (0"t 4 div (2" Du™ )
(VL3)

+ vpn-i-l n o Oé] V/LnJrl

H'Mw

div (u"*) =0,

ou "t =n(cpt) et of = o(c), pour £ =n et £ =n+ 1.

Remarque VI.5

Nous avons explicité le paramétre d’ordre dans les termes de transport du systéme de Cahn-Hilliard div ([C?—

o] [u” At Z] L (e} V,u"“}) et dans le terme de force capillaire du sytéme de Navier-Stokes 2321 (cf—
)V,u"+1 1l est également possible d’utiliser une version implicite, i.e. div ([C?H—ai} [u —A—f i 1(0?“—

ozj)V,u"'HD et 22:1 (c?"'lfaj)Vu?"'l , mais ceci introduit une non-linéarité supplémentaire dans le systéme

de Cahn-Hilliard.

Pour finir, il est intéressant d’examiner le schéma que I'on obtient pour la résolution du systeme de Cahn-
Hilliard lorsque la vitesse u™ est nulle :

n+1 3

Tt (25

3
pitt =D (e, et — ZEZEAC?H}.

Mn-i—a
- aj)Vu"'H]) + div ( > Vu?“),

7

M

(VL4)

Ce schéma differe de celui présenté dans la section V.1 par 'ajout d’une diffusion supplémentaire (de coefficient
d’ordre At). L’estimation d’énergie sur ce systéme donne :

3
]_—trlph( n+1) ]_-trlph +At2/ ’v’u’;}-’-l‘ d$+At / ‘Z _Oéz V,U/n-l-lrdx

52671 /ZE‘VG 1 | dz . Q[F(c ) —F(c") —d"(c", ") - (" — ¢ )] da.

Ainsi, le terme ajouté contribue a la décroissance de ’énergie. En particulier le schéma que nous proposons
permet de calculer correctement les états d’équilibre.

VI.1.2 Discrétisation en espace

La discrétisation en espace est réalisée grace a la méthode de Galerkin et a la méthode des éléments finis.
Soient V§, VI, V}* et V) des espaces d’approximation éléments finis de V¢, V*, V" et VP respectivement.
Puisque la vitesse vérifie des conditions de Dirichlet homogeénes sur la frontiere I', nous définissons 1’espace
d’approximation suivant :

Vilo = {l/]l; eVy; vt =0sur F}.

Enfin, pour simplifier les écritures, nous introduisons I'espace :

Vis = {ch = (C1n, Cans can) € (VE)? ;e (x) € S pour presque tout z € Q} .
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Les hypotheses générales requises sur les espaces d’approximation sont les suivantes :

elcVy et 1eVi, (VL5)
o Ve Ve, 125 Ve = Vil (o) s 0, (VI.6)
Vi€V, -
HoePh T
oVt e VK, Usuelf}”w I/h|H1(Q) s 0, (VL.7)
u u inf u_pu , L
oV €V, V‘,:IGDV;L‘&'V Vil ) — 0 (VL8)
Peyr p_ P
o VP € VP, Vinelf}gh/ Vh|(L2(Q)),1 s 0, (VI1.9)

e il existe une constante strictement positive 5 (indépendante de h) telle que

/ vidivey de
inf  sup 2

VREVE vRevy | |V£|L2(Q)|VE|(H1(Q))(1

> f, (VI.10)

e il existe une constante strictement positive C' indépendante de h telle que

VVC E VC, ’ch (]/C)

”w
<l et Wt evr, gt

<Oy, (VLD

H!(Q) H!(Q)
ot TIY"est la projection L2(Q) sur Vy,
e il existe une fonction Cip, de h telle que
c c c|2 c|2
Wi € Viis Wiliee @) < Cinv (W)W |11 (0 (VI.12)
o Vi C VI (VL13)

Remarque VI.6

En plus des hypothéses requises sur les espaces d’approximation des paramétres d’ordre et des potentiels
chimiques énoncées au chapitre V, nous supposons que l’espace d’approximation des paramétres d’ordre
satisfait Uinégalite inverse (VI.12). Celle-ci est par exemple satisfaite pour une famille de maillages quasi-
uniformes et des espaces d’approximation associés a des éléments finis de Lagrange correspondants, dans ce
cas on peut choisir Ciny(h) = C(1 +1n(h)) si d =2 et Ciny(h) = Ch™! si d = 3 ou C est une constante ne
dépendant que de la réqularité du maillage et non de h (cf [BS08, 4.5.11 (p. 112) et 4.9.2 (p. 123)]). 1l est

en outre nécessaire que les espaces d’approrimation de la vitesse et de la pression satisfassent la condition
inf-sup.

Nous commencons par définir les fonctions discretes ¢? € VS et u? € V2 a U'instant initial de maniere que :
p h S h h,0 q

c)(z) € S, Yh > 0, pour presque tout = € Q et |c,01 - CO|(H1(Q))3 Pt 0, (VI.14)
0 0
= 0% 1 g0 2 0 (VI.15)

Ces fonctions discrétes ¢} et u)) peuvent étre obtenues a partir des conditions intiales ¢ et u® par projection
H(Q), ou comme c’est le cas en pratique, par interpolation élément fini pourvu que ¢ et u® soient assez
régulieres.

Supposons que ¢y, € V§ et uy € Vil sont donnés, I'approximation de Galerkin du probleme (V.1) au temps
tn41 s’écrit de la maniere suivante :

Probléme VI.7 (Formulation avec trois parameétres d’ordre)

‘ — FEtape 1 : résolution du systeme de Cahn-Hilliard
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Trouver (¢}, pi™1)

A At S +1
/Q #Vﬁ d = /Q {C?h a aih} [uZ oo Z(th a O‘Jh)vﬂn } ' VVZ dx

Ml VI.16
:_/Q V- V) de, (VL16)

€ (Vﬁﬂs)s X (V,’;)3 tels que Vvy, € Vi, Vv) € V), nous avons, pour i =1, 2 et 3,

2

3 :
/u?h“widx—/DF ci,ep vy dm—l—/QZZich?,:“ﬁVu;dx,

ot oy, est la constante définie par oy = / c?h dx.

— FEtape 2 : résolution des équations de Navier-Stokes
Trouver (up ™', pp™™) € Vity x VE tels que Y} € Vi, VUE € VF,

un+1 u” 1 QnJrl o Qn
h h.u h h n+1 u
L *yitdx - —Uu v dx
/Qgh At h oo+ 2/Q At h h
1 1
g [t vy e =5 [ g V) v e
Q

—i—/9277h+1Du”Jr1 Dy}l‘dx—/pzﬂdiv (V) dx (VL17)

/ o) lg - vp dm—/z b — Oih) V,u”“ v dx,

/ vidiv () dr = 0,
Q

ottt =mn(cp ™) et of = o(ch), pour L =n et L=n+ 1.

VI.1.3 Equivalence du systéeme de Cahn-Hilliard avec un systéeme de deux équa-
tions

En pratique, pour la résolution du systeme de Cahn-Hilliard, nous résolvons seulement les équations satis-
faites par (c1, ¢, pi1, pi2). En effet, le probléme VI.7 est équivalent au suivant :

Probléme VI.8 (Formulation avec deux paramétres d’ordre)

— FEtape 1 : résolution du systéeme de Cahn Hzllzard
Trouver (¢5Fh, endt it ntly e (Vg)? x (V“) tels que Vvy, € Vi, Vvl € VI, pouri =1 et 2,

ntl _ At >
/Q Cin x5 Czh de _ /Q {C?h _ aii| |:u7}z = Z(C] )v’un-i-l} VZ/;; dx

oh i
:’/ Mo Gyt ot dw, (VI19)
Q X g

3

/ pipt v de = | D (cf, ey ™y do + / 2% Ve Ivg da.
n+l _ (. n+l n+1 n+l n+1

avec ¢ = (e, g, L=y )

— Nous définissons ensuite :

X py
Cg}jl =1- C?}jl - cg,jl et ‘ug}jl = _ (Ei"unJrl + E_Z:u;l}jl) . (VL19)

— FEtape 2 : la résolution du probléme de Navier-Stokes reste inchangée (cf probléme VI.7).
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Remarque VI.9

P . , . . 1
Comme nous l’avons déja mentionné dans le chapitre V, dans les systémes ot seulement les inconnues (cl,j' ,

;ﬂl’,j'l, cg;:'l, ug}jl) sont présentes, la notation ch+ désigne le vecteur (c’f,j'l, cg,jl, 1-— c’f,j'l — c;‘:l).

Théoréme VI.10

Le probléme VL7 est équivalent au probléeme VI.8. En particulier, toute solution (cZ"H, ;LZ"H, untt prtl)
du probleme VL7 satisfait
3 un-i—l
> et = Z b — (V1.20)
i=1

Démonstration : Nous avons démontré, au cours de la preuve du théoréme V.6, la relation suivante (cf
(V.13)) (j et k désignant les deux indices différents de 1) :

s

3

1
Z —DF (¢}, et =0. (VL.21)
=1

Supposons maintenant que le probléme VI.8 soit satisfait. Alors, en ajoutant les équations du systéme (VI.18)
pour ¢ = 1,2 et en utilisant (VI.19) et (VI.21), nous obtenons

(L) (i) , / At &
v dr — 1—¢c5,) — (1 —as)|uy — — c V- ot de
/ x o [ 10k = - asllaf - 555 — W) 9

MnJrl
n—+o h
MF v( % ) - V) dz,

Q 3

n+1
/ MS}T Vs do = / ——D3(Ch Cn+1) vy, dx + §€/ \Y% (1 — c”"‘ﬁ) - Vg, dx.
Q 23 Q 23 »h 4 O

Cela prouve que cg;rl satisfait (VI.2) pour i = 3.
Réciproquement, si nous supposons que le probleme VI.7 est satisfait, alors en ajoutant les équations pour
i=1,2,3, grace a l'égalité (VI.21), et puisque 2?21 ch =1 (¢} € Vpn,s), nous obtenons

Sn+1 77,
/ / Mg,j'aV@ZH -Vl dx
Q

At (V1.22)

/ Ortlyg dr _ZE/ (1 —B)VSy + BVSET] - Vi, da,
Q Q

3 3 ¢

ol Sf = Z ket ©F = Z L;h pour ¢ =n et £ =n + 1. Ce systeme d’équations est exactement celui obtenu
i=1 i=1 1

dans la preuve du théoréme V.6 et les mémes arguments permettent de conclure que S,’ZH =1et @Z“ = 0.

Ainsi, le couple (¢}, ™) satisfait (VI.20) et en conséquence le systéme (VI.18)-(VI.19). |

VI.2 Schéma correspondant dans le cas diphasique

Considérons un systéme avec deux composants (noté ci-dessous avec les indices 1 et 2 respectivement) et
supposons que ’évolution des parametres d’ordre ¢;, (i = 1,2) et des potentiels chimiques fi;, (i = 1,2) associés
a ces deux phases est gouvernée par le modele de Cahn-Hilliard diphasique :

8 C;
ot

=div (M (c1,c2)Viii), pour i = 1,2,

_ 12

\ (V1.23)
1 = ?Ulg‘f (ci) — 25012Aci pour i = 1,2,

ou ¢ est I'épaisseur d’interface, M(c1,c2) la mobilité et o152 la tension de surface entre les deux phases. Les
inconnues sont liées par les relations suivantes : ¢; +co = 1 et gy + 2 = 0.
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La consistance algébrique du modeéle triphasique (cf section IV.2.1) garantit que le triplet (cl, co=1-—cy,c3 =
0) est une solution particuliére du modele de Cahn-Hilliard triphasique (IV.9) (avec Mo(c) = 2012 M (c1, c2)) et
pour tout choix des valeurs des tensions de surface 013 et 23 impliquant le troisieme composant. Dans ce cas,

: fi pour i = 1,2 et us =0.

les potentiels chimiques triphasiques sont donnés par p; = Cy.
012

Nous donnons I’équivalent de ce résultat au niveau discret, en considérant la discrétisation suivante du
modele diphasique :

Probléme VI.11

— FEtape 1 : résolution du systéeme de Cahn Hzllzard

Trouver (5, eyt @ikt i) e (Vh) (Vh) tels que Yy, € Vi, Vvl € VIY, pour i =1 et 2, nous

avons,
n+1
zh ,LL d n . n o d
T — cip — o Juy, - Vi dr
Q Q

At
_ / [M+ = (e — o) }vgf,jl vl da, (VI.24)
Q Oh

3
/uthV}idx_/D (s oy 0), (e g]jl,()))uﬁdx—i—/ 42 Vet g da.
Q Q

— FEtape 2 : résolution du systeme de Navier-Stokes
Trouver (ujt, pitt) € Viro X Vy tels que Yvy € Vi, Vi € Vy,

un+1 u? 1 Qn-i—l —0
/Qghih A7 hl/}jderi/Qih A7 h Z“ v dx

1 n n n 1 i n
+2/Qh+1( V) h“ V}L‘dzf—/ghﬂ(uh V)vy - uthx

2
/ 2 Dul ! Dy da — / pi iy (V) do (VL.25)
Q
) 2
:/( "+1g i dx*g/lz(c7h*aih)vﬂ?ﬁl"’Edz’
2 @
J=1

/ vidiv (u) ) dr =0,
Q

n+1 __

o " =1(cy ™)

et of = o(ch), pour t=mn et £ =n+1.

Dans le cas diphasique la différence essentielle entre le schéma que nous proposons ici et le schéma plus
classique de la littérature [KSWO08] est 'ajout du terme %(c?h — ;)% dans le coefficient de mobilité. Le terme

additionnel peut étre interprété comme une diffusion supplémentaire (faible puisque proportionnelle & At)
stabilisant le schéma plus standard de [KSWO08].

Proposition VI.12

3
En définissant My = 2019M, ,u"+1 = 5 ! ufhﬂ pour i = 1,2 et M"H = 0, nous

avons le résultat suivant : si ((c?,jl,ﬂ?,jl) (cg,jl,ﬂg,j'l)) est une solution du probléme diphasique

VI.11 alors ((c?,jl,u?,jl) (Bt ), (0,0)) est une solution du probléme triphasique VI.7. In-

versement, $i ((cﬁrl,uﬁrl) (cg,jl,ug,jl) (0,0)) est une solution du probléme triphasique VI.7 alors

((071’;{1, Ay, (cg,jl,ﬂ;’;rl)) est une solution du probléme diphasique VI.11.
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V1.3 Stabilité inconditionnelle du schéma

Nous montrons dans cette section une égalité d’énergie qui assure la stabilité inconditionnelle du schéma.

Proposition VI.13 (Egalité d’énergie discréte)

Soient ¢}, € Vj; 5 et uy € Vil Supposons qu’il existe une solution (CZH,/,LZH ”H,pzﬂ) au probléme

VL7. Alors, nous avons l'égalité suivante :

i n 1 n n 2 i n 1 n|..n
|:.7:t Ph( +1)+§/Qh+1‘uh+1‘ dCL‘:| — |:]:t Ph( h)+§/ﬂgh|uh|2d1’:|
n-l—a

+At2/ Mon g, me1)? derAt/Qn}j“]DuZ“‘de
Q

(V1.26)
n+1 n |2 1 n+1 %2 * n|2
526—1 /ZZWC — V| dm+§/gh“u —u*|"+[u —uh|}dx
= At/ o' up T de + —/ (cpth) — F(ep) —d" (e, cf ™) - (ept — cp)] d,
ot d¥'(-,-) est le vecteur (dX (-,+))iz1.2.3 et
At &
u=uy — — Z(c] )V,u”“. (VI1.27)

o3
On =1

Démonstration : Le point clé de la démonstration est de constater que les systemes de Cahn-Hilliard
et Navier-Stokes peuvent se réécrire a I'aide de la fonction u* définie par (VI.27). Ceci fait, les estimations
standards sur les systémes de Cahn-Hilliard et Navier-Stokes sont effectuées (étapes 1 et 3) et une estimation
sur la norme L? de la fonction u* permet de conclure (étape 2).

Etape 1 : En utilisant la fonction u*, on constate que le systeme VI.2 se réécrit :

'{H—l _ Mn-l—oz
/ T ——T dr — / e, — ag]u* - V) do = —/ ottt da,

3 :
/ Wi vk da = / D (i, ity do + / 4Ei5Vc?h+BVZ/;§ dz.

n+1 n
. — C. . N
Prenons alors v = ufhﬂ et vy = —th___7ih comme fonctions tests dans ce systéme. Quelques calculs

similaires & ceux donnés dans la démonstration de la proposition V.7 nous permettent d’obtenir :

n+a

FaP(epth) — FoP" (ch) +Atz / S0 de

3
3 n n |2 . n n VI.28
§ (26-1) / ZE Vel + — V| de = At/ u 'Z(Cih — )Vt dx ( )
12 n n n n n
+ — A [F(chﬂ) — F(c}) —df(cy, chH) (chJrl ch)} dx.

Etape 2 : 1l est alors possible d’obtenir une estimation du dernier terme du second membre de 1’égalité

ci-dessus. Par définition de u*, nous avons y/oju* = /ojuy — Z a;) vV " En multipliant

jh

par la fonction /opu*, et en intégrant sur €2, il vient

3
1 1 1
5 [t Pae=3 [ oo g [ oiut - updo = ~at [ w3 - ap) Vi de. (VL29)
2 Jo 2 Jo 2 Jo Q



166 Chapitre VI. Discrétisation inconditionnellement stable du systéme CH/NS

Etape 3 : Quant au systéme (VI.3), nous pouvons également le réécrire de la fagon suivante grace a la
fonction u* :

un+1 _ u* 1 n+l __ n

/ngih A7 VdeJrE/QuZ‘High A7 Qhugdz

+ 1 nrL (up - V) u . pl do — 1 nHL (ul - V) el upt da

2 Jo Cn h h h 2 Jq Oh h hUp
+/ 2ny T Dup ! Dy da — / pptidiv (vl do = / ortlg vitdz,
Q Q Q

vPdiv (u ) dx = 0.

/Q h h

: u_ .ntl p _ ntl
Prenons alors vy = u;™" et v, = p,

comme fonctions tests dans ce systeme. Il vient :

1 > n 2 1 Tk 1 nl,.n %2
§/ on " dm*g/ orlu |2d$+§/ oh [up ™ — | dx
’ N ! (VL30)
+ At/ 277;LL+1|DUZ+1}2dZ' = At/ QZ-’_lg . uZ+1 dl’
Q Q

T1 ne reste plus qu’a sommer les équations (VI.28), (VI.29), (VI.30), pour obtenir la conclusion.

Remarque VI.14

Une différence importante avec les travaux de [KSWO08] dans le cas du modéle Cahn-Hilliard/Navier-Stokes
diphasique homogéne est qu’aucune condition n’est requise sur le pas de temps pour obtenir la stabilité du
schéma.

VI.4 Existence de solutions au probleme discret

Nous montrons dans cette section I'existence de solutions au probleme VI.7 discret non linéaire.
Théoréme VI.15

Etant donné cj € V§, uy € V', supposons que

— les coefficients (31,32, 33) satisfont (IV.14), la mobilité satisfait (IV.19), et que le potentiel de Cahn-
Hilliard F satisfait (IV.20),

~ la discrétisation des termes non-linéaires A" satisfait (V.20) et la propriété suivante : il existe Kfz >0
(pouvant dépendre de cj') tel que

/ [F(ap™) — F(cp) —d (cit,ap™) - (@t — cf)] da < ch;”l, Va)tt e Vg.
Q

(VL31)

Alors, il existe au moins une solution (CZJrl, MZJrl, uZJrl,pZJrl

) au probléme VI.7.

A Dinstar de la démonstration du théoréme V.9 (existence de solutions au probléme de Cahn-Hilliard discret)
dans le chapitre V, la démonstration du théoreme d’existence VI.15 repose sur le lemme suivant issu de la théorie
de degré topologique [Dei85].

Lemme VI.16 (Degré topologique)

Soit W un espace vectoriel de dimension finie et G une fonction continue de W dans W. Supposons qu’il
existe une fonction continue H de W x [0;1] dans W satisfaisant

(i) H(,1) =G et H(-,0) est affine,
(i) 3R > 0 tel que Y(w,0) € W x [0;1], si H(w, d) = 0 alors |w|y,, < R,
(iii) l’équation H(w,0) =0 a une solution w € W,

Alors il existe au moins une solution w € W telle que G(w) =0 et |w|y, < R.

Le principe est de relier le probléme discret non linéaire & un probléme plus simple (linéaire) par homotopie
(fonction H du lemme VI.16) pour lequel nous savons démontrer I’existence de solutions (hypothése (ii) du lemme



VI.4. Existence de solutions au probleme discret 167

VI.16). La théorie du degré topologique nous permet alors de déduire I'existence de solutions au probléme non
linéaire & partir d’estimations a priori essentiellement déduites de 1'égalité d’énergie (VI.26) établie dans la
proposition VI.13.

Démonstration du théoréme VI.15 : Nous reformulons tout d’abord le probleme VI.7 pour nous placer
dans le cadre de I’énoncé du lemme VI.16, avant de valider une & une chacune des hypothéses (i), (ii) et (iii) de
ce dernier.

Reformulation du probléme

Soit W Despace vectoriel de dimension finie (V¢)? x %8 )% x Vit x VP. Nous définissons la norme suivante
sur W :

Yw = (c1n, C2ns Wins B2ns Un, Pr) € W,
Jwlyy = |Clh|?{1(§z) + |C2h|?{1(9) + |M1h|§11(9) + |H2h|§11(9) + |uh|?H1(Q))d + |ph|iz(§z)a
et nous introduisons la fonction H telle que
H:W x[0;1] — W
(™ 8) = (i e i L 0) o (RERERY RS RYRY)
o R§' et R§?, (resp. RE' et RE?, resp. RY, resp. RY) sont définis par leurs coordonnées dans la base éléments

finis (V}:)Ie[[Ldim(vg)]] (reSP- (V?)Ie[u,dim(v;;)]}a resp. (Vljl)le{[l,dim(v;l"o)]]a resp. (V;}))Ie[[l,dim(vﬁ)]]) de Vj, (YGSP- Vﬁ7
resp. V}'o, resp. V)

et —en At & 11
VI € [1,dim(V)], (R 1:/¥V“dx—6 el — agp | |uf — — iy — h)V,u" -Vt da
[LdimV)] (RE)r = | S [ et o] o iy 2 e IR

Mt
+/ %h5 Vvl da,
3
VI € [1,dim(V5)], (R§)r= [ phvide — /Q Di(cy, ep i de — /Q ZEiEVC?thﬁ -Vvpde,

+1 +1
n — 5uh Y d + = 1 / QZJ 925 un+1
2 /g At h

D\:\

VI € [1,dim(Vy')], Ops—+—— -vide

2

/2nh+1DunJr1 Dl/‘fdasf/(pzﬂdiv (vY)dx
)

3
/(Q’Z;-Ig v} d$+5/z ozjh Vﬂn-i-l v} dz,
)] :
j=1

VI e [1,dim(V))], (RY): :/ Pdiv (up ) da,
Q

5 )
+2/QZ+1( meV)uptt V‘I‘dzf—/gzﬂ(uMV)V}‘ uytdx

avec M{E* = Mo((1 — da)c + Sacith), ofs = o((1 — Seit + écy) pour £ =noul =mn+1etny =
n((1—8)c; +dcp). La fonction G est définie

G:W—-=W
w +— H(w, 1)

Le probléme “Trouver w" ! tel que G(w"*!) = 0” est équivalent (par définition de la fonction H) au probléme
VI.7. Pour démontrer le théoréeme, nous allons montrer que les fonctions H et G satisfont les hypotheses du
lemme VI.16. La continuité de la fonction H est obtenue en utilisant la continuité des différentes fonctions non
linéaires (DY, o et 1) et le théoréme de Lebesgue. La fonction H(-,0) est clairement affine par construction.

Validation de I’hypothése (ii) du lemme VI.16

Soit (w"t,8) € W x [0;1] tel que H(w" ™, §) = 0. Remarquons que H(w" ™, §) = 0 revient a dire que

wtl = (c;‘,jl, ettt st w ity est solution d'un probléme trés similaire au probléme VI.7. Ainsi
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nous pouvons effectuer les mémes calculs que dans la preuve de la proposition VI.13. En effet, en posant
3
N At
uj = dup — 65— > (cfy, — )Vl
%hs 5

I'égalité H(w™t, §) = 0 signifie exactement que nous avons

n+1 n MnJra
e Vi, / A7 dr — (5/ — aip)uj - Vo) do = —/ %—MVu?hﬂ -Vl de,
Q Q i

3
Yy € Vi, /,u?hﬂz/ﬁ dm—/éD e et g dm—i—/ﬂZZiEVc?,jﬁ-Vvﬁ dx,

u’rl-‘rl o u 1 n+1 n
Yy e Vi, / ons—h—— x4 = / fne — Chs uptt v de
o Je At 2Jo At (VL32)

) )
+ - > / ot (- V) uptt vt de — 3 / ot (- V) v - upt da

/2nh+1Du"Jr1 Dugdzf/lpzﬂdiv(uz)dz:/ gzglg vy dz,
¢ Q

Wb e VP, /y,f;div( mL) g = 0.
Q

Cin _— Cin n+1 P _ o+l

ntl VR =w ety =p

c __
Nous prenons alors dans ce systéme les fonctions tests v} = ul,", vj, = A7

pour obtenir :

1 2 1
[fglfl’;(chrl) + 5/ ngl‘uz+l| dl':| — [fg?%(c") + 5 /Q QZ5|5UZ|2 d‘T:|
nJra

+At2/ S0 |yt dm+At/2nh;1]Du”+1\ dx

n n |2 1 7 n %2 * n|2
25 1) / ZZ |Vc +1 Cih} dx + 3 /Qghéhuhﬂ _ u5|L2(Q) + |uy — 5uh|L2(Q)} dx

= At/Q oitg - ui T dr + ?5 5 [F(cp™) = F(cp) —d" (e, cp™) - (ep™ = cpp)] da,

12 3
oll nous avons noté fmph ch) = / §—F(ch) + Z §82i|chh‘2 dr. En utilisant la remarque V.8, le fait que
o € i=1

F est positive, les bornes inférieures gmin €t Nmin (strictement positives) de la densité et la viscosité, le fait que
la mobilité est minorée, le lemme de Korn (¢f [BF06, lemme VII.3.5]) et ’hypotheése (VI.31), nous obtenons

n len n
_EEZWC +1‘(L2(Q))d == ’ +1‘(L2(Q))d

MiZAt )
= Z |v |(L2 @)t 2At77mka|Vuh 1‘ (L2() (VIL.33)

max. ‘max (]3]
i=

h Y
fg?é(CZ) + max|5uh|L2(Q) + At@max|g| |Q|2 ‘uh+1‘L2(Q)2 + 5 KCh

Enfin en utilisant les inégalités de Poincaré et de Young, et puisque § < 1, il vient

—EEZ ‘VC"Jrl (L2 () + Q;in

nt1
’ (L2(Q))d

3

M A - 2
e (50 2 | e+ B0 OV e

Cp’At2 gl LI
477rr11r1cjk 9

riph/ n Qmax n
< Feli(ep) + =55 |uh|L2(Q)+ th-



VI.4. Existence de solutions au probleme discret 169

Cp At Q
QmaX|g| il + — KC’” est indépendante de § et w™

La constante KQC’” = fg}?h(cﬁ + = Qmax |uh|L2(Q) +

477mmck
et nous avons
Z \vc"“ L2y S KSh, (VL34)
Z Vil +1‘(L2(Q))d <Ky, (VL.35)
[uj* 1\(H1(Q))d < K5', (VL.36)
cy E |) cy c? %
Y T N n QK Ko
KSh — 2 gSh =t KCh — 2 2
avee 3 352 ’ 4 MlZ 5 Hax Omin ’ A7f77mincjk

Nous utilisons maintenant la forme discrete de la conservation du volume : m(cfhﬂ) = m(c}},) obtenue

directement en choisissant v}, = 1 dans le systéme (VI.32). Ainsi, grace & I'inégalité de Poincaré (V.55) (avec

0 = 1), il existe une constante positive ng =Cp (K;z + m(c?h)) indépendante de 6 et w"t! telle que

e ey < K6 (V1.37)

Pour estimer la moyenne m(u?hﬂ), nous prenons v = 1 dans le systeme d’équation (VI.32). Il vient
N?}jl / (SDF n+1 n) dr.

Ceci peut étre controlé par ‘CZH |H1(Q) et |cZ|H1(Q) sous I’hypotheése (V.20). En effet, la croissance polynomiale

(V.20) de df" implique qu’il existe une constante positive C = STTBl telle que
m

|Df (cp ™, ep)| < Cu (1 + ‘c"“’p Yy |cZ|p_1) .
Ainsi, puisque 6 < 1, et en utilisant (V.60), nous obtenons
m(uitt) < Gy (IQI e O o ) <O <|Q| + (Kgﬁ')p_1 + |c;;|§11) = Ko
Gréace a l'inégalité de Poincaré, il vient,
5 sy < Cp (K5 + K70 ) o= RS (VL.38)

Enfin le controle sur la pression est obtenu en utilisant la borne sur la vitesse (VI.36) et la condition inf-sup
(VI.10). Cette derniere assure (cf [BS08, 21.5.10, p. 344]) qu'il existe v;, € V! tel que

Yup € VP, /ngdiv(vh)dz:/gyhp;;“ da et VAl 1 0ye < \ph+1|L2(Q). (VL39)

Ainsi en prenant, v} = v;, dans le systeme (VI.32), il vient :

ettt — gpsoug
1 1 1
Pt ‘LQ(Q /Q : AL Vh dl"‘f‘/ 25 ' Dup s Dy da

] 0
+2/Qz+1( weV)uptt vhdz—§/g’}:+1( weV) vy -up T de

3
/gzglg~vhdx+5/ Z(c?hfajh)Vu%erhdx.
Q
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Nous utilisons alors I'inégalité de Cauchy-Schwarz, les bornes supérieures omax €t Nmax de la densité et de la
viscosité ainsi que les estimations (VI.36), (VI.37), (VI.38) et (VI.39) pour obtenir :

QmaX

n+41 n n+1 n+1
’ph ‘LZ(Q At [|uh|(L2(Q))d + ‘uh ‘(LZ(Q))d} |Vh|(L2((z))d + 277max!Vuh ‘(Lz(g))d|vvh|(L2(Q))d
n n 6 n n
* 59max|“h|<L4<n>>dW“h“’<L2<9>>d|vh|<L4<u>>d + §Qmax|“h|<L4<m>d|Vvh|<L2<n>>d’“h“’m(m)d

n+1

Vﬂgh |Vh|(L4(Q))d

3
R ERIRTRR) i AN /% F
j=1

Qmax o
[|uh|(L2(sz .+ K5 } + 2nax K5

+ Omax| | (1.4 ())a K5 " + max| QU |gl, + 3K§*‘K§h1 Vi 1 2y

1 Qm X cy
B - ['uh| L2 + K5 } + 2Nmax K5"
c) y-C 1
+ Omax|up |4 Q))dK + Omaxl g, + 3K5" K. h] " ‘LZ(Q)
En conclusion,
n—+1 cp
P " ‘LZ(Q) < K", (VIL.40)
cy Qmax cy n cy 1 c et
avec K9h = |:|uh|(L2 Q))d + K } + 277maXK5h + Qmax|uh|(L4(Q))dK5h + Qmax|Q| 2 |g|2 + '?’KGhKSh-

Ainsi, en combmant (V1.37), (VL.38), (VI.36) et (VI.40) nous obtenons une constante positive K indépen-
dante de § et ¢ "H telle que
w1, < K.

Donc, prendre R > K > 0 garantit que pour tout (w,d) € W x [0;1], H(w, ) = 0 => |w|y < R.
Validation de I’hypotheése (iii) du lemme VI.16

Nous devons montrer I'existence d'une solution au probléme linéaire H(w™*!,0) = 0. Ce probléme s’écrit
sous la forme de trois problémes totalement découplés :
(1-2) Trouver (&t ettt ntly e (Ve)? x (V,’;)2 tels que Vi = 1,2, Vv’ € V), Vuy € V5,

a5 ™). 05 4) = [ oo
ou
, Mg, 3
ai (i i), (Vi vh) =/ [c;;jly;;+ E—OhAtvu$h+1-vug] dm—i—/ [42 AV Vg — uyh“uh] da,
Q i Q

avec M, = Mo(c}).
(3) Trouver (up ™', pptt) € Vi x Vi tels que

+ .
| GO e [ 2Dt s Dupdo = [ i aiv @) do = [ ot vitde,
Q Q Q
Vb € VP, /ygdiv( nHY = 0,
Q

Puisque les problémes linéaires (1-2) sont posés en dimension finie, il est suffisant de montrer que, pour tout
(Gt mi™) € Vi x V!
) 7 M

(az(( n+1,‘u;nh+1) (Z/]C“l/;:)) = 05 V(Vfial/;:) S Vfcz X V}A:) = ( n+1,‘u;nh+1) - (050)
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Soit (¢t plh )y € Ve x VI tel que
(ai(e ), W) =0, V0 vf) € Vi x V), (VL41)

Prenons (vf,v)) = (¢, ptt!) dans (VI.41), nous obtenons :

/ ?;;rlﬂ?;jl d$+/ OhAt‘V "Jrl‘ dr + - Ef—:ﬂ/ |Vc”+1| dx—/u?,flc:’;rl dx = 0.
Q
Ceci est équivalent a

/MghAt\wﬁl\ de + = Esﬁ/ |vc”+1| dr = 0.

Puisque la mobilité satisfait (IV.19), nous obtenons : V,u”“ Vc?,;r1 = 0. Donc, C"H et M"H sont constant.
En réinjectant ces constantes dans (VI.41), nous obtenons

( n+1,‘u;nh+1) = (070)

Le probléeme (3) admet une unique solution. En effet, les bornes inférieures sur la densité et la viscosité, le
lemme de Korn (¢f [BF06, lemme VII.3.5]) permettent de montrer que la forme bilinéaire continue

o +op

u,v) eV
( ) h,OH o IAL

u- vy dr+ /Q 2np Du ™ Do dx

est coercive. La condition inf-sup (VI.10) permet alors de conclure. ]

VI.5 Convergence des solutions discretes dans le cas homogéne

Dans cette section, nous supposons que g; = g2 = 93 = gp > 0. Ceci a pour conséquence que la fonction
o(c) est une fonction constante :
o(c) = 0o, Vc € S.
Dans ce cas particulier, le probleme VI.7 s’écrit de la maniere suivante :
Probléeme VI.17

— FEtape 1 : résolution du systéeme de Cahn Hilliard

Trouver (c;tt, upt!) € Vi s X (Vh) tel que Yvy, € V; 5, Vv, € V), nous avons, pouri =1, 2 et 3,
Cin - — At +1
Zih b — [c’-’ —a} [u”—— cy vl } -V dx
/Q At h /Q ih v h 00 ];( jh ) :U’ h

_ / Mg,jav S de, (V1.42)
o X i

i

3
/ e de = | DF (e, e g do + / ZEiEVc?h+ﬁVVﬁdx,
Q Q Q

avec o une constante : oy = / c?h dx.

— FEtape 2 : résolution des équations de Navier-Stokes
Trouver (up ™', pp™™) € Vit g x VE tels que Vv € Vi, Vb € VY,

unJrl u” 1 1
/QQOhTth'Vlﬁdx+§/(290(u2'v)uz+l"/Ediﬂ—§/Slgo(uZ-V)u‘,;-uZ“dx

+ /1 2yt DUt Dy da — /lpZ‘Hdiv (vy)dx
¢ ¢

/gog vy dx—/z ”H v dz,

(VI1.43)

/ Vdiv (up ) de =0,
Q
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” ot 772+1 = n(cZH).

L’existence de solutions a ce probléme est donnée par le théoreme VI.15.
Pour tout N € N, nous pouvons introduire les fonctions du temps ¢ € [0, ¢7] suivantes :

et ) =cih(),  sitEltn,tnpal, (VL.44)
_’f\ffl (t ) - C;lh+1( )5 Si t E]tn) tn+1[7 (VI45)
lny1 — 1 n t—1tn , .
eN(t,;) = T () F () st €t b, (VL.46)

Pour les potentiels chimiques, pour tout N € N, nous introduisons les fonctions constantes par morceaux en
temps suivantes :

() = i), st €t bl (VL4T)
Et enfin pour la vitesse, nous introduisons les fonctions du temps t € [0, ¢f] suivantes pour tout N € N :
EhN(tv ) = u;zl() sit E]tnvthrl[a (VI48>
) (t,) =up (), sit €ltn, tniil, (V1.49)
thrl —t n t— tn n .
up) (t,-) = Ttuh(') + A7 up (), sit E€ltn, tn] (VL.50)

Le résultat de convergence s’énonce de la maniere suivante :

Théoréme VI.18 (Théoréme de convergence)

Nous supposons que les hypothéses du théoréeme VI.15 sont satisfaites, de maniére qu’une solution
(e, uN ul pN) au probléme VL7 existe pour tout N € N* et pour tout h > 0. Nous supposons que
0 e ]%, 1] , que la propriété de consistance (V.3) est vérifiée et qu’il existe deuz constantes C > 0 et Aty > 0
telles que pour tout At < Aty et pour tout n € [0, N — 1],

7 n 1 7 n
{]-"t (¢ +1)+29 /yuh“] dx} — [f;f’h )+ = go/ lup? dz]
n-l—a

AtZ/ SO g b+ 326 - 1)e /ZEWC”H Vc?h‘de] (VL.51)

1
+At/2nh+1‘DuZ+1] dx+4go/ luptt — uh] dr < Atgo/g uyt da.
Q

+C

Considérons le probléme (IV.28), les conditions initiales (IV.32) et les conditions aux bords (IV.30)-(IV.31).
Alors, il existe une solution faible (c, p,u,p) définie sur [0,t5] telle que

c € L™®(0,ts; (HY(Q))*) nCO([0,t4]; (LUQ))?), pour tout g < 6
p e L2(0,t5; (H'(Q))?),
w e L0, ¢7; (L7(2))1) NL2(0, 3 (HY(2))7),
c(t,z) € S, pour presque tout (t,z) € [0,t5[x .

De plus, pour toutes suites (hi)ken+ et (Ni)xen vérifiant les propriétés suivantes :

ohg —— 0 etNK—>+oo
K—+oco K—+oo

o 4l existe une constante A (indépendante de K ) telle que VK € N*, Ciny(hk) < ANk, (V1.52)
(mppelons que la fonction Cy,y est définie par (VI.12)),

les suites (ChN;)KGN*; (/—I/;IV;()KEN* et (uth(()KeN* satisfont, a sous-suite prés, les convergences suivantes
lorsque K — +00:

C;IVK —C dans C°(0,ts, (L9)?) fort, pour tout q < 6, (VL.53)
hNK —u dans L2(0,t, (L2)Y) fort (VI1.54)
By - N s dans L?(0,tg, (H')?) faible. (VIL.55)
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Remarque VI.19

L’hypothése (VI.51) est obtenue dans la pratique par Uapplication de la proposition VI.18 et le controle du
terme

/ [F(ch™) = Flep) —d" (e ey ™) - (™ — ¢f)] da,
Q

du second membre de (V1.26). La maniére d’obtenir ce contréle différe selon le choizr du schéma DF (c™, c™*1)
de discrétisation des termes non linéaires du systeme de Cahn-Hilliard. Ceci a été discuté en détail dans le
chapitre V. Ainsi, pour permettre son application aux différents schémas présentés dans le chapitre V, nous
énongons le théoréme de convergence en supposant directement (VI.51).

Remarque VI.20

Dans Uénoncé du théoréme VI.18, linégalité (VI.52) n’est pas une condition de stabilité (de type CFL
par exemple), elle indique simplement que, pour obtenir la convergence vers la solution faible du probléme
continu, il faut que le pas de temps tende plus vite vers 0 que le pas d’espace. Ce résultat est donc différent
du résultat de convergence établi dans le théoréme V.10 concernant le systéme de Cahn-Hilliard pour lequel
pas de temps et pas d’espace peuvent tendre vers 0 indépendamment l'un de 'autre.

La démonstration du théoréme VI.18 s’inspire des travaux de [KSWO08] (ainsi que de [Fen06]) effectués dans
le cas du systéme de Cahn-Hilliard/Navier-Stokes diphasique. Mis & part le fait que nous traitons d’un modéle
trois phases, la différence essentielle avec ces travaux réside dans la prise en compte du terme de transport de
I’équation de Cahn-Hilliard faisant l'originalité de notre schéma. Il faut montrer que le terme supplémentaire
ne nuit pas a la consistance. Ceci est vrai a condition que le pas de temps tende plus vite vers 0 que le pas
d’espace, condition moins restrictive que la condition de stabilité introduite dans [KSWO08] (¢f remarque VI.20).

Classiquement, la démonstration du théoreme VI.18 se déroule en trois grandes étapes :

— tout d’abord, l'égalité d’énergie (VI.51) permet de montrer que les suites (chN;)KeN*, (uhNé‘)KeN* et

(uy ) Kcen+ sont bornées pour certaines normes (précisées dans la suite).

— il est alors possible d’appliquer des théoremes de compacité pour extraire de ces différentes suites des

sous-suites convergentes.

— la troisiéme étape consiste & montrer que la limite obtenue est bien solution du probleme (IV.28).

Nous détaillons séparément chacune de ces trois sous-étapes dans les sections ci-apres.

Nous supposons donc dans ce qui suit (section VI.5.1, VI.5.2 et VL.5.3) que les hypothéses du théoréme
VI.18 sont satisfaites et qu’en particulier les notations ¢, pp, uy, pi... désignent des solutions du probleme
discret VL7, et (CZV;()KGN*, (/‘l’hN;)KGN*v (u;f}f)KeN*. .. les suites de fonctions associées.

VI1I.5.1 Bornes sur les solutions discrétes

Dans cette section, nous supposons que K est fixé et pour simplifier les écritures nous omettons l'indice K
dans la notation hx et Ng.

Les premieres estimations énoncées dans la proposition ci-apres sont dérivées directement de I'estimation
d’énergie (VI.51).

Proposition VI.21

Nous avons les inégalités suivantes :

sup (|CZ|(H1(Q))3) + sup (lum(L?(Q))d) < K, (VL.56)
N—-1 3 5 N-1 5
<Z Atz ‘u?h+1|H1(Q)> + (Z At|u2+1\(H1(Q))d> < Ko, (VL57)
n=0 i=1 n=0
N-1 3 2 N-1 )
At (Z ALY )) + <Z lup ™t — uz\(m(m)d> < Ks, (VL58)
n=0 i=1 n=0

ou K1, Ky et K3 sont des constantes indépendantes de At et h.

n+1 n
Cin _ — Cin
At

HY(Q

Démonstration : Cette preuve est assez similaire a celle de la proposition V.25, elle utilise néanmoins
quelques ingrédients supplémentaires (le lemme de Korn (¢f [BF06, lemme VII.3.5]), la borne inférieure sur la



174 Chapitre VI. Discrétisation inconditionnellement stable du systéme CH/NS

viscosité n(c) et bien siir le fait que la densité est constante) pour traiter les termes de vitesse qui n’étaient pas
présents au chapitre V.

Nous notons X, = min_ |3;]| et ¥y = max [%;].
i=1,2,3 i=1,2,3

(i) Tout d’abord, I'inégalité (VI.51) implique que
Vn € [0, N — 1], fgjfh(cZ“) + %QQ/Q ‘u}:“f dz < fgfh(c}f) + %Qo/g lu}|? da.
Et ainsi, nous avons
vne[0,N], Far(cp)+ %go/ﬂ lup|* de < FP™(eh) + %go/ﬂ }u2}2dz. (VIL.59)

De plus, grace a I'hypothese de croissance polynomiale (IV.20) de F' et aux définitions de ¢ et u, I’énergie
initiale peut étre majorée indépendamment de h :

. 1 1
P ) + 5 [ ool do < By (1204 [ ) + Bl + ool o) = Ko

Du fait que F est une fonction positive et en utilisant la proposition IV.5, Pinégalité (VI.59) nous permet
alors de déduire que

3 n n|2
vn € [0, N, §€Z|Vch|(L2(Q))3 + 712 () < Ko

L’inégalité (VI.56) s’obtient alors en utilisant la conservation discrete du volume et I'inégalité de Poincaré
moyenne (V.55).

(ii) Nous obtenons (VI.57) et (VI.58) en sommant les équations (VI.51) pour n allant de 0 & N — 1 :
triph , n=N 1 n=N 2 triph/ 0 1 012
N () [ e QO‘Uh ‘ dv| — |Fxgy (cp) + 5 QO’uh’ dx
s 2 Q ) 2 Q
N—1 3 e , 3 N—1 3 ,
0h n+1 ) n+l n

nz:% At;/g E—i\wm | dr+ 2(28 - 1)e nz:% /Q;zz\vcm \ey dx]

N-1 , e , N-1
+ Z At/ 2nZ+1‘DuZ+1| dr + 1 Z / Q0|UZ+1 — uZ| dr < Z At/ 008 - uZ“ dx.

n=0 Q n=0 "9 n=0 Q

Puisque I’énergie discrete est positive, en utilisant la proposition IV.5, les bornes inférieures de la mobilité
et de la viscosité, nous obtenons :

+C

mz =L > 3 Sy ’
e 2 M NVi [+ 52812 ) / DIVt = Ve de
R R — n=0 "% i=1
N-1

N-1 N—-1
1
+ 2min 3 At/g | Dup [ d + 100> /Q it — g P de < Ko+ oolgl |0 Y AL gy
n=0 n=0

n=0

C

En utilisant les lemmes de Poincaré, de Korn et I'inégalité de Young, nous trouvons :

MlE N-1 3 5 3 N-1 3 5
omE SOALY |t + 528 = 1)z > /QZ |Vt —vel | dx]
n=0 i=1 n=0 i=1

N—-1 N—-1
+CK77minZAt/Q|VuZ+1|2dI+iQOZ/ﬂ‘uzﬁ_l*u;;fdl'g[(o‘i’tf
n=0 n=0

C

ablelo|(Cp)*Cxc.

Tmin

Cette inégalité donne & la fois (VI.57) et (VI.58).
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Le passage & la limite dans les équations non linéaires (c¢f section VI.5.3) nécessite I’établissement de la

convergence forte des sous-suites, pour cela il est utile d’obtenir des estimations plus fines.
Proposition VI.22

1l existe deux constantes K4 et K5 indépendantes de h et At telles que :

3 n+1 76" 2 N—-1 3 )
S oy ] V(g St bl <k (100
( (HL(Q)) n=0 i=1 (E2e
N—i1—1 5
n+i n i\ L .
> Aty —u |2y < Ks(t)T, Vie [0,N —1]. (VL61)
Démonstration :

(i) L’estimation (VI.60) s’obtient & partir de la premiere équation du systéme de Cahn-Hilliard.
(o) Considérons v} € Vi’ pour I'instant quelconque. La premiére équation de (VI.2) s’écrit :

n+1 n 3 nta
G G n n At n M, n
/Q hTthv,’f dx = /Q [eh — ag][uf — o Z(cj ;) Vi v clcn—/Q %—’Zwi,jl -Vl da.
Jj=1
Ainsi l'inégalité inverse (VI.12), il vient :
e — chy
| S da] < (ol + el o) e o9
3
28 ol 4 Velhmon) Dl + [l ) [V 19
00 1 () ~ JhlLee (Q) 12(0) h1L2(Q)
n+1
’V ’L2 (2)|vyh|L2(Q)
< (|ai| + |Cih|H1(Q))|uh|H1(Q |Vh|H1(Q)
At 1, n+1 0
+ gucm + Cian () € 1 () g (1 Cane (0)F [l gs ) |50 [ 1 ) VA 20

n+1
|'u’z ‘Hl(Q)|V;LL|H1(Q)

Finalement, grace & (V1.52) et (VI.56), nous obtenons qu’il existe une constante K (indépendante de h

et At) telle que :
n+1 n
Cin —C%h n
—th Ry
, Hmr

Nous allons maintenant utiliser cette inégalité intermédiaire afin de montrer (VI.60).

\ lluthl(Q + Z ‘:uz Jrl’Hl (2)] |Vh |H1 () (VI-62)

(B) Soit v € H'(Q). On note v}’ le projeté L? de v sur VI'. D’aprés (VL.11), nous avons

|V;LL|H1(Q) < C’|V|H1(Q)'

Ainsi, en utilisant (VI.62), nous obtenons

n+1 n+1 n
Cin  — Cin o Cin  — Cin v
e e— | = 71/}7( X

< KC

n+1
< [|uh|H1(Q)+Z’Mz ‘Hl(ﬂ) |”;”Hl(ﬂ)
=1

[up | o) + Z |lu’z+1|H1(Q)‘| Wl ) -

i=1
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Puisque cette inégalité est vraie pour tout v € H'(Q2), nous avons

n+1 n
Cin  — Cin
1 NI
o L2(Q)

Cin _— Cin = sup
At (H1(Q))’ veH!(Q) |V|H1(Q)
3
n n+1
< KC | |uplyg o > lui ‘Hl(ﬂ)] :
i=1

Et par suite, en utilisant (VI.57), il vient :

n+1 2

n
Cin  — Cin

< 6K2C?
At OR7C

(HY ()’

Z At|uh|H1(Q) +3 Z Atz |Nz +1‘H1(Q)] (VL.63)

< 18K202K2.

(v) Prenons maintenant v = At(c? — 7 ) dans (VL.62). Il vient :

/ ‘C"H - c?hf dx

et donc, en utilisant (VI.57) et (VI.58), nous avons

< KAt

|uh|H1 @t Z |NZJr ‘Hl(Q)‘| Z ‘Cnﬂ Cin H(Q)

N-1

3
> Dl = ehlia

n=0 i=1
N-1 3
(Z At|uZ|§11(Q)> (Z Atz ‘uz+1|H1(Q)>
n=0
< 2/ Ko/ K3VAL.

L’inégalité (VI.60) se déduit immédiatement des équations (VI.63) et (VI.64) en définissant la constante

K4 = max(18K202K2, 2\/3K2\/ K3)

N 7 (V1.64)
<Z Atz e — Cih‘Hl(Q)>

; 2
(ii) Pour obtenir I’estimation (VI.61), nous commencgons par estimer le terme |uZ'H —up (L2())e Pour n €
[0, N —i —1]. Pour cela, nous choisissons v} € V! tel que

/ vpdivey de =0, WYvp € VP, (VI.65)
Q

comme fonction test dans (VI.43) et sommons les équations de maniére a obtenir :

n+i1—1 n+z 1

1
/ oo(uft —u}) - v de + 3 Z At/ 00 (uf - V) ui e de — - Z At/ ERVARY uitt da
Q k=n Q
(1) 2
n+i—1 n+i—1 n+i—1
+ > At/an+1Duk+1 Dvidr= > At/ 00g - v dx — Z At/ )Vt v de.
k=n Q k=n QJ 1
(3) (4) (5)

Nous estimons alors chacun des termes numérotés de cette égalité séparément. Pour le terme (1), nous
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obtenons :
n+z 1
Z At/ V) uitt L utda
n+i—1
e T S e P e
2 = (L3 ()4 (HY(©)¢ 7RIS (2))
n+i1—1 . i
S AT D M A e
2 =PI hI(H(2)) “ (L)l ™ l(Le(@)e (H ()4
n+i—1
< S0kt At Z [0 Gy e [0
S QBT Whlm () (H1(22)) (H1(Q))d
< LooKEwp Atnﬂ 12 b
S g2k Wil ) Z 3 ‘u ‘Hl(sl ot ]u ’(Hl Q)4
k=n
1 % u L1 gy k 2 % nit k+1 2 %
S 300K |'/h|(H1(Q))dA“4[( Y fu ’(Hl((z))d) +( D fu ’(Hl((z))d) ]

k=n k=n

2 3,01
<§QOK K Wil yya ()3 (297

Le terme (2) s’estime de la méme manieére :

n+z 1

Z At/ V) vy - uﬁ“ dx

n+i—1
1 k k+1
< 590At kz_: \u \(Lz(m)d|'/2|(H1(sz))d‘u ‘(LG(Q))'i

1 n+i—1 %
< §QO|'/E|(H1(Q))G’A’f kz_: ’“k’(wm))d‘u ‘LG(Q)) u k+1’(H1(Q))d

2 1 .2 4 3,401
< 590K1 K3 VRl qyya (Br) 3 (2) 7.

Pour le terme visqueux (3), nous dérivons 'estimation suivante :

n+i—1

n+i—1
> At / 2 Dl DY dx

k+1
< 2T]maxAt Z ‘uh ‘(Hl(Q))d|V'f.zl|(H1(Q))d
k=n

n+i—1
1 1
< 2R s ot 64 (D0 108 s o)

=

k=n
277maxK i |(H1(Q))d (tr)2(t )E .
Enfin, il reste les termes (3) et (4) du second membre :
n+i1—1

Z At/gog-u}l‘dx
k=n Q

1
< 0olglo U2 Rz )t

et
n+i1—1 3 n+i—1
k k+1 k
Z At /QZ(% )Vu 3 Z Atz |CJh O‘J}L‘l(sl 'uj; ot Q)| h|(L4(Q))d
k=n Jj=1 =n

< X 2 u | i %
< [Q[[Ky + max, |041HK2 Wil )a ()

Finalement, nous obtenons le résultat suivant : il existe une constante K strictement positive telle que,
pour tout v € Vi satifaisant (VI.65), nous avons

n+1t n u u iyt
/Q( W) v da | < KR g e ()T
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En particulier, pour v} = u}™" —u} (qui satisfait bien (VI1.65) d’aprés (V1.43)), on trouve

Juj uZ\im) < K|up™ - uZ‘(Hl(Q))d(ti)%'
Nous obtenons ainsi :
N—i—1 N—-1
>0 At w0 2K ()Y ARl gn oy
n= n=0 .
2K ()2 (1)1 Y At (i1 2y
n=0

< 2K Ks(ty)} (1)1,

Ce qui donne la conclusion en posant Ky = 2KK2(tf)%.

VI.5.2 Argument de compacité, convergence des sous-suites

Les estimations démontrées dans la section VI 5 1 (proposition VI.21 et VI 22) nous permettent d’obtenir (a
sous-suite pres) les convergences des suites ch chK , cff}f, “hk , uflvf((, uh et u,” NK  Tes propositions suivantes

précisent en quel sens ont lieu ces convergences.
Proposition VI.23

A sous-suites pres, nous avons les convergences suivantes lorsque K — +00 :
cff}f —c dans L>°(0,t s, (H'(2))?) faible-*, (VL.66)
prs = dans L*(0,tg, (H'(Q))%) faible, (VIL.67)
ocNK
# — % dans L? (0,ty, (H'(2))) faible. (VIL.68)
u) = dans L2 (0,ty, (H'(Q))?) faible. (VL.69)

Démonstration : Les convergences (VI1.66), (VI.67), (VI.68) et (VI.69) sont des conséquences directes de la
proposition VI. 21 En effet, il est facile de vérifier que les estimations fournies dans cette proposition montrent
que les suites ¢, *, /‘hK , 8t uhNK sont bornées dans les normes L>°(0, ¢z, (H'(2))3), L2(0,t¢, (H(Q))?),
L2 (0, ¢, (H! (Q)) ), L2(0, ty, (H1 (Q)) 4) respectivement. [

Les convergences faibles que nous venons d’obtenir ne sont pas suffisantes pour passer a la limite dans les
termes non linéaires des systéemes de Cahn-Hilliard et Navier-Stokes. Nous montrons dans les deux propositions
ci-dessous qu’il est possible d’obtenir la convergence forte des parametres d’ordre et de la vitesse dans certains
espaces précisés ci-apres.

Proposition VI.24

A sous-suites pres, nous avons les convergences suivantes lorsque K — 400 :

chNIf — ¢ dans C°(0,tg, (L9(Q))3) fort, pour tout 1 < g < +oo sid=2, oul <q<6sid=3, (VL70)
cy® —c  dans L*(0,ts, (L*(Q))%) fort, (VL.71)
e —c  dans L2(0,t5, (L7())%) fort, (VL.72)
e —c  dans L2(0,t5, (L*(9))*) fort. (VL73)

Démonstration : La suite cff}f est bornée dans L>(0,¢s, (H'(Q))?) et sa dérivée en temps 8tchN; dans
L? (O,tf, (H! (Q))’) A Tidentique de ce qui a été fait dans le chapitre V, nous obtenons la convergence forte
(VL.70) du parameétre d’ordre par application du théoréme de compacité de Aubin-Lions—Simon [Sim87]. De
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cette convergence se déduit la convergence forte (VI.71), puis en utilisant 'inégalité (VI.58) les convergences
fortes (VI.72) et (VI.73) des fonctions ¢, NI ot EZV;: . ]

Le résultat de convergence forte sur la vitesse nécessite I'application d’un résultat de compacité un peu plus
fin puisque nous ne disposons pas d’estimation sur sa dérivée en temps. Nous appliquons alors un théoréme de
compacité dii & Simon [Sim87, Théoréme 5, p.84] ol la condition sur la dérivée en temps est remplacée par une
estimation sur les translatés en temps.

Nous commencons dans le lemme suivant par réécrire le terme a estimer. Ce terme est défini a partir de la
fonction discrete gff qui est constante par morceaux (en temps) et de ses translatés en temps. Nous le relions
aux valeurs u} de la fonction sur chacun des intervalles de temps pour pouvoir utiliser les estimations données
dans la section VI.5.1. Pour une meilleure lisibilité, nous omettons encore le temps de ce lemme, 'indice K dans
les notations hg et Ni.

Lemme VI.25

Soit T €]0,t¢[. Nous notons i € [0, N — 1] l'unique indice tel que t' < 7 < t'T1. Alors, nous avons :

(i) siT < At alors

tf*‘l'
/O lup (s +7,) —uf (s, )\@z e ds=T Z Jup ™t -y LZ(Q)) (VL74)
(ii) dans tous les cas, nous avons :

ty—7 2
/0 up' (s +7,-) —up (s, ')‘<L2<sz>>d ds
N Noio (VL.75)
n+i n+i+1
I

Démonstration : Commencons par écrire le membre de gauche sous la forme :

N—i—2 tn+1

ty—T 9 9
/0 il (s 47 ) = a7 (5, (.20 45 Z / w547 =G5 ) ey 8

ty—T 9
+/t ’HhN(S +7,-) — Hg(sa ')‘(LZ(Q))d ds.

N—i—1
Il ne reste plus qu’a identifier la valeur prise par le translaté de la fonction sur les intervalles J¢", t"*1[ pour
nef0o,N—i—2]et N1t — 1]
Pour cela, nous introduisons le réel 7 défini par 7 = 7 — ¢, nous fixons n € [0, N — i — 2] et distinguons les
deux cas suivants :
— soit s € [t",t"T! — 7], nous avons alors "¢ <" + 7 < s+ 7 <" —F 4 7 < t"FHL et par suite
B (s 7) =up™i().
— soit s € [t" Tt —F 1" T1] | nous avons alors "L <L 47 —F s 7 < 47 < #TF2 et par suite

Finalement, considérons maintenant le cas ou s € [tN il Ty ] Nous avons tV 1 < s < tV 7 et
tN=1 <= 1+T<tN =l 4 7 < s+ 7 < tN. Ainsi, pour tout s € [tN =1ty — 7], nous avons

uiLV(S+T,')—uhN 1()
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Nous déduisons de ce qui précéde les égalités suivantes :

N—i—2 yn+l

ty—T 2
/0 |uéV(S+T,') *uflv }(LQ(Q))d Z / |Hév(5+7—a') 7251\](57')}(112(&)))01 dS

ty—T 9
+/t . ‘E;LV(S‘H'V)_H;LV(S")’(L%Q))&CZS

Z {(At = 7)|up* uh|(L2(Q))d +7[up um?LZ(Q))fZ

N—i—1\|, N—1 N—1—i|2
(==t Ty T -y Z‘(LZ(Q))d
N—i—1 N—i—2 5
= Z (At —7)jup™ — “h’(w @)ye T Z Flup T —uj (L2(Q))d"

n=0

Examinons maintenant ce qui se passe dans les cas (i) et (ii) :
(i) si T < At alors nous avons ¢ = 0 et 7 = 7. L’égalité ci-dessus donne alors exactement la conclusion.
(ii) la deuxiéme conclusion découle également de I’égalité ci-dessus puisque 0 < 7 < At.

]
Nous pouvons maintenant énoncer la proposition donnant la convergence forte de la vitesse.
Proposition VI.26
A sous-suites pres, nous avons les convergences suivantes lorsque K — 400 :
uhNIf —u  dans L2(0,t, (L2(Q))?) fort, (VI.76)
u'® —u dans L2(0,t5, (L2(Q))?) fort, (VL.77)
_hNK —u  dans L2(0,t, (L2(Q))%) fort. (VI.78)

Démonstration : La démonstration repose sur un théoréme de compacité di & Simon [Sim87, Théoréme
5, p.84] qui permet d’obtenir le fait que I'injection

L2(J0, £[, (' (2))%) N N5 (0, [, (L2(Q))%) < L2(10, 1], (L3(©))*)

1
est compacte. L’espace de Nikolskii N3 (]0, [, (L2(€2))%) est défini par

oo|—

NQg (lo, tf[? (LQ(Q))d) = {V € L2(]Oa tf[a (L2(Q))d)7 ¢ >0,vr G]O,ff[, v(-+7,-) = V|L2(]O,tff‘r[,(L2(Q))d) <Cr

3

Il est muni de la norme

=

1 2
[v] VI 0., L2y + U ( 1|"('+Tv')"|L2<1oytfrL(LZ(fz))d)))

NF (10,4512 (@) ( 0orb,

Ainsi puisque la suite ghNIf est bornée dans L2(]0, ¢ [, (H (2))?) et L2(]0,¢¢[, (L%(22))?) (¢f équations (VI.56) et

1
(VL.57)), il suffit de montrer qu'elle I'est dans I'espace N3 (]0,%¢[, (L2(2))?) pour obtenir la conclusion. Nous
nous donnons donc 7 €0, [ et omettons l'indice K dans la notation hx et Nk le temps du calcul.

(i) SiT < At alors d’apres le lemme VI.25, il vient :

tf*T
/0 [l (s + 7,) = 0 (5, )] (e d5 = 7 Z it =R 0

NS Kg’]’.



VI.5. Convergence des solutions discretes dans le cas homogene 181

(ii) Si T > At alors d’apres le lemme VI1.25 puis en utilisant I'inégalité (VI.61), il vient :

ty—T
/0 [ (s 7) = 0 (5 (o o 4
N—i—1 5 N—i—2 5
n4+i n n+i1+1 n
Z At|uy uh‘(LQ(Q))dJr Z At|uj; ~ Ul ()
n=0
< K [(tZ)i + (1]

1
T4,

N

<K5{1+2

puisque nous avons t* < 7 et 't = + At <
Dans tous les cas, nous avons obtenu ’existence d une constante Kg strictement positive (indépendante de
h et At) telle que, V7 €]0, /],

ty—T 9 L
/ |E£1V(S+Tv')*Efmv(sa'”(Lz(Q))d ds < Ket*.
0

Ceci termine donc la preuve de la convergence (VI.77). Les convergences (VI.76) et (VI.78) s’obtiennent alors
directement & partir de cette derniere grace a I'inégalité (VI.58). |

VI1.5.3 Passage a la limite dans le schéma

Les convergences obtenues dans la section VI.5.2 permettent de passer a la limite dans le systeme discret.
Pour le systéeme de Cahn-Hilliard (en 'absence du terme de transport), ce travail a été déja réalisé en détail
dans le chapitre V. Nous nous focalisons donc dans cette section sur le terme de transport dans 1’équation de
Cahn-Hilliard ainsi que sur le systeme de Navier-Stokes.

Pour simplifier les écritures nous omettons encore une fois I'indice K des notations N et hx mais il faut
garder a lesprit que lorsque nous parlons de convergence cela signifie K — +oo (et en conséquence Nx — 400
et hxg — 0)

Terme de transport de I’équation de Cahn-Hilliard

Soient v € C*°(£2) une fonction donnée et 7 € C°(]0,¢[). Nous définissons v} comme le projeté H! de la
fonction v* sur V}'. En complément aux démonstrations du chapitre V, nous devons démontrer la convergence
suivante :

ty At 3 ty
/ / oy — uflv - — Z(g% - aj)VujAﬂ -V dx 7(t) dt — / / (ci — a;)u- V*dx 7(t) dt. (VL79)
Q 0 JQ

9031

Nous procédons en deux étapes en considérant séparément deux termes du membre de gauche : le terme
standard de transport puis le terme additionnel garantissant la stabilité inconditionnelle.
Les inégalités suivantes nous permettent d’identifier la limite du premier terme :

ty

tf
(ciy, — ai)uy - VUl da 7(t) dt — / / (ci — ai)u- Vv dz 7(t) dt‘
s

t

a)uy - V(v — o) de 7(t) dt‘

ty

Ju- Vit de 7(t) dt

—ozz ) Vvt dx T(t dt'

Q Q
N
< |T|L°°(Ovtf)|yh v |H1(Q>|9ih B ai}m(o,tf,Hl(m)}Eh }LZ(o,tMHl(Q))d)
N N
17l 0.0 IV oo | = @iliao, o e 80— Blieqos, e
N
+ |T|Loo(o,tf)|VV“|L3(Q)’Qih - Ci‘LZ(O,tf,LQ(Q))|u|L2(07tfq(H1(Q))d)

_>0,
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puisque les fonctions ¢l et ulY sont bornées dans L2(0,t7, H(Q)) et L2(0,ty, (Hl(Q)) ) respectivement et
que de plus, ¢ converge fort dans L2(0,ts,L2(2)) vers ¢; (cf équation (VL.72)), ul converge fort dans
L2(0,ty, (L2(22))?) vers u (cf équation (VL.77)) et |v* — Vi) = uhhel%cm Ve — Uhli ) Pt 0 par I'hypothese
(VLT).

Nous utilisons maintenant le fait que les suites ¢jj et ph, sont bornées en norme L(0,tr, H'(2)) et

L%(0,t7, H' () respectivement, I'inégalité inverse (VI.12) et la condition (VI.52) sur les suites hx et Nx
pour montrer que le second terme tend vers 0 :

ty At 3
/0 /Q {9% B O‘l} [_ Z(Qﬁ - Oéj)Vu%} -V dx 7(t) dt

%

/tf / _zh At Z(g% — aj)Vu%} . V(l/;; — V”) dx 7(t) dt

Qo =
ty At 3
* /0 /Q {9% B O‘l} [g ;(gﬁ - Oéj)Vu%} -Vt dx T(t) dt
At ty 3
_o’V(VZL - V“)’Lz((z)/o | - ‘LOO(Q Z aj!Lw(Q)\Vu%]LZ(Q) 7(t) dt

At 4
+ % |VV#|L°°(Q)/0 i — O‘i’m((z) Z | — aj’L‘l(Q)’v'uj]\;b‘L?(Q)T(t) dt
=1

3
At Ciny (h) N
< % I7lL2 0,y W = VW i |cin — az’LOO(O ty, Hl(sz))Z‘%h O‘J’Lw(o ty, Hl(Q))"th‘LQ(O £ HL(Q))
Jj=1
A 3
N
|7'|L2 0.0 V¥ |1 () |cin — 0‘1|Loo(o tp HI() Z | — aJ‘LOC (0,t5,H! Q))‘Mih|L2(0 t H())
Jj=1
— 0.

Ainsi nous avons montré la convergence (VI.79). En réutilisant tels quels les raisonnements du chapitre V,
nous pouvons passer a la limite dans les autres termes du systéme de Cahn-Hilliard.

Systéme de Navier-Stokes

Soient ™ € C2°(Q) vérifiant div (1) =0 et 7 € C1([0,#y]) telle que 7(ts) = 0.
Nous introduisons ’espace

7y = {zh eVig Yy eV, /Qdiv (zp)v} do = 0}.
La condition inf-sup (VI.10) implique que la fonction v* € H}(Q) a divergence nulle est “bien approchée” par

des fonctions de Zj,. Ceci est détaillé dans la proposition ci-dessous.

Proposition VI.27 (Approximation des fonctions a divergence nulle, [BS08, 12.5.17, p.345])

Nous avons l’inégalité suivante :

1
inf [v" — 1oy < = inf R 22 [T L.
Z:réZhh/ Zh | () ﬁu;;lenv;;)ow Vil o) (VL.80)

Démonstration : Considérons v, € V! et notons m, € V' le projeté L? de div (1™ — vp,) sur V! défini
par :

vy e vy, / TRVl de = / vpdiv (v — vy,) dz.
Q Q
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Puisque 77, € Vy, la condition inf-sup (cf [BS08, 21.5.10, p. 344]) nous donne wy, € Vi tel que

. 1
Q Q
Par construction nous avons :
Yy e VP, / vidiv(v" — vy)de = / vidiv (wy,) da.
Q Q
Puisque div (") = 0, ceci signifie exactement que vy, + wy, € Zp,. Nous avons également I'inégalité suivante :
1 Lo u Lo
(Wi () < B|7Th|L2(Q) < E|d1V (@ = Va2 ) < B'V ~ Vhlgi(q)-
Nous obtenons alors la conclusion de la maniére suivante :
inf (" = zp|g1 ) < V" = (Vi + Wi)lgi ) < V" = Vil o) + Wal @) < (1 + 5)| = Valu o)

zZR €L

Nous notons alors v} le projeté H! de v sur I'espace Z,. La proposition VI.27 et ’hypothése (VI.8) montrent
que

vp — Y, dans (H'(Q))¢ fort. (VI.81)
Nous utilisons v} comme fonction test dans la premiere équation de (VI.43). Il vient :
n+1 n
u —u 1 1
/ 00—t R d + —/ oo (uf - V)uptt . plde — —/ oo (up - V)i uptt de
Q At 2 Ja 2 Ja

3
+/Qth+1Du"+1 DVdez/Q Qog'l/zdm_/(zz(c?h—aj)V,u?};H-ngm.
j=1

(VL82)

Nous multiplions cette équation par 7(t), t €]t",t" 1| et intégrons entre t" et t"*1 et sommons pour n allant
de 0 & N —1 de maniére a retrouver une formulation faible sur |0, ¢¢[x Q. Avant de donner cette formulation, un
calcul préliminaire est nécessaire pour transformer le terme instationnaire de maniere a faire porter les dérivées
en temps sur la fonction 7 et non sur la vitesse :

n+1
/ /QO Vﬁd:m- {Z/ /uh videT(t)dt — /
tn n-1 tn

/uh I/hdl‘T()dt:|

tn+l
- A
:—QO[Z/ /uh Vhdx () = A( 2 dt}
tTL
/u <y daT(t) dt //u vy t_At)d
x7(t)dt — o
iN—1 4 " )i hovid At

_ tf T(t) —7(t -
= —00 uY(t,x) vide ————~ A7 dt
Q

+QO/Q W) v [ rlis - a0
Qo/ﬂug(z)~uz(z)dz/o T(At(t — 1)) dt.

tntt gt

Ainsi a partir de (VI.82) et de 'égalité ci-dessus, nous obtenons la formulation suivante dans laquelle nous
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pouvons passer a la limite :

,Qo/f/ ul (t,z) - vide 7(t) — A(I*At) dtfg()/glu?l(x).y};(:p)dasfo T(At(t — 1)) dt

(2)

(€3]
1 [ts ty
+—//go (wy - V)uy v der(t dt——//go Jvp-ay doT(t)dt
2Jo Jo Q

(3) (4)
ty ty (V183)
+/ / 2n(eN)Duly : Dvi der(t) dt = / /gog ~vpdeT(t)dt
0 Jo 0Jo

(5)

ty 1
/ / Z Vujh videT(t)dt — Q()/ w =N (z) - v (z) do / T(ty — tAt) dt
Q7 Q 0

RS (®)

La limite du terme (1) s’obtient facilement & partir des convergences fortes (VI.77), (VI.81) et de celle de la
7(t) — 7(t — At)

At
fonction 7 est C([0,¢¢])) :

fonction ¢ — vers 7/ dans L?(0,¢¢) (obtenue par exemple par convergence dominée puisque la

ty
1)_>90/ /u-u“de'(t)dt.
0 JQ

Le terme (2) permet de montrer que u satisfait la condition initiale (IV.32) au sens faible. Les convergences
(VL15), (VL81) et la convergence uniforme sur [0, ts] de la fonction ¢ — 7(At(t — 1)) vers la fonction constante
égale & 7(0) permettent d’obtenir :

(2) — 0o /Q u’(x) - v*(z) da 7(0) dt.

Concernant le terme (3), les inégalités suivantes nous permettent de conclure :

ty

ty
(gév-V)ﬁflv-u‘h‘de(t)dt—/ / (u-V)u-V“de(t)dt‘
Q o Jo

ty

- (v —vY)daT(t) dt’ +

V)uy cvtdeT(t)dt
Q Q

ty

(u V) @y —u)-vder(t) dt’

N N
<[, ’L2 (0,t7,(H(Q)) d)|( = V)| o) [uh ’L2 (0,t,(LA(9)) Dyl Tl 0,)

N N
+ |7 (t |Loo(o,tf)‘(ﬂh - ’LQ (0,5 ,(L2(2)) d)’“h ’LQ (0,5, (H(2)) d)|’/ (Lo (@)
ty

—u)-vtdeT(t) dt‘
Q

— 0.

En effet, puisque les suites (ulY) et (@} ) sont bornées dans L2(0, ¢ 7, (H(2))?), les convergences (VI.77) et (VL.81)
montrent que les deux premiers termes du membre de droite ci-dessus tendent vers 0. Quant au dernier (le terme
comportant I'intégrale), il tend également vers 0 par convergence faible de Vi, vers Vu dans L2 (0, tr, (L2(2)%)
(un raisonnement composante par composante donne le résultat puisque pour tout 1 < 4,5 < d, la fonction

(t,z) — ui(z)u}l(x)f(t) est L2(0,t7,L%(2)))).
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Le terme (4) se traite de maniére similaire :

ty

t
V)vp -y dor(t)dt — / / “-udxr(t)dt‘

t
/ /uh~ (W —v")-ul deT(t dt‘

ty

(uy - V)™ - (@) — u)dzr(t)dt

V)" udz () dt‘

Q
N u u —N
< |uh |L2(o,tf,(L4(Q))d)|(Vh -V )|H1(Q)|uh |L2(0,tf,(L4(Q))d)|T|L°°(07tf)
N —N
[0 |2 0.1, oy V2 s (0 = W)l ieo ooy s Tl 0.)

N u
+ [k = ulia o, e VY ws @) ez, o) [Tl 0.0,

la conclusion étant obtenue cette fois en utilisant les convergences (VI.77), (VI.78), (VI.81) et le fait que les
deux suites ul et uj sont bornées dans L2(0, ¢, (H!(Q))%).

La limite du terme (5) est obtenue en utilisant la convergence (& sous-suite pres) suivante :
=N 2 2/()\d
n(cy,) — n(c) dans L°(0,tf, (L*(£2))?) fort. (VI.84)

Cette convergence se montre par le théoréme de convergence dominée (la viscosité 7 est une fonction continue
bornée et €)' converge fort dans L2(0, ¢y, (L*(2))?) donc presque partout & une nouvelle sous-suite prés).

Ainsi, en utilisant les convergences (VI.81), (VI.84), le fait que la suite @, est bornée dans L2(0, ¢, (H*(€2))4),
et la convergence faible de Duj vers Du dans L2(0, ¢, (L%())%), nous obtenons

ty ty
/ /277 chK Duh Dvp dar(t)dt — / / ¢)Du : Dv*dar(t )dt‘
Q

ty ty

277 ¢, )Duy : D(vj — v")dar(t dt’ n(cy, ) —n(c))Duy : Dv* dar(t) dt

ty

2n(c)D(Ty —u) : D" dar(t) dt’

—N
< 277max‘uh ‘L2(O,tf,(H1(Q))d)|V;zl - Vul(Hl(Q d1|7-|L2(0 ty)

—N N
+ 2’77((:}1;() - n(c)’[g(oﬁtfﬁlp(g ’uh ’LZ (0,t5,(HL(2))?) |VV |L°°(Q |T|L°° (0,t5)

ty

2n(c)D(Ty —u) : Dv“dxr(t)dt

Q

Par (VI.81), la convergence du terme (6) est immédiate :

(6) — [ oog-v™dxT(t)dt.
Q
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La convergence pour le terme de force capillaire (7), s’obtient de la maniére suivante :

tf tf
/ /Z Vujh vy der(t dt—/ /Z cih — o)V, - vt dar(t) dt
Q Q
ty
/ /QZ V,u]h (Vi —v") dar(t) dt
ty
+ / /Z —Cjn Vujh v dxr(t) dt
Q

ty 3
+ / /Q D (ein = )V (ugh, — pgn) - v* der(t) dt
0 j=1

N N u u
< Z |§jh - O‘j}Loo(Oﬁtfﬁyx(Q))|V:ujh}L2(01tfﬁ(L2(Q))d)|Vh -V |L4(Q)|T|L2(O,tf)
Jj=1

+ Z‘ Ejn — CJh’LZ(O tr, (L2(Q))d)‘vMJh’L2 0,t7,(L2(Q)) d)|” |L°°(Q)|T|L°°(0 ty)

3
/ Z Cjn — )V :U’jh = pj) v daT(t) di
— 0.

Les deux premiers termes du membre de droite ci-dessus tendent vers 0 grace aux convergences (VI.72) et
(VI.81) puisque les suites (c}y,) et (u};,) sont bornées dans L?(0,¢¢, H'(Q)) et L>(0, ¢, H'(Q)) respectivement.
Le dernier terme tend vers 0 par convergence faible de Vuf, vers Vyu; dans L7(0,ty, (L?(€2))9).

Enfin, il ne reste plus qu’a montrer que le terme résiduel (8) tend vers 0. Ceci provient tout simplement du

fait que
/ ul (z) - v (z) do
Q

1
/ 7(ty —tAt) dt — 7(ts) = 0.
0

En conclusion, nous venons donc de montrer que :

t
—Qo/ /u-l/“d:m-’dt—go/uO-V“me(O)
0 Jo Q
1 [Y 1Y
+—//Qo(u~V)u~l/udl‘T(t)dt7—//Qo(u~V)I/u~udZ‘T(t)dt
2Jo Ja 2Jo Ja
t 25
—|—/ /277(C)Du:D1/“d:m'(t)dt:/ /gog-uude(t)dt
0 Jo
t
//Z )V, - v deT(t) dt

Pour finir, le passage a la limite dans I’équation de contrainte permet d’obtenir :

< |ufzv(')}L2(Q)|V1}:|L2(Q) < K1|VU|L2(Q)a

et

div (u) = 0.

V1.6 Conclusion

Nous avons proposé dans ce chapitre un schéma original pour la discrétisation du modele Cahn-Hilliard /Navier-
Stokes triphasique.
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Ce schéma est inconditionnellement stable et préserve, au niveau discret, les propriétés essentielles du modele,
a savoir la conservation du volume et le fait que la somme des trois parametres d’ordre reste égale a 1 au cours
du temps.

Nous avons démontré I'existence d’au moins une solution approchée, et, dans le cas homogene (i.e. trois
phases de méme densité), nous avons fait ’étude de convergence des solutions discrétes vers une solution faible
du modele (dont nous prouvons par ce procédé lexistence).

La principale perspective concerne 1’étude de convergence dans le cas ou les trois fluides en présence ont des
densités différentes. Méme si I'estimation d’énergie (et l'existence de solutions discrétes) restent vraies dans ce
cas 1a, il est alors plus délicat d’obtenir les estimations donnant par compacité la convergence forte sur la vitesse
qui est nécessaire pour passer a la limite dans les termes non linéaires. En effet, les équations de Navier-Stokes
comportent alors un terme de la forme :

u (% 0.

La dérivée en temps de la densité est peu réguliere puisque celle-ci est une fonction des parametres d’ordre dont
la dérivée en temps est seulement L?(0,t¢, (H'(Q))').
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Chapitre VII

Méthode de projection incrémentale

La méthode de projection incrémentale [God79] est une discrétisation en temps du systéme de Navier-
Stokes incompressible. Elle permet de découpler la résolution du bilan de quantité de mouvement (probléme
de convection-diffusion non linéaire) de la prise en compte de la contrainte d’incompressibilité, en utilisant une
stratégie a pas fractionnaires.

Pour décrire de maniére simple son fonctionnement nous considérons, dans un premier temps, le probléme
de Stokes sur un domaine € ouvert connexe borné régulier de R? (d = 2 ou 3) et un intervalle de temps fini
10, T[ (T >0) :

Ju

— —A =f, d 0,T[x

¢~ AutVp=£f, dans]0.T[xQ, (VIL1)
div (u) =0, dans 10, T[x €,

ot la vitesse u :]0, T[x 2 — R? et la pression p :]0, T[xQ — R sont les inconnues du systéme et f :]0, T[xQ — R?
est un terme source supposé donné et régulier.

Nous supposons que la frontiere I' de €2 est 'union de deux parties disctintes I'p et I'y sur lesquelles nous
imposons respectivement des conditions aux bords de type Dirichlet et Neumann :

u = up, sur |0, T[xTp,
Vun —pn =fy, sur]0,7[xTy,

ou n représente la normale a la frontiere I' extérieure au domaine 2 et les fonctions up et fy sont données.
Enfin, nous supposons que la condition initiale

u(0,-) =u’, dans Q,
est donnée.

Nous considérons une discrétisation uniforme 0 = t9 < ¢t < ... < ¢t¥ = T de l'intervalle de temps |0, 7|
et nous notons At = t"*1 — " (0 < n < N — 1) le pas de temps. Par ailleurs, dans la suite de ce chapitre,
lorsqu’une fonction f est donnée, la notation £ (0 < n < N) désigne la valeur £(¢",-) de la fonction f au temps
t".

Nous initialisons I’algorithme de projection par la donnée initiale u® pour la vitesse et par une donnée initiale
p° arbitraire pour la pression (en pratique nous utilisons p° = 0).

Etant donné une approximation (u™,p™) du couple vitesse-pression & Uinstant ¢", la premiére étape de la

méthode de projection consiste & produire une approximation intermédiaire "' de la vitesse a Iinstant t"*+!
en ignorant la contrainte d’incompressibilité (le terme de pression pouvant alors étre explicité) :

ﬁnJrl —u” ~

— AU+ Vpt =T dans Q,

ﬁn-{-l _ ungl7 sur FD; (VII2>

vua"tln—p'n= fﬁ“, sur I'y.
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Cette vitesse prédite u"*! est ensuite corrigée par la résolution du probléme (de type Darcy) suivant, permettant
d’obtenir les approximations u™*! de la vitesse et p”*! de la pression a l'instant "1 :

n+l _ 3yn+1
g -7 5 V(p"tt —p") =0, dans,

At
div (un+1) = 0, dans Q, (VH-?))
u"tl.n= u%“ -, sur I'p,
p Tt =p", sur I'y.

Cet algorithme est consistant avec le probleme continu au sens ou, lorsque nous sommons les deux systéemes
(VIL.2) et (VIL.3) précédents, nous obtenons :

un—i—l —u”
—Qx AT 4 Vp Tt = £ dans Q. (VIL4)
Par ailleurs, les conditions aux bords imposées dans la deuxiéme étape peuvent se justifier de la maniére suivante :
n+1 n+1

— la condition u -n=up  -nsur I'p semble raisonnable au vu de la condition de Dirichlet imposée a
la vitesse sur le bord I'p,
~ la condition p"*! = p" sur 'y permet d’obtenir, sur 'y, I'égalité Va"+'.n — p"Tln = £ qui parait
également raisonnable au vu de la condition de type Neumann imposée sur I'y. Par ailleurs, cette condition
aux bords est une condition naturelle associée & I’équation (VII.4), au sens ot les termes Vu"t!l.n—p"in
apparaissent lors de l'intégration par partie des termes —Au"*! 4+ Vp"*+! contre une fonction test.
En outre, ces conditions aux bords permettent d’identifier u"™* au projeté L? de u™*! sur I'espace (affine) des
fonctions a divergence nulle de trace normale ugH -n sur I'p suivant la décomposition de Leray :

(L))" = {ve (L2(Q)" ,divv =0 dans Qet v-n=0sur I'p} © V{g € H'(Q);q =0 sur Tn}. (VIL5)

Tl est néanmoins important de remarquer (c’est le principal inconvénient de la méthode de projection incrémen-
tale) que ces conditions aux bords imposent, pour tout n € [0, N — 1], les égalités suivantes :

{Vp”-n:VpO-n, sur I'p,

p" = p°, sur I'y.

Ces conditions sont artificielles (au sens ou elles ne sont, en général, pas vérifiées par les solutions du probléme
continu) et conduisent & une perte de précision [GMSO05].

Le systeme (VIL3) (i.e. étape de projection) peut étre résolu en deux sous-étapes successives. En effet,
en prenant la divergence de la premiére équation, la vitesse u”*! est éliminée et nous obtenons une équation
elliptique sur I'incrément de pression ®"+! = pn*t1l — pn_ Ainsi, formellement, la résolution du sytéme (VIL3)
est équivalente a :

1
— AP = —Ediv (@"*!), dans Q,
Vot n =0, sur T'p. et uth = u"t - ArVe" Tt dans Q. (VIL6)

ot =, sur I'x,

La généralisation de cette méthode aux équations de Navier-Stokes incompressibles avec une densité variable
a été proposée dans [GQO0]. Nous nous inspirons largement de cet article dans la section VII.1.3.

En pratique, la méthode de projection est utilisée en combinaison avec une discrétisation spatiale. Dans
cette partie, nous étudions deux cadres assez différents : le premier est celui qui a été présenté dans les parties
précédentes (éléments finis H-conformes, raffinement local) et le deuxiéme est une discrétisation en espace avec
des éléments finis non conformes de bas degré (de type Rannacher-Turek).

Dans le cadre des éléments finis conformes nous étudions les deux problematiques suivantes :

— d’une part, nous nous intéressons au cas particulier ou le second membre f du bilan de quantité de
mouvement s’écrit comme un gradient f = VQ.

— d’autre part, nous montrons qu’il est possible d’utiliser la méthode de projection pour le couplage avec les
équations de Cahn-Hilliard triphasique tout en conservant ’estimation d’énergie obtenue dans le chapitre
VI
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La section VIL.2 est ensuite consacrée a la présentation d’un travail effectué en collaboration avec F. Dar-
dalhon et J.C. Latché. Ce travail, en marge de la problématique Cahn-Hilliard/Navier-Stokes, a été effectué
pendant le stage de master 2 de F. Dardalhon que j’ai eu 'occasion d’encadrer au cours de ma these. Il concerne
I’étude de la méthode de projection incrémentale combinée a une discrétisation spatiale effectuée par éléments
finis non conformes de bas degré de type Rannacher-Turek. Il faut alors donner un sens a 'opérateur elliptique
portant sur 'incrément de pression. Classiquement, I’étape d’élimination de la pression est réalisée de maniére
algébrique apres un lumping de la matrice masse de vitesse. Il est alors intéressant de remarquer que I'opérateur
obtenu sur la pression est semblable & un Laplacien volumes finis contenant les conditions aux bords prescrites
lors de létape (VIL.3). Par ailleurs, il est possible d’écrire le probléme totalement discret sous forme variation-
nelle en définissant des produits scalaires et normes dépendant du maillage. Ceci permet d’adapter a ce cas, les
démonstrations des estimations d’erreurs obtenues dans le cas semi-discret [She92, Gue99] ou pour des éléments
finis conformes [Gue96].

VII.1 Eléments finis conformes

Dans cette section, le cadre est donc celui des chapitres précédents :
— Nous supposons que les conditions aux bords sont de type Dirichlet sur ’ensemble du bord du domaine,
i.e. FN = (Z)

— La discrétisation en espace est réalisée grace a la méthode de Galerkin et a la méthode des éléments finis.

Nous utilisons les notations des chapitres précédents, celles-ci étant rappelées brievement ci-dessous.

Nous considérons V}* et V! des espaces d’approximation éléments finis de V* = H'(Q) et VP = {1 €
L2(Q); [, vP = 0dx} respectivement. Puisque la vitesse vérifie des conditions de Dirichlet homogenes sur la
frontiere I', nous définissons 'espace d’approximation suivant :

Vilo=1{vi € Vi; v =0sur I'}.

Nous supposons que ces espaces d’approximation vérifient la condition inf-sup uniforme : il existe une
constante strictement positive 8 (indépendante de h) telle que

vydivey do
gnfp sup D - u > 6
VREVE vRevy | |Vh|L2(Q) i |(H1(ﬂ))d

Enfin, nous supposons que l'espace d’approximation V! est H'-conforme :
VP C HY(Q).

En particulier, le probléme elliptique (VII.6) peut étre naturellement discrétisé dans cet espace.

Remarque VII.1

Ces hypothéses sont par exemple satisfaites par des éléments finis de type Lagrange Pri1 /Py pour k > 1.
Nous renvoyons a [EG04] pour d’autres exemples.

VII.1.1 Probléme de Stokes

Nous commengons par nous intéresser au probléme de Stokes (VII.1). Dans ce cadre, la méthode de projection
(sous forme variationnelle) s’écrit :

Probléme VII.2 (Méthode de projection incrémentale standard)

Supposons que (uy,py) € Vilo x VP sont donnés.
— Etape 1 : Prédiction de vitesse
Trouver ﬁZH € Vil tel que

Y € Vi, / A vy dx +/ vaytt s v de
Q Q (VILT)
+/ vy, - Vpy de = / £t u d,
Q Q
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— Etape 2.1 : Calcul de I'incrément de pression
Trouver @Z"H eV, tel que

1 [
Y e Vy, /Q Vet vl de = As /Q vl da. (VIL8)

— Etape 2.2 : Correction de la pression

pptt =pp 4+ optl (VIL9)
— Etape 2.3 : Correction de la vitesse
Trouver uZJrl €Vio
Y € Vi'o, /QUZH v dr = /Q apttvpde — At /Q v Vot de. (VII.10)

Afin d’introduire au mieux les sections a venir, nous rappelons ’analyse de stabilité de ce schéma. Celle-ci,
ainsi que des estimations d’erreur peuvent étre trouvées dans les articles [GQ98], [Gue99], [AJL09].

Théoréme VII.3

Etant donnés u} et py, supposons que le triplet (uj, ntl ""H,pZ"H) est solution du probléme VII.2. Alors,
nous avons l’'inégalité suivante :

|uh+1‘(L2(Q))d - |uh|(L2(Q))d 3 |~n i uh|(L2(Q))d +At|vun+1|(L2(Q))d

2 n+1 2 n|2 n+1 ~n+1
3 [At VD, ’(LQ(Q))d — At |vph|(L2((2))d} < Aﬁ/ﬂf eyt de

Démonstration :
(i) Nous prenons v} = Atu”Jr1 dans le systéme (VILT) de I’étape de prédiction de vitesse pour obtenir :

2

\~"+1\ e~ 5l + 1T = uR] o)

(VIL11)
+ AtW~"“| ey T A / urtl . vplde = At /Q frrtap Tt de.

n+1

Le terme / uZH Vp}, dx n’est pas nul puisque U, " ne satisfait pas la contrainte de divergence nulle au

0
sens faible (i.e. contre les fonctions tests de 1'espace d’approximation V), de la pression). Cette contrainte
est ici imposée & la fonction ), = uy ™! — AtVOIT! de L2(Q). En effet, I'étape de calcul (VIL8) de
I'incrément de pression peut s’écrire :

Yy e Vy, / uy, - Vol de = 0. (VIL.12)
Q

C’est cette derniere relation que nous exploitons pour trouver I’expression de / art! - Vpy, dz.

Q

q)ZH = pZH — pf, nous avons par définition de uy, :

(ii) Puisque
Uy, + AtVpp Tt =aptt + Atvpr.

Nous évaluons la norme L? des deux membres de cette égalité (autrement dit nous élevons au carré et

intégrons sur §2) pour faire apparaitre le terme / ﬁZH -Vpy dx -
Q

|uh|(L2(Q))d + At ‘Vphﬂ‘(m(n))d = ‘un+1|(L2(Q))d + AL |Vph|(L2(Q))d + 2At /z up . Vppde,
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puisque le double produit 2At / uy, - VpZH dx est nul d’apres I'égalité (VIL.12). Ainsi, nous trouvons :
Q

1 2
~n+1 n _ a2 _|mn+l
At/ﬂuh Vph dx = 5 |:|uh|(L2(Q))d ‘uh (L2(Q))d
2

2 1 o (VIL13)
+ At | Vpp* ’(LZ(Q))d — At |VPZ|(L2(Q))(‘]

(iii) En sommant (VIL.11) et (VII.13), nous obtenons :

n+1

1 —~ 2 1 n12 1, n|2 ~n+112
3 1l(z(apa = SR 2 + 58T = 0R | ey + AHVET (120

1 2o n+1|2 2o 2 1 ~ntl
+ D) [At ’VPh ’(LZ((Z))d — At |vPh|(L2(Q))d} = At Qf " da.

(iv) La derniére étape consiste a remarquer que 1’étape de correction de vitesse définit uZ‘H comme la
projection L?(2) de U, dans V}* . Ainsi, nous avons

n+1 =~
| ‘L2(Q) < [Unlpz(q)-
(v) Nous pouvons alors conclure & I'inégalité d’énergie suivante :

1 n+1|2 1 n|2 1 ~n+1 n|? ~n+1|2
31U ape — gl + 1T =k ge o) T AV 2 )0

1 2 n 2 2 n|2 n ~n
+ 5 [At ’Vpthl’(Iﬁ(Q))d — At |vph|(L2(Q))d:| < At/ﬂf +1 ,uh+1 da.

VII.1.2 Calcul d’un état d’équilibre : f = V(Q

Supposons que le second membre de f du bilan de quantité de mouvement s’écrive comme le gradient d’une
fonction @ € L3(£2). La solution exacte du probléme de Stokes (VIL1) est triviale : u =0, p = Q.

Nous nous intéressons alors & la problématique suivante : la méthode de projection incrémentale (cf pro-
bleme VIL.2) permet-elle de calculer la solution triviale exacte, lorsque la fonction @ appartient & V7, Iespace
d’approximation des pressions?

Nous commengons par donner un exemple trés simple. Il s’agit de la simulation (en 2D) d’un fluide de densité
et viscosité constante égale & 1, prisonnier dans une boite  =]0, 1[2, soumis & la seule gravité f = g ot g est
un vecteur constant. Nous résolvons numériquement par la méthode de projection incrémentale (c¢f probléme
VII.2) le probléme de Stokes :

%—1: —Au+Vp=g, dans]0,T[xQ,

div (u) =0, dans ]0, T'[x €, (VIL14)
u=0, sur |0, T[xT,

u(0,-) =0 dans €.

La simulation est effectuée avec un pas de temps At égal a 1. Nous utilisons des éléments finis de Taylor-Hood
(Py — P sur maillages triangles et Q2 — Q; sur maillages quadrangles). La méthode de projection est initialisée
en choisissant u® = 0 et p° = 0. Les maillages utilisés ainsi que la solution u} discréte obtenue a la fin du
premier pas de temps sont présentés sur la figure VIL.1 pour un maillage carré 20x20 structuré (a droite) et un
maillage triangle non structuré (a gauche).
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F1c. VIL.1 — Exemple de vitesses parasites, ‘uHLw(Q) =1.16x 1073

La solution exacte (u =0, p = p(g1z + g2y)) du probléme continu (VII.14) appartient a l'espace discret
Vi o X VP Pourtant, nous constatons que dés la premiére itération la vitesse discréte n’est plus nulle : |u}b |Loo @~
1073. Le couple (u}l = 0, p}' = o(g12+g2y)) pour tout n € [1, N, n’est pas solution du probléme VIL.2, a cause
de T'initialisation (u) = 0,p) = 0). Dans cet exemple simple, les vitesses non nulles sont de faible amplitude
et sont localisées au voisinage des bords horizontaux (la condition au bord Vp} - n = 0,Vn € [0, N] imposée
par le schéma n’est pas satisfaite par la solution exacte sur les bords horizontaux); mais ce phénomene peut
prendre de "'ampleur lorsque le systeme de Navier-Stokes est couplé a d’autres équations comme le systeme de
Cahn-Hilliard par exemple (cf section VIL.1.3).

Il serait souhaitable que la vitesse prédite soit nulle lorsque le second membre s’écrit exactement comme le
gradient d’une fonction (dépendant éventuellement du temps) de I'espace d’approximation V} de la pression.

L’idée est alors d’appliquer la décomposition de Leray (VIL.5) au second membre f de I’équation :

f= uy + Vpy,
div (uy) = 0, (VIL15)

u;-n=0surl.

et de discrétiser le systéme suivant (en lieu et place du systéme (VII.1)) & I'aide de la méthode de projection :

ou

A —f— d T[x0
5 ~AutVe=£f-Vp;, dans]0,T[xQ, (VIL16)
div (u) =0, dans ]0, T[x €2,

quitte & poser ensuite p = ¢ + py.

Ainsi, nous obtenons 'algorithme (1)-(4)
n+1 n
—u

(1) Trouver u}™' € V® o tel que vy € V', / uhTth vy dx +/ vaytt s VR de
2 Q

+/ vy -V, do = / (£t — Vp"“) vy dx.
Q Q
1 ~
(2) Trouver @' € VP tel que v} € VP, /QV(I)ZH -Vup de = A /Q att . vl da.
(3) Poser ;™' = gt + @}
(4) Trouver u}™' € V® o VUL € V0o, / u vt de = / attvpde — At/ v Vet dr.
Q Q Q

Nous pouvons maintenant revenir a la variable pj; = gj; + p. En posant f)”ff =pp+ an

(1) et (3) s’écrivent de la maniére suivante (les étapes (2) et (4) restant inchangée)

n+1 n
vy dx—i—/ vaytt s vl de

— P¥, les étapes

U, —u

At

+/ VN”“dac:/f"“-u;'dm.
Q Q

(1') Trouver u;*! € Vito tel que Vvy € Vi, /
Q

(3") Poser pjtt = pptt + @ptt.



VII.1. Eléments finis conformes 195

I1 ne reste plus qu’a remarquer que, d’apres (VII.15), nous pouvons obtenir ps en résolvant :
— Apy = —div(f), dans]0,T[x€Q,
Vps-n=f-n, sur 0, T[xT,

p" 1 est la solution du systéme suivant :

{ AﬁnJrl _ Apn + div (fn+1) — div (f”), dans €2,

VPl n=Vp" -n+ " .n—f".n, surl.

et que donc

Nous proposons donc la variante suivante de la méthode de projection incrémentale standard (probléeme
VIIL.2) :

Probléme VII.4 (Variante de la méthode de projection incrémentale)

— Initialisation : Soit u) =0 et p solution du probléme suivant :
Trowver p) € VY tel que

vy e VP, /Vp%-VVﬁdz:/f0~Vy,€dm.
Q Q

— Etape 0 : Prédiction de pression
Trouver py ™t € VI tel que

vy e VP, /Vﬁ,j“ -V} dx :/
Q

Vi - Vv dx + / (F"H —£7) . Vol da.
Q

Q

— Etape 1 : Prédiction de vitesse

Trouver Wyt € Vit tel que

~n-+1 n
u, —

VR € Vit /T“h.y;;dﬁ/ VGZ“:Vu}jdas—/ﬁ,’;“div(y}j)dx:/f"“m}jdaz.
Q Q Q Q

— Etape 2.1 : Calcul de I'incrément de pression
Trouver @Z"H eV, tel que

I
/ VeVl de = ~ / uy vl da.
Q Q

— Etape 2.2 : Correction de la pression

n+1 _ ~n+1 n+1
P, =D, P

— Etape 2.3 : Correction de la vitesse

Trouver u}™' € Vit tel que

Y, € Vio, / utt R dr = / v de + At/ o div v} da.
Q Q Q

L’avantage de cet algorithme est de permettre le calcul de la solution exacte dans les cas particulier ou le
second membre s’écrit comme le gradient d’une fonction de I'espace d’approximation de la pression. Ceci est
énoncé dans la proposition suivante :

Proposition VII.5

Supposons que, pour toutn € [0, N||, f™ = Vq)! avec ¢} € V} et notons (a}y, Py )nefo,n] la solution approchée
donnée par lalgorithme VII.4. Alors

Vne[0,N], up=0 et p}p=qp.

Démonstration : La preuve s’effectue par récurrence.
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— L’étape d’initialisation donne u% =0 et p% = q,g.
— Supposons que pour un 7 donné nous avons ujp = 0 et pj = ¢j*. Alors nous obtenons apres I’étape 0 :

i)ﬂngl _ q}rLerl_
Et ainsi I’étape 1 devient :
ﬁn-{-l
/ Zt Vi dx +/ vuptt : vepde =0, Vi € V.
Q Q
Ceci montre que ﬁZ“ = 0, par suite I'étape 2.1 donne ®"*! = 0. Enfin les étapes 2.2 et 2.3 donnent
“+1 n+1 n+1
PR =¢qp etuyT =0.

Reprenons le cas test de la simulation d’un fluide au repos soumis a la gravité, présenté en début de cette
section. La proposition VIL.5 affirme qu’aucune vitesse parasite n’est créée par 'utilisation de I’algorithme VII.4.
Ceci est confirmé par les tests numériques : |uf; .. ~ 107°.

Remarque VIIL.6

— Lorsque le second membre £ ne dépend pas du temps, le probleme VII.j ne difféere de l’algorithme
standard (probléme VII.2) que par Uinitialisation de la pression. Ce n’est bien sir plus le cas lorsque
le second membre dépend du temps.

— Les solutions du probleme VII.4 satisfont la condition aux bords artificielle suivante :

Vn e [0,N], Vpp -n=f£f" n.
— La méme idée appliquée a la version non-incrémentale (moins précise) de la méthode de projection

conduit a un algorithme similaire dans lequel [’étape de prédiction de pression est remplacée par la
sutvante : Trouver ﬁZH € Vi tel que

Yy e VP, A Vot vl de = /anJrl -V da.

Remarque VIL.7

— Le raisonnement effectué dans cette section présente des liens étroits avec les algorithmes dits de
séparation de pression (cf [GJ05] et [TOHO9]) pour la résolution des équations de Navier-Stokes puisque
ceux-ci consistent d soustraire une approrimation de la pression au deuxr membres du bilan de quantité
de mouvement avant d’effectuer sa résolution. C’est ce principe qui a conduit a l’écriture de I’équation
(VIL.16).

— L’idée sous-jacente est également proche des travaux effectués dans [GLBBY7] permettant de limiter
Uapparition de vitesses parasites. Dans cet article, les auteurs utilisent la décomposition (VII.15) et
proposent de calculer dans un premier temps une approximation qn de la “partie gradient” py du
second membre f, puis de remplacer, dans la résolution du probléme de Stokes, le second membre f par
(f —Van)+V(uqn) ot 11y, est la projection L? sur ’espace d’approzimation des pressions. Le calcul de
qn doit étre effectué dans un espace d’approximation plus grand que celui des pressions, l’objectif étant
que les deux termes £ — Vqp, et V(Ilpqn) générent le moins possible de vitesses parasites : le premier
parce qu’il est proche de la “partie solénoidale” uy et le second parce qu’il s’écrit comme le gradient
d’une fonction (Ilnqy) de Uespace d’approzimation des pressions. Ceci suppose donc que la méthode de
résolution des équations ne génére pas de vitesses parasites dans le cas particulier ou le second membre
s’écrit comme le gradient d’une fonction de l’espace d’approzimation des pressions. Ainsi, la variante
de la méthode de projection proposée ci-dessus pourrait étre utilisée pour résoudre le systeme de Stokes
en combinaison a de telles méthodes.

VIL.1.3 Probléme de Navier-Stokes a densité variable. Systéme couplé CH/NS

Nous revenons maintenant au modeéle de Cahn-Hilliard /Navier-Stokes. Nous avons présenté dans le chapitre
VI deux discrétisations semi-implicites en temps permettant de découpler la résolution du systéme de Cahn-
Hilliard de celle du systeme de Navier-Stokes. Le premier schéma utilise une vitesse explicite u” dans le terme
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de transport de I’équation de Cahn-Hilliard permettant de calculer les parametres d’ordre CZ+1 et potentiels
chimiques ;LZ'H au temps n + 1 par la résolution du systeme de Cahn—Hilliard; les équations de Navier-Stokes
étant résolues dans un second temps pour obtenir la vitesse uh L et la pression pZ“. Nous utilisons cette
discrétisation dans les expérimentations numériques présentées dans la partie 3. Cependant, cette discrétisation
ne permet pas de garantir la décroissance de I’énergie totale (somme de 1’énergie libre et de I’énergie cinétique).
Nous avons alors proposé un autre type de couplage permettant d’obtenir les bonnes propriétés théoriques

néanmoins ce schéma n’a pas été testé numériquement.
Dans cette section, nous consacrons un paragraphe pour ’étude de chacun de ces deux schémas.

Avec I'utilisation du schéma standard nous avons été confrontés & la problématique des courants parasites
(cf [SZ99, JTB02]). 1l s’agit de vitesses de faible amplitude localisées au voisinage de 'interface. Nous allons
montrer que ce phénomeéne est en fait lié au probleme étudié dans la section VII.1.2.

Nous montrons dans un second paragraphe que nous pouvons utiliser la méthode de projection avec le schéma
incondionnellement stable présenté dans le chapitre VI en préservant la stabilité.

Méthode de projection, schéma de couplage standard

Probléme VII.8

On suppose que (cj,up, pi) € Vi x Vit g x Vi sont donnés.
— Etape I : Systéeme de Cahn-Hilliard
Trouver (c;tt, upt!) € (Vﬁs)g X (V,‘:)3 tels que Yvj, € Vi, Vi € VI!, pour i =1, 2 et 3,

n+1 cn Mn-l—oz
/7“1 A7 ih “dx—/ vy - Vc”Jrl de = — / —h_ gy "Jrl -V dx,
Q

3
/ "hﬂyﬁdx—/DF cp,c n+1)”hdm+/942 EVC”JFQVV,Cde,

(VIL17)

— Etape I1.0 : Renormalisation de la pression

Trouver ﬁZ"H eV, tel que

~n+1
Vl/hEV;I;7 /vpth Vyh /Vph VI/h d

— Etape II.1 : Prédiction de vitesse
Trouver ) € Viro tel que, Vvi € Vi,

n+1~"+1 n 1
/ VoY tvida s / (" huh - V)W vt — (0" - Vg W de

At

—|—/ 2" Duytt Do dm—/ pyttdiv (V) dm—/Zu;’hHVc”H v dx,
Q

ot @"F1 et g+ désignent respectivement o(c) ) et n(cp ).
- Etape I1.2.1 : Calcul de I'incrément de pression
Trouver ®} 1 € VP tel que, V) € VY,

1 1
VOtV de = —/ Wt vt de
/Q QZ+1 h h At Q h h

— Etape I1.2.2 : Correction de la pression

pZJrl i)ﬂJrl + (I)ZJrl.

— Etape I1.2.3 : Correction de la vitesse



198 Chapitre VII. Méthode de projection incrémentale

Trouver uj ™' € Vilo tel que, Vv € Vi,

/ o Tup i de = / oy Tluptt v da + At/ o div vy da.
Q Q Q

Remarque VIIL.9

L’étape I1.0 de renormalisation de la pression, introduite initialement dans [GQO0], a deux intéréts :

— comme dans [GQO0] (cf paragraphe suivant), elle permet d’obtenir la stabilité de la méthode de pro-
jection incrémentale dans les cas ou la densité est variable,

— elle permet également de donner un sens a la méthode de projection lorsque les espaces d’approximation
changent d’une itération en temps a 'autre a cause de 'adaptation de maillage. En effet, I’étape de
correction de pression (VIL.9) : pZJrl =pp+ @ZJrl n’a plus de sens clair puisqu’elle consiste a ajouter
algébriqguement deux fonctions discrétes qui n’appartiennent pas aux mémes espaces d’approrimation.
L’introduction de [’'étape I1.0, formulée de maniere variationnelle, permet de corriger ce probléme

puisqu’alors la pression prédite f)’Z‘H appartient o Uespace d’approximation au temps t"+1.

Nous effectuons le cas test de Laplace : il s’agit de la simulation d’une bulle & I’équilibre en deux dimensions.
Les parametres du cas test sont donnés dans la table VII.1.

R Q o | Ob 01 b m
1072 | [0,4R] x [0,4R] | 4 | 1 | 1000 | 1.5 x 1073 | 150 x 1073

e hen E/hﬁn At Mg
R/10 | 4R/320 8 103 | 10°6

TaB. VII.1 — Les parametres du cas test.

dc
A Téquilibre, nous devons obtenir : 5% = 0 et u = 0. Les équations donnent alors : u = constante et

Vp = puVe. Ainsi, nous nous attendons a trouver :
u=20,

p = pe (& une constante pres),

= constante.

Par ailleurs, la relation de Laplace nous donne le saut de pression attendu a 1’équilibre :

ou R est le rayon de la bulle.

L’initialisation est effectuée suivant le profil d’une interface plane a I’'équilibre :

2 2 _
s (T )

Le résultat obtenu est présenté a différents instants sur les figures VII.2 et VII.3. Nous observons I'apparition
de vitesses parasites au voisinage de 'interface. L’interface se déstabilise apres quelques pas de temps.
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t=20 t =2At t = 18At

KE =0 KE = 1.21 x 107° KE = 0.0208
[ufloc =0 [afloc = 0.25 [ulloc = 16

F1c. VII.2 — Parameétre d’ordre ¢, Energie cinétique (KE) et norme infinie de la vitesse sur le domaine.

t =2At t = 18At

Fia. VII.3 — Zoom et lignes de courant de la vitesse

Ce phénomene s’explique par les deux raisons suivantes :

— A Tl'initialisation, le profil du parameétre d’ordre choisi ne permet pas d’obtenir ;1 constant. Par conséquent,
le second membre n’est pas un gradient. Nous avons alors aucune chance d’obtenir une solution avec une
vitesse nulle.

— La méthode de projection ne permet pas de calculer les solutions u, = 0 et p;, = ¢ de I’équation de
Navier-Stokes dans le cas particulier ot le second membre s’écrit comme un gradient Vg, g, € V5.

Pour le probleme de l'initialisation, il est difficile d’y répondre puisque l'expression analytique du profil
d’équilibre n’est connue que dans le cas d’une interface plane sur un domaine infini. Nous proposons de la
chercher numériquement.

Dans le cas diphasique, supposons qu’'un équilibre soit atteint et que le parametre d’ordre soit constant loin
des interfaces, notons ¢g et co les valeurs qu’il prend dans chacune des phases. Le systeme de Cahn-Hilliard

diphasique donne alors :
€

! !
1) = f'le) = 157
Cette équation polynomiale est résolue numériquement et les valeurs obtenues sont utilisées pour l'initialisation
des parametres d’ordre. Il est ensuite nécessaire en début de calcul d’effectuer quelques itérations en temps de
résolution du systeme de Cahn-Hilliard a mobilité constante pour obtenir une solution numérique proche de la
solution stationnaire.

Nous arrivons a obtenir une solution discrete telle que fimax — fimin ~erreur machine quel que soit le maillage.
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Concernant la méthode de projection, en s’inspirant de ce qui a été présenté dans la section VII.1.2, nous
proposons la variante suivante :

Probléme VII.10

- Etape I. : Résolution du sytéme de Cahn-Hilliard
Cette étape est inchangée (cf probléme VILS8).
— Etape II.0 : Prédiction de pression
Trouver py™' € VP tel que,

b L 1 UL d £t fr vy p
W gV V= | vt | (o )

ot l'on note f"* = ZM?hVC?h + Q(cn-#l)g'

=1
— Etape II.1 : Prédiction de vitesse
Trouver ﬁZ'H € Vil tel que
Yy € Vi,

At

—|—/ 217”+1D~"+1 Duzdm—/
Q Q

[ n+lpn+l _ ) 1
/Qn+1 Y u, Vv o uy, . VE da + 5/ (gnJrl Z . v)~n+1 . VE _ (QnJrluZ . V)Vh U-Z+1 dx
Q

prtdiv (v)) do = / £ dar,
Q
ot @"F1 et n"*1 désignent respectivement o(citt) et n(cptt).
— Etape I1.2.1 : Calcul de I'incrément de pression
Trouver ®}' € VI tel que

1 ~
vy e Vy, /Q g"+1 ——= V&IV dr = A7 / nHL VY d.

— Etape I1.2.2 : Correction de la pression

1 1 1
pZ-l- ~n+ 4 q)n-i-

- Etape II. 2 3 Correction de la vitesse
Trouver uy le Vilo tel que

Y € Vio, /QZH i I/Edas:/QZJr1 el V2d$+At/q)Z+1diVV2d$.
Q

L’avantage de cette méthode est précisément le méme que dans la section VII.1.2. Supposons que f* =
Vg, ¥n €N, et que de plus up =0 et pj; = g;' alors nous obtenons apres 1'étape 11.0 :

~n+1 n+1
P =4 -

Et ainsi I’étape I1.1 devient :

aytt ~
/ " vy da +/ "Dt Dvide =0, Vv, € Vi,
Q At Q

La solution est u) ™' =

pZJ’_l _ QZ-H n+1 — 0
Revenons au cas test de Laplace. Les résultats obtenus avec cette variante de la méthode de projection

incrémentale sont présentés sur la figure VIL.2. Sur ce cas test académique, le phénomene de courants parasites

est completement éliminé.

0 puis Iétape I1.2.1 implique que ®"*! = 0 et les étapes 11.2.2 et I1.2.3 donnent
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t=20 t =2At

t = 18At

KE=0 KE = 1.21 x 103! KE = 6.36 x 10731
luljec =0 [luljee = 1.95 x 10714 [lulloe = 2. x 10714

F1G. VIL.4 — Parameétre d’ordre ¢, Energie cinétique (KE) et norme infinie de la vitesse sur le domaine,

variante de la méthode de projection

Méthode de projection, schéma inconditionnellement stable

Nous utilisons maintenant la méthode de projection en lieu et place du schéma implicite (VI.3) dans le

probléme VI.7.
Probléme VII.11

On suppose que (cj,up,pp) € Vi x Vito x Vy sont donnés.
— Etape I : Systéeme de Cahn-Hilliard

" c"h‘”'1 cr At 41
T Ny . {cnfa-}{u" ch — aip) V't
/sz At /sz N ;( i~ ) VHG

, 3 :
/M;z}jly;dm*/ DF ch,cz+1)y; d:z:Jr/QZZichZjﬁvychdL

ot oy est la constante définie par oy, = / dx.

]h
— Etape II.0 : Renormalisation de la pressioh

Trouver pi ™' € VI tel que

— Etape II.1 : Prédiction de vitesse
Trouver Wyt € VR o tel que, Yy € Vi,

- / A[n L+
Q 27,

} ~V1/Zd$

——Vu

+1
apewy, [TBL A, [V Y,
h h O QTL+1 A/ Z QTL+1
\/ €h \/ \/ €h

n+1
Hin

Trouver (c;t, pp™t) € (V,CLS)?) X (V,‘;)3 tels que Yvy, € Vi, Vi € VI!, pour i =1, 2 et 3,

o
-V, dz,

ot QZ+1

ﬁn+1 un 1 Qn+1 o Qn~
/Qghih 7 hu};dm—&—i/ﬂi}b Al th+l-l/}l‘dm

1
+ = /(QZ+1 SV)uptt o vp = (of gy - Vv u,“dm—&-/Qn, Hpuptt

/ ph+ div (v¥) /Z — Qun Vul ‘v d:z:+/ QZ+lg'V;Ll dz,

( n+1) n—&-l)'

et 77h+1 désignent respectivement o(c et n(ch

(VIL18)

Dvy dx
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— Etape I1.2.1 : Calcul de I'incrément de pression
Trouver @Z"H eV tel que, Y € VP,

/ 7 qu)"“vu;j de = — / uptt vl da.
Q

— Etape I1.2.2 : Correction de la pression

n+1 ~n+1 n+1
P =p O

— Etape I1.2.3 : Correction de la vitesse
Trouver uj ™' € Y o tel que, Vv € Vi,

/QQZ+1 Z"H I/Edz:/QZ‘H nt1 V‘,;derAt/Q@Z"Hdivu}jdx.

Nous pouvons maintenant démontrer la stabilité de ce schéma en adaptant les arguments utilisés dans les

démonstrations des théoréemes VI.13 et VIIL.3.
Théoréme VII.12

Supposons que (c?h+1,u?h+1), i€1,2,3 (u, ntl ""H,pZ"H) sont solutions du probléme VIIL.11. Alors, nous

avons l'inégalité suivante :

2
n+1
[]_-mph ntl) ’ /QZH n+1 +1At2 Vpy, ]
2 2 n
L2(Q) /Qh+1 o
ftm'ph n At Vph At (;ij_a V n+1 d
ze (Ch)+ |\/ uh|L2(Q)+ Jor + Z | | *
h L2(Q)

+At/2nh+1\D~"+1| dx + 5(2ﬁ—1 Zz | Vet — szh|L2 @t3 \\/_~”“ u* |2

+ 5‘\/QZ(uh |L2(Q) At/ +1g uh+1 dx + - /QF(cthl) — F(c}) —df(cy, ch+1) (cthl, Ch) dx.
Démonstration :

(i) Nous constatons que si nous posons

3
. At
== =0 (e — o) Vil
Op =

les étapes I et II.1 du probléme VII.11 peuvent se réécrire de la maniére suivante : Vvj' € V¥, Vv € Vi,

n+1
’ M,
/ % “dx*/ (Ch Oéih)uZ'Vl/}'L:dZ':f Tf)v ntl Vl/;:dl‘

Q Q (VIL.19)

3
/ Wi v da = / DF (e}, e g da + / “SieVe v da,
Q
et Yvj € Vi, vy e Vy,
uZJrl Z u 1 QZJrl_QZ»v 1
S hpRde 4+ - | EA———apt ude
/Qgh At +2/Q A Un
1 -
5 [ VI = (e O
Q

/27}"+1D~"+1 Dl/}jdasf/ prttdiv (v dx*/ o tg v da.
Q Q
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ol _cen .
L’estimation standard sur le systéme de Cahn-Hilliard (v = p™!, v¢ = S %k of somme sur i des
h = Hin h At
equatlons (VIL.19)) donne alors
triph tri h Mgt

Fizivh (ntl) _ Fimivh(n) | Ay / Z V) de

-e(28-1) Z Ei’Vc?h chh‘LZ(Q = At/ uj - Z nH )Vt dr (VI1.20)

i=1
12 n+1 n F n+1 n+1 n
+ =/ [F(cpt™) = F(cp) —d" (e, ep ™) - (ept — cf)] da.

(iii) Par ailleurs, par définition de uj, nous avons
At
* 1
V Q’}guh =V QZUZ - \/@ Z(C?h - O‘j)vﬂ?}j :
j=1

En multipliant cette égalité par |/ojuj}, puis en intégrant sur 2 nous obtenons :

— At Vuittd
[
1 2 1 2 1 — (2
= 5‘ Vv Qhuh|L2(Q) - 5‘ Vv Qhuh‘m(n) + §| Vep (uy, — uh)‘LZ(Q)'

n+1

(VIL21)

(iv) Le bilan de quantité de mouvement avec v} = Atu, " permet d’obtenir 'estimation :

1 n+l-~n ? ~n * 2
5 ’ \V 9h+1 h+1 ’\/ I ’
L2(Q) (VIL.22)

+At/2nh+1’Dﬁ"+1’ dz+At/} untt Vf)’”""l dzfAt/l "'Hg uZ"H dx.
¢

+1 v""n-‘rl

(v) Comme dans la démonstration du théoréme VIL3, le terme [, uj dz est éliminé en introdui-

sant la fonction

S sn+l n+1
u, = u n+1 Vo,
On

L’étape du calcul d’incrément I1.2.1 se réécrit de la facon suivante :
e vy, /ﬁh-Vuidx:O.
Q
Il suffit alors d’élever au carré les deux membres de 1’égalité

/ . At / . At
QZJrl + Vanrl Q'ZJrlu'ZJrl + vﬁlrrla
n n+1
\/; \/;

pour obtenir

1
[ n+lzs
5’ QZ up

2
2

+ At2 Vanrl

L@ 2 \ ort! L)
1 n+l~n ° VN’H_l
- 5‘ Ve E

(VIL23)

+A2

2 n+1
L2(Q
() \/op L)

+At/ artt VN”Jrldx.
Q
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(vi) La combinaison des égalités ou inégalités (VI1.20), (VIL.21), (VIL.22) et (VIL.23) permet d’obtenir

2
n+1
trlph n+1 n+1/\ 2 vp
[f ‘\/ oy, LQ(Q)+ At Qn+1 ]
V=R e
2
v~n+1 n+a

"‘H’ dx

triph, n 1 ) 2 1 2
Fse (k) + 5]V ehuh]paq) + 54 \/TH + At Z
&n L2(Q)

_ 1
+At/2nh“|D m 4 5(264 Z\vc”“ Vet + 51VER W = )] a0

|\/ +1 } = At/} g~thrl d$+? QF(C}L—H)*F(Ch)*dF(cthhH) ( h+1 ch) dx.

(vii) Enfin, nous utilisons I'étape de correction de vitesse avec v} = uZ“ pour obtenir

‘ / n+1 n+1

LZ(Q) L2(Q)
et I'étape de renormalisation de la pression avec v; = Z)ZH :
L2 2
v"‘n-‘r m
< |VRLI
[ nt1 v/
QZ LQ(Q) Qh LQ(Q)

Ceci donne la conclusion.

VII.2 Eléments finis non conformes

Nous présentons, dans cette section, une étude de la méthode de projection incrémentale pour résoudre les
équations de Stokes incompressibles discrétisées en espace par des éléments finis non conformes de bas degré de
Rannacher-Turek [RT92] (avec en particulier, une pression constante par maille). Ce travail a été effectué en
collaboration avec F. Dardalhon et J.C. Latché.

Nous considérons les équations de Stokes incompressibles instationnaires, posées sur un intervalle de temps
fini ]0, T et sur un ouvert 2 polygonal ou polyédral borné. Le systéme s’écrit :

Ju

~A —f,  dans |0, T[xQ
or _Aut VP ans J0, Tx 4, (VIL24)
divu =0, dans |0, T[x€.

La fronticre ' de Q est partagée en deux parties I' = I'p UT'y, avec I'p # (). La vitesse est prescrite sur I'p
et des conditions de Neumann sont imposées sur I'y :

u=ur, sur |0,7[x'p, —pn+ Vu-n=fy dans]0,T[xTx. (VIL.25)

Nous ajoutons finalement au systéme la condition initiale u = ug sur €2, pour ¢ = 0. Les champs de vecteurs f,
ur,, f§ et up sont supposés donnés et réguliers.

Puisque la pression est approchée par des fonctions constantes par cellules, I’étape de projection doit s’écrire
comme un systéme de Darcy (¢f (VIL.3)). Ainsi, nous choisissons d’utiliser une discrétisation “lumpée” des
termes de dérivées en temps, qui nous permet d’obtenir le probléme elliptique pour la pression de maniere
explicite.

Tout d’abord, nous montrons qu’il est possible d’écrire le schéma obtenu sous forme variationnelle grace a des
produits scalaires, des opérateurs et des normes dépendant du maillage. Ceci autorise, pour le probleme discret
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que nous considérons, & adapter les analyses d’erreur réalisées dans le cas semi-discret en temps [She92, Gue99)
ou pour des éléments finis conformes [Gue96]. Nous obtenons ainsi, pour des conditions de Dirichlet homogenes,
une estimation d’ordre 2 (par rapport au pas de temps) pour l'erreur de splitting. En outre, nous donnons
I'expression explicite de 'opérateur discret appliqué a 'incrément de pression dans ’étape de projection. Cette
construction apporte quelques éléments nouveaux au probléme plutdt controversé (dans le cas des méthodes
algébriques) des conditions aux bords artificielles en pression [GMS05] : en effet, nous montrons que nous
obtenons une discrétisation de type volumes finis de 'opérateur de Laplace, avec les conditions aux bords
attendues : conditions de Neumann homogene sur I'p et de Dirichlet homogene sur I'y ; cependant, puisque ces
conditions aux bords sont imposées en un sens faible, nous observons que leur influence diminue lorsque le pas
de temps tend vers 0 et nous retrouvons les ordres optimaux de convergence par rapport a la taille du maillage,
méme en norme L°° pour la pression dans le cas de conditions aux bords ouvertes.

Nous décrivons tout d’abord le schéma (section VIL.2.1), nous donnons ensuite ’expression de l'opérateur
elliptique de pression (section VII.2.2), nous donnons les estimations d’erreurs (section VII.2.3), et enfin nous
décrivons quelques cas tests numériques pour illustrer notre analyse (section VII.2.4).

VII.2.1 Discrétisation

Soit 7 une décomposition du domaine €2 en quadrangles (d = 2) ou en hexaedres (d = 3), supposée réguliére
au sens usuel de la littérature éléments finis. Nous notons £ ’ensemble des faces ¢ du maillage ; o« les faces de
la frontiere de €, &yt les faces intérieures (i.e. £\ Eext) et E(K) les faces d'une cellule donnée K € 7. La face
intérieure séparant deux cellules voisines K et L est notée 0 = K|L. Pour chaque cellule K € T et chaque face
o € E(K), ng,, désigne le vecteur normal & o sortant de K. Nous notons |K| et |o| les mesures de la cellule K
et de la face o respectivement.

La vitesse et la pression sont discrétisées en utilisant 1’élément fini de Rannacher-Turek [RT92]. L’approxima-
tion de la vitesse est ainsi non-conforme : I'espace V" est composé de fonctions discretes discontinues a travers
les arétes mais le saut de leur intégrale le long des arétes est nul; les degrés de liberté sont localisés au centre
des arétes du maillage et nous choisissons la version de ’élément ou ils représentent la moyenne de la vitesse a
travers une aréte. L’ensemble des degrés de liberté s’écrit :

{us, o €&, 1<i<d}.
Nous notons (,0,(; ) 1a fonction de forme vectorielle associée & u,,;. Par définition, nous avons (,0,(; ) — s e on
¢, est la fonction de forme scalaire de Rannacher-Turek et e(?) est le i® vecteur de la base canonique de R%, et
nous définissons u, par u, = Zle Uy i e, Avec ces identités, nous avons

d
u=> > u,; p{)(x) =) u, g,(x), pour p.p. x € Q.

ce€ i=1 e

Soit Ep C Eext I'ensemble des arétes ou la vitesse est prescrite, disons u = up. Alors, classiquement, ces
conditions de Dirichlet sont imposées dans la définition de I’espace discret :

1

Vo € Ep, pour 1 <i <d, Uy, = ﬁ /uDﬁi, (VIIL.26)
o g

oit up; est la i® composante de up. Pour v € V¥, nous notons Vv et divy,v les fonctions de L?(Q)4*? et L2()

respectivement égales & Vv et div v presque partout dans (2.

La pression est constante par cellule, et ses degrés de liberté sont notés px pour toute cellule K € 7. Nous
notons VP l'espace des pressions discretes.

Pour obtenir notre algorithme a pas fractionnaires, nous effectuons la résolution en deux étapes : nous
supposons que la vitesse u” € V" et la pression p” € VP sont connues, nous réalisons tout d’abord une étape
de prédiction pour obtenir une vitesse (& divergence non nulle) u”*! € V¥, ensuite nous calculons la pression
p" Tl € VP et la vitesse (& divergence nulle) u"*! € V" dans une seconde étape. Nous obtenons, pour 0 < n < N :

1 - Etape de prédiction de vitesse :

Trouver "+ € V¥ tel que (VIL.26) est satisfait avec up = ur,, et, pour toute face o € £ \ €p, pour tout
entier ¢ dans {1,---,d} :

Dy| - - ) ) , ,

1Do| [t — a2+ [ vt Vel — [ pt divee = [ £ 4 [ et o)
At ’ ’ Q Q Q

I'n
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ou |D,| = / Do

Q
Le terme de gradient de pression dans cette relation peut de maniére équivalente s’écrire, pour 1 <17 < d :

Vo e o=KL [ 5" el = ol Gk~ p) nid,.
i _ (VIL27)
Vo € Eexi \ Ep, 0 € E(K), /p” divael?) = |o| pi n,.
Q
2 - Etape de projection de vitesse :
Trouver u" ™t € V¥ et p"*! dans V? tels que (VIL.26) est satisfait avec up = ur,, et :
D, - .
Vo € E\Ep, pour 1 <i<d, % [ugjl - qul} - / (p"t1 —p™) divie$) =0,
) K (VIL28)
VK €T, Z loju2™ -ng, = 0.
c€e€(K)

En comparaison avec la version semi-discrete de I’algorithme de projection incrémentale, il peut sembler étrange
que les conditions aux bords de Dirichlet (VII.26) soient imposées aux deux composantes de la vitesse u™+!.
En fait, Uexpression du gradient discret (VII.27) montre que, pour la discrétisation considérée ici, le gradient
discret de pression sur une face o est colinéaire a la normale et en conséquence, les vitesses tangentes aux faces
(et ainsi & la frontiére du domaine) sont laissées inchangées par I’étape de projection (i.e. elles peuvent étre
prescrites ou non).

VII.2.2  Opérateur elliptique discret pour la pression et conditions aux bords
artificielles

Puisque le probleme elliptique de pression n’est pas posé explicitement (contrairement au niveau continu),
les conditions aux bords associées ne le sont pas non plus. Nous allons montrer que ces conditions aux bords
sont retrouvées lorsque 'on calcule 'opérateur.

1 .
Nous multiplions la premiére équation de I’étape de projection de vitesse (VII1.28) par D] o] nggo et nous
o
sommons les équations obtenues pour 1 <i < d et o € £(K). Nous avons, pour tout K € 7 :
|o]? 1 1 |o]? 1 1 ~n+1
> B KDY K= 2 el
iy 1Pl |Do| t
o€&(K),0=K|L 0€(Eext \ED)NE(K) ceE(K)
oll Nous avons posé qb?(“ = p’}j‘l — Pk, YK € 7. Nous reconnaissons dans le membre de gauche de cette

relation une approximation de 'opérateur de Laplace de type volumes finis, cependant inconsistante puisque
sur un maillage uniforme nous pouvons facilement montrer que le coefficient |o|?/|D,| est d fois plus grand
que celui des schémas volumes finis. Ceci est probablement relié au fait que les éléments de Rannacher-Turek
sont connus pour donner des approximations inconsistantes au probleme de Darcy. Les conditions aux bords
artificielles (celles de 1’algorithme semi-discret en temps), i.e. conditions de type Neumann homogeénes sur tout
o € Ep et des conditions aux bords de type Dirichlet homogeénes sur tout o € Euxt \ Ep, font partie intégrante de
Popérateur. Cependant, sur I' i, les conditions sont imposées en un sens plus faible que pour les approximations
conformes ot les degrés de liberté de pression sont sur la frontiére (dans ce dernier cas, les incréments de pression
sur la frontiére sont exactement mis & zero). Ceci laisse espérer que la condition au bord sera relaxée lorsque le
pas de temps tend vers 0.

VII.2.3 Formulation variationnelle et estimation d’erreur

Nous supposons dans cette section que les conditions aux bords sont de type Dirichlet homogenes sur
lintégralité de la frontiere, i.e. 'y = @) et ur, = ur, = 0. Nous considérons le schéma implicite comme schéma
de référence et notons (W",p") € V* x VP, 1 <n < N, sa solution. Nous définissons l'erreur de splitting par

ey =uy—u, eV, e =uy,—u, eV et e =pp—p, <V
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En prenant la différence des équations des deux schémas, en sommant sur o € £\ Ep et 1 < i < d, nous
déduisons la formulation variationnelle discrete :

V(v,q) € V" x VP,

Dyl ~
g u [e:,"|r1 — eZ] Vg +/ Vie"tl Vv — / e" divyv = / @™ —p") divy,v,
At Q Q Q

e

D, B VIIL.29
Z | | [e'g-i-l o e’rdz-i-l] Vg — / (en-l—l o 6") divyv = /(1—)714-1 _ﬁn) dthV, ( )
o€l At Q Q

/ q div,e" ™t =0,
Q

ou nous avons supposé que toutes les fonctions de V" sont nulles sur la frontiere.
Nous définissons maintenant les produits scalaires, normes et semi-normes discrets :

A (U.,V) S (VU)Q’ (U.,V)h = Z |DU| U, - Vg, Hu”(Q),h = (u,u)h,
oc€e€
2
(o2
V(pg) € (VP2 (padn= >, ||D| |(pK —p1) (ax —ar), |pll;, = (0. D)n-
o€Eint 7
(o=K|L)

Avec ces notations, nous retrouvons la structure utilisée dans I’analyse des schémas de correction de pression
[Gue99], et en conséquence, avec quelques adaptations techniques (en particulier, la preuve de quelques propriétés
de 'inverse de 'opérateur de Stokes discret, en supposant que le probléme de Stokes est régularisant, ce qui dans
notre cas se résume a la convexité du domaine), nous sommes capables de dériver une estimation d’ordre 2 pour
la vitesse et d’ordre 1 pour la pression (par rapport au pas de temps). Sous des hypotheéses de régularité des
solutions du schéma implicite et l'effet régularisant du probléme de Stokes, nous prouvons les résultats suivants
dans le cas de conditions aux bord de Dirichlet sur 0.

Théoréme VII.13

Supposons que le probléme implicite est régulier, au sens o il existe C > 0 tel que, pour 1 <n < N —1 :

n
P -t Lh< oA, S P - p, <oa,
k=1

qui signifie que la dérivée seconde par rapport au temps du gradient de pression est uniformément bornée.
Alors, il existe ¢ > 0 tel que, pour 1 <n < N :

n 1/2 n 1/2 " 1/2
(Savletli) o+ (Svlotlr,) e (S alll) <o
k=0 k=0

k=0

Nous ne donnouns pas ici la preuve de ce théoréme, nous renvoyons pour cela & [DLM10a].

VII.2.4 Tests numériques

Nous présentons un probleme avec des conditions aux bords ouvertes.

Le domaine de calcul Q est le carré unité ]0,1[%, avec I'y égal au coté vertical gauche et en conséquence
I'p = 9Q\I'y égal & 'union des trois autres cotés. Nous calculons le terme source f de maniére a ce que la
solution exacte (u,p) soit :

u(z,y,t) =

lsin(z)sin(ert) . pla,y.t) = cos(x) sin(y + 1),

cos(z) cos(y + ¢

i.e.

_ [ sin(x)(cos(y + t) + sin(y + t))
cos(x)(3cos(y +t) +sin(y + t))
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La condition initiale et les conditions aux bords sont données par la solution exacte, en particulier nous avons
sur 'y :
Vu-n—pn=0.

Nous tragons sur la figure VIL.5 'erreur numérique en fonction du pas de temps. Cette erreur est mesurée en
norme L2 et calculée & un temps fixe, pour 20 x 20, 40 x 40 et 80 x 80 maillages uniformes structurés. Les
erreurs diminuent dans un premier temps avec le pas de temps jusqu’a atteindre un plateau qui correspond
a Perreur résiduelle en espace. L’ordre de convergence en temps est proche de 2 pour la vitesse (pente de la
courbe de gauche) et 1 pour la pression (& droite). Cela peut étre surprenant puisque nous utilisons seulement
un schéma d’Euler implicite d’ordre 1, mais peut étre expliqué par le fait que 'erreur est essentiellement due
au “splitting” en temps. Sur le plateau, nous observons une convergence d’ordre 2 en espace pour la vitesse et
d’ordre 1 pour la pression, ce qui correspond a l'ordre optimal de convergence pour I’approximation de bas degré
que nous utilisons. En comparaison, dans [JLL106], les auteurs observent seulement, pour une approximation
de Taylor-Hood (i.e. Po —P1), de l'ordre 1 pour la vitesse et de 'ordre 1/2 pour la pression. En conséquence,
pour la vitesse les calculs présentés ici deviennent déja plus précis pour le maillage 80 x 80.

Velocity errors Pressure errors
A—A 20x20 /' A—A 20x20 _/“
160217 @@ 40x40 le-01 - @@ 40x40
1 80x80 B 80x80

1e-03

Al A A 4 e

AAAAA A A A A

10 o0 o —o’
i le-03
e

le-05
le-

L2 error norm

H

L2 error norm

-04 le-03 le-02 le-01 le-04 le-03 le-02 le-01
time step time step

Fic. VIL5 — Erreur d’approximation (en norme L?) en fonction de At.
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Partie 3

Expérimentations numeériques
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Dans cette partie, nous décrivons les résultats de diverses expérimentations numériques. Nous présentons a
la fois des simulations diphasiques et triphasiques, bidimensionnelles et tridimensionnelles. Les objectifs visés
sont les suivants :

Nous

Tous

comparer les différents schémas proposés dans la partie 2 sur des tests moins académiques que ceux donnés
précédemment,

étudier numériquement I'influence de certains parameétres du modeéle (mobilité, épaisseur d’interface) ou
des schémas numériques (pas de temps, pas d’espace),

illustrer quelques possibilités de ’ensemble de la méthode de simulation (modeéle et schémas numériques).
présentons les tests suivants :

Benchmark [HTK109) : il s’agit de la simulation diphasique d’une bulle (se déformant peu) montant dans
un liquide sous 'action de la gravité. Nous comparons les résultats que nous obtenons aux solutions de
référence données dans le benchmark. Nous donnons également une étude de l'influence de ’épaisseur
d’interface et de la valeur du coefficient de mobilité.

Nous donnons une série de simulations (toujours diphasiques) d’une bulle de gaz montant dans une colonne
de liquide pour une large gamme de parametres physiques. Ces simulations reprennent les parametres de
celles effectuées dans [BMO7] avec lesquelles une comparaison est donc possible.

Nous considérons la simulation de la traversée d’une interface liquide-liquide par une bulle de gaz. Sur ce
cas triphasique, nous reprenons la comparaison des diverses méthodes numériques présentées dans la partie
2, nous illustrons U'influence des différents parametres (épaisseur d’interface, pas de temps et d’espace) et
enfin nous donnons des statistiques sur les nombres d’itérations effectuées par les solveurs linéaires itératifs
et par la méthode de Newton.

Nous illustrons les possibilités de la méthode par la présentation de deux cas tests tridimensionnels : un
cas test diphasique simulant la montée de trois bulles dans une colonne de liquide, un cas test triphasique
simulant la traversée d’une interface liquide-liquide par une bulle de gaz (avec entrainement du liquide
lourd dans le liquide léger).

les développements théoriques présentés dans les parties précédentes n’ont pu étre testés. Par soucis de

clarté et de précision, nous profitons de cette intoduction pour faire une syntheése des schémas numériques
utilisés dans cette partie (en renvoyant le lecteur aux chapitres concernés pour une description plus précise).
Ceci nous permet également de définir des notations qui nous permettrons d’identifier ces différents schémas
dans la suite de cette partie.

Modéle

Rappelons le modele (¢f section IV) dont nous souhaitons approcher numériquement les solutions :

ou le

8 C;
ot

M,
+u-Ve = div <E—?wi) . Vi=1,2,3,

4% 1 3
i = —=T (— (61F(C) — ajF(C))) — —EEiACi, Vi = 1, 2,3,
9 ot Ej 4

\/ Q(C)%( o(c)u) + (p(c)u-V)u+ gdiv (o(c)u) —div (2n(c)D(u)) + Vp = Z wiVe; + o(c)g,

i=1

divua =0,

vecteur g représente la gravité, la densité p et la viscosité n sont des fonctions régulieres de ¢ définies par

la formule (IV.29), les coefficients 3; sont définis par I’équation (IV.12) et X est défini dans la formule (IV.10).
Nous ne donnons pas de simulations dans le cas d’étalement total. Nous choisissons donc F' = Fy (¢f (IV.21)).
Enfin, nous utilisons une mobilité dégénérée donnée par 1’expression suivante :

3
Mo(C) - MdegH (1 - Ci)2 .

Les conditions aux bords sont de type Neumann pour les parameétres d’ordre et les potentiels chimiques pour
toutes les simulations. Pour le systeme de Navier-Stokes, nous utilisons des conditions de non-glissement (u = 0)
ou des conditions de type glissement (u-n =0 et [2nDu.n — pn] - 7 = 0) selon les différents cas test.
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Discrétisation en espace

La discrétisation en espace repose sur la méthode de raffinement local décrite dans la partie 1. Nous utilisons
des espaces d’approximation multiniveaux associés a :

— des éléments finis Q1 pour les parametres d’ordre ¢;, les potentiels chimiques p; et la pression p.

— des éléments finis Qo pour la vitesse u.

Le critere de raffinement utilisé est le méme pour toutes les simulations. Il est basé sur la position de
I'interface indiquée par les valeurs du parametre d’ordre. A une itération en temps n donnée, pour chaque
cellule active K, nous définissons I'indicateur (par cellule) suivant :

1 1 1
UKZmaX(—/c", —/c", —/c")
K S K e K]

La définition de cet indicateur par cellule peut-étre interprétée comme suit :

— nx = 1 signifie que la cellule K est entierement contenue dans une phase pure.

— ni < 1 signifie que la cellule K contient une partie d’interface.
Nous déduisons de cet indicateur par cellule un critére pour décider si une fonction de base donnée doit étre
(dé)raffinée par I'intermédiaire d’un indicateur par fonction de base. A une itération en temps n donnée, pour
une fonction de base ¢, nous définissons I'indicateur (par fonction de base) suivant :

1
N = T——— K |0 .
7 Jsupp[¢]| KEZT
KnNsupp[p]#0

ou 7 représente I’ensemble des cellules actives.
Criteére VII.14 (Critére de (dé)raffinement)

Etant donnée une taille de cellule hipterface, les deux critéres suivants nous permettent de décider si une
fonction de base ¢ doit étre raffinée ou non.
— Critére de raffinement :

Ny <0.90 et diam(K) > hipterface pour au moins une cellule K C supp|ep).

— Critére de déraffinement :

1, > 0.95.

Discrétisation en temps

Les résolutions des systemes de Cahn-Hilliard et de Navier-Stokes discrets sont completement découplées
par l'utilisation d’une vitesse explicite (au temps ¢") dans le terme de transport des équations de Cahn-Hilliard.

Schémas pour le systéme de Cahn-Hilliard Trouver ()™, u} ') € (Vﬁ,s)s X (V,’;)3 tels que Vv;, € Vy,
Vit e Vi pour i =1, 2,

et _en
ih ih 1 Ho-n n+1
—Ar dvx — | vyuy - Ve, do
Q t Q

nJra n—+ao
:_/M Vit ik de — m [Moloe — Moy ™

y, = (Vurtt — b)) - Vvl de,  (VIL30)
i Q i

3
/H?hﬂl/;idm—/DF ch.c "+1)Vﬁdx+/ﬂ42 EVC”+BVVZCZCL‘,

Ce type de schéma a été décrit dans le chapitre V. L’ajout du dernier terme dans la premiere équation ci-dessus
permet de formuler dans une méme écriture le schéma (V.8) (m = 0) et sa variante (V.53) (m = 1) que nous
utilisons lorsque la mobilité est dégénérée. Dans la suite de cette partie, nous utilisons les notations suivantes :
— Discrétisation des termes non linéaires (choix de DI (c7, CZH)) : nous utilisons les trois schémas présentés
dans la section V.2. Nous adoptons les mémes notations que dans la section V.3, a savoir :
— Impl. pour la discrétisation implicite (V.32).
— CC. pour la discrétisation convexe-concave (V.39).
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— SImpl. pour la discrétisation semi-implicite (V.44).
— Discrétisation du terme capillaire c?,fﬁ : lorsqu’elle est différente de 1, la valeur du parametre 3 est précisée
entre parentheses a la suite des noms précédemment introduits Impl., SImpl. ou CC.
— Discrétisation de la mobilité : Le parametre « est toujours choisi égal a 0. Ceci signifie qu’en pratique
nous discrétisons toujours la mobilité de maniere explicite. Lorsque nous utilisons la valeur m = 1, ceci
sera denoté par un “m” entre parentheses; dans le cas contraire, nous utilisons m = 0.
Par exemple, SImpl(mn,0.5) signifie que nous utilisons le schéma semi-implicite avec § = 0.5 et m = 1.
Notons que méme dans les situations diphasiques, nous utilisons le schéma triphasique. Ceci est possible
grace aux propriétés de consistance.

Schémas pour le systéme de Navier-Stokes Pour le systeme de Navier-Stokes, nous utilisons deux types
de méthodes de résolution : une méthode de type Lagrangien augmenté et la méthode de projection incrémentale.

Nous ne décrivons pas la méthode de Lagrangien augmenté, il s’agit d’une méthode de résolution itérative
du systéme de Navier-Stokes. L’algorithme que nous utilisons a entiérement été décrit dans la theése [Lap06,
section I11.3.2.a] & laquelle nous renvoyons (des références y sont aussi disponibles). Cette méthode comporte un
parametre d’augmentation r qui pour 'ensemble des simulations présentées dans la suite est fixé a r = 50000.

La méthode de projection incrémentale a été décrite dans la section VII.1.3. Nous considérons les deux
variantes données par les problemes VII.8 et VII.10.

Algorithme complet de résolution

La phase d’initialisation est réalisée en trois étapes : tout d’abord le maillage initial est créé, les champs
discrets sont ensuite initialisés en fonction des valeurs données dans le jeu de données, et enfin un cycle “adapta-
tion + initialisation des nouveaux degrés de liberté” est répété jusqu’a que le critere de raffinement soit respecté
par la donnée initiale ou qu'un nombre maximum d’itérations (donné dans le jeu de données) soit atteint. L’ini-
tialisation des nouveaux degrés de liberté se fait encore une fois en utilisant la formule donnée dans le jeu de
données. Les étapes de la procédure d’adaptation sont décrites en détail dans l'algorithme III.5.

Ensuite, les cycles de la marche en temps commencent. Les opérations suivantes sont effectuées (dans cet
ordre) : adaptation, initialisation des nouveaux degrés de liberté, résolution du systéme de Cahn-Hilliard, ré-
solution du systeme de Navier-Stokes, copie de champs discrets implicites dans les champs discrets explicites,
suppression des mailles devenues inactives, sauvegardes (éventuelles) pour le post-traitement des résultats.
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Chapitre VIII

Etude de configurations diphasiques

VIII.1 Benchmark : une bulle immergée dans un liquide

Ce chapitre présente I’étude d’un cas test proposé comme benchmark dans [HTK™09]. 1l s’agit de la simu-
lation bidimensionnelle diphasique d’'une bulle montant dans une colonne de liquide sous 'effet de la gravité.
Les propriétés des fluides en présence ne sont pas réalistes, I'objectif est uniquement de comparer entre eux
les résultats obtenus par différents codes de calcul (i.e. différents types de modélisation ou différents schémas
numériques).

Les points de comparaison portent sur trois quantités : la circularité (rapport du périmetre de la bulle &
celui d’une bulle circulaire de méme volume), la position du centre de masse et la vitesse moyenne d’évolution
de la bulle.

Trois groupes (notés G1, G2 et G3 dans la suite) participent initialement & ce benchmark mais d’autres
résultats sont également disponibles dans [vITMO09]. Les groupes G1 et G2 utilisent une méthode de type level-
set pour décrire l'interface et une représentation volumique du terme de force capillaire alors que le groupe
G3 adopte une approche ALE (arbitrary Lagrangian-Eulerian moving grid) et introduit 'opérateur de Laplace-
Beltrami pour prendre en compte les effets de tension de surface.

Le groupe G1 utilise une discrétisation éléments finis de type Rannacher-Turek [RT92] pour la vitesse et
la pression, une discrétisation éléments finis conformes Q; pour la fonction level-set et une stratégie a pas
fractionnaires pour la discrétisation en temps. Le groupe G2 utilise des éléments finis de type P; —isolPs pour la
vitesse et P pour la pression ; la résolution de I’équation de transport de la fonction level set étant stabilisée en
utilisant la sous-grille associée aux éléments P; —isoPs. Le groupe G3 discrétise les composantes de la vitesse (sur
des grilles triangulaires) dans des espaces d’approximation engendrés par des fonctions de base quadratiques
enrichis de fonctions de base cubiques et la pression par des fonctions de base discontinues linéaires par éléments.

Les résultats obtenus par les trois groupes sont trés similaires et déterminent ainsi des valeurs de référence
pour les trois quantités précitées.

Nous utilisons ici ces solutions de référence afin d’étudier I’influence des parametres “non-objectifs” du modele
Cahn-Hilliard /Navier-Stokes (IV.5) a savoir I'épaisseur d’interface € et 'ordre de grandeur de la mobilité Meg.
De cette étude se dégagent deux conclusions principales :

— la valeur de I’épaisseur d’interface € influe peu sur les résultats obtenus,

— l'ordre de grandeur de la mobilité peut considérablement changer les résultats obtenus mais il existe une

plage de mobilité pour laquelle ceux-ci restent tres similaires. Par ailleurs, les résultats obtenus pour ces
valeurs de Mgeg sont trés proches (cf section VIII.1.3) des résultats de référence obtenus dans [vTMO09].
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VIII.1.1 Définition du cas test

La configuration initiale du cas test est présentée sur la figure VIII.1. Il s’agit d’une bulle bidimensionnelle
immergée dans une colonne rectangulaire de liquide.

S8R

2R

u=0 [ 2R

—_———————————

4R

Fia. VIII.1 — Configuration initiale

Le domaine de calcul est | — 0.5,0.5[x]0, 2[ et le temps final est T = 3. La bulle est de diametre 0.5 et son
centre est placé, a 'instant initial, a la position x. = (z¢,y.) = (0,0.5). Pour pouvoir désigner plus facilement les
deux phases (notamment dans la donnée de parameétres physiques), nous les numérotons : la phase constituant
la bulle est désignée comme phase 2 et nous notons 25 le volume occupé par la bulle, I'autre phase sera alors
désignée comme phase 1 et nous notons ; = Q\Qa. Les propriétés des fluides en présence sont indiquées dans
la table VIIIL.1.

R o1 | o2 || m | n o gl | T
0.25 || 1000 | 1 10| 1 24.5 || 0.98 || 3

TAB. VIII.1 — Parameétres physiques

Les conditions aux bords sont également décrites sur la figure VIII.1 : une condition de non-glissement
(u = 0) est imposée sur les frontiéres horizontales du domaine alors qu'une condition de glissement est imposée
sur les frontiéres verticales (u-n = 0, [2nDu.n — pn| - 7 = 0). Rappelons que nous avons choisi d’imposer des
conditions aux bords de type Neumann pour le parametre d’ordre et le potentiel chimique sur tout le bord du
domaine.

VIII.1.2 Quantités du benchmark

Cette section rappelle les définitions des trois quantités qui feront I'objet des comparaisons dans la section
VIII.1.3 : la position du centre de masse, la vitesse moyenne de montée de la bulle et la circularité; puis décrit
les formules utilisées pour approcher ces quantités au niveau discret.
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Au cours de chaque pas de temps, les calculs des valeurs moyennes (position du centre de gravité et vitesse
moyenne) se font sur le domaine 25 modélisant la bulle. Il faut alors adopter une représentation discrete de ce
domaine. Nous le décrivons par un ensemble de cellules, noté B, défini, au pas de temps n + 1, par :

B:{KET;/ c"+1dx>g|K|},
K

oll ¢" ! est le parametre d’ordre associé & la bulle & I'instant "+, 7 I’ensemble des cellules actives (cf section
I1.21) & I'instant #"*! et ¢ un seuil fixé par 1'utilisateur. Nous utilisons, dans les calculs présentés ci-dessous, la
valeur ¢ = 0.5.

Au niveau discret, le volume de la bulle est alors approché par la quantité V, définie de la maniére suivante :

Vi = Z K.

KeB

Position du centre de masse

La position du centre de masse est définie par la formule :

Nous approchons, au niveau discret, cette quantité par :

1
Xe ~ — Z |K |xx,
Vo 55

ou X est le centre de gravité de K.

Vitesse moyenne de montée de bulle

La vitesse moyenne de la bulle est définie par la formule suivante :

/ udzx
Qz

u, =—"2=——.
/ 1dx
Qz
Au niveau discret, nous utilisons la formule :

1
U, ~ — K udzx.
Vi Z' |/K

KeB

Circularité

La circularité est définie comme :

P,  périmetre du disque d’aire équivalente

¢

3

B P, périmetre de la bulle

ou le réel P, désigne le périmetre du disque ayant une aire égale a celle de la bulle et le réel P, désigne le
périmetre de la bulle.

Lorsque la bulle est parfaitement circulaire, la circularité est égale a 1. Dans le cas contraire, elle est stric-
tement inférieure & 1. Au niveau discret, nous approchons cette quantité en utilisant la formule : (¢f [vIMO09)]) :

Pa~/ \Ve| da. (VIIL1)
Q

Le valeur de P, peut étre facilement déduite en fonction de la valeur que nous donnons a l'initialisation du
parametre d’ordre.
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VIII.1.3 Parameétres numériques et résultats

Nous utilisons un maillage initial (i.e. avant raffinement) constitué de 4 x 8 cellules. Le raffinement est
€
ensuite effectué selon le critere VII.14 avec hiptertace = —. Ceci permet d’avoir entre trois et quatre mailles

dans l'interface. A titre d’exemple, la figure VIII.2 montre le maillage utilisé pour calculer la solution discrete
a l'instant final 7' = 3 ainsi que l'allure du parametre d’ordre obtenu. Le pas de temps (identique dans toutes
les simulations effectuées) est fixé & At = 1073.

(a) (b)

F1c. VIIL.2 — Maillage a Pinstant final 7' = 3, domaine complet (& gauche), zoom sur l'interface (a droite)

L’étude porte sur les valeurs de I'épaisseur d’interface € et sur 'ordre de grandeur du coefficient de mobilité
Mgeg. Nous effectuons 24 simulations pour € € {1—1:;, %, % et 1076 < Mgeg < 10. Nous utilisons le schéma Impl
pour la discrétisation du systeme de Cahn-Hilliard et la méthode de Lagrangien augmenté pour la résolution du

systeme de Navier-Stokes. Les systemes linéaires sont résolus par un solveur direct de la librairie UMFPACK.

Nous comparons, aux valeurs de références, les valeurs des quantités du benchmark que nous avons calculées.
Les résultats obtenus pour les différents couples (e, Myeg) testés ainsi que les valeurs de référence sont présentés
dans la table VIII.2 dans laquelle figure :

— la valeur de la vitesse moyenne maximale de la bulle,

— la position du centre de masse de la bulle a U'instant final T' = 3,

— la circularité minimale de la bulle.
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R R R € R R R

Mdeg, 20 16 12 Mdeg, 20 16 12
10 0.2973 | 0.3020 | 0.3082 10 1.201 | 1.210 | 1.225
1 0.2481 | 0.2490 | 0.2514 1 1.129 | 1.139 | 1.152
107! 0.2419 | 0.2413 | 0.2412 107! 1.089 | 1.088 | 1.090
102 0.2417 | 0.2403 | 0.2404 102 1.084 | 1.082 | 1.082
1073 0.2414 | 0.2400 | 0.2390 1073 1.084 | 1.081 | 1.080
1074 0.2389 | 0.2361 | 0.2326 1074 1.081 | 1.076 | 1.069
1075 0.2289 | 0.2215 | 0.2135 1075 1.059 | 1.043 | 1.022
1076 0.2127 | 0.2050 | 0.1982 1076 1.010 | 1.000 | 0.9806

valeur de référence : 0.2419+0.0002 ‘ ‘ valeur de référence : 1.081+0.001

(a) vitesse moyenne maximale de montée de bulle

(b) position du centre de masse & U'instant 7' = 3

€ R R R

]\4(1eg 20 16 12
10 0.9927 | 0.9915 | 0.9900
1 0.9491 | 0.9527 | 0.9578
107! 0.9197 | 0.9183 | 0.9165
1072 0.9097 | 0.9056 | 0.8991
1073 0.8989 | 0.8911 | 0.8786
10~* 0.8815 | 0.8716 | 0.8626
10~° 0.8882 | 0.8855 | 0.8928
10~6 0.9094 | 0.9180 | 0.9358

valeur de référence : 0.901240.0001

(¢) circularité minimale

TAB. VIIL.2 — Quantités du benchmark : valeurs de référence et valeurs obtenues en fonction de l'ordre de
grandeur de la mobilité et de I’épaisseur d’interface

Pour faciliter la lecture de la table VIII.2, nous avons rapporté en gras les valeurs proches de la référence :
a 2 x 1072 prés pour la vitesse moyenne maximale de montée de bulle et pour la position du centre de masse a
I'instant final et & 1 x 1072 pres pour la circularité minimale.
Nous constatons que les résultats (table VIIL.2) dépendent fortement de l'ordre de grandeur de la mobilité
mais il apparait néanmoins une plage de valeurs (entre 107! et 10~3) pour lesquelles les résultats obtenus sont

tres proches des valeurs de référence.

En outre, nous observons que plus la valeur du coefficient de mobilité Mq., augmente plus la vitesse de
montée de la bulle est importante et plus la bulle occupe une position haute dans le domaine a I'instant final.
La valeur de la mobilité influe également sur I’évolution de la forme de la bulle. En effet, le coefficient de
circularité minimale permet d’évaluer la déformation maximale de la forme de la bulle. Si celui-ci reste tres
proche de 1, la bulle conserve une forme proche d'un disque. Ainsi, la table VIII.2 montre que plus la valeur de
la mobilité est importante moins la bulle se déforme.



220 Chapitre VIII. Etude de configurations diphasiques

Ces observations sont illustrées par les figures VIII.3 et VIIL.4.

Fic. VIIL3 — Influence du coefficient de mobilité Meg sur la forme de la bulle (1076 < Myeq < 1071, & = &),
lignes de niveau des parametres d’ordre au méme instant physique T'= 3

La figure VIIL.3 permet de comparer les formes de bulle obtenues a 'instant final 7' = 3 pour différents
R

ordres de grandeur de la mobilité, la valeur de € étant fixée a 55. Cette figure superpose les lignes de niveau
¢ = 0.5 du parametre d’ordre obtenu en donnant au coefficient Mg chacune des huit valeurs suivantes : 107°,
1072, 1074, 1073, 1072, 1071, 1 et 10. Quatre de ces huit valeurs (1074, 1073, 1072, 10~!) conduisent & des
formes de bulles tres semblables, correspondant aux tracés en noir sur la figure VIII.3. Cependant, pour les
valeurs de mobilité les plus importantes 1 et 10 nous observons des formes de bulles tout a fait différentes,
quasiment circulaires, représentées en rouge et mauve sur la figure VIIL.3. Pour les valeurs de mobilité les plus
faibles 1075 et 10~%, nous observons une forme de bulle correcte (représentée en bleu foncé et clair sur la figure)
mais une sous-estimation importante de la vitesse de montée de bulle. De plus, pour ces valeurs de Mgeg le
profil du parametre d’ordre est modifié. Ceci apparait sur la figure VIII.4 ou sont représentés les parametres
d’ordre obtenus pour des valeurs de mobilité égales & 1076, 107! et 10. La figure du haut montre les lignes de
niveau (entre 0.01 et 0.99) du parameétre d’ordre et la figure du bas montre la valeur du parameétre d’ordre en
dégradé de couleurs. Lorsque Mgeg = 107°, nous constatons que la zone interfaciale & tendance a s’élargir au
dessous de la bulle alors que ceci ne se produit pas pour des valeurs plus importantes du coefficient de mobilité
Mgeg puisque les lignes de niveau restent bien resserrées.
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Moy = 1076 Maeg = 10 Maeg = 10
Mcst =0 Mcst =0 Mcst =0

Fia. VIII.4 — Représentation du parametre d’ordre associé a la bulle pour différents ordre de grandeur de la
mobilité
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F1a. VIIL5 — Evolution temporelle des quantités du benchmark pour différentes valeurs de la mobilité (e = 2—%)

Nous examinons maintenant plus en détail les résultats obtenus pour un coefficient de mobilité My.s apparte-
nant a la plage de “bonnes valeurs” identifiée ci-avant. Nous comparons sur la figure VIIIL.5 I'évolution temporelle
des quantités du benchmark obtenues pour ces différentes valeurs de la mobilité, 1’épaisseur d’interface étant
fixée a € = 2—}‘8. Nous constatons que les courbes d’évolution de la vitesse moyenne et de la position du centre
de masse de la bulle se superposent, I’évolution de la circularité est légerement modifiée par les changements de
valeur de la mobilité, ceci pouvant s’expliquer par la formule VIII.1 de calcul de la circularité qui dépend du
profil de ¢ (les différences observées restent néanmoins inférieures & 2%). Ainsi, ces résultats semblent confirmer
que pour cet ensemble de “bonnes valeurs” du coefficient de mobilité, I’évolution de la bulle est qualitativement
la méme. Il n’est cependant pas évident d’identifier la dépendance entre cette plage de mobilité et les autres

grandeurs du systéme (comme ’épaisseur d’interface, la vitesse de montée de bulle .. .)
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Fia. VIIIL.6 — Evolution temporelle des quantités du benchmark pour différentes valeurs de I’épaisseur
d’interface, Mgeg = 1073

La figure VIIL.6 montre que les résultats sont tres similaires lorsque nous faisont varier 1’épaisseur d’interface
pour une valeur de la mobilité fixée Mqes = 1073, Nous observons cette fois encore de légeres différences sur
les courbes de circularité. Nous pouvons néanmoins conclure que 'épaisseur d’interface € impacte peu sur la
dynamique de la bulle.

Enfin, nous terminons cette section en présentant sur la figure VIII.7 la comparaison entre les résultats
obtenus pour une mobilité Mgeg = 1072 et une épaisseur d’interface égale & ¢ = % avec les courbes obtenues
par les différents participants initiaux du benchmark.

Les résultats coincident avec les “solutions” de référence établies dans le benchmark. La courbe de circularité
n’est pas parfaitement superposée mais les différences restent inférieures a 2%.
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Fig. VIII.7 — Evolution temporelle des quantités du benchmark pour différentes valeurs de la mobilité, e = 2%’

VIII.2 Forme d’une bulle montant dans un liquide

Nous présentons dans cette section, une série de simulations de ’ascension d’une bulle (sous leffet de la
gravité) dans un liquide incompressible. Cet ensemble de simulations recouvre un grand nombre de situations
d’intérét physique.

Un tel écoulement est caractérisé par les trois nombres adimensionnels suivants :

— le nombre de Bond

D2
Bo — o1lg| 7
o
— le nombre de Morton
4
MO — |g|77§ ,
010
— le nombre de Reynolds
Re = QlU(:,zD7
Uit

ot D désigne le diametre de la bulle, v, ., la composante verticale de la vitesse moyenne de montée de la bulle,
01 et m1 les densité et viscosité du liquide (dans lequel est immergée la bulle), o la tension de surface entre les
deux phases et |g| la norme du vecteur gravité.
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Les nombres de Bond et de Morton dépendent uniquement des propriétés des fluides en présence alors que
le nombre de Reynolds est un résultat de la dynamique de la bulle (puisqu’il fait intervenir la vitesse moyenne
de montée de la bulle).

Dans [CGWT8], les auteurs ont établi expérimentalement une correspondance entre les valeurs des nombres
adimensionnels ci-dessus et la forme qu’adopte la bulle lors de son ascension. Ainsi, ils ont pu proposer une
cartographie des formes de bulles par l'intermédiaire d’un diagramme (c¢f figure VIIL.8) dont les axes sont les
nombres de Bond (également appelé nombre d’Eétvos (Eo)) et de Reynolds, les isovaleurs du nombre de Morton
figurant en arriere plan.

10’» LBNLALEALAL. U B A AL1 S B I AALL B B
E logM = —14 ——]
r _13/"
10% - —12]
B ~
10° — Wobblmg
C
& 100
Ellipsoidal 7_ " 7Y
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,
1 E Q —
Spherical =
F 3
L 4 .
7
0.1 1 Ll L LAl LA 1) 15 il /61 |1nn§|
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EO

F1G. VIIL.8 — Diagramme de Clift, Grace et Weber [CGWT78]

Il s’agit ici de reproduire numériquement les différents types d’écoulements figurant sur ce diagramme. Pour
faciliter les comparaisons, nous reprenons pour notre étude (un sous-ensemble) des simulations effectuées dans
[BMO07] (avec une méthode de type level-set) pour une large gamme de nombres de Bond (1 < Bo < 100) et de
Morton (5 x 1078 < Mo < 5 x 10%) conduisant a posteriori & des nombres de Reynolds compris entre 1 et 100.

Nous utilisons le schéma SImpl(m,0.5) pour le systeme de Cahn-Hilliard et la variante de la méthode de
projection incrémentale donnée par le probleme VII.10 pour le systéme de Navier-Stokes. Par ailleurs, nous
initialisons numériquement les parametres d’ordre (c¢f chapitre VII) par quelques itérations du systéme de
Cahn-Hilliard avec une mobilité constante. Les simulations sont effectuées en géométrie axisymétrique mais il
est important de noter que nous utilisons des solveurs itératifs pour chacune des étapes de résolution, et qu’il
est donc envisageable de reproduire ces simulations en vraie géométrie tridimensionnelle (¢f sections VIII.3 et
IX.2). Nous utilisons le solveur GMRES préconditionné par ILUO pour la résolution des systémes linéaires de
Cahn-Hilliard et de prédiction de vitesse. Nous utilisons la méthode du gradient conjugué préconditionnée par
la méthode multigrilles I1.13 (I’ensemble des niveaux disponibles est utilisé, le nombre de pré et post lissages
est fixé & 2) pour la résolution des étapes de prédiction de pression et de calcul de I'incrément de pression. Et
enfin, nous utilisons la méthode du gradient conjugué préconditionnée par la diagonale de la matrice (méthode
de Jacobi) pour la résolution de I’étape de correction de vitesse.
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Fia. VIIL.9 — Configuration initiale

La configuration initiale, décrite par la figure VIIIL.9, est identique pour toutes les simulations. Il s’agit d’une
bulle sphérique de rayon R immergée dans un liquide occupant un domaine cylindrique (rappelons que nous
supposons que la géométrie est axisymétrique) de hauteur 25R et de rayon 11R. Le centre de la bulle (situé sur
Paxe de symétrie) est initialement placé & une hauteur de 2R par rapport au bas du domaine. Pour les désigner
plus facilement, nous numérotons les phases : le numéro 2 fait référence a la phase constituant la bulle et le
numéro 1 a la phase entourant la bulle.

Pour toutes les simulations, le maillage initial (avant raffinement) est rectangle structuré et constitué de 5
cellules sur le rayon du cylindre et 10 cellules dans la hauteur. Le raffinement est ensuite dirigé par le critere
VIIL.14 avec hpin = €.

A Vinstar des références [Lap06, BMO0T7], nous adoptons la démarche suivante :

(i) Les densités p1, 02, la tension de surface o entre les deux fluides et le rapport des viscosités sont fixés :

01 = 1000 et g9 =1,
o =0.07,
m = 100172.

(ii) L’étude est réalisée en faisant varier les nombres de Bond et de Morton. Pour rendre les comparaisons
possibles, nous choisissons des valeurs proposées dans [BMO07]. Celles-ci sont reportées dans la table VIIL.3.

Test || (&) [ ()| (¢ | (@ | (¢ | O [ | ) | &) | G | & | @)
Bo || 1 |10 | 100 | 1000 | 1 10 | 100 | 1000 | 1 10 | 100 | 1000
Mo || 5.e=3 | 5 | 5.e+3 | 5.e46 | 1.5 | L.e-2 | 10 | Le+d | 5.e-8 | 5.e=6 | l.e-3 | 1

TAB. VIIL.3 — Valeurs des nombres adimensionnels, nombre de Morton (Mo) et nombre de Bond(Bo) pour
chacun des cas tests

(iii) Pour chaque couple de valeurs (Bo, Mo) des nombres de Bond et de Morton nous déduisons les valeurs
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de la viscosité et du diametre de bulle :

M 3\ 2 B %
= ( 0010 ) ot Do ( 00) -
lg| 01/g

Ceci détermine I’ensemble des parametres physiques nécessaires a la simulation. Le nombre de Reynolds est
calculé a posteriori en évaluant la vitesse moyenne de montée de la bulle (¢f section VIII.1.2).

Pour étre complet dans la définition des parametres utilisés pour nos simulations nous reportons dans la
table VIII.4, pour chacune d’entre elles, la valeur du pas de temps At et du coefficient de mobilité Myeg utilisés.

=

Test || (a) | (b) | (¢) | (d) | (e) (f) (g) | (h) (i) ) k) | @
At 5.e-6 | b.e-4 | 1l.e-5 | 5.e-5 | b.e-b | 1l.e-4 | 2.e-5 | 1l.e-4 | 2.e-5 | 5.e-5 | H.e-6 | l.e-b
Maeg || 1.e=5 | 1.e=5 | 1.e=5 | 1.e-4 | 1.e-5 | l.e-5 | 1l.e-4 | 1.e-3 | 1.e-5 | 1l.e-5 | 1l.e-5 | b.e-4

TaB. VIII.4 — Valeurs du pas de temps At et du coefficient de mobilité My, utilisés pour chacune des
simulations

Les résultats que nous obtenons sont présentés dans les deux figures VIII.10 et VIII.12. Ces figures sont a
comparer aux deux figures 15. et 16. de la référence [BMO7].

O [a»]
O ()
O o
O o - -
O o =z
O o s2
O 2 37
8 ° B B
(i) () (k) @
O o a
O o 2 a
O o o =
8 o o A
O o = ey
@) O o a
O a )
8 O O O
(e) (f) (8) (h)
O O Q
S o o O
o) O o 2
O o 8 o
O O o o
Q 8 'e) &)
8 3 8 S
(a) (b) (c) (d)

Fia. VIII.10 — Ascension d’une bulle dans un liquide incompressible
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La figure VIIL.10 présente I’évolution dans le temps de la forme des bulles. Chacune des sous figures cor-
respond & une simulation, les lignes de niveau du parametre d’ordre (entre 0.05 et 0.95) y sont représentées a
différents instants. Ces instants sont régulierement espacés pour chacune des sous-figures mais les échelles de
temps sont différentes (et donc non comparable) entre deux sous-figures puisque les vitesses de montée de bulle
sont différentes.

La simulation (k) n’a pas abouti & cause d’un probléme de convergence du solveur linéaire interne a la
méthode de Newton pour la résolution du systeme de Cahn-Hilliard. Ceci intervient au moment ot le tore doit
se former. Par ailleurs les simulations (a) et (h) ont posé des probléemes du méme type. En ce qui concerne
la simulation (a), nous observons une création de vitesses parasites importantes : les développements proposés
dans la section VII.1.3 ont permis de résorber ces phénomeénes néanmoins le pas de temps a dii étre choisi tres
petit (cf table VIIL.4) pour que le calcul se déroule bien. Pour le cas (h), nous avons augmenté le coefficient de
mobilité Maes jusqu’a 1072, Ceci a un impact sur les résultats obtenus : la figure VIIL.11 montre que la forme
obtenue avec une mobilité plus faible Myce = 5.e-5 semble plus proche de celle observée expérimentalement (a
noter que les parametres physiques de 'expérimentation sont légerement différents de ceux du calcul mais reste
dans la méme gamme). Cependant pour une telle mobilité, la déformation de I'interface est telle que le calcul
n’aboutit pas. On remarquera que dans [BMO07], les auteurs observent également une déformation de la zone de
transition entre les phases. Pour ce type de simulations, il est peut étre nécessaire de considérer une mobilité
variable (par exemple dépendant de la vitesse de montée de bulle).

)

(a) Mgeg = 1073 (b) Mgeg =5 x 1075 (c) expérimentation [BW81]

F1c. VIIL.11 — Comparaison des simulations cas (h) aux expérimentations de [BW81] (Bo = 339, Mo = 43.1,
Re=18.3, 2 = 1050, I > 4 x 10°)

L’ensemble des autres simulations permet néanmoins d’obtenir des formes de bulle assez variées. Les dif-
férentes formes répertoriées dans la figure VIIL.8 sont représentées. Nous observons des bulles sphériques (si-
mulation (a)), des bulles ellipsoidales (simulations (f), et (i)), des bulles & jupe dont nous avons déja parlé
(simulations (g) et (h)), des bulles toriques (simulation (1))...
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FiG. VIII.12 — Evolution en temps du nombre de Reynolds de bulle

Enfin, nous présentons sur la figure VIII.12, les courbes d’évolution du nombre de Reynolds.

VIII.3 Calcul tridimensionnel

Nous présentons maintenant un calcul tridimensionnel simulant 1'ascension de trois bulles immergées dans
un liquide.

Le domaine de calcul est | — 0.032;0.032[x] — 0.032;0.032[x]0;0.096[. Les trois bulles sont initialement
sphériques, leur position est indiquée dans la table VIII.5a qui contient les coordonnées des centres de chacune
des bulles x1, x2 et x3 ainsi que leur rayons R;, Ro et R3. Les conditions aux bords pour le systeme de Navier-
Stokes sont de type glissement sur tous les bords du domaine. La table VIII.5b donne les propriétés physiques
des fluides en présence et enfin la table VIIL.5c présente les valeurs des parameétres numériques utilisées pour le
calcul présenté.
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X1 X2 X3
(—0.008,0.008, 0.016) | (0.004, —0.004,0.024) | (0.012,0.012,0.032)
Ry Ro R3
0.01 0.006 0.004
(a) positions des bulles
01 02 Ui 72 o € Rinterface ]\/fdeg
1 [ 1000 [ 10=* ] 0.1 | 0.07 1.77 x 1073 B 11x107°

(b) parameétres physiques (c) parameétres numériques

TAB. VIIL.5 — Configuration initiale et parametres du cas test

Le maillage initial (avant raffinement) est constitué de 8x8x12 cellules.

Nous utilisons le schéma SImpl(m,0.5) et la méthode de projection décrite dans le probléeme VIL.8. Nous
utilisons le préconditionneur ILUO pour la résolution de tous les systemes linéaires.

La figure VIII.13 montre I’évolution en temps du sytéme a travers la représentation de la ligne de niveau
¢ = 0.5 du parametre d’ordre.

t=0.03

e

I
O

.é

t=0.12

S

t=0.06

= | T

t=0.09

-

Fia. VIII.13 — Exemple de calcul diphasique tridimensionnel avec trois bulles

Nous constatons qu’au cours de cette évolution la bulle 3 (celle de plus petit rayon) a tendance a disparaitre.
Ceci provient de notre choix des parametres : 'épaisseur d’interface € est a peine plus que deux fois inférieures
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au rayon de cette bulle. La petite bulle a alors tendance a “diffuser” dans les grandes. Il faut noter que la
modélisation impose au parametre ¢ d’étre fixé de maniere identique pour toutes les interfaces.

Le nombre d’inconnues maximal pour un champ scalaire Q; a été au cours de ce calcul de 55 778. Sur un
maillage globalement raffiné de résolution identique, il aurait été de 409 825.

La charge de calcul a été répartie entre 16 processus, le découpage initial attribuant a chacun des processus
une colonne de 2x2x12 cellules grossiéres. Le temps de calcul observé (i.e. le temps écoulé entre la premiére
et la derniére sauvegarde) a été de 9 jours et 6 heures (ce qui correspond en moyenne & environ 35 minutes
par itérations en temps). Ce temps de calcul n’est donné ici qu’a titre indicatif puisqu’il dépend bien siir de la
machine utilisée et de ’encombrement du réseaux.
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Chapitre IX

Etude de configurations triphasiques

IX.1 Bulle traversant une interface liquide-liquide

Nous présentons dans cette section la simulation d’une bulle traversant une interface liquide. Nous comparons
les différents schémas en temps pour le systeme de Cahn-Hilliard et la différence observée entre une résolution
des équations de Navier-Stokes par une méthode de type Lagrangien augmenté et la méthode de projection
incrémentale décrite par le probleme VII.S8.

IX.1.1 Présentation du cas test

Nous reprenons une configuration proposée dans [BLP07]. Celle-ci est décrite dans la figure IX.1. Il s’agit
d’une bulle (bidimensionnelle) circulaire totalement immergée dans la phase inférieure dans un bain stratifié. Les
trois phases sont numérotées par convention de la maniére suivante : phase 1 désigne la bulle, phase 2 désigne
la phase inférieure et phase 3 désigne la phase supérieure. Les propriétés physiques des fluides en présence sont
données dans le tableau IX.1. En particulier, nous avons un contraste de densité et de viscosité de 'ordre de
103 entre la phase 1 et les deux autres phases. Les tensions de surface sont différentes. Les conditions aux bords
sont de type glissement sur tous les bords du domaine.

R T
0.006 0.8
012 013 023
0.07 0.07 | 0.05
01 02 03

1 1200 | 1000

Ui 2 3
10=% | 0.15 0.1

TaB. IX.1 — Parametres physiques

Le maillage initial (avant raffinement) est un maillage carré 16 x 80 et le temps final vaut T = 0.8. Le
coefficient de mobilité est fixé & Mgeg = 1075.
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g
20R
g
S8R
2R
2.5R
3

Fia. IX.1 — Configuration initiale du cas test

I1X.1.2 Influence de la valeur de I’épaisseur d’interface ¢

Nous comparons les résultats obtenus pour différentes valeurs 1—%, 1—1?,) et 2—% de I'épaisseur d’interface ¢, le pas
de temps étant fixé & At =5 x 107 et le critere de raflinement VIL.14 & Ainterface = < (Vinterface contient alors
entre 6 et 8 mailles). Nous pouvons raisonnablement supposer que les différences observées sont dues a la valeur

du parametre € et non a un manque de résolution dans I'interface.

Le systeme de Cahn-Hilliard est ici discrétisé a I’aide du schéma Impl. et le systeme de Navier-Stokes résolu
par la méthode de Lagrangien augmenté. Les systémes linéaires sont tous résolus par un solveur direct de la
librairie UMFPACK.

Nous observons des résultats (figure IX.2) trés similaires pour les différentes valeurs de e comme nous I'avions
déja constaté dans la section VIII.1.3. Cependant, des différences apparaissent lors de la rupture de la colonne
de fluide entrainé. De maniere assez intuitive, plus I’épaisseur d’interface ¢ est petite, plus l'instant de rupture
est retardé. En effet, une valeur petite de € autorise la représentation de films plus minces.
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Fia. IX.2 — Influence de la valeur de ’épaisseur d’interface
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IX.1.3 Influence de la valeur du nombre de mailles dans ’interface

Nous fixons maintenant ¢ = % et nous intéressons aux résultats obtenus lorsque la valeur de Ajpterface varie.
Nous avons effectué la simulation avec hinterface = €, % et i. Les schémas utilisés et le pas de temps sont toujours
les mémes. Les maillages obtenus a 'instant ¢ = 0.44 sont présentés sur la figure 1X.3.

r e
T T H
T TTTH
HH s
(a) hinterface =€
HH DS EEEEE
HHHH T T H
I
T T H
HT T
HTT !

Wl FEEET

(b) hinterface =

i

I

I

!

mE EEEH

(C) Pinterface = i

FiG. IX.3 — Maillages obtenus a 'instant t = 0.44 pour différentes valeurs de hinterface

La figure IX.4 montre ’évolution des parametres d’ordre pour les différentes valeurs hinterface = €, % et
i. Le calcul avec hinterface = % ne s’est pas terminé a cause d’une surcharge de la mémoire au cours de la
factorisation par le solveur direct de la matrice de rigidité Q2 dans la méthode de Lagrangien augmenté (le
nombre d’inconnues augmente fortement avec I’étirement de l'interface puisque la zone de raffinement s’étale,

cf section IX.1.7).

Nous observons des résultats tres analogues a ceux de la section précédente (figure IX.2) : une résolution
moins fine de l'interface a peu d’influence sur le calcul si ce n’est au moment de la rupture de la colonne de
fluide entrainé. Ainsi, il n’est pas nécessaire d’avoir une résolution trés importante de U'interface (2 ou 3 mailles
dans interface suffisent, i.e. hinterface = €) pour obtenir des solutions ayant un bon comportement qualitatif.
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Fi1G. IX.4 — Influence de la valeur du nombre de mailles dans l'interface
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Au vu de ces premiers résultats, nous fixons € = £ et Rinterface = € pour la suite et comparons les différents
) 15
schémas.

IX.1.4 Influence des schémas en temps sur le systéme Cahn-Hilliard

Nous discutons, dans cette section, I'influence de la discrétisation des termes non linéaires Fj du systeme
de Cahn-Hilliard. Nous comparons les différents schémas présentés au chapitre V. Nous fixons le pas de temps
(At = 5x 107%) et présentons dans la figure IX.5, les résultats obtenus avec les schémas CC, CC(0.5), SImpl et
SImpl(0.5), le systéme de Navier-Stokes étant toujours résolu par une méthode de type Lagrangien augmenté
(et les systémes linéaires par une méthode directe). Ces résultats sont & comparer avec celui montré sur la figure
IX.4a. 1l faut noter que le schéma Impl(0.5) ne permet pas d’aboutir & un résultat (probléme de convergence
dans l'algorithme de Newton). Ceci est cohérent avec les résultats théoriques présentés dans la section V.2.2
(le terme de diffusion numérique qui disparait dans le cas § = 0.5 est utilisé pour compenser des termes dans
Pestimation d’énergie, nous sommes donc incapables de garantir que le probléme discret a bien une solution).

) Schéma CC.

(b) Schéma CC(0.5)

Fia. IX.5 — Influence des schémas en temps pour les termes non linéaires Fjy de 1’équation de Cahn-Hilliard
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(¢) Schéma SImpl

o =™

(d) Schéma SImpl(0.5)

Fia. IX.5 — Influence des schémas en temps pour les termes non linéaires Fjy de 1’équation de Cahn-Hilliard

Seul le schéma SImpl(0.5) permet de retrouver des résultats qualitativement comparables & ceux observés
lors de I'utilisation du schéma Impl. Le schéma CC quant & lui, sous-estime tres fortement la vitesse de montée
de la bulle et ce, méme lorsque le parametre 3 vaut 0.5.

Ces résultats sont analogues a ceux obtenus dans la section V.3 ou des courbes de convergence montrant la
précision des différents schémas ont été présentées.

IX.1.5 Influence de la valeur du pas de temps

Pour conforter les conclusions de la section précédente nous faisons maintenant une étude de l'influence de
la valeur du pas de temps pour les schémas Impl et SImpl(0.5). Pour chacun de ces schémas nous effectuons
deux simulations supplémentaires avec At = 7 x 107* et At = 102 (rappelons que dans la figure IX.5, le pas
de temps était fixé & At =5 x 1074).
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o“‘

) Schéma Implicite, At =7 x 104

) Schéma SIMPL(0.5), At =7 x 10~%

(g) Schéma SIMPL(0.5), At = 103

FiG. IX.6 — Influence du pas de temps
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Encore une fois les résultats présentés dans la figure IX.6 sont tres semblables qualitativement. Notons que
nous avons rencontré un probléme de convergence dans la méthode de Newton avec le schéma Impl pour le pas
de temps At = 1073,

En conclusion, le schéma SImpl méme s’il est moins précis que le schéma Impl permet d’obtenir des résultats
qualitativement correct tout en garantissant une meilleure robutesse des simulations (notamment pour les grands
pas de temps).

IX.1.6 Méthode de projection et Lagrangien augmenté

Nous comparons maintenant les résultats obtenus précedemment (avec une méthode de Lagrangien aug-
menté) et le résultat obtenu avec la méthode de projection pour un pas de temps de At = 5 x 10~%. Le systéme
de Cahn-Hilliard est discrétisé par le schéma SImpl(0.5), les solveurs linéaires utilisés sont encore des solveurs
directs de la librairie UMFPACK.

Fia. IX.7 — Méthode de projection

Nous observons des différences plus importantes (temps de rupture de la colonne de liquide entrainé par
exemple) méme si les résultats restent qualitativement corrects. Ceci s’explique par l'erreur de fractionnement en
temps, due au découplage de I’équation de bilan de quantité de mouvement de celle de contrainte de divergence
nulle dans la méthode de projection.

Néanmoins, il est a noter que la méthode de projection permet une économie trés importante en temps de
calcul :

— 14h 15min pour le calcul présenté en figure IX.7 (soit en moyenne 25 secondes par itération en temps),

— 27h 21min pour celui présenté en figure IX.5 (soit en moyenne 50 secondes par itération en temps).

Ceci s’explique par 'ajout du terme d’augmentation qui altere considérablement le stencil de la matrice de
rigidité A (de I’équation de bilan de quantité de mouvement). En moyenne, la matrice A comporte 35 coefficients
non nuls par ligne alors que la matrice augmentée en comporte 175.

De plus, I'ajout du terme d’augmentation change considérablement le conditionnement de la matrice A et
I'utilisation de solveurs itératifs devient difficile (aujourd’hui impossible avec les préconditionneurs dont nous
disposons).

Pour ces raisons, nous choisissons d’utiliser la méthode de projection.
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IX.1.7 Solveurs itératifs, raffinement local adaptatif et parallélisme

Nous présentons maintenant quelques statistiques pour illustrer le gain apporté par le raffinement local et
les préconditionneurs multigrilles.

Résolution du systéme de Cahn-Hilliard

Nous nous intéressons tout d’abord a la résolution du systéme de Cahn-Hilliard. Nous utilisons le solveur
linéaire GMRES, le critére d’arrét est donné par la norme euclidienne du résidu préconditionné (norme relative
inférieure & 10~ ou norme absolue inférieure & 10712). Nous utilisons le préconditionneur ILUQ de la librairie
PELICANS et le préconditionneur multigrille (I1.13) (toutes les sous-grilles disponibles sont utilisées et le nombre
de pré et post lissages est fixé a 2). La figure IX.8 permet d’identifier 'influence de la discrétisation du terme non
linéaire Fy et des préconditionnements des solveurs linéaires. Nous avons effectué différentes simulations avec
les schémas Impl, SImpl(0.5), Impl(m) SImpl(m,0.5) le systéme de Navier-Stokes étant résolu par la méthode
de type Lagrangien augmenté (et a 'aide d’un solveur direct).

90
] SImpl(m) -- MG
807 Impl -- ILUO
201 Impl(m) -- ILUO
— SImpl -- ILUO
60+ SImpl(m) -- ILUO
50
407
30
20
] i
107 { |
.  monsng g i | I Lk
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(a) Nombre d’itérations du solveur non linéaire (méthode de
Newton) en fonction du temps

400 4007
1 N + + *SImpl(m) -- MG 1 — Slmpl(m) -- MG
350 * + *Impl -- ILUO 350 — Impl -- ILUO
1 -+ +Impl(m) -- ILUO 1 — Impl(m) -- ILUO
3007 + + + +SImpl -- ILUO 3007 — Slmpl —- ILUO
1 i ! Simpl(m) -- ILUO | | Simpl(m) -~ ILUO
250- & P 250- w F
200+ 200 MWM |
] B/l ‘ i
1507 150 W MM“M uww “c‘}.“‘ I Al ‘.f" w‘r{ "».NVAV W(
] T A, oy’
100 1004
50- 501
i e bl A e
0 T T T T 1 0 T T T T T
15000 20000 25000 30000 35000 40000 0.0 0.2 0.4 0.6 0.8 1.0
(b) Nombre d’itérations moyen (pour chaque résolution non (¢) Nombre d’itérations moyen (pour chaque résolution non
linéaire) du solveur linéaire (GMRES) en fonction du nombre linéaire) du solveur linéaire (GMRES) en fonction du temps

d’inconnues

F1c. IX.8 — Influence de la discrétisation de Fy et du préconditionnement du solveur linéaire (indiqués en
légende) sur les statistiques de résolution du systéme de Cahn-Hilliard (le systéme de Navier-Stokes est résolu
par une méthode de type Lagrangien augmenté)

La figure IX.8a rapporte I’évolution du nombre d’itérations du solveur non linéaire (la méthode de Newton) au
cours du temps (7.e. le nombre d’itérations effectuées a 'itération n en temps en fonction de ¢™). Il est intéressant
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de constater que, pour la plupart des pas de temps n, trés peu d’itérations (environ 5) sont nécessaires pour
satisfaire le criteére de convergence de la méthode de Newton, mais que néanmoins deux instants (¢t = 3.2 et
t = 0.8) se distinguent par l'apparition d’un pic dans le nombre d’itérations. Ces instants correspondent a la
traversé de I'interface liquide-liquide par la bulle pour le premier et a la rupture de la colonne de fluide entrainée
pour le second.

Les figures IX.8b et IX.8c donnent le nombre d’itérations dans les solveurs linéaires cette fois-ci. A chaque
pas de temps n, une moyenne de ce nombre d’itérations est faite sur ’ensemble des itérations de la méthode
de Newton. C’est ce nombre qui est rapporté sur les figures IX.8b et IX.8¢c, en fonction du nombre d’inconnues
a l'instant t” pour la premiere et du temps ¢t pour la seconde et ce pour les différents schémas numériques
testés. Nous constatons qu’avec le schéma Impl, la résolution des systémes linéaires est plus délicate qu’avec
le schéma STmpl. En effet, lorsque nous utilisons les schémas Impl ou Impl(m), le solveur linéaire (GMRES)
atteint le nombre d’itérations maximum (fixée & 2000) lorsque la bulle perce l'interface et le calcul ne se déroule
pas jusqu’au bout. Le résidu au bout de 2000 itérations est, par exemple pour le schéma Impl., de 'ordre de
1077,

Le schéma SImpl permet de corriger ce probleme. Nous observons également que le préconditionneur mul-
tigrille permet de réduire considérablement le nombre d’itérations (de 150 & environ 25).
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(a) Nombre d’itérations de la méthode de Newton en fonction
du temps
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d’inconnues

Fic. IX.9 — Influence du préconditionnement du solveur linéaire (indiqué en légende) sur les statistiques de
résolution du systéme de Cahn-Hilliard (utilisation du schéma SImpl(m) et résolution du systéme de
Navier-Stokes par la méthode de projection incrémentale)

La fragilité du préconditionneur ILUO se confirme lorsque nous passons en méthode de projection. La figure
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IX.9 présente les mémes résultats que ceux de la figure IX.8 (en se limitant au schéma SImpl(m,0.5)) mais
cette fois le systéme de Navier-Stokes est résolu par la méthode de projection. Nous observons (simplement
en changeant la méthode de résolution du systéme de Navier-Stokes) une non-convergence du solveur linéaire
interne a la résolution du systéeme de Cahn-Hilliard. Le préconditionneur multigrille permet d’éviter ce probleme.

Résolution du systéme de Navier-Stokes

Nous nous intéressons maintenant aux étapes de prédiction de pression et de calcul de 'incrément de pression
dans la méthode de projection. Nous donnons dans la figure IX.10, le nombre d’itérations du solveur linéaire
(méthode de gradient conjugué) préconditionné par ILUO ou par la méthode multigrille (IL.13) (toutes les
sous-grilles disponibles sont utilisées et le nombre de pré et post lissages est fixé a4 2) en fonction du nombre
d’inconnues. Le critére d’arrét est donné par la norme euclidienne du résidu préconditionné (norme relative
inférieure & 1071 ou norme absolue inférieure & 1071°)

Comme attendu, la méthode multigrille permet de diminuer fortement le nombre d’itérations requises pour
arriver a convergence (ce nombre d’itérations étant de plus indépendant du nombre d’inconnues).
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(a) prédiction de pression (b) calcul de 'incrément de pression

F1c. IX.10 — Nombre d’itérations du solveur linéaire (CG) dans les étapes de prédiction de pression et de
calcul de I'incrément de pression

Statistiques compléetes

Enfin, nous présentouns les statistiques complétes pour une simulation effectuée avec le schéma SImpl(m,0.5)
et la méthode de projection incrémentale donnée par le probléme VIIL.8. Nous utilisons la méthode multigrille
(I1.13) (toutes les sous-grilles disponibles sont utilisées et le nombre de pré et post lissages est fixé & 2) pour
préconditionner le solveur GMRES dans l'inversion des systemes linéaires a chaque itération de la méthode
de Newton dans la résolution du systeme discret de Cahn-Hilliard, ainsi que pour préconditionner la méthode
de gradient conjugué lors de la résolution des étapes de prédiction de pression et de calcul de I'incrément de
pression de la méthode de projection. Enfin, I’étape de prédiction de vitesse est résolue en utilisant la méthode
GMRES préconditionnée par ILUO et I'étape de correction de vitesse par la méthode du gradient conjugué
préconditionnée par la méthode de Jacobi. Les critéres de convergences sont basés sur la norme euclidienne du
résidu préconditionné :

Cahn-Hilliard : norme relative inférieure & 10~!4, norme absolue inférieure & 1072,

— Prédiction de vitesse : norme relative inférieure & 10~%, norme absolue inférieure & 10715,

— Prédiction de pression et calcul de l'incrément de pression : norme relative inférieure a 1071°, norme
absolue inférieure & 10715,

— Correction de vitesse : norme relative inférieure & 10~!°, norme absolue inférieure & 10712,
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La figure IX.11 permet, tout d’abord, de voir I’évolution du nombre d’inconnues.
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(a) Nombre d’inconnues Q1 et Q2 (pour un unique champ (b) Nombre d’inconnues Q2 en fonction du nombre d’inconnues
scalaire) en fonction du temps Q1

FiG. IX.11 — Nombre d’inconnues

La figure IX.11a (4 gauche) représente I’évolution du nombre d’inconnues pour un champ scalaire Q; et
pour un champ scalaire Q. Pour obtenir le nombre total d’inconnues, il faut multiplier la premiére quantité
par 5 (puisque nous avons 5 champs scalaires Q; : 2 parametres d’ordre, 2 potentiels chimiques et la pression)
et ajouter la seconde multipliée par 2 (puisque la vitesse a deux composantes). Ce graphique montre également
le nombre de cellules actives (cf section I1.1.5) qui se comporte essentiellement comme le nombre d’inconnues
d’un champ scalaire Q; ainsi que le nombre total de cellules créées au cours du calcul (rappelons que chacune
des cellules construites n’est jamais détruite mais simplement désactivée).

La figure IX.11b (& droite) représente le nombre d’inconnues associées & un champ scalaire Q2 en fonction
du nombre de celles associées a un champ Q. Nous constatons que le nombre d’inconnues Q9 est 4 fois plus
important que le nombre d’inconnues @Q; (& lidentique de ce qui se passe sur un maillage conforme sans
raffinement local).

Il est également intéressant de noter la présence de trois comportements distincts dans les courbes présentées
dans la figure IX.11a. Pendant une premiere période, le nombre d’inconnues et le nombre de cellules actives
augmentent trés peu alors que le nombre total de cellule créées ne cesse d’augmenter. Il s’agit de la période
de simulation avant le contact entre la bulle et I'interface. En effet, la zone devant la bulle est raffinée mais
ceci (en terme d’inconnues) est compensé par le déraffinement de la zone se trouvant derriere la bulle. Pendant
une seconde période, le nombre d’inconnues ainsi que le nombre de cellules actives augmentent, ceci est di a
I’étirement de la zone de raffinement le long de la colonne de fluide entrainé. Une troisieme période intervient
apres la rupture de la colonne, ou la situation redevient identique a celle rencontrée lors de la premiere période.

Pour compléter ces informations, le nombre de cellules actives maximal, i.e. 10559, peut étre comparé au
nombre total de cellules qui auraient été nécessaires pour atteindre la méme résolution avec un raffinement

global : 81920.
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Nous nous intéressons maintenant au nombre d’éléments stockés dans les différentes matrices. La figure
IX.12 présente d'une part (a gauche) le nombre d’inconnues stockées dans chacune des matrices : J désigne la
Jacobienne associée au systeme de Cahn-Hilliard, A la matrice de rigidité des équations de Navier-Stokes (utilisée
pour I'étape de prédiction de vitesse), L la matrice utilisée dans 1’étape de calcul de I'incrément de pression
et B la matrice de 'opérateur de “divergence discréte”; d’autre part (& droite) le nombre total d’éléments
stockés en fonction du nombre total d’inconnues. Nous constatons que le nombre total d’éléments stockés est
bien proportionnel (le coefficient de proportionnalité est environ 35) au nombre d’inconnues (le stencil étant
borné indépendamment du nombre de niveaux).
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(a) en fonction du temps (b) en fonction du nombre total d’inconnues

F1G. IX.12 — Nombre d’éléments stockés dans les matrices

Nous présentons ensuite les statistiques de résolution des différentes étapes en fonction du temps. La figure
IX.13 récapitule les itérations nécessaires dans chacune des étapes pour satisfaire les critéeres de convergence.
La figure IX.13a rapporte le nombre d’itérations dans la méthode de Newton. Comme dans le paragraphe
“résolution de Cahn-Hilliard” de cette section, nous constatons que ce nombre est treés faible en général mais
que deux pics apparaissent au moment de la traversée de 'interface par la bulle et de la rupture du film de
fluide entrainé (le pic observé en fin de calcul est sans signification puisque la bulle a alors quitté le domaine de
calcul). Les figures IX.13b-IX.13f montrent le nombre d’itérations effectuées par les différents solveurs linéaires.
Nous constatons que, pour I’ensemble des résolutions, le nombre d’itérations reste faible.
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(a) Résolution du systéeme Cahn-Hilliard — Nombre d’itérations
du solveur non linéaire (méthode de Newton) en fonction du
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(c) Résolution du systéme Navier-Stokes — Nombre d’itérations
du solveur linéaire (CG) de ’étape de prédiction de pression en
fonction du temps
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(e) Résolution du systéme Navier-Stokes — Nombre d’itérations
du solveur linéaire (CG) de I'étape de calcul de I'incrément de
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(b) Résolution du systéme Cahn-Hilliard — Nombre d’itérations
moyen (pour chaque résolution non linéaire) du solveur linéaire
(GMRES) en fonction du temps
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(d) Résolution du systéme Navier-Stokes — Nombre d’itérations
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(f) Résolution du systéme Navier-Stokes — Nombre d’itérations
du solveur linéaire (CG) de I’étape de correction de vitesse en
fonction du temps

Fia. IX.13 — Statistiques de résolution des systeémes de Cahn-Hilliard et Navier-Stokes



248 Chapitre IX. Etude de configurations triphasiques

Enfin, nous terminons cette section par quelques statistiques concernant 'utilisation de la mémoire et sur la
répartition des inconnues entre les différents processus dans le cas d’utilisation des fonctionnalités de parallélisme.

La figure IX.14 présente la mémoire consommée en fonction du temps (figure IX.14a), en fonction du nombre
total d’inconnues (figure IX.14b), et en fonction du nombre total de cellules créées (figure IX.14c). La taille
mémoire affichée ici est obtenue en fin de pas de temps (apres libération de la mémoire occupée par I'ensemble
des matrices) par lecture dans le fichier /proc/pid/status le champ VmSize (correspondant & la mémoire virtuelle
occupée par le programme). Il faut étre prudent dans I'interprétation de ces courbes car la gestion de la mémoire
par le systéme n’est pas toujours intuitive notamment en ce qui concerne les libérations de I'espace qui ne sont
pas toujours visibles, le systeme gardant a disposition la place correspondante tant qu'un autre programme n’en
fait pas la demande. Néanmoins, on constate qu’au début du calcul, la mémoire augmente (de maniére non
négligeable) alors que le nombre d’inconnues reste fixe. Cette augmentation de presque 500 Mo ne semble alors
concerner que I’évolution des structures de données PELICANS nécessaires au fonctionnement du raffinement
local.
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F1a. IX.14 — Utilisation de la mémoire (en Mo)

La figure IX.15 montre la répartition des cellules actives entre les différents processus lors du fonctionnement
du calcul en paralléle dans le cas d’un partage entre deux processus et quatre processus.

Rappelons que la répartition est effectuée a I'instant initial par 'utilisateur et qu’ensuite chacun des processus
gere le raffinement local de la partie qui lui est attachée.

Dans le cas d'un partage entre deux processus, la répartition est effectuée a l'instant initial suivant ’axe
des ordonnées. Nous observons sur la figure IX.15a que cette répartition reste équilibrée tout au long de la
simulation puisque 1’écoulement (et donc par suite le raffinement local) est symétrique par rapport a cet axe.
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Par contre, lorsque la répartion est effectuée sur quatre processus le long cette fois des axes des abscisses
et des ordonnées, la répartition devient inégale au cours du temps : en début de calcul ce sont les processus 0
et 1 chargés des parties basses du domaine qui gerent le plus grand nombre de cellules actives, alors qu’en fin
de calcul lorsque la bulle entre dans les parties hautes du domaine, gérées par les processus 3 et 4, la tendance
s’inverse.
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(a) deux processus (b) quatre processus

Fia. IX.15 — Répartition du nombre de cellules actives entre les processus en fonction du temps

La table IX.2 donne les temps de calculs observés pour cette simulation effectuée sur 1 processus, 2 processus
et 4 processus. Les temps de calcul comprennent les temps d’attente des processus (lorsque des synchronisations
sont nécessaires par exemple). Nous constatons que les temps de calculs sont bien réduits grace a 1'utilisation
du parallélisme, ils ne sont cependant pas divisés par deux lorsque ’on multiplie le nombre de processus par
deux. Ceci s’explique par le mauvais équilibrage de la charge de travail entre les différents processus en cas de
raffinement local. Il faut également noter que, dans la préparation des algorithmes multigrilles, la reconstruction
des opérateurs sur chacun des niveaux se fait par le calcul de produits de matrices. Ces opérations nécessitent
de nombreuses communications entre les processus. Il serait plus efficace d’assembler directement ces opérateurs
sur chacun des niveaux puisque ceci nécessite trés peu de communication.

| || Adaptation | Initialisation | Cahn-Hilliard | Navier-Stokes | Total |

1 processus 2h24 1h27 14h47 4h 22h4b
2 processus 1h29 54mn 13h47 2h31 18h45
4 processus 1h15 48mn 10h33 1h46 14h27

TaB. IX.2 — Temps de calcul
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IX.2 Calcul tridimensionnel

Nous présentons dans cette section la simulation d'une bulle tridimensionnelle traversant une interface
liquide-liquide. La configuration initiale est indiquée dans la figure IX.16 et les parametres physiques rapportés
dans la table IX.3. Les conditions aux bords sont de type glissement sur tous les bords du domaine.

4R
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F1c. IX.16 — Configuration initiale
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TaB. IX.3 — Parametres physiques et numériques

Le domaine de calcul est | — 1.6e — 3;1.6e — 3[x] — 1.6e — 3;1.6e — 3[x]0; 6.4e — 3[. Initialement, la bulle
est sphérique, son rayon est R = 8 x 1073 et son centre est placé au point (0,0,0.0136). Le maillage initial
(structuré) est formé de 4 x 4 x 8 cellules cubiques. Le nombre de niveaux de raffinement est limité a 4. Nous
utilisons le schéma SImpl(m,0.5) et la méthode de projection décrite dans le probléme VIL.8. Nous utilisons
le préconditionneur ILUO pour tous les systémes linéaires sauf pour le calcul de 'incrément de pression pour
lequel nous utilisons le préconditionneur multigrille (I1.13) (toutes les sous-grilles disponibles sont utilisées et le
nombre de pré et post lissages est fixé a 2).

La figure IX.17 présente le résultat obtenu en proposant trois vues différentes : une vue en coupe des
parameétres d’ordre accompagnée du maillage ; les deux autres vues montrent les lignes de niveau (¢; = 0.5) des
parametres d’ordre, une vue de dessus au milieu et une vue de dessous en bas.
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t=20 t = 0.06 t=0.09 t=0.12 t=0.17 t=0.22

F1a. IX.17 — Exemple de montée de bulle 3D triphasiques, parametres d’ordre : vue en coupes (en haut), vue
de dessus (au milieu), vue de dessous (en bas)

Le nombre d’inconnues maximal pour un champ scalaire Q; est ici de 116 810. Le raffinement local per-
met d’apporter un gain important puisque une simulation sur un maillage globalement raffiné de résolution
équivalente dans l'interface aurait comporté 545 052 inconnues.

La charge de travail a été partagée entre 32 processus chacun gérant initialement 4 cellules grossiéres et le
temps d’exécution observé (i.e. le temps écoulé pour obtenir les sauvegardes) a été de 4 jours et 8 heures (ce
qui correspond en moyenne & environ 25 minutes par itétation en temps). Ici encore, le temps de calcul n’est
donné qu’a titre indicatif puisqu’il dépend bien stir de la machine utilisée et de I’encombrement du réseau.
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Conclusions et perspectives

Nous avons abordé dans ce manuscrit différents aspects de la simulation d’écoulements incompressibles
triphasiques a l'aide d’'un modele a interfaces diffuses.

Modele triphasique de type Cahn-Hilliard /Navier-Stokes

Le modéle de type Cahn-Hilliard /Navier-Stokes triphasique (introduit dans la thése de C. Lapuerta [Lap06))
que nous avons étudié dans ce manuscrit comporte différents parametres “non-objectifs” : I’épaisseur d’inter-
face e, la mobilité My, et la forme des termes d’ordre élévé A(c)cic3c3 du potentiel F de Cahn-Hilliard.

> L’épaisseur d’'interface € a peu d’influence sur les résultats obtenus, de maniére assez intuitive son influence
se ressent surtout sur les instants de coalescence ou de rupture.

> La mobilité My est sans aucun doute le parametre du modele le plus délicat a fixer. Nous avons proposé
une étude de son influence sur un cas test diphasique issu du benchmark [HTKT09]. Lorsque le coefficient de
mobilité a une valeur trop importante, la forme de bulle observée n’est pas correcte (la bulle se déforme peu,
elle conserve une forme circulaire). Lorsque sa valeur est trop faible, le profil de I'interface n’est pas maintenu
a une épaisseur fixe. En revanche, il apparait une plage de valeurs de la mobilité ou les résultats obtenus sont
qualitativement et quantitativement treés proches et en correspondance avec ceux obtenus par les participants
au benchmark. Ces observations sont a confirmer sur des cas tests ol les déformations des interfaces sont plus
importantes (méme si le travail est alors plus délicat parce que nous ne disposons plus de solution de référence
pour valider les résultats). Dans ces cas, il peut étre utile de faire varier la mobilité en fonction de la valeur de
la norme de la vitesse en chaque point du domaine.

> Concernant la forme des termes d’ordre élevé A(c)c?c3c3 du potentiel de Cahn-Hilliard, nous avons proposé
une expression qui permet de réduire I'influence de ce terme tout en maintenant les propriétés mathématiques
du modele. Ce travail en collaboration avec R. Bonhomme est encore en cours. Les premiers résultats obtenus
sur des tests académiques sont encourageants. Il reste a effectuer un travail sur la discrétisation en temps de ces
termes (des difficultés de convergence dans la méthode de Newton apparaissent parfois) et surtout un travail de
comparaison des résultats obtenus avec ceux d’expérimentations pour confirmer que cette approche convient.

Raffinement local adaptatif pour des éléments finis conformes de type Lagrange

Nous avons mis au point et développé dans la plateforme PELICANS une méthode de raffinement local
adaptatif pour des éléments finis conformes de type Lagrange. Au vu des fortes variations des parametres
d’ordre ¢;, celle-ci permet d’apporter un gain conséquent sur le nombre de degrés de liberté nécessaires pour
effectuer une simulation.

> Un point que nous n’avons pas abordé est d’envisager des algorithmes d’assemblage plus efficaces tenant
compte du fait que, a chaque pas de temps, la procédure d’adaptation modifie peu les espaces d’approxima-
tion. Il est stirement envisageable de ne pas recalculer ’ensemble des coefficients assemblés et ainsi gagner en
performance.

> Par ailleurs, un probléeme important dans I’exécution du raffinement local en paralléle est la répartition
de la charge de travail entre les processus. Celle-ci est aujourd’hui effectuée par un partitionnement du maillage



254 Conclusions et perspectives

initial. Ce partitionnement est figé pour toute la durée du calcul et en conséquence la charge de travail peut se
déséquilibrer si plus d’étapes de raffinement sont effectuées dans une partie du domaine affectée a un processus
que dans celles affectées aux autres. Il pourrait étre envisageable de redistribuer la charge de travail en cours
de simulation, en fonction de I’évolution de I’écoulement.

Préconditionnement multigrille

Nous avons écrit un algorithme qui permet a partir d’'un espace d’approximation multiniveau de reconstruire
une hiérarchie d’espaces pouvant étre utilisée pour la construction de préconditionneurs multigrilles. Cette
méthode permet de réduire considérablement le nombre d’itérations dans la résolution des systemes linéaires
(sous itérations dans le solveur de Newton pour la résolution du systéme de Cahn-Hilliard ou calcul de 'incrément
de pression dans la méthode de projection incrémentale).

> La structure du module multigrille dans la librairie PELICANS permet aujourd’hui d’implémenter d’autres
lisseurs a moindre frais. Par exemple, il pourrait étre envisageable d’utiliser pour 1’équation de Cahn-Hilliard
un lisseur par blocs tenant compte du fait que le systéme couple plusieurs inconnues.

> Cependant, avec I'implémentation actuelle, le multigrille n’a pas fait ses preuves en ce qui concerne
les temps de calcul. Cette méthode a en effet des cotits de calcul cachés : reconstruction de la hiérarchie mais
surtout calcul des opérateurs approchés sur chacun des sous-niveaux. Dans I'implémentation actuelle, ces calculs
sont effectués a l'aide de produits matrice-matrice, ceci est particulierement cotiteux (surtout en parallele). De
nombreux développements pourraient étre envisagés :
— une premiere possibilité est d’assembler directement les opérateurs approchés sur les différents niveaux,
— il est également envisageable de conserver des informations d’un pas de temps a 'autre. Les sous-niveaux
changent siirement tres peu et il doit étre possible de faire un calcul incrémental des opérateurs,
— une autre stratégie possible est de ne jamais construire les opérateurs approchés en implémentant seulement
leur action sur des vecteurs. Ceci peut alors étre effectué par des transferts de vecteurs entre les différents
niveaux et des produits matrice-vecteur sur le niveau le plus fin.

Discrétisation en espace du systéme de Cahn-Hilliard /Navier-Stokes

Il pourrait étre utile de s’interésser a d’autres types de discrétisation en espace afin de mieux équilibrer
Pordre d’approximation de la vitesse et celui des parametres d’ordre. Les choix effectués actuellement reposent
sur les deux arguments suivants :

— la conservation du volume ou le fait que la somme des parametres d’ordre reste égale a 1 repose sur

Iégalité :

/ ' tdiv (u™) dz = 0.
Q

Autrement dit, il faut que la vitesse soit a divergence nulle contre les parametres d’ordre. Par conséquent,
ceux-ci doivent appartenir a l’espace d’approximation de la pression. Cette condition n’est plus strictement
nécessaire avec le schéma inconditionnellement stable proposé dans le chapitre VI.

— ’équilibrage entre le terme de pression et celui de force capillaire (lié au probleme des courants parasites)
est vrai seulement si, encore une fois, les parametres d’ordre appartiennent a l’espace d’approximation
de la pression. Des techniques du type de celles présentées dans D'article [GLBB97] pourraient réduire
I'importance de ce probléme lorsque les espaces d’approximation des parametres d’ordre et de la pression
sont différents.

> La possibilité d’utiliser des éléments finis Q2 (ou P2) pour approcher les parameétres d’ordre et les potentiels
chimiques tout en conservant une approximation P; pour la pression est donc maintenant envisageable. Ceci
pourrait mener a considérer des maillages plus grossiers et ainsi obtenir un cotit de résolution du systeme de
Navier-Stokes moins important.

> A contrario, il pourrait étre également possible de réduire 'ordre d’approximation du couple vitesse/pres-
sion en considérant des éléments finis de degré moins élevé (par exemple Q2is0Q; ou PaisolPy), ou des techniques
du type volumes finis.

Discrétisation en temps du systéme de Cahn-Hilliard /Navier-Stokes

> La discrétisation semi-implicite des termes non linéaires du systeme de Cahn-Hilliard semble étre un bon
compromis entre stabilité et précision. Ce schéma est, dans les cas trois phases, moins précis que le schéma
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implicite, mais son utilisation permet de réduire les difficultés de convergence observées dans la méthode de
Newton et méne & des systémes linéaires (sous-itérations de la méthode de Newton) plus faciles a résoudre &
laide de solveurs itératifs (dont 1'utilisation est nécessaire en trois dimensions).

> La discrétisation du systéme couplé Cahn-Hilliard/Navier-Stokes inconditionnellement stable proposée
dans le chapitre VI permet d’obtenir les propriétés théoriques que nous souhaitons voir vérifier par les solutions
discretes tout en préservant la possibilité de résoudre les problémes de Cahn-Hilliard et Navier-Stokes discrets
de maniere découplée. Neanmoins, ce schéma reste a tester numériquement. Par ailleurs, d'un point de vue
théorique, une perspective intéressante est I’étude de convergence du schéma dans le cas non homogene.

Perspectives plus générales
Enfin, nous terminons par donner quelques perpectives plus larges.

> La validation de l'approche présentée ici par la comparaison aux expériences ou aux résultats obtenus
avec d’autres codes de calcul reste a faire dans le cas triphasique. A ce sujet, nous mentionnons la these de
R. Bonhomme qui est en cours et dans laquelle des expérimentations de bulles de gaz traversant une interface
liquide-liquide sont réalisées.

> L’extension du principe de consistance (idée directrice de Pobtention du modeéle triphasique) au cas
d’écoulement a quatre phases est encore une question ouverte. De méme que la pertinence physique de la
condition sur les XJ; : X129 + Y123 4 2oXg > 0.
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Raffinement local adaptatif et méthodes multiniveaux pour la simulation
d’écoulements multiphasiques.

Résumé : Ce manuscrit de these décrit certains aspects numériques et mathématiques liés a la simulation
d’écoulements incompressibles triphasiques a I’aide d’un modele a interfaces diffuses de type Cahn-Hilliard (les
interfaces sont représentées par des zones d’épaisseur faible mais non nulle) couplé aux équations de Navier-
Stokes. La discrétisation en espace est effectuée par approximation variationnelle de Galerkin et la méthode des
éléments finis. La présence d’échelles trés différentes dans le systeéme (les épaisseurs d’interfaces étant trés petites
devant les tailles caractéristiques du domaine) suggere I'utilisation d’une méthode de raffinement local adaptatif.
La procédure que nous avons mise en place, permet de prendre en compte implicitement les non conformités des
maillages générés, pour produire in fine des espaces d’approximation éléments finis conformes. Le principe est
de raffiner en premier lieu les fonctions de base plutot que le maillage. Le raffinement d’une fonction de base est
rendu possible par I'existence conceptuelle d'une suite emboitée de grilles uniformément raffinées, desquelles sont
déduites des relations “parents-enfants” reliant les fonctions de bases de deux niveaux successifs de raffinement.
Nous montrons, en outre, comment exploiter cette méthode pour construire des préconditionneurs multigrilles.
A partir d’un espace d’approximation éléments finis composite (contenant plusieurs niveaux de raffinement),
il est en effet possible par “coarsening” de reconstruire une suite d’espaces emboités auxiliaires, permettant
ainsi d’entrer dans le cadre abstrait multigrille. Concernant la discrétisation en temps, notre étude a commencé
par celle du systeme de Cahn-Hilliard. Pour remedier aux problémes de convergence de la méthode de Newton
utilisée pour résoudre ce systéme (non linéaire), un schéma semi-implicite a été proposé. Il permet de garantir
la décroissance de I’énergie libre discrete assurant ainsi la stabilité du schéma. Nous montrons ’existence et la
convergence des solutions discrétes vers une solution faible du systeme. Nous poursuivons ensuite cette étude
en donnant une discrétisation en temps inconditionnellement stable du modele complet Cahn-Hilliard /Navier-
Stokes. Un point important est que cette discrétisation ne couple pas fortement les systémes de Cahn-Hilliard et
Navier-Stokes, autorisant une résolution découplée des deux systemes dans chaque pas de temps. Nous montrons
Pexistence des solutions discretes et, dans le cas ol les trois fluides ont la méme densité, nous montrons leur
convergence vers des solutions faibles. Nous étudions, pour terminer cette partie, diverses problématiques liées
a l'utilisation de la méthode de projection incrémentale. Enfin, la derniére partie présente plusieurs exemples
de simulations numériques, diphasiques et triphasiques, en deux et trois dimensions.

Mots-clés : Eléments finis. Raffinement local adaptatif. Préconditionneurs multigrilles. Modele de Cahn-
Hilliard /Navier-Stokes. Schémas numériques. Estimations d’énergie.

Abstract : This manuscript describes some numerical and mathematical aspects of incompressible multiphase
flows simulations with a diffuse interface Cahn-Hillliard /Navier-Stokes model (interfaces have a small but a po-
sitive thickness). The space discretisation is performed thanks to a Galerkin formulation and the finite elements
method. The presence of different scales in the system (interfaces have a very small thickness compared to the
characteristic lengths of the domain) suggests the use of a local adaptive refinement method. The algorithm, that
we introduced, allows to implicitly handle the non conformities of the generated meshes to produce conformal
finite elements approximation spaces. It consists in refining basis functions instead of cells. The refinement of a
basis function is made possible by the conceptual existence of a nested sequence of uniformly refined grids from
which “parent-child” relationships are deduced, linking the basis functions of two consecutive refinement levels.
Moreover, we show how this method can be exploited to build multigrid preconditioners. From a composite
finite elements approximation space, it is indeed possible to rebuild, by “coarsening”, a sequence of auxiliairy
nested spaces which allows to enter in the abstract multigrid framework. Concerning the time discretization, we
begin by the study of the Cahn-Hilliard system. A semi-implicit scheme is proposed to remedy to convergence
failures of the Newton method used to solve this (non linear) system. It guarantees the decrease of the dis-
crete free energy ensuring the stability of the scheme. We show existence and convergence of discrete solutions
towards the weak solution of the system. We then continue this study by providing an inconditionnaly stable
time discretization of the complete Cahn-Hilliard/Navier-Stokes model. An important point is that this discre-
tization does not strongly couple the Cahn-Hilliard and Navier-Stokes systems allowing to independently solve
the two systems in each time step. We show the existence of discrete solutions and, in the case where the three
fluids have the same densities, we show their convergence towards weak solutions. We study, to finish this part,
different issues linked to the use of the incremental projection method. Finally, the last part presents several
examples of numerical simulations, diphasic and triphasic, in two and three dimensions.

Keywords : Finite elements. Adaptive local refinement. Multigrid Cahn-Hilliard /Navier-Stokes
model. Numerical schemes. Energy estimates.

AMS Classification : 35K55, 65M60, 65M12, 76 T30, 65M50, 65M55
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