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Introduction

Les familles d’ensembles sont des objets fondamentaux des mathématiques discretes, et
plus précisément de la combinatoire. Elles sont aussi tres étudiées dans d’autres domaines
tels qu’en algorithmique, géométrie discrete, optimisation combinatoire, théorie des graphes,
ou encore en apprentissage. Dans ce dernier domaine, ces familles sont appelées classes
de concepts. La notion de VC-dimension, introduite par VAPNIK et CHERVONENKIS [93] en
apprentissage, peut étre vue comme la dimension combinatoire d'une famille d’ensembles.
Il est parfois utile de voir une famille d’ensembles comme un sous-graphe d’hypercube,
appelé graphe de 1-inclusion [49, 50]. Une classe fondamentale de ces graphes est constituée
des graphes de 1-inclusion préservant les distances de I'hypercube. Ces derniers et leurs
sous-classes jouent un role important dans la théorie métrique des graphes dans laquelle ils
sont appelés cubes partiels. Dans cette theése, nous étudions des classes de cubes partiels de
VC-dimension bornée, notamment nous nous intéressons a des questions de mineurs, de
complétion et de compression.

Bien que la classe des cubes partiels puisse sembler plutot restreinte, ils contiennent
beaucoup de classes de graphes issues de différents domaines de recherche. Pour donner un
exemple intuitif, considérons un arrangement d’hyperplans dans R? et son graphe de régions
comme illustré dans la figure 1.

(=—+--+) °
++-=+ (—+—++)

FIGURE 1. — Un arrangement d’hyperplans de R? et son graphe de régions.

Alors, chaque région (ou sommet de ce graphe) peut étre encodée par un vecteur binaire
que nous représentons par un {—, +}-vecteur. Le vecteur associé a une région correspond
alors a sa position par rapport aux hyperplans, chaque hyperplan ayant un coté positif ("+")

nn

et un coté négatif ("-"). La distance entre deux sommets est le nombre d’hyperplans séparant
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les deux régions. Celle-ci coincide avec la distance de Hamming entre les {—, +}-vecteurs
correspondant a ces régions. Cette observation est vraie quelle que soit la dimension et est
due a DELIGNE [33, Proposition 1.3] dans un papier de 1972.

En toute généralité, les cubes partiels ont été caractérisés a la méme périodé (1973) par
DjokoViC [36] via la convexité de leurs demi-espaces. En particulier, DJOKOVIC définit des
classes de parallélisme sur les arétes, dites ©-classes. Deux arétes appartiennentalda méme
©-classe si leurs extrémités différent sur la méme coordonnée. Sachant qué les cubes partiels
sont des sous-graphes isométriques d’hypercubes, les arétes d'une classe de parallélisme sont
exactement les arétes correspondant a une dimension de '’hypercube. Sur [afigure 1, chaque
aréte peut étre associée a un hyperplan, et nous représentons lesi®+elassesidu cube partiel
par des couleurs différentes. Un demi-espace de R? correspond a umdes deux cotés d’'un
hyperplan donné. Le sous-graphe induit par les sommets d'un méme cotéd'un hyperplan, i.e.,
qui sont étiquetés par la méme valeur sur la coordonnée associée a cethyperplan, est appelé
un demi-espace du cube partiel. De plus, pour un hyperplan fixé, neus pouvons considérer
le sous-graphe induit par les extrémités de ses arétes restreintia un des deux demi-espaces
de cet hyperplan, et le sous-graphe contenant I’ensemble des cellules qu’il traverse. De tels
sous-graphes sont respectivement appelés hyperplan et carriered Ges notions de demi-espace,
hyperplan, et carriére sont naturellement généralisables atout cube partiel.

Une caractérisation récursive des cubes partiels via les expansions isométriques a été
donnée par CHEPOI [25] et un algorithme de regonnaissance des cubes partiels en temps
O(n?) a été proposé par EPPSTEIN [41]. Less6us-classes des cubes partiels ont, par la suite,
été étudiées par de nombreux auteurs et sont présentees de facon approfondie dans I'article
de synthese [9] et dans les livres [35, 47, 75]. Une partie des caractérisations des sous-classes
des cubes partiels utilise la notion de pc-mineurune notion de mineurs adaptée aux cubes
partiels. Ceux-ci peuvent étre obtenus en gontractant les arétes d'une méme ©-classe ou
en considérant un demi-espace. Cet outilfondamental a été introduit et étudié par CHEPO],
KNAUER et MARC [28], mais avait d€ja été utilisé de facon implicite dans [24, 26]. Les cubes
partiels contiennent de nombreuses classes de graphes importantes. Par exemple, les graphes
de topes des matroides orientés (une généralisation majeure des graphes de régions des
arrangements d’hyperplans) sefit des cubes partiels. D’autres classes importantes (avec des
application en théorie géométrique des groupes, en apprentissage et en combinatoire) sont
les graphes médians et les graphes amples. Finalement, une classe plus générale de cubes
partiels est celle des graphéside topes des complexes de matroides orientés, une généralisa-
tion commune de ces trois classes. Dans cette thése, nous nous intéressons particulierement
a ces classes de cubes‘partiels.

Les cubes partiels amples correspondent aux graphes de 1-inclusion des familles d’en-
sembles amples{[10, 64]. Une inégalité importante en combinatoire, appelée lemme du
Sandwich, établit que la taille d'une famille d’ensembles est comprise entre le nombre d’en-
sembles pulyérisés et lenombre d’ensembles strictement pulvérisés par cette famille. Les
familles amples correspondent alors aux familles atteignant la borne supérieure dans le
lemmeé dunSandwich [10, 19, 64, 94]. Cependant, les familles amples ont été introduites
dans un contexte géométrique par LAWRENCE [64] lors de ces travaux sur les ensembles
convexes intersectant certains orthants de R? et évitant les autres. LAWRENCE les appelle
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alors “lopsided”. Les familles amples ont par la suite été redécouvertes indépendamment
par d’autres auteurs ol elles ont recu différents noms. En particulier, BANDELT et al. [10]
les ont appelées ‘amples” et ont remarqué I'équivalence avec les familles “lopsided”. Dis-
posant de propriétés structurelles tres fortes, les cubes partiels amples et leur complexes
cubiques ont de nombreuses caractérisations combinatoires, métriques, et géométriques. En
particulier, les cubes partiels amples capturent divers objets tels que les familles maximums
et les antimatroides [40]. Ils contiennent aussi la classe des graphes médians qui est sans
doute la classe la plus étudiée en théorie métrique des graphes. Généralisation des arbres
et des hypercubes, les graphes médians apparaissent notamment en théorie géométrique
des groupes (en tant que 1-squelettes des complexes cubiques CAT(0) [27]) ou en théorie de
la concurrence (en tant que domaines des structures d’événements [14]), et possedent de
nombreuses caractérisations [9, 57].

Les familles d’ensembles sont aussi tres présentes dans le domaine de la théorie des
matroides orientés. Ces derniers sont présentés de maniere détaillée dans le livre [17]. Les ma-
troides orientés ont été introduits par BLAND et LAS VERGNAS [18] et FOLKMAN et LAWRENCE
[43] dans les années 1970 pour ajouter la notion d’orientation a I’abstraction des matroides.
Les matroides orientés possedent une notion de dualité forte et sont caractérisés par de nom-
breuses axiomatiques. Notamment, un matroide orienté peut étre défini par un ensemble
de cocircuits, ou de covecteurs vérifiant plusieurs axiomes. Il peut aussi étre déterminé par
ses covecteurs maximausx, appelés fopes, ou par le graphe de 1-inclusion de ses topes, ap-
pelé graphe de topes [13]. Une sous-classe trés importante des matroides orientés est celle
correspondant aux {—, 0, +}-vecteurs des régions des arrangements d hyperplans centraux.
Les topes et le graphe de topes du matroide orienté associés a un tel arrangement corres-
pondent respectivement aux régions encodée par un {—, +}-vecteur, et au graphe de ces
régions. Initialement introduit pour étudier ces arrangements, il se trouve que les différentes
axiomatiques des matroides orientés englobent plus d’objets puisque FOLKMAN et LAWRENCE
[43] ont montré une correspondance exacte entre les matroides orientés et les arrangements
de pseudo-sphéres. Les graphes de topes de matroides orientés forment une sous-classe riche
des cubes partiels [17]. Encore trés étudiés de nos jours, ils ont récemment été généralisés
par BANDELT, CHEPOI et KNAUER [13]. En effet, les complexes de matroides orientés ont été
introduits et étudiés par ces auteurs comme une généralisation des matroides orientés et des
familles d’ensembles amples. Notamment, ils sont définis par une axiomatique tres proche
de celle des matroides orientés. Plus précisément, leur différence réside dans I’assouplisse-
ment d'un axiome de symétrie de la définition des matroides orientés. Les graphes de topes
des complexes de matroides orientés peuvent étre vus comme des collages particuliers des
graphes de topes des matroides orientés. De plus, les graphes de topes des complexes de
matroides orientés sont des cubes partiels [13, 62].

Les familles d’ensembles (en tant que classes des concepts) jouent aussi un role tres im-
portant dans le modéle de VALIANT [91] de 'apprentissage PAC. Le résultat principal de cette
théorie est le théoreme de VAPNIK et CHERVONENKIS [93] datant de 1972 et liant la complexité
de I'apprentissage a la VC-dimension de la classe de concepts. Un autre lien entre I’apprentis-
sage PAC et la VC-dimension est di a la notion de schéma de compression, introduite par
LITTLESTONE et WARMUTH [65] en 1986. De maniere informelle, certains problemes d’ap-
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prentissage nécessitent des échantillons de concepts pour apprendre. Lors de la compression,
chaque échantillon est compressé en un bien plus petit sous-ensemble. Lors de la reconstruc-
tion, ce sous-ensemble permet néanmoins de retrouver un sous-ensemble compatible avec
I’échantillon entier (dans les schémas de compression dits propres, le sous-ensemble doit
étre un concept). Lune des plus ancienne conjecture en théorie de 'apprentissage, posée par
FLOYD et WARMUTH [42], consiste a déterminer si toute classe de concepts admet un schéma
de compression ol1 chaque échantillon est compressé en un sous-ensemble de taille linéaire
en sa VC-dimension. MORAN et YEHUDAYOFF [69] ont montré que toute famille d’ensembles
de VC-dimension d admet un schéma de compression étiqueté de taille 2°”, De nombreux
auteurs se sont penchés sur I'étude des schémas de compression montrant de meilleures
bornes dans le cas ol1 nous nous restreignons a certaines familles d’ensembles.

Aussi surprenant que cela puisse paraitre, les classes des cubes partiels s’averent tres
intéressantes dans ce contexte et font 'objet de divers travaux. En particulier, MORAN et
WARMUTH [68] ont établi que toute famille ample admet un schéma de compression de taille
sa VC-dimension. RUBINSTEIN, RUBINSTEIN et BARTLETT [86] ont suggéré une approche pour
obtenir des schémas de compression. Celle-ci consiste a étendre des classes de concepts
vers des classes de concepts admettant des schémas de compression, sans augmenter la
VC-dimension ou en s’autorisant une augmentation linéaire en la VC-dimension. En effet, en
utilisant le résultat de MORAN et WARMUTH [68], la conjecture serait résolue si toute famille
d’ensembles de VC-dimension d pouvait étre étendue a une famille ample de VC-dimension
o(d).

Résultats

Dans cette theése, nous nous intéressons a la structure et a la caractérisation des classes
de cubes partiels admettant un faible nombre de pc-mineurs exclus, aux problémes de
complétions des cubes partiels en cubes partiels amples sans augmenter la VC-dimension, et
aux schémas de compression.

Dans le chapitre 3, nous présentons quelques résultats sur la VC-dimension des cubes
partiels, utilisés par la suite dans les chapitres 4, 5, et 6. Nous présentons des caractérisations
des cubes partiels de VC-dimension donnée par pc-mineurs, par hyperplans, et par expansion
isométrique. Nous nous intéressons aussi tout particulierement a la VC-dimension des
graphes de topes des complexes de matroides orientés qui a un lien étroit avec la notion de
rang de leurs cellules (qui sont toutes des matroides orientés).

Les résultats présentés dans le chapitre 4 fournissent des caractérisations de la classe
des cubes partiels ne contenant pas le cube 3-dimensionnel Q3 comme pc-mineur. Cette
classe correspond exactement aux cubes partiels de VC-dimension < 2. Dans le chapitre
4, nous montrons que les cubes partiels de VC-dimension < 2 possédent une structure
cellulaire particuliere. Celle-ci nous permet ensuite d’obtenir plusieurs caractérisations plus
fines par rapport a des sous-graphes particuliers (hyperplans et carrieres) et par opération
(amalgames et expansions). De plus, nous montrons que ces graphes peuvent étre complétés
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en cube partiel ample de méme VC-dimension. Nous en déduisons qu’ils admettent des
schémas de compression de taille leur VC-dimension. Lensemble des caractérisations des
cubes partiels de VC-dimension < 2 sont données dans le théoreme 8. Récemment, CHEPOI,
KNAUER et MARC [28] ont caractérisé de fagon détaillée les cubes partiels n’ayant pas Q; (cube
3-dimensionnel moins un sommet) comme pc-mineur. Bien que la classe qui nous intéresse
soit définie par un pc-mineur trés proche de Q3 les deux classes sont tres différentes.

Dans le chapitre 5, nous nous intéressons a la complétion des cubes partiels en cubes
partiels amples. Nous montrons que les graphes de topes des matroides orientés et des com-
plexes de matroides orientés uniformes peuvent étre complétés en cubes partiels amples de
meéme VC-dimension. Du point de vu géométrique, ce résultat peut étre vu comme la cubula-
tion du complexe cellulaire associé a un matroide orienté ou a un complexe de matroides
orientés uniformes (pour les zonotopes avec des faces cubiques ce type de cubulations a
été obtenu par SHEPHARD [90]). Associées au résultat de MORAN et WARMUTH [68], nos
résultats de complétion permettent aussi d’obtenir des schémas de compression de taille
leur VC-dimension. Comme les cubes partiels de VC-dimension < 2, les graphes de topes des
matroides orientés et des complexes de matroides orientés uniformes vérifient la conjecture
de FLOYD et WARMUTH [42]. Cependant, la complétion en cubes partiels amples des graphes
de topes des complexes de matroides orientés est toujours ouverte.

Dans le chapitre 6, nous montrons que les classes des concepts issues des topes des
complexes de matroides orientés vérifient la forme forte de la conjecture de compression de
FLOYD et WARMUTH [42]. Plus précisément, pour ces classes de concepts, nous décrivons
un schéma de compression étiqueté propre de taille leur VC-dimension. Ce schéma de
compression généralise le schéma de compression pour les classes amples de MORAN et
WARMUTH [68] (mais il est techniquement beaucoup plus complexe).

Dans le chapitre 7, nous donnons les ensembles des pc-mineurs minimaux exclus et des
sous-graphe isométriques minimaux interdits pour les cubes partiels plongeables isométri-
quement dans la grille Z? et dans les cylindres larges (produits d'un cycle de longueur paire
> 4 par un chemin). Ces caractérisations font suite aux travaux de BANDELT et CHEPOI [7, 8]
ot1 ils démontrent un résultat de compacité pour les espaces métriques plongeables dans R?,
et dans Z?, munis de la métrique ¢;.

Structure du document

Cette these est composée de sept chapitres. Le premier chapitre permet de présenter
les notions de bases et les résultats connus de la théorie des graphes, de I'apprentissage
et de la théorie des matroides orientés. Le deuxieme chapitre est dédié aux cubes partiels
et nous présentons de facon détailler les sous-classes des cubes partiels que nous avons
évoqué dans l'introduction. Dans le troisieme chapitre, nous donnons des caractérisations
des cubes partiels de VC-dimension bornée et mettons en lien la notion de VC-dimension et
de rang dans les graphes de topes des complexes de matroides orientés et ses sous-classes.
Le quatrieme chapitre se concentre aux cubes partiels de VC-dimension au plus 2. Dans
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le cinquieme chapitre, nous nous intéressons aux complétions des graphes de topes des
matroides orientés et des complexes de matroides orientés uniformes en cubes partiels
amples. Dans le sixieme chapitre, nous établissons un schéma de compression étiqueté
propre pour les complexes de matroides orientés. Le septieme chapitre se focalise sur les
caractérisations des cubes partiels plongeables isométriquement dans la grille Z2 et dans
les cylindres larges par sous-graphes isométriques minimaux interdits et par pc-mineurs
minimaux exclus. Enfin, nous concluons cette théese par des perspectives.
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1. Rappels de théorie des graphes et
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Dans ce chapitre, nous présentons les notions de base et les résultats fondamentaux
des trois domaines de recherche liés a nos travaux. Dans la section 1.1, nous commencons
par rappeler les notions basiques de la théorie des graphes. Ensuite, dans la section 1.2,
nous donnons quelques notions d’apprentissage automatique. Enfin, nous introduisons les
matroides orientés et les complexes de matroides orientés dans la section 1.3.

1.1. Notions de base de théorie des graphes

Un graphe (simple) G = (V, E) est constitué de deux ensembles : un ensemble de sommets
V et un ensemble d’arétes E < V x V. Le graphe G est dit non-orienté si pour tout u,v €
V,(u,v) € E < (v,u) € E. Lorsque pour tout u € V, (u, u) ¢ E, le graphe G est dit sans boucle.
Si le nombre de sommets est fini, alors G est dit fini, sinon G est dit infini. Pour un graphe G
donné, son ensemble de sommets est noté V(G) et son ensemble d’arétes est noté E(G). Dans
cette these nous nous intéressons principalement a des graphes simples finis, non orientés
et sans boucles. Une aréte e = (u, v) est généralement notée uv (ou de maniere équivalente
dans le cas non-orienté vu). Les deux sommets u et v sont appelés les extrémités de cette
aréte. Ces deux extrémités sont dites incidentes a e.
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Soit G = (V, E) un graphe. Deux sommets u et v sont dits adjacents (ou voisins) si (u, v) €
E. Le degré d'un sommet u de G est le nombre d’arétes incidentes a ce sommet dans G.
Autrement dit, le degré de u est exactement le nombre de voisins de # dans G. Deux arétes
distinctes e et f de G sont dites adjacentes si elles ont une extrémité en commun.

Un graphe H = (W, F) est un sous-graphede Gsi W < V et F< En (W x W). Le graphe H
est un sous-graphe induit de G si pour toute paire u, v de sommets de H, u est adjacent a v
dans H si et seulement si u est adjacent a v dans G. Dans ce cas, nous notons H < G et disons
que H est contenudans G.Si W C V ou F C E, alors H est un sous-graphe propre de G.

Un isomorphisme de graphes est une bijection entre les sommets de deux graphes qui
préserve les arétes. Plus précisément, un isomorphisme entre les graphes G = (V,E) et H =
(W, F) est une bijection ¢p: V — W telle que uv € E si et seulement si ¢(u)¢p(v) € F. Si une
telle bijection existe, G et H sont dit isomorphes et nous notons G = H.

1.1.1. Graphes usuels

Nous rappelons ici la définition et la notation de quelques graphes tres classiques. Nous
en donnons des exemples dans la figure 1.1.

Si tous les sommets d'un graphe G sont deux-a-deux adjacents, alors G est dit complet.
Un graphe complet sur n sommets est dénoté K;,. Inversement, un ensemble de sommets
deux-a-deux non adjacents est appelé un stable (ou ensemble indépendant). Un graphe est
dit biparti si nous pouvons partitionner ses sommets en deux stables A et B, i.e., chaque
aréte a une extrémité dans A et 'autre dans B. Il est dit biparti complet, noté K, p, si |Al = a,
|B| = b, et chaque sommet dans A est adjacent a chaque sommet de B.

Un chemin, noté P, est un graphe composé de n sommets distincts {u;,..., u,} dontles
arétes sont U Uy, ..., Uy—1 Up. La longueur d'un chemin correspond a son nombre d’arétes. Un
chemin P,, (de longueur n — 1) est souvent noté par sa séquence naturelle de ses sommets :
ui,..., U,. Les sommets u; et u, sont appelés les extrémités de P,. Ce chemin est aussi appelé
un chemin de uy a uy,, ouun (uy, u,)-chemin. Le graphe composé d’'un chemin P := u,,..., u,
avec n = 3 et d'une aréte u,u, reliant les deux extrémités de P est appelé un cycle. Nous
dénotons parfois un cycle par la séquence cyclique de ses sommets (u;,..., 4;). La longueur
d’un cycle correspond a son nombre d’arétes (ou de sommets). Un cycle de longueur 7 est
appelé un n-cycle et noté C,,.

Un graphe G = (V, E) est dit connexesi Vu, v € V, il existe un (u, v) -chemin dans G allant
de u a v. Un sous-graphe connexe maximal de G est appelé une composante connexe de G.
Un arbre est un graphe connexe et sans cycle. Une feuille d'un arbre est un sommet de degré
1. Une forét est un graphe dont chaque composante connexe est un arbre.

Un hypercube, noté Q,, est un graphe composé de 2" sommets étiquetés par les nombres
binaires de taille n, et deux sommets sont adjacents si leurs étiquettes different sur exacte-
ment une coordonnée. Il est parfois appelé n-cube ou cube n-dimensionnel.

Le graphe obtenu en remplacant chaque aréte de G par un chemin indépendant est appelé
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une subdivision de G. Nous pouvons observer que tous les sommets qui subdivisent une
aréte, i.e., qui sont sur un de ces chemins indépendants, sont de degré 2. Nous pouvons voir
la subdivision d’'un graphe comme le résultat de 'ajout d'un ou plusieurs sommets sur une
ou plusieurs arétes. Une subdivision particuliere est la subdivision entiére (ou subdivision
barycentrique) qui subdivise exactement une fois toutes les arétes du graphe. Une telle
subdivision donne toujours un graphe biparti. La subdivision entiere de K;,, notée SK,,
jouera un role important dans la structure cellulaire de la classe de graphes étudiée dans
le chapitre 4. En particulier, nous pouvons observer que SK3 correspond au cycle Cg de
longueur 6. Le graphe SK,, a n + (’27) sommets et n(n — 1) arétes. Les n sommets de K;, sont
appelés les sommets originaux de SK;, et les nouveaux sommets sont appelés les sommets
subdivisions.

SARNERSAAS R

() (e)

(a)

FIGURE 1.1. - (a) Ky; (b) Ky3; (c) P3; (d) Cg; (e) un arbre; (f) Qs; et (g) SKy.

1.1.2. Opérations sur les graphes

Dans cette section, nous présentons deux opérations sur les graphes qui seront utilisées
dans les chapitres suivants. Ces opérations sont deux facons distinctes d’obtenir des graphes.
En premier, nous présentons I'opération d’expansion, puis nous nous intéressons au produit
cartésien.

1.1.2.1. Couverture et expansions

Un triplet (G!,G% G?) est une couverture d’'un graphe connexe G s'il satisfait les deux
conditions suivantes :

1. V(G) =V (GH U V(G? et E(G) = E(G') UE(G?);
2. VIGHNV(GH # @ et Gestle sous-graphe de G induit par V(GHNV(G?).
Le graphe G est appelé 'amalgame des graphes G' et G? par rapport a G.

L expansion de G par rapport a une couverture (G', G%, G?) est le graphe G obtenu a partir
de G par la construction suivante :
— chaque sommet x de V(G!) \ V(G?) est remplacé par un sommet x; et chaque sommet
x de V(G?) \ V(G') est remplacé par un sommet x;;
— chaque sommet x de V(GHNV(G?) est remplacé par une aréte xj xz;
— deux sommets x; et y;, i = 1,2, sont adjacents si et seulement si x et y sont adjacents
dans G%, i =1,2.
En d’autres termes, G est obtenu en prenant une copie de G' et une copie de G? disjointes
et en ajoutant une aréte entre chaque paire de sommets identiques, i.e., deux sommets
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FIGURE 1.2. - Schéma d’une expansion d'un graphe G.

provenant du méme sommet de G°. Nous pouvons remarquer qu’il n’y a aucune aréte de G
ayant une extrémité dans G! \ G? et 'autre extrémité dans G\ G!, voir figure 1.2.

Une expansion d’'un graphe G par rapport a (G, G°, G) est dite périphérigue si au moins
un des deux sous-graphes G' ou G? coincide avec G°. Autrement dit, G' < G? ou G* < G'.

1.1.2.2. Produit cartésien

Le produit cartésien [47] de m graphes Gy, ..., Gy, est le graphe G := G;U---0JG,, dont
les sommets sont I’ensemble des m-uplets (vy,..., V) avec v; € V(G;) et deux m-uplets
u:=(uy,...,Uny) etv:=(1,..., vy) sont adjacents dans G si et seulement s'il existe un indice
1 <i < mtel que u; estadjacent a v; dans G; et u; = v; pour tout j # i. Ce produit cartésien
est parfois noté [ | G;. Chaque G; est appelé un facteur de G.

FIGURE 1.3. - Le produit cartésien K3[1P,[JK>, ses P»-copies (en orange) et la fibre Fibp, (v)
(en gras).

Le m-cube (ou hypercube m-dimensionnel) Q,, est le produit cartésien de m copies de K>,
i.e., Q= KyU---[IK,. Plus généralement, les graphes obtenus par produit cartésien de m
graphes complets K, sont appelés graphes de Hamming de dimension m sur un univers de
taille g. La famille des graphes de Hamming est I'une des plus connues dans les familles de
graphes définies par produit cartésien. Nous retrouvons aussi la famille des prismes résultant
d’un produit cartésien d'un cycle avec une aréte. Si le cycle facteur est de longueur paire alors
les prismes sont dit pairs. Les hypercubes et les prismes pairs sont deux familles de graphes
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antipodaux. Un cylindre est le produit cartésien d'un cycle par un chemin. De méme que les
prismes, un cylindre est dit pair si son cycle facteur est de longueur paire. Ces derniers feront
I’objet d'une étude approfondie dans le chapitre 7.

Soit G := G;U---UJG,. Un sous-produit de G est un produit (cartésien) G’ID ---0G,,, ou
G;. est un sous-graphe de G; pour tout i € {1, ..., m}. Un sous-produit est appelé une couche
de G sil'un des G; est un sommet et si pour tout j # i, G;. = G;j. Etant donné un sommet
u:=(u,..., uy) de G, la G;-copie a travers u est le sous-graphe G;' induit par les sommets de
la forme (uy,..., 41, Xi, Uj+1,..., Uy) pour tout x; € V(G;). Observons que toute G;-copie est
isomorphe au facteur G; de G, voir la figure 1.3. De plus, G = G/ si et seulement si pour tout
J#i, uj=vj.

Lemme 1. /47] Si G := GIUG,O---0Gy,, u := (uy, us,...,Uy), et v := (v, Va,..., V) deux
sommets de G, alorsdg(u,v) = X7 | dg, (u;, v;).

Considérons une partition de {1,..., m} en deux ensembles I et J. Posons G; :=[]c; Gj.
Pour un sommet v := (vy,...,vy,) fixé de G, la fibre de v par rapport a G; est définie par
Fibg,(v) :={u e G:Vje€ J,u; = vj}. Si Gy est un facteur de G, disons Gj, alors Fibg, (v)
correspond au produit cartésien G;U...L1G; - U({v}, @)UGj100...00G,. Dans le cas ou G
est un produit cartésien de deux graphes G; et G, les fibres des sommets de G par rapport a
G; sont des Go-copies de G, et vice-versa.

1.1.3. Notions de théorie métrique des graphes

Considérons un graphe G ainsi que deux sommets u et v de G. La distance dg(u, v) entre u
et v correspond a la longueur d’un plus court (¢, v)-chemin dans G. Lintervalle 1 (u, v) entre
u et v dans G correspond a I’ensemble I(u, v) :={w € V(G) : dg(u, v) = dg(u, w) + dg(w, v)}
de tous les plus courts (#, v)-chemins. En I'absence d’ambiguité sur le graphe G, nous écrirons
respectivement d(u, v) et [(u, v) au lieu de Ig(u, v) et dg(u, v).

Un sous-graphe H (ou son ensemble de sommets V(H)) de G est dit convexe s’il contient
les intervalles de G entre chaque paire de ses sommets : Yu,v € V(H),Ig(u,v) € V(H). Un
sous-graphe H (ou son ensemble de sommets V (H)) est dit porté (“gated” en anglais) dans G
si pour tout sommet u € V(G), il existe un sommet v’ € V(H) tel que Yv € V(H),dg(u, v) =
dg(u, u') +dg (v, v) [39]. Le sommet u' est appelé la porte de u sur H. D’apres la définition,
nous pouvons remarquer que la porte de u sur H est unique. Nous pouvons aussi établir que
les sous-graphes portés sont convexes.

Lemme 2. Tout sous-graphe porté est convexe.

Nous regroupons quelques propriétés sur les intersections de sous-graphes ayant des
propriétés métriques dans les lemmes 3, 4 et 5.

Lemme 3. Lintersection de deux sous-graphes convexes est convexe. L'intersection de deux
sous-graphes portés est portée.
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Le lemme 3 nous garantit que les sous-graphes convexes et portés sont clos par intersec-
tion. Pour tout sous-graphe H de G, il existe un plus petit graphe convexe conv(H) contenant
H. Nous 'appelons I’enveloppe convexe de H. De méme, pour tout sous-graphe H < G, il
existe un plus petit graphe porté porte(H) contenant H. Ce graphe est appelé |’enveloppe
portéede H.

Un antipode d'un sommet v de G est un sommet —v tel que G = 1(v, —v). En particulier,
pour tout sommet u € V(G),d(v,—v) =d(v, u) + d(u, —v). Un graphe G est antipodal si tous
les sommets de G ont un antipode. Nous pouvons facilement montrer que I'antipode d’'un
sommet est unique et que conv(v, —v) coincide avec 'intervalle I(v, —v).

Un sous-graphe H < G est dit isométrique si la distance entre chaque paire de sommets de
H estla méme dans H que dans dans G, i.e.,, Yu,v e V(H),dg(u, v) = dg(u, v). Il est facile de
voir que la relation d’isométrie est transitive.

Lemme 4. Si G" est un sous-graphe isométrique de G', et si G' est un sous-graphe isométrique
de G, alors G est un sous-graphe isométrique de G.

Nous avons évoqué dans le lemme 2 que les sous-graphes portés sont convexes. Nous
pouvons aussi établir que les sous-graphes convexes sont isométriques et que les sous-
graphes isométriques sont eux-mémes induits, voir la figure 1.4.

FIGURE 1.4. - De gauche a droite : un sous-graphe isométrique qui n’est pas convexe; un
sous-graphe convexe qui n’est pas porté; et un sous-graphe porté.

Lemme 5. L'intersection d’'un sous-graphe convexe et d’'un sous-graphe isométrique de G est
un sous-graphe isométrique de G.

Soient G = (V, E) et H = (W, F) deux graphes. Une application ¢ : V — W est un plonge-
ment isométrique de G dans H si pour toute paire de sommets u,v € V, dy ((p(u),(p(v)) =
dg(u, v). En particulier, ¢(G) est un sous-graphe isométrique de H. Un graphe est appelé
un cube partiel s'il admet un plongement isométrique dans un hypercube. Autrement dit,
les cubes partiels sont les sous-graphes isométriques d’hypercubes. Nous illustrons dans la
figure 1.5 deux sous-graphes d’hypercubes dont un cube partiel.

Soit uv une aréte d'un graphe G. Posons W (u, v) := {x € V : d(x, u) < d(x, v)} '’ensemble
des sommets de G qui sont plus proches du sommet u que du sommet v. DJOKOVIC [36] a
joliment caractérisé les cubes partiels de la maniere suivante :
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FIGURE 1.5. — Un cube partiel Gy, et G, le plus petit sous-graphe d’hypercubes connexe qui
n’est pas un cube partiel car pour tout hypercube Q tel que G, < Q, dg, (1, v) =
4#2=do(u,v).

Théoreme 1. [36] Un graphe G est un cube partiel si et seulement si G est biparti et pour toute
aréte uv de G, les ensembles W (u, v) et W (v, u) sont convexes.

Pour une aréte uv d'un cube partiel G, les ensembles (disjoints) W (u, v) et W (v, u) parti-
tionnent les sommets de G et sont appelés les demi-espaces complémentaires de G.

Lemme 6. Les intervalles dans les cubes partiels sont convexes.

Démonstration. Soit G un cube partiel. Supposons que G soit plongé isométriquement dans
I’hypercube Q,,. Soient u et v deux sommets de G. Nous pouvons facilement observer que
I'intervalle I, (1, v) dans Q;, estun hypercube Q < Q. Par conséquent, I, (i, v) est convexe
dans Q,,. D’autre part, considérons l'intervalle I;(u, v) constitué de 'ensemble des sommets
de Gn Q. Supposons par 'absurde que I;(u, v) ne soit pas convexe dans G. Alors il existe
deux sommets x, y € Ig(u, v) et un sommet w sur un plus court (x, y)-chemin de G tels que
w ¢ Ig(u, v). Comme Q est convexe et comme x, y € V(Q), w € Q. De plus, tous les sommets
de Q sont sur un plus court (u#, v)-chemin de Q,,. Puisque w ¢ I;(u, v), w n’est pas sur un
plus court (1, v)-chemin dans G. Par conséquent, nous obtenons une contraction avec le fait
que G est plongé isométriquement dans Q. O

1.2. Notions d’apprentissage automatique

Dans les années 1970, Vapnik s’est intéressé a la généralisation de modéles appris a partir
d’échantillons de données finis. Ces résultats sont a I'origine de ’apprentissage automa-
tique. Le principe de 'apprentissage automatique (supervisé) est basé sur deux étapes. La
premiere, dite d’apprentissage, consiste a apprendre un modele a partir d'un échantillon de
données. La deuxiéme étape consiste a utiliser ce modele pour classer des nouvelles données
en se basant sur I'analyse de celles passées. De nombreux chercheurs se sont intéressés
a cette problématique en développant des méthodes et des algorithmes d’apprentissage
automatique. Dans le cadre de cette these, nous nous sommes penchés sur un probleme qui
précede I'étape d’apprentissage, celui de compresser I’échantillon de données d’entrée. Plus
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exactement, si nous avons un échantillon pour apprendre, alors nous souhaitons le réduire
en un sous-échantillon sans perdre d'informations. Ce probléme, toujours d’actualité, a été
formalisé sous le nom de schéma de compression.

1.2.1. Classes de concepts et graphe de 1-inclusion

Un échantillon d’apprentissage sur un univers U de taille m est un sous-ensemble d’élé-
ments de U étiquetés par “+” ou par “-”, i.e., un vecteur dans {—1,0, +1}Y. A partir d'un
échantillon donné, nous souhaitons trouver une application séparant les éléments positifs
des éléments négatifs. Intuitivement, une classe de concepts correspond aux hypotheses que
nous faisons sur I'application que nous souhaitons apprendre. Par défaut, nous pouvons
choisir n'importe quelle application consistante avec notre échantillon, i.e., qui sépare bien
les éléments positifs de ceux négatifs. Par exemple, pour distinguer des points dans le plan
euclidien, nous pouvons considérer les rectangles, voir la figure 1.8. Un concept correspond
a une fonction indicatrice. Ainsi, un concept peut étre vu comme une application de U dans
{0, 1}. De maniere équivalente, il sera souvent plus adapté de considérer les concepts comme
des sous-ensembles de U, i.e., des applications de U dans {—1, +1}. La classe de concepts est
donc I'’ensemble des fonctions indicatrices des applications auxquelles nous nous restrei-
gnons. Autrement dit, une classe de concepts € est un ensemble de sous-ensembles de U,
i.e., € <2Y. Les éléments de € sont appelés des concepts. Lensemble U est aussi appelé le
domaine de €. Dans ce manuscrit, le domaine sera considéré fini.

Nous venons de voir que les classes de concepts sont des familles d’ensembles. La plupart
du temps, nous utiliserons donc le langage ensembliste qui s’adapte mieux a la majorité de
nos résultats.

Plus t6t, nous avons vu une définition des hypercubes via les produits cartésiens. Nous al-
lons maintenant les définir en terme ensembliste. Un hypercube m-dimensionnel Q, =: Q(U)
correspond au graphe dont ’ensemble des sommets est exactement I’ensemble des parties
d’'un univers U avec m éléments et deux sommets X et Y sont adjacents si et seulement si
|XAY| = 1. Une famille d’ensembles . < 2Y peut donc étre vue comme un sous-ensemble
de sommets d'un hypercube Q(U). Le sous-graphe de Q,, induit par .#, noté G(.¥), est géné-
ralement appelé le graphe de 1-inclusion de . [49, 50]. Ainsi, deux sommets de G(#) sont
reliés si et seulement si leur différence symétrique est un singleton. De maniere équivalente,
nous pouvons voir un sommet d’hypercube non pas comme un sous-ensemble X < U, mais
comme son vecteur caractéristique v tel que pour toutie U, v;=1sii€ X, et v; =0 sinon.
Indirectement, cela signifie qu’ils different sur exactement une coordonnée. Nous pouvons
naturellement étiqueter chaque aréte de G(.%°) par la coordonnée sur laquelle ses extrémités
different. Réciproquement, chaque sous-graphe de Q,, est le graphe de 1-inclusion d’'une
famille d’ensembles de U. Pour un sous-graphe G de Q,;, nous dénotons C(G) le plus petit
cube de Q,, contenant G.
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1.2.2. Modéle d’apprentissage PAC et VC-dimension

Le modele PAC d’apprentissage a été initié par VALIANT [91] en 1984. L'objectif de ce
modele est de mesurer la complexité d'un probleme en apprentissage supervisé. Dans ce
modele, nous disposons d'un ensemble d’éléments étiquetés de U tirés selon une distribution
9. A partir de cet échantillon d’apprentissage , nous souhaitons apprendre un concept cible
¢ d'une classe de concepts € < 2Y donnée. Pour ce faire, nous utilisons un algorithme
d’apprentissage A renvoyant un concept hypothese h € €. Lerreur de cet algorithme A,
notée err(h) correspond a la probabilité P4 {c(x) # h(x)}. La classe de concepts € est PAC-
apprenable s’il existe un algorithme d’apprentissage A tel que pour tout concept cible c €
%, pour toute distribution & sur U, pour tout parametre d’erreur 0 < € < %, et pour tout
parametre de confiance 0 < § < %, I'algorithme A produit un concept hypothese h tel que
err(h) < e avec une probabilité d’au moins (1 - 6).

Un exemple classique pour illustrer I'apprentissage PAC est le jeu du rectangle, voir la figure
1.6. L'objectif est d’apprendre un rectangle cible R* axes-paralléles dans le plan euclidien a
partir d'un ensemble de points tirés aléatoirement suivant une distribution inconnue. Les
points sont alors étiquetés “+” ou “—” s’ils sont respectivement contenus ou pas dans R*. Le
rectangle cible R* n’est pas connu par l'algorithme d’apprentissage A. L'algorithme A doit
alors choisir un rectangle hypothese axes-paralleles, le plus proche possible de R*, contenant
tous les points étiquetés “+” et ne contenant pas ceux étiquetés “—". Soient 0 < € < % et
0<d< % Il est connu qu’apres avoir tiré indépendamment m > %ln(%) points, sil’algorithme
Arenvoie le plus petit rectangle R axes-paralleles contenant les points étiquetés “+”, alors
avec une probabilité d’au moins 1 -6, err(R) <e.

R . .
< .
R +
* 1
- Py
. +
_l’_ [ ]
¢ .
T ry
+

FIGURE 1.6. — Illustration du jeu du rectangle.

Borner la taille de I’échantillon d’apprentissage nécessaire pour apprendre dans le cas
du jeu du rectangle n’est pas tres dur. Mais le probleme devient plus compliqué dans le
cas général. Cependant, une borne générale utilisant la notion de VC-dimension existe.
Nous allons donc introduire ce parametre combinatoire important dans le domaine de
I'apprentissage automatique. De maniere informelle, plus les hypothéses sur I’application a
laquelle nous nous sommes restreint sont fortes, plus il va étre difficile de séparer les éléments
“+” des “~”, et donc plus la VC-dimension sera petite.

Soit .# une famille de sous-ensembles d'un ensemble U a m éléments. Pour définir la
notion de VC-dimension, nous devons d’abord nous intéresser a la notion de pulvérisation.
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Soit Y un sous-ensemble de U. La trace de # sur Y est définie par Ay :={SNY :S€.¥}. Len-
semble Y est pulvérisé par . si.#y = 2¥. De maniere équivalente, pour tout Y’ € Y il existe
Se & tel que SNY =Y'. La dimension de Vapnik-Chervonenkis [93] (VC-dimension pour
faire court) VC-dim(#) de .# est la taille du plus grand sous-ensemble de U pulvérisé par .#.
Nous pouvons remarquer que la VC-dimension d'une famille d’ensembles est inférieure ou
égale a la taille de son plus grand ensemble. Puisque chaque sous-graphe d’hypercube est
le graphe de 1-inclusion d'une famille d’ensembles, nous pouvons définir la VC-dimension
de G comme la VC-dimension de .#, ou G = G(¥). Dans la figure 1.7, nous présentons trois
familles d’ensembles, les ensembles qu’elles pulvérisent et leurs VC-dimension.

{172,3} {2,3} {1,2,3}

e @) o)
{3}e
i3 | (i3
{1} {1} 0 {1}
S S yf’

FIGURE 1.7. — Trois familles d’ensembles .#}, %, et /3 de VC-dimension respectivement 1,2,
et 2. La famille . pulvérise les ensembles &, {1}, {2}, {3} et les familles .5 et .4
pulvérisent les mémes ensembles &, {1}, {2}, {3}, {1,2},{1, 3}, et {2,3}.

Il est connu que nous pouvons pulvériser au plus trois points non colinéaires dans le plan
euclidien par une droite et donc que la VC-dimension des droites dans le plan euclidien
est de 3. Dans la figure 1.8, nous illustrons le jeu du rectangle et nous montrons que nous
pouvons pulvériser au plus quatre points non colinéaires.

Théoreme 2. [93] Soit S un échantillon d'apprentissage de taille m. Alors une classe de concepts
€ de VC-dimension d est PAC-apprenable si et seulement si m = O(Xlog(3) + Z1og(1)).

Ainsi, les classes de concepts qui sont PAC-apprenables sont exactement les classes de
VC-dimension bornée.

Nous allons maintenant donner une définition équivalente de pulvérisation en termes de
fibres. Soit Y € U, et soit Y/ € Y. La fibrede Y' surY, notée Fiby (Y'), correspond aI’ensemble
{Y'UW: W c U\ Y} Unsous-ensemble Y € U est pulvérisé par . si pour tout Y' Y, la
fibre Fiby (Y') est non vide.

1.2.3. Lemme de Sauer et lemme du Sandwich

Deux inégalités importantes mettent en relation la taille d'une famille d’ensembles . < 2V
avec sa VC-dimension. La premiere, le lemme de Sauer-Shelah [88, 89] fournit une borne
supérieure serrée sur la taille d'une famille d’ensembles de VC-dimension d.
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FIGURE 1.8. — Les quatre schémas de gauche montrent que pour n'importe quel étiquetage
de quatre points non colinéaires dans le plan euclidien, nous pouvons trouver

un rectangle contenant ceux étiquetés “+” mais pas ceux étiquetés “—". Le
schéma de droite montre I'existence d'un étiquetage ou il n’existe pas un tel
rectangle.

Lemme 7. [88] Pour toute famille d’ensembles ¥ < 2U de VC-dimension d, || < Z?:o ('L.”).

1

Les familles d’ensembles pour lesquelles la borne du lemme de Sauer-Shelah est serrée,
ie, || = Z?:o ('lijl), sont appelées familles maximums [42, 44]. Ces familles ont le plus grand
cardinal possible pour leur VC-dimension. Autrement dit, pour toute famille . et pour tout

sous-ensemble X € 2V \ %, VC-dim (%) < VC-dim(~ U X).

Avant d’introduire la deuxiéme inégalité, nous avons besoin d’affiner la notion de pulvéri-
sation. Soit Y € U. Un Y -cube de Q,, est le graphe de 1-inclusion d’une famille d’ensembles
{Y'uUX:Y' <Y} pourunsous-ensemble fixé X U\ Y.Si|Y|=m/, alors tout Y-cube est un
sous-cube m/-dimensionnel de Q,, et Q,, contient 2m=m" y_cubes. Un sous-ensemble Y de
U est fortement pulvérisé par .# si le graphe de 1-inclusion G(%) contient un Y -cube. No-
tons X(.#) I'ensemble de tous les sous-ensembles fortement pulvérisés par .#. Notons X(.%)
'ensemble de tous les sous-ensembles de U pulvérisés par .#. Clairement, X(.%) € X(.%). Le
résultat qui suit est connu sous le nom de lemme du Sandwich (2, 19, 37, 76].

Lemme 8. Pour toute famille d’ensembles &, |X(&)| < |#| < [X(#)|.

Cela signifie que le cardinal de . est compris entre le nombre d’ensembles pulvérisés et
le nombre d’ensembles fortement pulvérisés par .#. Les familles d’ensembles pour lesquelles
la borne supérieure du lemme du Sandwich est serrée, i.e., || = |)_((5”)|, sont appelées
amples [10, 19, 64, 94]. Dans la littérature, elles sont parfois appelées “lopsided”, simples, ou
extrémales. Si ¥ < 2V est de VC-dimension d, alors X(.#) ne contient pas plus que Z?ZO ('ll.”)
ensembles. Ainsi le lemme du Sandwich raffine celui de Sauer-Shelah. Notons donc que toute
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famille maximum est ample mais la réciproque n’est pas vraie. De plus, d’aprés [10, 19], une
famille d’ensembles % est ample si et seulement si |X(#)| = |#|. D’autre part, |X(&#)| = [#]
si et seulement si |)_((9)| = |.#|. Ainsi, . est ample si et seulement si chaque ensemble
pulvérisé par .# est fortement pulvérisé. Par conséquent, la VC-dimension d’une famille
d’ensembles ample est la dimension de son plus grand cube dans son graphe de 1-inclusion.
Dans la figure 1.7, la famille d’ensembles .#; est ample mais .% et .43 ne le sont pas. En effet,
ces dernieres pulvérise tous les sous-ensembles Y de taille 2 de {1, 2,3} mais leurs graphes
de 1-inclusion ne contiennent aucun carré. Observons aussi que le complémentaire d'une
famille .# ample définie par #C := {U\ S: S € .#} est ample.

Les graphes de 1-inclusion des familles d’ensembles amples sont des cubes partiels [10,
64]. Nous les appelons donc cubes partiels amples. Une jolie caractérisation des familles
d’ensembles amples a été donnée par LAWRENCE [64]. Elle établit que . est ample si et
seulement si pour tout cube Q de Q,;,, si QNG() est clos par antipodes, alors soit QNG(¥) =
& soit Q est contenu dans G(.). D’autres caractérisations structurelles et géométriques des
cubes partiels amples seront données dans la section 2.3 du chapitre 2.

1.2.4. Schéma de compression

Les schémas de compression (d’échantillons) ont été introduits en 1986 par LITTLESTONE
et WARMUTH [65]. LITTLESTONE et WARMUTH [65] montrent en particulier que I'existence
d’'un schéma de compression est suffisant pour apprendre. Nous reprenons les notations de
I'article de CHALOPIN et al. [22] pour définir les schémas de compression.

Soit U un ensemble fini. Soit € < {—1,+1}V une classe de concepts, i.e., un ensemble
de {1, +1}-vecteurs. Considérons les sous-ensembles de {—1,0, +1}Y munis de la relation
d’ordre < o1 0 < —1 et 0 < +1. Les échantillons réalisables de € sont les vecteurs signés
de I'ensemble | € = Uce¢iS € {-1,0, +1}Y : S < C}. Un schéma de compression étiqueté de
taille k pour une classe de concepts € < {-1, +11Y est une paire («, ) d’applications, ou
a:] € — {-1,0,+1}V est appelée fonction de compression et f: {—1,0,+1}V — {-1,+1}V
fonction de reconstruction. Les fonction « et f doivent étre telles que pour tout échantillon
réalisable S €| €, nous ayons :

a(S) =S<pas) et [a®| =<k,

ol a(S) est le support du vecteur signé a/(S). La condition S < f(a(S)) signifie que la restric-
tion de B(a(S)) sur le support de S coincide avec I’échantillon de départ S. Un schéma de
compression étiqueté est dit propre si pour tout S € |€, B(a(S)) € €. Cela signifie que pour
toute compression d'un échantillon réalisable, le résultat de la reconstruction est un concept.
Une classe de concepts € est une complétion (famille d’ensembles) (ou une extension) d'une
classe de concepts €’ si tous les concepts de €’ sont dans €, i.e.,, €' < €. La définition
d’un schéma de compression étiqueté implique que si € est une complétion d'une classe
de concepts €’ et (a, B) est un schéma de compression étiqueté pour €, alors (a, §) est un
schéma de compression étiqueté pour ¢’. Cependant, (a, f) n’est pas un schéma propre
pour €.
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Lune des plus vielles conjectures en théorie de 'apprentissage, posée par Floyd et War-
muth [42], consiste a déterminer si une famille d’ensembles quelconque de VC-dimension d
admet un schéma de compression de taille linéaire en d.

Conjecture 1. [42, 65] Toute famille d’ensembles . de VC-dimension d admet un schéma
de compression de taille O(d).

MORAN et YEHUDAYOFF [69] ont montré que toute famille d’ensembles de VC-dimension
d admet un schéma de compression étiqueté de taille 2°(?). Notons que leurs schémas de
compression ne sont pas propres et utilisent des informations supplémentaires. D’autre part,
a cejour, il n'existe pas de tels résultats pour les schémas de compression propres.

MORAN et WARMUTH [68] ont fourni des schémas de compression étiquetés et propres de
taille d pour les familles d’ensembles amples de VC-dimension d.

Théoreme 3. [68] Toute famille ample de VC-dimension d admet un schéma de compression
étiqueté propre de taille d.

En utilisant le résultat du théoreme 3 de MORAN et WARMUTH, la conjecture 1 serait résolue
si nous montrions que toute famille d’ensembles de VC-dimension d peut étre complétée a
une famille ample de VC-dimension O(d).

KuzMIN et WARMUTH [63] ont introduit un deuxieme type de schémas de compression dit
non étiquetés. Ces derniers sont définis de maniére analogue aux schémas de compression
étiquetés, a la différence que a(S) est un sous-ensemble (non étiqueté) de taille au plus k
du support de S. PALVOLGYI et TARDOS [77] ont récemment exhibé une famille d’ensembles
de VC-dimension 2 n’admettant pas de schémas de compression non étiquetés de taille
2. La question de l'existence de schémas de compression non étiquetés pour les familles
d’ensembles amples est ouverte. Cependant, CHALOPIN et al. [23] ont montré que les familles
maximums admettent des schémas de compression non étiquetés de taille d.

1.3. Notions de théorie des complexes de matroides
orientés

Nous suivons le livre de BJORNER et al. [17] pour les notions de base et les résultats de
la théorie des matroides orientés. En ce qui concerne les complexes de matroides orientés,
nous nous référons a I'article de BANDELT, CHEPOI et KNAUER [13]. Enfin, pour les résultats
sur les ensembles amples, nous nous basons sur les articles de BANDELT et al. [10], et de
LAWRENCE [64].

Soit U un ensemble a m éléments et soit £ un systeme de vecteurs signés, i.e., des vecteurs
dans {—1,0,+1}V. Les éléments de .2 sont appelés des covecteurs. Considérons un covecteur
X de Z. Le support de X, noté X, est’ensemble des indices pour lesquels les coordonnées
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de X sont non nulles. Plus précisément, X := {e€ U : X, # 0}. Lensemble complémentaire
X%:=FE\X={eeU: X, =0} est appelé |'ensemble zéro de X. Pour un sous-ensemble A< U,
on note X, la restriction de X sur A. Posons < l'ordre par coordonnées sur {—1,0,+1}V
avec0<—-let0<+1.Pour X,Y € &, I'ensemble Sep(X,Y) :={ec U: X, Y, = —1}, appelé le
séparateur de X et Y, contient tous les éléments de U sur lesquels X et Y sont opposés. La
compositionde X avec Y est le vecteur signé X o Y tel que, pour toutee U, (XoY), = X si
Xe#0et(XoY)=Y,si X, =0.

1.3.1. Matroides orientés

Co-inventés par BLAND et LAS VERGNAS [18], et par FOLKMAN et LAWRENCE [43], les
matroides orientés proviennent de différents domaines. En effet, Las Vergnas les a découvert
a partir de la théorie des graphes et de la combinatoire, alors que la motivation de Bland
résidait sur la programmation linéaire. Folkman et Lawrence, quant a eux, les ont eux étudiés
du point de vue des polytopes.

Un matroide orienté (covecteurs) (OM) ./ est un systéme de vecteurs signés (U, £) véri-
fiant :
(C) (Composition) XoY € & pourtout X,Y € &;
(SE) (Elimination forte) pour tout X,Y € £ et pour tout e € Sep(X, Y), il existe Z € &
telque Z, =0 et Zr = (X oY) pour tout f € U\Sep(X,Y);
(Sym) (Symétrie) -2 :={-X:Xe L} =2, ie, L estclos par inversion de signe.

Un systeme de vecteurs signés (U, %) est simple si pour tout e € U, {X,: X € £} =
{—1,0,+1} et pour chaque paire e # f, il existe X,Y € £ avec {X.X¢, Y, Yf} = {+,-}. Nous
allons seulement considérer les OMs simples sans le préciser explicitement a chaque fois.

Il existe un lien important entre la représentation topologique et la description combina-
toire des matroides orientés. En effet, les matroides orientés ont initialement été inventés
pour abstraire des arrangements d’hyperplans centraux. Il s’avere que les axiomes qui les dé-
finissent couvrent un espace plus large puisque FOLKMAN et LAWRENCE [43] ont montré qu'il
existe une bijection entre les matroides orientés et les arrangements de pseudo-spheéres. Ainsi,
les matroides orientés correspondant a des arrangements d’hyperplans centraux forment
une sous-classe treés importante des matroides orientés, la classe des matroides orientés
réalisables. Un arrangement d’hyperplans «f de R™ est central si(\yes H # @. A translation
pres, un arrangement central est un arrangement d’hyperplans passant par I'origine. Les
hyperplans d’'un tel arrangement partitionnent R en régions ouvertes, et en régions cor-
respondant aux intersections de certains hyperplans. En orientant chacun des hyperplans,
nous pouvons associer a chacune de ses régions sa position par rapport aux hyperplans.
Autrement dit, chaque région peut étre représentée par un {—1,0, +1}-vecteur de taille |«/| ot
chaque coordonnée correspond a un hyperplan H de «f et vaut —1 ou +1 sila région est du
coté positif ou négatif de H, et 0 si elle est située sur H. Nous donnons un exemple d'un ar-
rangement d’hyperplans central dans la figure 1.9 ou nous représentons chacune des régions
par son vecteur. Lensemble de tous les vecteurs signés représentant les différentes régions
d’un arrangement d’hyperplans central «/ de R” correspond a I’ensemble des covecteurs
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d’'un matroide orienté réalisable.

FIGURE 1.9. — Un arrangement d’hyperplans </ central de R” avec I'ensemble des covecteurs
du matroide orienté réalisable correspondant.

Nous allons maintenant nous intéresser a une autre axiomatique importante des OMs en
termes de cocircuits. Un freillis 9 est un ensemble partiellement ordonné tel que pour toute
paire d’éléments de J, il existe une unique borne supérieure et une unique borne inférieure.
Une chaine C d’'un treillis J est un sous-ensemble totalement ordonné de I, i.e., pour tout
x,y€C, x<youy< x. En d’autres termes, les éléments de C sont deux a deux comparables.
Un treillis 9 est dit gradué si toutes les chaines maximales (par inclusion) sont de méme
longueur. Lensemble partiellement ordonné (£, <) d'un OM .# avec un maximum global
artificiel 1 forme un treillis gradué Fvig(ZL) (pour “big face lattice”). La longueur d’'une chaine
maximale de ;g moins un est appelée le rang de ./, noté rang(.#). Les cocircuits de &£
sont les éléments non nuls minimaux de F,g(£), aussi appelés atomes. La collection des
cocircuits est dénotée par € *.

Un systeme de vecteurs signés (U, 6 ™) est un matroide orienté (OM) ./ si €* vérifie
I'axiome (Sym) et les deux axiomes suivants :
(Inc) (Incomparabilité) X = Y implique X = +Y pourtout X,Y € €*;
(E) (Elimination) pour tout X,Y € €* avec X # —Y et pour tout e € Sep(X, Y), il existe
Ze€" telque Z, =0et Zy € {0, Xy, Yy} pour tout f € U.

L'ensemble £ des covecteurs peut étre dérivé de € * en prenant la cloéture par composition
de €. Nous allons maintenant introduire I'opérateur d’orthogonalité afin de définir les
matroides orientés par leur dual, en termes de vecteurs ou de circuits. Deux vecteurs signés
X,Y €{-1,0,+1}V sont orthogonaux, noté X_LY,si XnY = @ ous’il existe e, f € XN Y tels
que XY, = —X¢Yr. Lensemble 7 des vecteurs et I'ensemble € des circuits d'un matroide
orienté ./ peuvent étre définis a partir des cocircuits € * de ./ par le résultat suivant :

Théoréme 4. [17, Theorem 3.4.3 et Proposition 3.7.12] Soit €* l'ensemble des cocircuits d'un
OM 4 = (U, ). Alors, l'ensemble des vecteurs V de 4 est composé de tous les vecteurs signés
Y € {~1,0,+1}Y \ {0} tels que pour tout X € €*, nous ayons Y 1 X, et l'ensemble des circuits €
est composé des vecteurs signés minimaux deV .
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Il est connu que les ensembles des circuits et des vecteurs satisfont respectivement les
axiomes des cocircuits et des covecteurs. Ce sont donc des OMs. En utilisant I'axiomatique
des OMs via les cocircuits, nous pouvons définir les matroides orientés uniformes [17] comme
suit.

Un matroide orienté uniforme (UOM) de rang r sur un ensemble U de taille m est un
OM 4 = (U,€¢™) tel que €™ se compose de deux orientations opposées pour chaque sous-
ensemble de U de taille m—r + 1.

De plus, 'ensemble des supports non-signés des circuits € := {X : X € €} définissent un
matroide 4 = (U,%6) qui est dit sous-jacent. Soit & une famille de sous-ensembles de U.
Alors un matroide ./ est un systeme (U, %) vérifiant les trois axiomes suivant :

(NZ) (Nonzéro) @ ¢ X ;

(Incl) (Propriété d’inclusion) pour tout C;,C, € &, si C; < C», alors C; = Cy;

(PE) (Propriété d’élimination) pour tout C;,C; € &, C1 # Cy, et pour tout e€ C; N Cy, il

existe C3 € Z tel que C3 < (C1 U Cy) \ {e}.

Les sous-ensembles de U qui appartiennent a & sont appelés les circuits du matroide
non orienté .# . Les circuits d'un matroide correspondent exactement a ses sous-ensembles
dépendant minimaux. Un ensemble est donc appelé indépendant si et seulement s’il ne
contient pas de circuit. Observons que le rang d'un matroide orienté est égal au rang de son
matroide non-orienté sous-jacent [17, Theorem 4.1.14]. Autrement dit, le rang correspond a
la taille du plus grand ensemble indépendant.

1.3.2. Complexes de matroides orientés

Les complexes de matroides orientés sont définis de facon similaire aux OMs, en rempla-
cant I'axiome global (Sym) par un axiome local plus faible (FS) de symétrie des faces:

Un complexe de matroides orientés (COM) ./ est un systeme de vecteurs signés (U, Z)
vérifiant ’axiome (SE) et :
(FS) (Symétrie des faces) Xo—-Y € Z pourtout X,Y € Z.

Comme pour les OMs, nous nous restreignions aux COMs simples, i.e., aux COMs définis
par des systemes de vecteurs signés simples. Nous pouvons voir que I’axiome (FS) implique
I'axiome (C). En effet, pour tout X, Y € &, XoY € £ parl’axiome (FS), et XoY = (Xo—X)oY =
Xo—(Xo-Y)e Z.Par conséquent, les OMs sont exactement les COMs contenant le vecteur
zéro 0, voir I'article de BANDELT, CHEPOI et KNAUER [13].

L'affaiblissement de ’axiome (Sym) en (FS) mene a une structure combinatoire et géomé-
trique riche qui est basée sur celle des OMs tout en étant assez différente. Soit 4 = (U, £) un
COM et X un covecteur de Z. La face de X est définie par F(X) :={XoY : Y € £}. Nous pou-
vons observer que I'ensemble des covecteurs de F(X) correspond al’ensemble des covecteurs
Y de £ tels que X < Y. Par conséquent, F(X) :={XoY:YeZl={Ye L : X<Y}=:1X.La
face de X est dite propresi F(X) # %£. Une face propre maximale (par inclusion) est appelée
une facette.
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De manieére analogue aux OMs, un COM .« = (U, %) est réalisable si £ est un systéme
de vecteurs signés correspondant aux régions d'un arrangement <« d’hyperplans (orientés)
restreint a un ensemble convexe ouvert de R™.

FIGURE 1.10. - Un arrangement d’hyperplans «f restreint a un convexe de R avec I'en-
semble des covecteurs du complexe de matroides orientés .4 correspondant.

Nous pouvons expliquer de facon géométrique les différents axiomes dans le cas des
COMs réalisables [13]. Lillustration 1.10 peut étre utilisée comme appui pour visualiser
les explications suivantes. Soient x et y deux points d'un arrangement d’hyperplans </
restreint a un ensemble convexe ouvert de R”. Notons X et Y les vecteurs associés aux
régions contenant respectivement x et y. Pour la composition (C), considérons le segment
ouvert ]xy[ de R™ reliant x et y. Soit R la région la plus proche de X intersectant ]xy[. La
région R est plus proche (ou a égale distance) de Y que ne 'est X. De plus, si x est contenu
sur des hyperplans, alors R est du méme c6té que Y par rapport a eux. Par conséquent le
vecteur associé a la région R correspond exactement au résultat de la composition de X avec
Y. Concernant I’élimination forte (SE), s’il existe un hyperplan e séparant les régions de x
et y, alors le segment ]xy[ de R™ reliant x a y intersecte ’hyperplan e, notons z ce point
d’intersection. Soit Z le vecteur associé a la région contenant le point z. Puisque z est sur
I'hyperplan e, Z, = 0. De plus, si les régions X et Y sont du méme c6té par rapport a un
hyperplan f, i.e., ont le méme signe sur la coordonnée f, alors Z appartient aussi a ce coté.
Autrement dit, pour tous les hyperplans ne séparant pas X de Y, ils ne séparent pas non plus
R de X oude Y. Enfin, pour la symétrie des faces (FS), considérons la demi-droite D partant
de y et passant par x. Soit W le vecteur associé a la plus proche région contenant n'importe
quel point w € D tel que w ¢ [yx]. Alors, tous les hyperplans qui passent par x séparent les
régions associées a W eta Y, et pour tous les autres hyperplans, X et W sont du méme coté.
Par conséquent, le vecteur W correspond exactement au résultat de la composition de X
avec —Y.

Un complexe de matroides orientés uniformes (CUOM) est un COM dans lequel chaque
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facette est un UOM.

Soit .4 = (U, %) un COM et soit A € U. Etant donné un vecteur signé X € {—1,0,+1}Y,
par X \ A (ou par X 4) nous faisons référence a la restriction de X sur U\ A, i.e, X\ A€
{=1,0,+1}9" avec (X \ A), = X, pour tout e € U\ A. La suppression de A est défini comme
MNA=U\VAZL\NA),ouZL\A:={X\A: X e £} La contraction de A est définie par
MIA:=(U\NALIA), o0 LIA={X\A: XeLetXnA=2}Si.H' = (U, £ est obtenu
par suppressions et contractions a partir de .4 = (U, %), alors nous disons que .4’ est un
mineur de /.

Lemme 9. [13, Lemma 1] La classe des COM:s est close par mineurs.

Les cocircuits et les covecteurs dans les OMs obtenus par suppression sont décrit de la
facon suivante :

Lemme 10. [17] Soit 4 = (U, %) un OM avec €* l'ensemble des cocircuits, & l'ensemble des
covecteurs, et A< U. Alors les cocircuits de 4 \ A sont €™ \ A et les covecteurs de 4 \ A sont
L\ A.

Pour un COM .4 = (U, %) et un covecteur X € £, nous considérons .4 (X) := (U\ X,F(X)\
X), i.e, 4 (X) =4\ X. Attention, dans la littérature, la notation .4 (X) désigne habituelle-
ment la restriction a X qui correspond au complémentaire de .4 (X) défini au-dessus. D’apres
BANDELT, CHEPOI et KNAUER [13], nous avons :

Lemme 11. [13] Pour tout covecteur X d’'un COM 4, 4 (X) est un OM.

Puisque les OMs sont des COMs, I'ensemble des covecteurs de chaque face d'un OM
induit un OM et les facettes correspondent aux faces des cocircuits.

Etant donné un COM .« = (U, %), et un élément e € U, I’ hyperplan £ de £ défini par
rapport a e est 'ensemble {X € £ : X, = 0}. Les demi-espaces (ouverts) positifs et négatifs
supportés par 'hyperplan £ sont £ :={Xe€ L: X, =+1}et £, ={Xe L: X, =-1}.1a
carriere N(£?) d'un hyperplan £? est'union de toutes les faces F(X') de £ avec X' € £0.1a
carriere N(£?) moins £? divise N(£?) en deux parties : sa partie positive N*(£?) := £} n
N ($£) et sa partie négative N _(jfeo) =2,nNN (593). Nous appelons demi-carrieres ces deux
parties. Nous pouvons aussi définir les demi-espaces étendus positifs et négatifs par £, :=
LIUNEL) et L= £, UN(ZD). Lafigure 1.11 illustre les notions de ce paragraphe.

Proposition 1. [13, Proposition 6] Dans les COMs, les demi-espaces (étendus ou non), les
hyperplans, les carrieres, et les demi-carrieres sont des COMs. Dans les OMs, les hyperplans et
les carrieres sont des OMs.

Une propriété importante des COMs est qu’ils peuvent tous étre obtenus par amalga-
mation a partir de leurs faces maximales, i.e., ils sont des amalgames d’OMs. Nous allons
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FIGURE 1.11. - Schéma d'un COM .« = (U, %) avec 'hyperplan £, le demi-espace positif
£, la carriere N(£2), la demi-carriere N~ (£?), et le demi-espace étendu
%} définis par rapport a e.

définir formellement cette notion en suivant [13]. Considérons un COM .« = (U, %) qui
n’est pas un OM. En d’autres termes, .4 contient au moins deux facettes. Posons £’ := £,
et £" .= £;. D’apres la proposition 1, les systemes de vecteurs signés (U, ¥’), (U, £"),
et (U,<£' n%¥") sont des COMs. BANDELT, CHEPOI et KNAUER [13] ont aussi montré que
LN\NL"E et L'\ L # T, et queles deux inclusions ¥’ o L < ¥ et £" o L' < £ sont
vérifiées. Ainsi, un systeme de vecteurs signés (U, £) est un COM-amalgame de deux COMs
(U, et (U, <" siles conditions suivantes sont vérifiées :
1. =L v avec L'\&L" L'"\NL' L' NL" £ T;
2. (U, £L"'nZ&") estun COM;
3. LoL'"cL etL'"oL c¥";
4. pour X € Z'\ &" etpour Y € £"\ £’ tels que X° = Y9, il existe un plus court chemin
0
dans I'hypercube sur {-1, +1}UNX pour lequel tous ses sommets et les barycentres de
ses arétes appartiennent a3 £\ X°.

Proposition 2. [13, Proposition 7 & Corollary 2] Le COM-amalgame de deux COMs (U, ") et
(U, £") est un COM (U, %) dans lequel chaque facette est une facette d'au moins un des deux
composants. Tout COM qui n'est pas un OM est obtenu via des COM-amalgames successifs a
partir de ses facettes.

D’un point de vue topologique, il est connu que tout arrangement d’hyperplans affines de
R™~1 peut étre étendu en un arrangement d’hyperplans central de R™. Ainsi, en considérant
un arrangement d’hyperplans affines <, ’ensemble de tous les vecteurs signés représentant
les différentes régions de «f correspond a I’ensemble des covecteurs d'un matroide orienté
affine réalisable. Plus généralement, une classe particuliere des COMs correspondant aux
demi-espaces des OMs est appelée matroide orienté affine (AOM) [10, 56].
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1.3.3. Systemes amples

Nous avons vu que les OMs forment une sous-classes des COMs. Dans cette sous-section,
nous allons définir de facon axiomatique les systemes de vecteurs signés amples qui consti-
tuent aussi une sous-classe importante des COMs. Pour £ < {-1,0, +1}Y, on pose 1.Z :=
Uxez{Y €{-1,0,+1}V: X < Y}

Un systeme ample (AMP) est un COM 4 = (U, &) vérifiant 'axiome suivant :
(IC) (Composition idéale) 1.£ = Z.

Rappelons qu'un ensemble X sur un univers U peut étre vu comme une application de
U dans {0, 1}, ou de maniere équivalente de U dans {—1,+1}. Dans ce dernier cas, X, = +1 si
e€ X et X, = —1 sinon. Les systemes amples sont appelés ainsi car ils sont en bijection avec
les familles amples. En effet, I'ensemble des covecteurs maximaux d'un systéme ample, i.e.,
I'ensemble de ses {—1, +1}-vecteurs, forme une famille ample. Les deux résultats suivant pour
les systemes amples sont implicites dans les articles de LAWRENCE [64] et de BANDELT et al.
[10].

Lemme 12. La classe des AMPs est close par mineurs.

Proposition 3. Dans les AMPs, les demi-espaces (étendus ou non), les hyperplans, les carrieres,
et les demi-carrieres sont des AMPs.

Un COM-amalgame de deux AMPs (U, &") et (U, £") tels que (U, £'n¥£") est un AMP est
appelé un AMP-amalgame. Le résultat qui suit est une conséquence directe de la proposition
2. En effet, ce résultat sur les AMPs n’est pas énoncé dans [13, Proposition 7], cependant il
découle de la définition des AMPs qui sont des COMs satisfaisant I’axiome (IC).

Corollaire 1. Le AMP-amalgame de deux AMPs est un AMP. Tout AMP qui n'est pas un cube
est obtenu via des AMP-amalgames successifs a partir de ses faces maximales.
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2. Cubes partiels : rappels
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Les cubes partiels constituent une classe centrale de la théorie métrique des graphes.
Dans le chapitre 1 (théoreme 1), nous avons donné la caractérisation des cubes partiels
de DjokovVIC [36]. Afin de plonger isométriquement un cube partiel G dans un hypercube,
DJjoKOVIC a aussi introduit une relation binaire sur les arétes de G que nous présentons
dans la section 2.1. Les cubes partiels contiennent de nombreuses classes de graphes. En
particulier, les arbres, les graphes médians, les graphes de 1-inclusion des familles amples, ou
les graphes de topes des complexes de matroides orientés sont des cubes partiels. Ces trois
dernieres classes font respectivement I'objet des sections 2.2, 2.3, et 2.4. Pour terminer, nous
donnons un bref apercu des différents travaux sur les cubes partiels dans la section 2.5.

2.1. La relation d’équivalence 6

Rappelons que le théoreme 1 garantit qu'un cube partiel est un graphe biparti tel que pour
toute aréte uv, les ensembles W (u, v) et W (v, u) sont convexes ou W (u, v) :={xe V:d(x,u) <
d(x, v)}. Afin d’obtenir un plongement isométrique de G dans un hypercube, DJoKOVIC [36] a
introduit la relation binaire © sur les arétes de G qui suit : pour toute paire d’arétes e := uv
et ¢ := u'v, e®e€' si et seulement si u' € W(u,v) et v/ € W(v,u). Sous les conditions du
théoréme, e®¢’ si et seulement si W (u,v) = W', v') et W(v,u) = W', u'), i.e., ® est une
relation d’équivalence. Soient Ej,..., E,;, les classes d’équivalence de O, appelées ©-classes.
Les arétes appartenant a une méme 0-classe sont exactement les arétes correspondant a
une méme dimension de I’hypercube. La dimension isométrique d'un cube partiel est la
dimension du plus petit hypercube dans lequel il est plongé isométriquement. Nous pouvons
constater que la dimension isométrique d'un cube partiel est égale a son nombre de ©-
classes. Soit b un sommet arbitraire de G, appelé sommet de base. Pour chaque ©-classe
E; de G, nous considérons une aréte uv de E; dans G. Cette aréte nous permet de définir
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une paire de demi-espaces complémentaires {Gl._, Glff} de G définies par Gl._ =G(W(u,v)) et
G/ := G(W (v, u)). Pour chacune de ces ®-classes E;, nous supposons que b € G; . DJOKOVIC
[36] a montré que le plongement isométrique ¢ de G dans I’hypercube m-dimensionnel Q,,
est obtenu en posant @(v) :={i:ve G;’} pour tout sommet v € V. Ainsi, ¢(b) = & et pour tout
u,ve V(@),dg(u, v) = |(p(u)A(p(v)| ol A est'opérateur de la différence symétrique.

Remarque 1. Les bipartitions {G;f, G;},i=1,...,m, peuvent étre définies pour tous les sous-
graphes (isométriques ou non) de G dans 'hypercube Q,,. En particulier, si E; est une
O-classe de Qy;,, alors retirer les arétes de Q,, en laissant leurs extrémités, divise Q,, en deux
hypercubes (m —1)-dimensionnel Q" et Q”. De plus, G;" et G; correspondent respectivement
al'intersection de G avec Q' et Q”.

Lemme 13. [1, 5, 24] Tout sous-graphe convexe d’'un cube partiel est l'intersection de demi-
espaces.

Démonstration. Soit H un sous-graphe convexe d'un cube partiel G de Q,,. Cela signifie que
I'intersection de G avec le plus petit hypercube C(H) de Q,,; contenant H est H. Comme C(H)
est un sous-cube de Q,;,, C(H) est I'intersection de demi-espaces de Q,,. Nous en concluons
que le graphe G N C(H) est I'intersection de ces mémes demi-espaces dans G. O

Pour une ©-classe E; de G, la frontiére 0G; du demi-espace G; est le graphe induit par
les sommets de G ayant un voisin dans G; . Nous pouvons définir de fagon analogue dG; .
Remarquons que les deux frontieres dG;" et dG; sont des sous-graphes isomorphes mais
pas forcément isométriques. La figure 2.1 illustre une ©-classe E; d'un cube partiel G, les
demi-espaces G/ et G; et leurs frontieres.

FIGURE 2.1. - Demi-espaces et frontiéres définis par une ©-classe E; d'un cube partiel G.

Soit E; une O-classe fixée de G. L'hyperplan H; par rapport a E; est le graphe dont les
sommets correspondent aux (milieux des) arétes de E; et deux sommets sont adjacents dans
H; si et seulement si les arétes correspondantes appartiennent a un méme carré de G. Nous
pouvons constater que H; est isomorphe a 0G; et OG;.L. Du point de vue de la combinatoire,
H; estle graphe de 1-inclusion de la famille d’ensembles définie par dG; .
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FIGURE 2.2. — L'ensemble des hyperplans d'un cube partiel G dont les sommets sont re-
présentés par des croix et les arétes en pointillées. Chaque ©-classe de G est
représentée par une couleur différente et son hyperplan correspondant est
représenté par la méme couleur.

Deux ©-classes E; et E; se croisent (ou s'intersectent) dans un cube partiel G si les 4
intersections G; N G;,G;n G;.’, GIn G}, et G/ n G]T sont non vides. Sinon elles sont dites
paralleles. Soit H un sous-graphe convexe d'un cube partiel G. Nous disons qu'une ©-classe
E; de G croise (ou intersecte) H si H contient une aréte de E;. Si E; ne croise pas H et qu'’il
existe une aréte uv de E; avec u € H et v ¢ H, alors nous disons que E; fouche (“osculate” en
anglais) H. Sinon, E; est dite disjointe de H. Nous dénotons par osc(H) I'ensemble de tous
les éléments i tels que E; touche H et par cross(H) I'ensemble de tous les éléments i tels que
E; croise H.

Lemme 14. Un (u, v)-chemin P d’'un cube partiel G est un plus court chemin si et seulement si
toutes les arétes de P appartiennent a des ©-classes différentes de G.

Démonstration. Supposons par ’absurde qu'’il existe une ©-classe E; telle que |P N E;| = 2.
Soient xy et y'x’ deux arétes de P n E; consécutives par rapport a P, i.e., il n’existe pas
d’autres arétes de P N E; entre les arétes xy et y'x’ dans P. Alors x, x’ appartiennent au méme
. — + I . . P . .
demi-espace H; ou H;, et y,y appartler'mfent au demi-espace complémentaire. Puisque
¥,y €1(x,x'), nous obtenons une contradiction avec le théoreme 1. O

Lemme 15. Soient G un cube partiel et H un sous-graphe porté de G. Soient v un sommet de
G et V' sa porte dans H. Alors toutes les arétes sur les plus courts (v, v')-chemins sont dans des
©-classes distinctes de celles intersectant H.

Démonstration. Supposons qu'un (v, v')-chemin P contienne une aréte zz' d’'une ©-classe
E; de H. Soit xy une aréte de H appartenant a E;. Comme G est un graphe biparti, supposons
que d(v/,x) < d(v/, y). Puisque v’ est la porte du sommet v dans H, le chemin R composé
de P, d'un plus court (¢, x)-chemin de H et de I'aréte xy est un plus court (v, y)-chemin
de G. Or R contient deux arétes de E;, donc d’apres le lemme 14, R n’est pas un plus court
chemin. O
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Lemme 16. Soit G un cube partiel. Si pour toute ©-classe E;, G = G;LDKZ, alors G est un
hypercube.

Démonstration. Tout d’abord, remarquons que toutes paires de ©-classes E; et E; de G se
croisent, i.e., G/ N G;.“, G, n G;.L, G/ n G;,G; nG; # . En effet, puisque G = G;UK>, apres la
contraction de E; nous obtenons un graphe isomorphe a G;’ et G;, constitué des mémes
O-classes que G sauf E;. Ainsi, toutes les autres ©-classes E; croisent a la fois Glfr et Gl._.
Nous affirmons que G; satisfait les hypothéses du lemme 16. Pour chaque sommet dans le
demi-espace G| N G;.’ de G définit par E;, son unique voisin par rapport a la factorisation
G =~ G;TDKZ est dans G n G]T et vice versa. Donc, G = (G n G]T)DKZ. En raisonnant de la
meéme maniére, nous pouvons montrer la méme chose pour G; . Par hypothése d’induction,
G;’ et G]T sont des hypercubes. Par conséquent, G est le produit cartésien d'un hypercube
avec une aréte, donc un hypercube lui-méme. O

2.1.1. PC-mineurs

Rappelons que, dans la théorie des graphes, un mineur d'un graphe est obtenu en ef-
fectuant une ou plusieurs opérations élémentaires qui suivent : suppression d’'un sommet
isolé, suppression d'une aréte, et contraction d'une aréte. Il est facile de s’apercevoir que
les cubes partiels ne sont pas clos par mineurs. Cependant, il existe une notion de mineur
plus appropriée dans les cubes partiels préservant la propriété d’étre un cube partiel. Nous
I'introduisons dans cette sous-section.

Soit E; une O-classe d'un cube partiel G. Une restriction élémentaire (ou (i -)restriction),
notée p;(G), consiste a restreindre G al'un de ses deux demi-espaces G;r ou Gl._. Pour étre plus
précis, nous les notons parfois respectivement p; (G) et p; (G) . A gauche de la figure 2.3, nous
illustrons une restriction du cube partiel G. Plus généralement, une restriction est un sous-
graphe de G induit par l'intersection d'un ensemble de demi-espaces (non complémentaires)
de G. Une telle intersection est un sous-graphe convexe de G, donc un cube partiel. D’apres
le lemme 13, comme tout sous-graphe convexe d'un cube partiel G est I'intersection de
demi-espaces, 'ensemble des restrictions de G coincident avec 'ensemble des sous-graphes
convexes de G. En effet, pour tout sous-ensemble de sommets S, nous avons que conv(S)
est I'intersection de tous les demi-espaces contenant S. En particulier, la classe des cubes
partiels est close par restrictions.

Le graphe 7;(G) obtenu a partir de G en contractant 'ensemble des arétes de E; est appelé
une contraction élémentaire (ou (i-)contraction) de G. La contraction d’'une ©-classe E;
d’un cube partiel G est donnée dans la figure 2.3. Pour un sommet v € V(G), nous notons
m;(v) I'image de v par la i-contraction. Si uv est une aréte de E;, alors 7;(u) = m;(v), sinon
mi(u) # m;(v). Aussi, nous pouvons appliquer 7; a un sous-ensemble S € V(G) en prenant
i (S):={m;(v):veS}.D'aprés CHEPOI [25, Theorem 3], 7r;(G) est un sous-graphe isométrique
de Q;,—1. Par conséquent, la classe des cubes partiels est closes par contractions. Notons
aussi que les contractions commutent. Autrement dit, pour toutes ©-classes distinctes E; et
Ejde G, m;(nj(G)) =mj(m;(G)). Pour un ensemble A de ©-classes de G, nous notons 7 4(G) le
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FIGURE 2.3. - Deux pc-mineurs du cube partiel G par rapport a la ©-classe E; représentée en
orange. A gauche une restriction et a droite une contraction.

sous-graphe isométrique de Q,,—4; obtenu a partir de G en contractant les ©-classes de A.

Le graphe obtenu a partir d'un cube partiel G par une contraction ou une restriction
est un cube partiel appelé mineur de cubes partiels (ou pc-mineur) de G. Précisons que G
est un pc-mineur de lui-méme car 74(G) = G et que nous parlerons de pc-mineur propre
pour parler d'un pc-mineur G’ de G distinct de G. La notion de pc-mineur a été utilisée de
facon implicite par CHEPOI [24, 26] lors de la caractérisation des graphes de Pasch et ont été
introduits explicitement par CHEPOI, KNAUER et MARC [28].

Lemme 17. La classe des cubes partiels est close par pc-mineurs.

De plus, tout sous-ensemble de restrictions et de contractions d'un cube partiel G donne
le méme cube partiel, indépendamment de I'ordre dans lequel nous les effectuons.

Lemme 18. [28] Contractions et restrictions commutent dans les cubes partiels.

Le lemme 17 garantit que les graphes obtenus par pc-mineurs a partir d'un cube par-
tiel sont des cubes partiels. Etant donné un ensemble & de cubes partiels, nous pouvons
considérer la classe F (%) des cubes partiels n’ayant aucun des cubes partiels de & comme
pc-mineur. KNAUER et MARC [62] ont prouvé que le probleme de déterminer si un cube
partiel est dans la classe & (%), ou & est un ensemble fini de cubes partiels, est décidable
en temps polynomial. De nombreuses classes de cubes partiels peuvent étre caractérisées
par un faible nombre de pc-mineurs interdits. Nous retrouvons par exemple % (Q2) qui est
la classe des arbres, & (P3) celle des hypercubes, et & (K»[JP3) la classe des cubes partiels
dont les composantes 2-connexes sont des cycles de longueur paire [66].D’autres obstruc-
tions aboutissent a des classes fondamentales de la théorie métrique des graphes. MARC
[66, Theorem 4.4.4] a montré que les graphes presque médians correspondent exactement
ala famille % (Cg). CHEPOI, KNAUER et MARC [28] ont caractérisé par pc-mineurs exclus les
graphes hypercellulaires, les graphes cellulaires bipartis, et les graphes médians. Ces classes
correspondent respectivement aux classes & (Q3), # (Qy, Q3), et F(Q5, Cg) o1 Q5 est le cube
3-dimensionnel moins un sommet. Les graphes médians sont présentés plus en détail dans
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la section 2.2. KNAUER et MARC [62] ont aussi montré que les cubes partiels appartenant a
F (SKy, Q3) sont exactement les graphes de topes des COMs de rang 2 et ceux dans % (Cg, Q3)
sont les graphes de topes des AMPs de VC-dimension 2.

Un des résultats fondamentaux de la théorie des graphes est basé sur la notion de mineurs.
Le théoreme des mineurs, appelé aussi théoreme de Robertson-Seymour, garantit que toute
famille de graphes close par mineurs peut étre caractérisée par un ensemble fini de mineurs
exclus. Observons que les classes closes par pc-mineurs peuvent avoir un ensemble infini
d’obstructions. Effectivement, la classe des cubes partiels planaires [34], ou encore la classe
des graphes de topes des COMs que nous verrons dans la section 2.4 ont un ensemble infini
d’exclusions.

Soit % un ensemble de cubes partiels. Nous pouvons aussi considérer la classe & * (%)
des cubes partiels tels que leurs pc-mineurs ne contiennent aucun des cubes partiels de %
comme sous-graphe isométrique. Supposons qu'un cube partiel G appartienne a la classe
F* (%) pour un certain ensemble % de cubes partiels. Alors, tous les pc-mineurs exclus de G
contiennent un cube partiel de % comme sous-graphe isométrique. Nous pouvons vérifier
que les pc-mineurs exclus minimaux de G contenant un certain cube partiel H € 2 ont
exactement la méme dimension isométrique que H, i.e., ils intersectent les mémes ©-classes.
Il en découle le résultat suivant :

Lemme 19. Soit G € F* (%) et soit Z l'ensemble des cubes partiels dans C(H) contenant H
comme sous-graphe isométrique pour tout H € % . Alors G € #(X) ot I'ensemble & contient
tous les cubes partiels minimaux par pc-mineurs de Z .

Un cube partiel G est dit affine s’il existe un cube partiel antipodal G’ tel que G est un
demi-espace de G'. KNAUER et MARC [62] ont montré que les classes des cubes partiels affines
et des cubes partiels antipodaux sont closes par contractions :

Lemme 20. [62] Les cubes partiels affines et antipodaux sont clos par contractions.

Il est essentiel de regarder comment se comportent les sous-graphes métriques dans les
cubes partiels quand nous effectuons une contraction ou une restriction. Nous montrons
dans le lemme 21 que les sous-graphes isométriques sont préservés par pc-mineurs, puis
nous présenterons le résultat de CHEPOI, KNAUER et MARC [28] dans le lemme 22 établissant
que les sous-graphes portés sont aussi préservés par pc-mineurs.

Lemme 21. Soit H un sous-graphe isométrique d'un cube partiel G. Alors tout pc-mineur de
H est un sous-graphe isométrique d'un pc-mineur de G.

Démonstration. Pour démontrer ce lemme, il suffit de montrer ce résultat pour une contrac-
tion et une restriction de H. Soit E; une ©-classe de H, donc de G. Posons H' :=n;(H), G :=
7;(G), H' := p;(H), et G" := p;(G). Posons aussi u' := 7;(u) et u" := p;(u) pour tout u € V(G).
Remarquons que H' < G’ et H” < G". Montrons que H' (resp. H") est un sous-graphe isomé-
trique de G’ (resp. G”). Soient u et v deux sommets de H. Si u et v sont dans le méme demi-
espace défini par E; (i.e., u,v € V(H;) ouu,v € V(H;)), alors dp (', v') = dg(u, v) = dg(u, v).
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Comme H;r c Gl.+ et Hl_ c Gi—, dg (v, V") = dg(u, v). De méme, si u et v sont séparés par E; (i.e.,
ue V(H)ouve V(H;)),alors nous avons dpy(u', v') = dg(u, v) -1 =dg(u, v) -1 =dg (', V).
Il reste donc a montrer que H' est un sous-graphe isométrique de G”. Puisque H" est
un demi-espace de H, c’est en particulier un sous-graphe convexe de H. Ainsi, pour tout
u' v e V(H"), dgr(u”,v") =dgy(u, v) = dg(u, v). Comme G” est un sous-graphe convexe de
Get H' < G", pourtout u”,v" € V(H"), dg (", v'") = dg(u, v) =dgn (1", v"). O

Lemme 22. [28, Lemma 10] Si H est un sous-graphe porté d’'un cube partiel G, alors n;(H) et
p; (H) sont respectivement des sous-graphes portés dem;(G) et p; (G).

Nous avons vu que les sous-graphes convexes coincident avec les restrictions. En revanche,
il n’est pas toujours vrai qu’en contractant une ©-classe dans un cube partiel, les sous-
graphes convexes soient encore convexes, voir I’exemple de la figure 2.4. Les lemmes 23 et 24
regroupent les conditions nécessaires pour que les sous-graphes convexes soient préservés
par contractions.

FIGURE 2.4. — La convexité du sous-graphe en gras d’'un cube partiel n’est pas préservée lors
de la contraction de la ©-classe orange.

Lemme 23. Soit H un sous-graphe convexe d’'un cube partiel G. Si E; est une ©-classe croisant
ou disjointe de H, alors n;(H) est un sous-graphe convexe de n;(G). De plus, osc(m;(H)) =
osc(H), oitosc(H) est considéré dans G et osc(r;(H)) est considéré dans n;(G);

Démonstration. Soit H' = m;(H). Pour commencer, puisque i ¢ osc(H), le fait que H' est
un sous-graphe convexe de 7;(G) provient d'un résultat de CHEPOI, KNAUER et MARC [28,
Lemma 5]. Ensuite, I'inclusion osc(H) < osc(H') est évidente. S'il existe j € osc(H') \ osc(H),
alors il existe une aréte 7; (u)7;(v) de 7;(H) appartenant a la ©-classe E; avec ;(u) € V(H
et w;(v) ¢ V(H'). Ainsi, 7;(u)7;(v) vient d'une aréte uv de G appartenant a E;j. Comme
j ¢ osc(H), les sommets u et v n'appartiennent pas a H. Il en découle qu'’il existe une aréte
uw de E; avec w € V(H). Donc E; touche H, contradiction. O

Lemme 24. [28, Lemma 7] Soit G un cube partiel et soit E; une ©-classe de G. Si S est un
sous-ensemble de sommets de G, alors m;(conv(S)) < conv(r;(S)). De plus, si E; croise S, alors
i (conv(S)) = conv(m;(S)).

Le lemme suivant provient d'un résultat plus général de CHEPOI, KNAUER et MARC [28,
Proposition 1] :
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Lemme 25. Soient G un cube partiel et C un cycle isométrique de G. Si conv(C) n'est pas
portée, alors soit il existe une ©-classe E; telle que conv(r;(C)) n'est pas portée dans n;(G), soit
il existe un entier m = 3 tel que G contient une subdivision entiere de K,,».1 comme sous-graphe
isométrique.

D’autre part, il est connu que les produits cartésiens de cubes partiels sont des cubes
partiels. Par simplicité, nous supposons que les ©-classes des facteurs sont indexées par des
entiers distincts. Une ©-classe E; d’'un produit cartésien I' est formée par I'ensemble des
copies des arétes de la ©-classe E; dans le facteur correspondant. En étudiant les pc-mineurs
d’un produit cartésien de cubes partiels, nous obtenons le résultat qui suit :

Lemme 26. Soit G le produit cartésien de m cubes partiels Gy, ..., Gy,. Tout pc-mineur de G
est un produit cartésien de pc-mineurs de ses facteurs.

Démonstration. 1l suffit de montrer que la contraction, ou la restriction, dans G est un pro-
duit cartésien de pc-mineurs de ses facteurs. Soit E; une ©-classe de G. Cette ©-classe
appartient a I'un des facteurs de G, disons G;. Contracter E; dans G revient a contrac-
ter 'ensemble des copies des arétes de E; dans G;. Le cube partiel résultant 7 ;(G) cor-
respond alors exactement au produit cartésien G U---UG;10m;(G)UG; 4100 --0Gpy,. Se
restreindre a un demi-espace de G par rapport a E; revient a garder les sommets de G qui
posseédent en i-eme coordonnée un sommet de Gl.+ (respectivement de G; ). Par conséquent,
pj(G):G1D---DGi_leJ-(Gi)DGiHD---DGm. O

2.1.2. Expansions isométriques

Dans l'idée de caractériser les graphes médians, MULDER [71] introduit la notion d’expan-
sion convexe. Si G! et G? sont des sous-graphes convexes de G, alors 'expansion G de G est
dite convexe. Une construction similaire a été introduite par CHEPOI [24, 25], dans le but de
caractériser les sous-graphes isométriques d’hypercubes. Si G! et G? sont deux sous-graphes
isométriques de G, alors la couverture (G', G%, G?) de G est dite isométrigue et 'expansion de
G par rapport a cette couverture, notée G = ¢(G), est appelée expansion isométrique. Dans
les cubes partiels, 'opération d’expansion isométrique peut étre vue comme I'opération
inverse de la contraction d’'une ©-classe. A partir d'un cube partiel G et d'une ©-classe E;
de G, nous pouvons considérer le pc-mineur 7;(G) obtenu en contractant la ©-classe E;.
Alors G peut étre obtenu a partir de 7;(G) par une expansion isométrique par rapport a
(ni(Glff), G°, 7i(G;)) oum; (G;’) et 7;(G;) sont les images de la contraction des demi-espaces
G;r et G; de G, et G° est la contraction des sommets de G incidents aux arétes de E;. Le
résultat qui suit caractérise les cubes partiels par expansions isométriques :

Proposition 4 ([24, 25]). Un graphe est un cube partiel si et seulement s’il peut étre obtenu par
une suite d’expansions isométriques a partir de K; .

Pour obtenir un cube partiel G a partir de Kj, il est nécessaire de réaliser autant d’ex-
pansions isométriques que G a de ©-classes. Ainsi, le nombre d’expansions isométriques
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nécessaires pour obtenir un cube partiel G a partir de K; correspond a la dimension isomé-
trique de G. De plus, les expansions isométriques préservent la convexité :

Lemme 27 ([28], Lemme 6). Si H est un sous-graphe convexe d’'un cube partiel G et G est
obtenu a partir de G par une expansion isométrique v, alors H := w(H) est un sous-graphe
convexe de G.

Par la proposition 4, nous savons que I'expansion isométrique d'un cube partiel de VC-
dimension d est un cube partiel. Cependant, remarquons que la VC-dimension peut croitre.
Nous donnons un exemple dans la figure 2.5 d’'un cube partiel G obtenu par expansion isomé-
trique a partir d'un cube partiel G de VC-dimension 2 qui est de VC-dimension strictement
supérieure a celle de G. Dans les sections qui suivent, nous allons nous intéresser a plusieurs
sous-classes des cubes partiels.

G G

FIGURE 2.5. — Un cube partiel G de VC-dimension 2 et une expansion isométrique G de G de
VC-dimension 3.

pour tout triplet de sommets u, v et w, il existe un unique sommet x appartenant simulta-
nément a un plus court (u, v)-chemin, a un plus court (v, w)-chemin et a un plus court (w,
u)-chemin

2.2. Graphes médians

La classe des graphes médians, une sous-classe des cubes partiels, est une généralisation
de celle des arbres et de celle des hypercubes. A premiére vue, ces deux classes de graphes
sont tres différentes. Pourtant, elles partagent la propriété suivante : pour tout triplet de
sommets u, v et w, il existe un unique sommet x appartenant simultanément a un plus court
(u, v)-chemin, a un plus court (v, w)-chemin et a un plus court (w, u)-chemin. Les graphes
vérifiant cette propriété sont appelés les graphes médians. Le sommet x est appelé le médian
des trois sommets u, v et w.

Ces graphes ont été introduit indépendamment par plusieurs auteurs. AVANN [3] les a
nommé “unique ternary distance graphs” dans les années 1960. Quelques temps apres,
NEBESKY [73] puis MULDER et SCHRIJVER [72] les ont respectivement étudié dans le cadre des
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algebres médianes et des hypergraphes de Helly. C’est finalement en 1978 que MULDER [70]
les a regardé uniquement sous l'aspect de la théorie des graphes.

Comme nous venons de le mentionner, les graphes médians apparaissent sous différentes
formes dans plusieurs domaines des mathématiques. Par exemple, dans 'article de synthese
« Metric graph theory and geometry : a survey » [9], il existe une correspondance entre les
graphes médians et les algebres médianes, et entre les sous-algebres Booléennes et les
ensembles de solutions des instances de 2-SAT. Basé sur un résultat de GROMOV [46], CHEPOI
[27] a montré que les graphes médians sont en bijection avec le 1-squelette des complexes
cubiques CAT(0). Nous les retrouvons aussi dans le domaine de la théorie de la concurrence.
En effet, BARTHELEMY et CONSTANTIN [14] ont montré que les graphes médians sont en
bijection avec les diagrammes de Hasse des domaines des structures d’événements. Ajouté a
cela, les graphes médians ont aussi des applications dans d’autres domaines. Nous pouvons
par exemple constater qu'ils apparaissent en chimie en nous référant aux articles [60] et [84].
D’un point de vue de la théorie métrique des graphes, la classe des graphes médians admet
de nombreuses caractérisations et de jolies propriétés. Nous en regroupons quelques-unes
dans le théoreme 5. Lensemble de ces caractérisations peuvent étre retrouvées dans 'article
de synthése de BANDELT et CHEPOI [9].

Théoreme 5. Les conditions suivantes sont équivalentes :
(i) G est un graphe médian;
(ii) [4] G est un rétracté d’'un hypercube;

(iii) [55, 92] si G a au moins deux sommets, alors G est soit un produit cartésien soit un
amalgame porté de sous-graphes médians propres;

(iv) [27] G est le 1-squelette des complexes cubiques CAT(0);
(v) [54] Tous les convexes de G sont portés;

(vi) [71, 70] si G est fini, alors G peut étre obtenu a partir de Ky par une suite d’expansions
convexes.

De la caractérisation (iv) découle que les graphes médians vérifient la condition du 3-cube
qui suit :

Corollaire 2. Soit G un graphe médian. Tout triplet de carrés de G s'intersectant deux-a-deux
sur une aréte et s'intersectant tous les trois sur un sommet est contenu dans un 3-cube de G.

Lemme 28. Tout graphe médian peut étre obtenu par expansions périphériques successives
sur des sous-graphes convexes a partir de K; .

Démonstration. Le fait qu'une expansion périphérique d’'un graphe médian sur un sous-
graphe convexe est médian provient de la caractérisation (vi) du théoreme 5. Réciproquement,
soit G un graphe médian. D’apres la caractérisation (iii) du théoréme 5, G est soit un produit
cartésien soit un amalgame porté de sous-graphes médians propres. Comme les sous-graphes
portés sont convexes dans les graphes médians, par le théoreme 5 (v), nous déduisons que G
est une expansion périphérique sur un sous-graphe convexe. O
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2.3. Cubes partiels amples

Rappelons que les cubes partiels amples sont exactement les graphes de 1-inclusion des
familles d’ensembles amples. Larticle « Combinatorics of lopsided sets » [10] fournit des
caractérisations métriques et récursives des familles d’ensembles amples. Nous en donnons
quelques-unes dans le théoréme 6. Pour un sous-ensemble Y < U fixé, deux Y -cubes Q' et
Q" du graphe de 1-inclusion G(#) d'une famille d’ensembles . sont appelés cubes paralléles.
Notons d(Q’, Q") la distance dans G(#) entre les sommets les plus proches de Q' et Q”. Une
galerie de longueur k entre Q' et Q" est une suite de Y-cubes (Q' =: Ry, Ry, ..., Rr_1, R := Q")
de .# tel que pour tout i € {1,..., k}, R;—; U R; est un cube. Une galerie est dite géodésique si
elle est de longueur d(Q’, Q").

Théoreme 6. [10] Les conditions suivantes sont équivalentes :
(i) G est un cube partiel ample de Q,;, ;

(ii) toute paire de cubes paralleéles de G peuvent étre connectés dans G par une galerie géodé-
sique;
(iii) G estisométrique, et il existei € {1,..., m} tel que 'hyperplan H; et la contraction n;(G)
sont amples;

(iv) G est connexe et les hyperplans de G sont amples.

Une complétion ample d'un sous-graphe G de VC-dimension d de Q,, est un cube partiel
ample contenant G comme sous-graphe. L'objectif d'une telle complétion est d’obtenir un
cube partiel ample de méme VC-dimension que G, ou d'une VC-dimension comparable.

Nous formulons maintenant la notion de AMP-amalgame en terme de graphes. Nous
disons qu'un graphe G est un AMP-amalgame de G, et G, si (G1, G1 N G2, G2) est une couver-
ture isométrique de G, et G, Gz, et Gy = G1 N G2 # G1, G2 sont des cubes partiels amples. La
principale différence avec la notion de COM-amalgame est que la condition 4 est remplacée
par la condition plus faible que G est un cube partiel. La proposition qui suit est un résultat
de BANDELT et al. [11] qui n’a jamais été publié. Utilisée dans les preuves de deux résultats
principaux du chapitre 5, nous donnons la preuve ci-dessous :

Proposition 5. [11] Soit G un sous-graphe de ’hypercube Q,, qui est un AMP-amalgame de
deux sous-graphes isométriques amples G, et Gz de Q. Si G est un sous-graphe isométrique de
Qm, alors G est ample. Tout cube partiel ample peut étre obtenu par AMP-amalgame a partir
de ses facettes.

Démonstration. Pour commencer, nous affirmons que tout X-cube Q de G est contenu
soit dans G; soit dans G,. Pour montrer cette affirmation, nous raisonnons par induction
sur k := | X|. Puisque Gy = G; N Gy est un séparateur, I'affirmation est vraie quand k = 1.
Supposons que l'affirmation est vraie pour tout X’ c U avec |X ! | < k et supposons que le
X-cube Q de G contienne deux sommets s € V(Gy) \ V(Gy) et t € V(G2) \ V(G;) Par hypothese
d’induction, toutes les facettes de Q contenant s doivent étre incluses dans G; et toutes les
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facettes de Q contenant ¢ doivent étre incluses dans G,. Nous en concluons que tous les
sommets de Q sauf s et ¢ (qui doivent étre opposés dans Q) appartiennent a Gy. Ce qui est
impossible car Gy est ample.

En utilisant le résultat du théoréme 6 (ii), nous devons montrer que toute paire de X-
cubes Q1, Q2 de G peuvent étre reliés par une galerie géodésique. Sachant que G; et G, sont
amples, le résultat est vrai lorsque Q; et Q» appartiennent tous les deux a G; ou a G,. D’apres
I'affirmation précédente, nous pouvons supposer que Q; < G; et Q2 < G,. Par induction
sur k = |X|, nous montrons que Q; et Q» peuvent étre reliés par une galerie géodésique
contenant un X-cube de Gy. Si k = 0, alors Q; et Q» sont des sommets de G séparé par
Gy et c’est terminé. Soit k > 0. Considérons n'importe quel élément e € X et posons X' :=
X \{e}. Soient G™ et G~ les demi-espaces de G définis par e. Soient Q},Q; et Q;,Q; les
intersections de Q; et Q, avec les demi-espaces.Par hypothése d’induction, Q] et Q; peuvent
étre reliés par une galerie géodésique P(Q;, Q;) contenant un X'-cube R* dans Gy, et Q] et
Q, peuvent étre reliés par une galerie géodésique P(Q;, Q) contenant un X'-cube R~ dans
Go. Par conséquent, d(Q;, Q) =d(Q;,R") +d(R*,Q7) et d(Q;,Q;) =d(Q;,R7) +d(R™,Q;).
Comme G* et G sont des sous-graphes convexes de G, P(Q},Q;) € G" et P(Q;,Q;) = G™.
De plus, Gy est ample, donc les X'-cubes R* et R~ peuvent étre reliés dans G, par une galerie
géodésique. Comme R* € G* et R~ < G, dans cette galerie, nous pouvons trouver deux
X'-cubes consécutifs Q" € G* et Q” =< G tels que Q = Q" U Q™ est un X-cube de Gy.

Puisque Q; et Q sont deux X-cubes de 'ample Gy, ils peuvent étre reliés dans G, par une
galerie géodésique P(Qq, Q). De facon analogue, Q et Q, peuvent étre reliés dans G, par une
galerie géodésique P(Q, Q2). Nous affirmons que la concaténation de ces deux galeries est
une galerie géodésique P(Q;, Q2) entre Q; et Qo, i.e., d(Q;, Q2) =d(Q1, Q) +d(Q, Q2). Comme
d(Qf,Q3) =d(Qy,Q3) =d(Q1, Q2), il suffit de montrer que d(Q, Q;) = d(Q}, Q") +d(Q",Q3)
et d(Ql_» Qg_) = d(Ql_r Q_) + d(Q_’ Qg_)

Considérons un sommet pour chacun des cubes Q{,Q;,Q;,Q,,R*,R™, disons q; €
Q7,97 €Q1,9, €Q;,q, € Q;,r" € R",r~ € R™, tels que chaque pair de sommets réalise
la distance entre les cubes correspondant. Alors d(g;,q;) = d(q,,q,) =1 etd(q{,q;) =
d(gy,r")+d(r*,g;) etd(qy,q,) =d(gy,r7) +d(r7,g;). Soient g* et g~ deux sommets de
Q™ et Q7, respectivement, appartenant au plus court (7", r7)-chemin. De méme, d(¢*,g~) =
1. Par conséquent, dans G nous avons r*,r~ € I(q{,q,) et g*,q~ € I(r*,r7). Comme G
est un cube partiel, I'intervalle I(q;,q,) est convexe (lemma 6), donc g* et g~ appar-
tiennent a un méme plus court chemin entre g; et g, . En appliquant le méme argument,
nous déduisons que g~ et g* appartiennent a un méme plus court chemin entre g; et
q, . Ainsi, d(q{,g;) =d(q{,q") +d(g",q;) etd(q;,q;) =d(g;,q7) +d(g~,q;), impliquant
que d(Qf, Q) =d(Qf, QM) +d(Q*, Q) et d(Q], Q) =d(Q], Q1) +d(Q,Q;). Par conséquent,
d(Q;,Q2) =d(Q1,Q) +d(Q, Q2), i.e., P(Q1,Q>) est une galerie géodésique. O
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2.4. Graphes de topes des OMs et des COMs

Soit 4 = (U,%£) un COM. Les éléments maximaux de £ sont appelés les topes. Nous
pouvons remarquer que les topes d'un OM (U, £) correspondent exactement aux coatomes
de gblg(z), i.e., aux éléments x € Fp;g(ZL) tels que x < 1 et tels que pour tout z € Fpig(Z),
six<y=<1,alors y = x ou y = 1. Pour tout COM . = (U, %), 'ensemble 9 des topes est
I’ensemble des {—1,+1}-vecteurs de £. Lensemble 9 peut étre vu comme une famille de
sous-ensembles de U, ol pour tout T € 9, un élément e de U appartienta T si T, = + et
n’'appartient pas a 7 sinon. Le graphe de topes G(.4) dun COM .4 = (U, %) estle graphe de 1-
inclusion de la famille d’ensembles J des topes de .4 . En se référant au livre de BJORNER et al.
[17], il est connu que les graphes de topes des OMs sont des cubes partiels et que I’ensemble
des covecteurs d'un OM peut étre retrouvé a partir de son graphe de topes (a isomorphisme
pres). Ces propriétés ont été généralisées aux COMs par BANDELT, CHEPOI et KNAUER [13].
En effet, ils ont montré que tout COM simple est déterminé de maniere unique par ses topes
et que pour tout systéme signé de vecteurs (U, %) simple satisfaisant 'axiome d’élimination
forte (SE), le graphe de topes de (U, %) est un cube partiel. Ainsi, les graphes de topes des
COMs sont des sous-graphes isométriques d’hypercubes. Le “Topological Representation
Theorem of Oriented Matroids” de FOLKMAN et LAWRENCE [43] caractérise les graphes de
topes des OMs comme graphes des régions d'un arrangement de pseudo-spheres dans une
sphere $%~1, o1 d est le rang du OM. Une telle caractérisation pour les COMs est a ce jour une
question ouverte. La figure 2.6 illustre le graphe de topes My du COM réalisable .4 présenté
dans la figure 1.10.

5
- |

FIGURE 2.6. - Le graphe de topes M, du COM réalisable .4 (voir figure 1.10).

Sachant que les graphes de topes des COMs (et des OMs) sont des cubes partiels, nous
pouvons décrire les opérations introduites précédemment sur les vecteurs signés en termes
de cubes partiels. Pour un COM .« = (U, %) et un covecteur X € £, [X] correspond au
sous-graphe de G(.#) induit par tous les topes de F(X). Nous disons que [X] est la face de X
dans G(.#). Lopération de suppression dans un COM se traduit par la contraction dans son
graphe de topes :
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Lemme 29. Soit 4/ = (U, %) un COM avec son graphe de topes G = G(4) et soit A< U. Alors
7 A(G) est le graphe de topes de 4 \ A. En particulier, si X € £, alors le graphe de topes de
M (X) est isomorphe a [X].

Le lemme 30 suivant est implicite dans [13] et explicite dans [62] :

Lemme 30. Pour tout covecteur X d'un COM 4 = (U, £), la face | X] est portée dans G(MH).
De plus, pour tout tope Y de £, X oY est la portede Y dans C(X).

Démonstration. Considéronsun tope Y de Z, i.e., Y € {—1,+1}Y n.%. D’aprés la définition de
XoY, XoY €{-1,+1}Y.Donc XoY estun tope de &£. Par la définition de F(X), XoY appartient
a F(X) (etdonc a C(X)). De plus, (XoY), =Y, pourtout e € U\ X, donc nécessairement Xo Y
estla porte de Y dans C(X). O

Le résultat du lemme 30 implique que le graphe de topes de n'importe quel COM est
obtenu par amalgamations des sous-graphes portés de ses faces, qui sont des graphes de
topes de OMs.

KNAUER et MARC [62] ont montré une premiere caractérisation des graphes de topes des
COMs via une famille infinie de pc-mineurs exclus. Cette famille est dénotée par 2~ et définie
comme suit. Soient X"+ := Q,,\1{(0,...,0,0),(0,..., 1,00}, X = X/"*1\{(0,...,0, 1)}, et X" =
X,’n”_i+1 \ {eim}. Ici e;j, dénote le vecteur qui contient un 1 en i-eme et m-ieme positions
et des 0 sur ses autres coordonnées. Pour chaque m = 4, les cubes partiels X,ln,...,X,’;’}“
appartiennenta 2. La figure 2.7 illustre les membres de 2~ de dimension isométrique au
plus 4. Observons qu’en particulier X i = SKj,.

X! =SK, X2 X3 X4 X3

FIGURE 2.7. — Les pc-mineurs exclus de dimension isométrique < 4 pour les graphes de topes
des COMs.

KNAUER et MARC [62] fournissent une deuxieme caractérisation des graphes de topes des
COMs en se basant sur leur structure métrique. Ces deux caractérisations sont données dans
le théoréme 7 :

Théoreme 7. [62] Pour un graphe G, les conditions suivantes sont équivalentes :
(i) G est le graphe de topes d'un COM;

(ii) G est un cube partiel Wayant aucun des cubes partiels de 2~ comme pc-mineur, i.e.,
GeF(L27);
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(iii) G est un cube partiel tel que tous les sous-graphes antipodaux sont portés.

Puisque les OMs satisfont ’axiome (Sym), les graphes de topes des OMs sont des cubes
partiels antipodaux. Plus précisément, les graphes de topes des OMs sont exactement les
cubes partiels antipodaux tels que les sous-graphes antipodaux sont portés. De plus, les
graphes de topes des AOMs correspondent aux demi-espaces des graphes de topes des
OMs.

Proposition 6. [62] Le graphe de topes d'un COM est le graphe de topes d’'un OM si et seulement
s'il est antipodal.

Comme pour les graphes de topes des COMs, les cubes partiels amples possedent une
caractérisation en termes de pc-mineurs exclus [62]. Nous dénotons par 2~ la famille des
cubes partiels {Q,, : m =4}, ou Q,, := Q;, \{(0,...,0),(1,...,D}.

Proposition 7. [62] Pour un graphe G, les conditions suivantes sont équivalentes :
(i) G est le graphe de topes d'un AMP;
(i) G est un cube partiel Wayant aucun des cubes partiels de 2=~ comme pc-mineur, i.e.,
GeF(277);

(iii) G est un cube partiel tel que tous les sous-graphes antipodaux sont des hypercubes.

Lemme 31. [62] Les classes des graphes de topes des COMs et des AMPs sont closes par pc-
mineurs. Les classes des graphes de topes des OMs et des AOMs sont closes par contractions.

Les graphes de topes des COMs (resp. des AMPs) de VC-dimension 2 peuvent étre caracté-
risés par les exclusions suivantes :

Proposition 8. [62, Corollary 7.5] La classe des graphes de topes des COMs de VC-dimension 2
coincide avec & (Qs, SKy). La classe des cubes partiels amples de VC-dimension 2 coincide avec
F (QS’ CG) .

Ce dernier résultat se retrouve facilement en combinant la caractérisation par pc-mineurs
exclus des cubes partiels de VC-dimension bornée qui est énoncée (lemme 35) et démontrée
dans le chapitre 3, et la caractérisation des graphes de topes des COMs (resp. des AMPs) via
leur famille 2~ (resp. 27 7) de pc-mineurs exclus.

2.5. Etat de I'art

Les cubes partiels ont, entre autres, été introduit par GRAHAM et POLLAK [45] qui s’'inté-
ressaient a des problemes de routage dans les réseaux téléphoniques. Comme évoqué dans
ce chapitre, les cubes partiels regroupent d’'importantes classes de graphes de la théorie
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meétrique des graphes provenant de divers domaines de recherche tels que la théorie géomé-
trique des groupes, la combinatoire ou la géométrie discrete. Ainsi les cubes partiels ont été
explorés par de nombreux auteurs, et possedent de multiples caractérisations. Nous avons
déja mentionné la caractérisation structurelle en utilisant la convexité des demi-espaces
de DJjOKOVIC [36] et la caractérisation récursive via les expansions isométriques de CHEPOI
[25].

D’autres classes de graphes intéressantes définies par des propriétés de distance ou de
convexité appartiennent aussi a la classe des cubes partiels. Par exemple, nous pouvons
citer les graphes bipartis avec une métrique totalement décomposable [6], les graphes de
Pasch bipartis [24, 25] et de Peano bipartis [83], les graphes hypercellulaires [28], et les cubes
partiels “netlike” [78, 79, 80, 81]. Les cubes partiels antipodaux, et plus précisément les
graphes de topes des matroides orientés, ont aussi été étudiés [48, 82]. Pendant sa these,
MARC [66] s’est intéressé aux propriétés des cycles convexes dans les cubes partiels et a
étudié les cubes partiels préservant les nombreuses symétries de '’hypercube. Dans le but de
mieux comprendre la structure des cubes partiels, IMRICH et KLAVZAR [53] ont introduit les
graphes presque médians et les graphes semi-médians, deux généralisations naturelles des
graphes médians. Plus récemment, deux autres caractérisations de ces graphes sont données
par BRESAR [20] et KLAVZAR et SHPECTOROV [58]. D’autre part, EPPSTEIN [41] a étudié la
reconnaissance des cubes partiels sur 7 sommets. Il montre que ces derniers peuvent étre
reconnus et plongés dans un hypercube en temps O(n?). Pour une étude plus approfondie, le
lecteur pourra se référer a I'article de synthese [9] et aux livres [35, 47, 75].
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3. VC-dimension des cubes partiels
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Dans le chapitre 2, nous avons vu que les cubes partiels contiennent de nombreuses
classes importantes de graphes de la théorie métrique des graphes. Dans ce chapitre, nous
présentons des résultats sur la VC-dimension des cubes partiels. Nous nous intéressons aussi
tout particulierement a la VC-dimension des graphes de topes des complexes de matroides
orientés qui a un étroit lien avec la notion de rang des complexes de matroides orientés. Ces
résultats sont utilisés dans les chapitres 4, 5, et 6.

3.1. Résultats

Dans ce chapitre, nous caractérisons les cubes partiels de VC-dimension bornée par
pc-mineurs exclus. Plus précisément, nous montrons que I’ensemble des cubes partiels de
VC-dimension au plus d sont exactement les cubes partiels appartenant a la classe % (Q;+1).
Nous montrons que nous pouvons aussi les caractériser via les hyperplans. Cette caracté-
risation est intéressante puisqu’elle borne la VC-dimension d'un cube partiel G a partir de
la VC-dimension des sous-graphes isomorphes aux frontieres des ©-classes de G. Ensuite,
nous donnons une caractérisation des cubes partiels de VC-dimension bornée via les expan-
sions isométriques. Cette caractérisation donne les conditions nécessaires et suffisantes pour
qu'une expansion isométrique sur un cube partiel n'augmente pas sa VC-dimension.

Proposition 9. Pour un cube partiel G = (V, E), les conditions suivantes sont équivalentes :
(i) G est un cube partiel de VC-dimension au plus d ;
(i) G est un cube partiel wayant pas Q4.+, comme pc-mineur, i.e., G € F(Qg41);

(iii) les hyperplans de G sont de VC-dimension au plusd —1;

(iv) G peut étre obtenu a partir du graphe K, via une suite {(Gll, G?, Glg) ci=1,...,m} dexpan-

sions isométriques, ott chaque G?, i=1,...,m, estde VC-dimension au plusd — 1.
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D’autre part, nous mettons en relation la notion de rang et de VC-dimension dans les
complexes de matroides orientés. La VC-dimension VC-dim(.#) d'un COM .4 = (U, %) est
la VC-dimension de son graphe de topes G(.#). Lorsque G(.#) pulvérise un ensemble D < U,
nous disons simplement que .4 pulvérise D. La VC-dimension VC-dim(X) d'un covecteur
X € & de 4 est définie comme la VC-dimension du OM . (X), i.e., la VC-dimension du
graphe [X]. Plus précisément, pour les matroides orientés, le rang coincide avec la VC-
dimension. De plus, nous montrons que tous les ensembles pulvérisés par un OM .4 sont
exactement les ensembles indépendants du matroide sous-jacent 4.

Proposition 10. Soit .4 un OM, alors
(i) VC-dim(4) =rang(4);

(i) un sous-ensemble D < U est pulvérisé par 4 si et seulement si D est indépendant dans le
matroide sous-jacent M .

En ce qui concerne les complexes de matroides orientés, nous avons évoqué dans la
section 2.4 que tous les graphes de topes des COMs peuvent étre obtenus par amalgamation
de graphes de topes d’'OMs. Dans ce chapitre, nous montrons que que la VC-dimension d'un
COM est égal a la plus grande VC-dimension du graphe de topes d'une de ses faces.

Proposition 11. Soit 4 = (U, ¥£) un COM, alorsVC-dim(.#) = max{VC-dim(# (X)) : X € Z}.

Tout d’abord, dans la section 3.2, nous définissons la pulvérisation et les fibres dans les
cubes partiels. Ensuite, dans la section 3.3, nous démontrons les différentes caractérisations
des cubes partiels de VC-dimension bornée qui sont énoncées dans la proposition 9. Dans la
section 3.4, nous montrons, avec la proposition 14, la proposition 10(i) ainsi que le résultat
de la proposition 11. Enfin, dans le lemme 38, nous prouvons la proposition 10(ii).

3.2. Pulvérisation et fibres dans les cubes partiels

Soit G un cube partiel dans Q,;, = Q(U). Supposons que G pulvérise le sous-ensemble
Y de U. Pour un sommet v4 de Q(Y) (correspondant au sous-ensemble A de Y), nous
considérons pr(v,) 'ensemble des sommets de I'hypercube Q,, qui sont projetés sur v4
dans Q(Y). Autrement dit, pr(v4) contient tous les sommets vz de Q(U) correspondant aux
sous-ensembles B de U tels que BN'Y = A. Par conséquent, le graphe induit par pr(v,4) est
un sous-cube de dimension m —|Y| de Q,,. La fibre de A par rapporta Y dans G est définie
par Fiby (A) := Gnpr(v4). Comme pr(v4) est un sous-graphe convexe de Q,, et que G est un
sous-graphe isométrique de Q,,, d’apres le lemme 5, nous obtenons que la fibre Fiby (A) de
G est un sous-graphe isométrique de Q,,. D’apres la définition, il est facile de voir que les
fibres partitionnent les sommets de G. La définition de pulvérisation peut étre reformulée de
la fagon suivante :
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Lemme 32. Un sous-ensembleY de U est pulvérisé par un sous-graphe isométrique G de Q(U)
si et seulement si pour tout Y' € Y, la fibre Fiby (Y') est un sous-graphe isométrique non vide
deG.

Le lemme qui suit établit une propriété de séparation intéressante dans les sous-graphes
isométriques d’hypercubes :

Lemme 33. Si (G!,G° G?) est une couverture isométrique d’un sous-graphe isométrique G de
Qn=0(W), et G! et G? pulvérisent le méme ensemble Y de U, alors G° pulvérise aussi Y .

Démonstration. Pour montrer que G° pulvérise Y, il suffit de montrer que pour tout sommet
vade Q(Y), G'n pr(va) est non-vide. Comme G! et G? pulvérise tous les deux Q(Y), G'n
pr(v,4) et GZNpr(v,) sont des sous-graphes non-vides de G. Considérons n’'importe quels
sommets x € V(G npr(vy)) et y € V(G npr(vy)). Alors x et y sont des sommets de Fiby (A).
Comme d’apres le lemme 32, Fiby (A) est un sous-graphe isométrique de Q,,, il existe un
plus court (x, y)-chemin P de Q,, appartenant a Fiby (A). Sachant que (G1,G% G?) est une
couverture isométrique de G, P contient un sommet z de G°. Par conséquent, z € V(G°n
pr(va)), ce qui conclut cette preuve. O

Pour un sous-graphe porté H d’'un cube partiel G, tous les sommets de G ont un plus
court chemin vers un unique sommet de H, leur porte. Ainsi, la fibre d'un sommet v € V(H)
par rapport a H peut étre définie de facon équivalente par Fiby (v) := {u € V(G) : porte (1) =
v}.

Lemme 34. Soit G un cube partiel et soit H un sous-graphe porté de G. Si D < cross(H) est
pulvérisé par G, alors D est pulvérisé par H.

Démonstration. Considérons n'importe quelle ©-classe E; avec i € D. Soit v un sommet
arbitraire de G. Si v appartient au demi-espace G; de G, alors la porte v’ de v dans H
appartient aussi a G; . En effet, puisque E; croise H, il existe un sommet w € G; N H. Alors
v' € I(v,w) € G; par convexité de G; et car v’ est la porte de v dans H. De fagon analogue,
si v € G/, alors V' € G;'. Sachant que G pulvérise D, pour tout X < D, il existe un sommet
vp de G tel que Bn D = X. Cela signifie que pour tout i € D, le sommet v appartient au
demi-espace G;r sii € B etau demi-espace G; sinon. Sachant que pour tout i € D, la porte v,
de vp dans H appartient aux mémes demi-espaces que vp, la restriction a D de I’ensemble

correspondant a v}, coincide avec X. Nous concluons que H pulvérise aussi D. O

3.3. Cubes partiels de VC-dimension bornée

Commencons par reformuler la VC-dimension des cubes partiels en termes de pc-mineurs :

Lemme 35. Un cube partiel G appartient a & (Qg+1) si et seulement si G est de VC-dimension
<d.
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Démonstration. Soit G un cube partiel. Considérons .# < 2U la famille d’ensembles telle que
G = G(¥). Supposons que G € F(Q4+1). Supposons aussi par 'absurde que VC-dim (%) > d.
Alors il existe un sous-ensemble S < U de taille d + 1 tel que S est pulvérisé par .¥. Le pc-
mineur G’ obtenu a partir de G en contractant les ©-classes de U\ S est un cube de dimension
d + 1, contradiction.

Réciproquement, supposons par I'absurde que G ¢ % (Qg+1). Ainsi, G a un pc-mineur
Q4+1- Notons C et R respectivement les ensembles des ©-classes qui ont été contractées et
restreintes dans G pour obtenir Q;4,. Posons Y := U\ (CU R). Le cube Qg 4, peut étre vu
comme le graphe de 1-inclusion G(2Y)avec|Y|=d+1.Donc, pourtout Y'Y, Y' € V(Qu11).
Puisque Qg1 est un pc-mineur de G, pour tout Y’ € Y, il existe un sommet v € V(G) tel que
v=Y'UZ avec Z < CuUR. Nous en déduisons que .# pulvérise I'ensemble Y qui est de taille
d + 1, contradiction. ]

Dans la figure 3.1, nous représentons le plongement isométrique du dodécaedre rhom-
bique D dans ’hypercube Q4. Puisque D est un sous-graphe propre de Q4, nous avons
VC-dim(D) < 4. D’autre part, la contraction de n'importe quelle ®-classe donne un 3-cube
Q3. Nous illustrons la contraction de la ©-classe Ej;, représentée par des arétes obliques, dans
D. Pour une meilleure lisibilité, les sommets fusionnés lors de la contraction sont repré-
sentés en noir. Par conséquent, Qs est un pc-mineur de D, ce qui permet de déduire que
VC-dim(D) = 3.

E;

T

FIGURE 3.1.— Le dodécaedre rhombique D isométriquement plongé dans Q4 et son pc-
mineur 7; (D) aprés la contraction de la ©-classe E; représentée par les arétes
obliques.

Lemme 36. Soit G un sous-graphe convexe propre d'un cube partiel antipodal H € % (Qg+1),
alors Ge F(Qg).

Démonstration. Supposons par I'absurde que G ¢ #(Qy). Alors G admet Q; comme pc-
mineur. D’apres le lemme 13, les sous-graphes convexes de H sont des intersections de
demi-espaces, donc il existe une 0O-classe E; de H telle que G est contenu dans un des
demi-espaces définis par E;, disons H;". Nous savons par hypothese que H est antipodal,
donc il contient un sous-graphe —G < H; induit par les antipodes des sommets de G et
isomorphe a G. Il en découle que G et —G sont disjoints car ils appartiennent a des demi-
espaces complémentaires. Comme G admet Q4 en tant que pc-mineur, —G aussi, et ces deux
pc-mineurs sont obtenus en contractant le méme ensemble I de ©-classes de H. Observons
que E; ¢ I. En contractant les ©-classes de I et toutes les ©-classes qui ne croisent pas les
pc-mineurs Qg, sauf E;, nous obtenons un graphe H'. Ce graphe est antipodal car d’apres le
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lemme 20, I'antipodalité est préservée par contractions. De plus, H' est constitué de deux
copies de Q, séparées par E;. Considérons n'importe quel sommet v dans H'. Il existe un
chemin allant de v jusqu’a son antipode —v qui passe d’abord par toutes les ©-classes de
I’hypercube Qg contenant v, puis par la ©-classe E; pour finalement atteindre le sommet —v.
Autrement dit, —v est adjacent a E; et par conséquent chaque sommet de H' est adjacent a
E;. Ainsi, H' = Q41 est un pc-mineur de H, ce qui contredit notre hypotheése sur H. O

La proposition suivante caractérise les cubes partiels de VC-dimension au plus d, i.e., les
graphes appartenant a la classe % (Q4+1), via les hyperplans.

Proposition 12. Un cube partiel G est de VC-dimension < d si et seulement si chaque hyper-
plan H; de G est de VC-dimension < d — 1.

Démonstration. Soit G € Z(Qg+1). Supposons par 'absurde qu'’il existe un hyperplan H;
d’'une O-classe E; de G de VC-dimension d. Alors les frontieres OGZ._ et OG;, qui sont iso-
morphes a Hj;, sont aussi de VC-dimension d et leur union dG; UG est de VC-dimension
d + 1. Par conséquent, G est de VC-dimension = d + 1, contradiction. Pour démontrer I'im-
plication inverse, nous considérons I'’ensemble #;_, des cubes partiels dans lesquels les
hyperplans sont de VC-dimension au plus d — 1. Nous affirmons que .#£;_; est clos par pc-
mineurs. Tout d’abord, #;_, est clos par restrictions parce que les hyperplans H; de tout
sous-graphe convexe G’ de G € #£,;_1 sont des sous-graphes des hyperplans correspondant
H; de G. Il reste donc a montrer que #,;_, est clos par contractions. Soit G € #;_ et soient
E; et Ej deux ©-classes différentes de G. D’apres le lemme 17, 7 ;(G) est un cube partiel. Pour
montrer qu’il appartient a #;1, il suffit de montrer que 7;(0G;) = 07 ;(G); . Effectivement,
ceci signifierait que la j-contraction de I'hyperplan défini par E; dans G coincide avec I'hy-
perplan défini par E; dans 7 ;(G). Par conséquent, la VC-dimension de chaque hyperplan de
7 j(G) serait d’au plus d — 1.

Soit v € 7;(0G;). Alors v est 'image de I'aréte v'v" de I'hypercube Qy, telle qu’au moins
un des sommets v’ ou v, disons v/, appartienne a dG; . Donc le i-voisin ' de v’ dans Q,
appartient a 0G; . Soient 1" le voisin commun a v’ et v dans Qj, et u 'image de 'aréte u'u"
par la j-contraction. Comme u’ € 8G;, la i-aréte uv appartient a 7;(G), d'ott v € 07;(G);
et u € 0n;(G);. Nous avons donc montré I'inclusion 7;(0G;) < d7;(G); . Pour démontrer
I'inclusion inverse, considérons un sommet v € 07 ;(G); . Alors le i-voisin u de v dans Qy,
appartient a 77 ;(G);. Comme dans le cas précédent, soient v I'image de la j-aréte v'v" de
I'’hypercube Q,,, et u’ et u” les i-voisins de v’ et v” dans Q,;,. Alors u est I'image de la j-aréte
u'u”. Comme les sommets u et v appartiennent a 7 ;(G), au moins un des deux sommets des
paires {u/, u"} et {v', v"'} appartient a G. Si I'une des deux arétes u'v’ ou u”v" de Q,, est une
aréte de G, alors u € 7;(0G;) et v € ;(G; ) et c'est terminé. Supposons donc que u’ et v sont
des sommets de G. Comme G est un sous-graphe isométrique de Q,, et que d(u/, v"’) =2, un
de leur voisin commun, v’ ou u”, appartient aussi a G. Donc G contient I'aréte u'v’ ou u''v",
ce qui termine la preuve de la deuxiéme inclusion 07 ;(G); < 7;(0G; ). Ainsi, nous venons de
démontrer que /£;_; est clos par pc-mineurs. Puisque Qg.; n'appartient pas a #;_1, si G
appartient a #,;_1, alors G ne contient pas Q4+, comme pc-mineur, i.e.,, G€ F(Qg4+1). O
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Dans la proposition 12, il est essentiel que G soit un cube partiel. Par exemple, considérons
la famille d’ensembles . composée de tous les sous-ensembles de taille paire d'un ensemble
a m éléments. Alors le graphe de 1-inclusion G(.¥) de .# est un stable. Donc tous les hyper-
plans de G(.¥) sont vides. Pour autant la VC-dimension de G(.¥) varie en fonction de m et
peut étre arbitrairement grande. Dans la figure 3.2, nous présentons |'exemple ci-dessus avec
m=4.

{1, 2,3, 4}
(]
3.4)
{263}
(204}
{1?3} e
) {1,4}

=@

FIGURE 3.2. — Une famille d’ensembles .¥ = {7, {1,2},{1,3},{1,4},{2,3},{2,4},{3,4},{ , 41}
de VC-dimension 3 car 'ensemble {1, 2, 3} est pulvérisé en orange par . et son
graphe de 1-inclusion G(.¥) ne satisfaisant pas la proposition 12.

Contrairement aux cubes partiels, les classes % (Q;.1) ne sont pas closes par expansions
isométriques. En effet, dans la sous-section 2.1.2, nous avons évoqué que I'opération d’ex-
pansion isométrique préserve I'isométricité mais que la VC-dimension peut augmenter. La
proposition 13 fournit une caractérisation des expansions isométriques qui préservent la
classe F(Qg+1).

Proposition 13. Soit G obtenu a partir d'un cube partiel G de VC-dimension < d par une
expansion isométrique par rapport a (G',G°, G?). Alors G est un cube partiel de VC-dimension
< d si et seulement si G° est de VC-dimension < d — 1.

Démonstration. Soit G € Z(Q,.1). Considérons I'expansion isométrique G de G par rapport
4 (G',G% G?). Le fait que G soit un cube partiel vient du résultat de la proposition 4. Il existe
une unique ©- classe E,;1 de G qui n'existe pas dans G. Les demi- espaces Gm o et Gm +1
de G sont respectivement isomorphes a G! et G2, et leurs frontiéres OG 4 et OG 4, sont
isomorphes a G°. Sachant que les frontiéres OGm 4 €t OGm +1» donc G0 sont 1somorphes
a I'hyperplan défini par E,,,1, en utilisant la proposition 12, si G € Z(Qu.1), alors G° est
nécessairement de VC-dimension < d — 1. Réciproquement, soit G de VC-dimension < d — 1.
Supposons par 'absurde que G est de VC-dimension d + 1. Comme G est de VC-dimension d,
tout ensemble Y’ de taille d + 1 pulvérisé par G contient 'élément m + 1. Soit Y = Y/ \ {m +1}.
Alors les demi-espaces é;l 4 et 6* , de G pulvérisent 'ensemble Y. Sachant que Gm +1
et G | sont respectivement isomorphes a G! et G?, les deux sous-graphes G! et G* de G
pulvérisent Y. Par le lemme 33, le sous-graphe G'de G pulvérise aussi Y. Comme |Y|=d
nous obtenons une contradiction avec notre hypothése sur la VC-dimension de G°. O
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3.4. VC-dimension et rang dans les OMs et les COMs

Une notion centrale dans les OMs et les COMs est celle du rang. Cette notion est fortement
liée a la notion de VC-dimension de leur graphe de topes.

Lemme 37. Soit G le graphe de topes d'un COM. Si ’hypercube Q,  est un pc-mineur de G,
alors il existe un sous-graphe antipodal H de G qui admet Q,; comme pc-mineur.

Démonstration. Par KNAUER et MARC [62, Lemma 6.2], si H est un sous-graphe antipodal
d’un graphe de tope G d’'un COM et G est une expansion isométrique de G, alors I'expansion
H de H dans G est soit antipodale, soit périphérique. Cette derniére implique que H contient
H comme sous-graphe convexe. Dans les deux cas, G contient un sous-graphe antipodal qui
admet H comme pc-mineur. Comme Qg est antipodal, en considérant la suite d’expansions
isométriques a partir de Q4 =: Gy,..., G := G, chaque graphe intermédiaire contient un
sous-graphe antipodal ayant Q; comme pc-mineur. O

La VC-dimension des OMs, COMs, et de leurs covecteurs peut étre formulée de la fagcon
suivante :

Proposition 14. Soit 4 = (U,%£) un OM, alors VC-dim(.4) = rang(.#). De plus, si X est
un cocircuit de 4, alors VC-dim(X) + 1 = VC-dim(.4). Soit 4 = (U,<£) un COM, alors
VC-dim () = max{VC-dim( (X)) : X € &}. Soit 4 = (U,&) un AMP, alors VC-dim(#)
est la dimension du plus grand cube de G().

Démonstration. Soit G := G(.#) le graphe de topes d'un OM .4 = (U,%£). Nous devons
montrer que VC-dim(G) = rang(.4). Si G = Qy,, alors £ = {-1,0,+1}"" est de rang m et
I'égalité tient. Donc, considérons que G n’est pas un cube. Pour commencer, nous montrons
I'inégalité VC-dim(G) < rang(.#). Puisque G n’est pas un cube, il contient une 0-classe E;
dont la contraction ne diminue pas la VC-dimension. Si nous posons G’ := 7;(G) et &' :=
£\ {i}, alors VC-dim(G') = VC-dim(G) et G’ est le graphe de topes de'un OM .4’ (lemme
31). Comme rang(.#') < rang(.#), par hypothése d’induction, VC-dim(G) = VC-dim(G') <
rang(.#') < rang(.4).

Pour montrer I'inégalité rang(.#) < VC-dim(G), nous contractons arbitrairement une
O-classe E; et posons G' = 71;(G) et £’ = £\ {i}. De méme, par le lemme 31, G’ est le
graphe de tope d’'un OM .#'. De plus, nous avons .#' = ./ \ {i}. Par hypothese d’induc-
tion, rang(.#") < VC-dim(G') < VC-dim(G). Dong, si rang(.#") = rang(.#) ou VC-dim(G') =
VC-dim(G) — 1, alors nous avons terminé. Supposons donc que pour toute ©-classe E;, nous
avons rang(.#") = rang(.#) — 1 et VC-dim(G’) = VC-dim(G). Si une ©-classe E; de G croise les
graphes de topes [X] des faces F(X) de tous les cocircuits X € €™, alors .4 n’est pas simple.
Par conséquent, pour tout cocircuit X € €™ il existe une ®-classe E; qui ne croise pas [X].
Cependant, puisque la contraction de E; décrémente le rang de 1, nous concluons que le OM
résultant coincide avec [X]. Effectivement, aprés la contraction le rang de [X] est inchangé.
Si X était encore un cocircuit, le rang global ne diminuerait pas. Par conséquent, G’ est le
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graphe de topes de F(X). Donc, G et Glf := [X] sont des cubes partiels antipodaux. De plus,
G/ est un sous-graphe porté de G car c’est une face de G. Comme G est antipodal, G; = G;
est aussi antipodal. Puisque nous sommes dans un COM, G; est aussi un sous-graphe porté
de G par [62]. Comme toutes les ©-classes de G et G; coincident, le chemin allant d'un
sommet quelconque de G;r vers sa porte dans G; consiste en une aréte de E;, et vice versa.
Donc, G = G?—DKg. En utilisant le lemme 16, nous obtenons que G doit étre un cube, ce qui
contredit notre hypothese.

Soit X un cocircuit dun OM .#. Nous venons de montrer que VC-dim(.#) = rang(.4),
i.e., lalongueur d'une chaine maximale dans le treillis gradué g (.#). Par définition, nous
avons que VC-dim(X) = VC-dim (. (X)). Du fait que les circuits de .# sont exactement les
atomes de Fpg(#), nous en déduisons que rang(.# (X)) = rang(.#) — 1. Puisque rang(.#) =
VC-dim(.#), nous déduisons que pour tout cocircuit X de .4, VC-dim(X) = VC-dim(.#) — 1.

Le fait que la VC-dimension du graphe de topes d'un COM est atteinte par une face est
démontré dans le lemme 37. Ceci implique aussi le résultat pour les AMPs. Pour les AMPs,
cela provient aussi de 1'égalité X(G) = X(G). Légalité pour les OMs est énoncée par KNAUER et
MARC [62] ou ils font référence a DA SILVA [32]. O

Le lemme suivant montre que les ensembles indépendants du matroide sous-jacent .4
sont exactement les ensembles pulvérisés par un OM ./, i.e., les ensembles ne contenant
pas les supports des circuits de ..

Lemme 38. Soit . # = (U, <) un OM et soit D un sous-ensemble de U. Alors D est pulvérisé
par M si et seulement si D est indépendant dans le matroide sous-jacent /.

Démonstration. Supposons que D n’est pas pulvérisé par .# . Nous affirmons qu'’il existe un
circuit Y de .4 dont le support est contenu dans D. Soit |D| = d + 1. Nous raisonnons par
induction sur |D| + |U|. Posons .« := .4 \ (U \ D). Puisque G(.4) ne pulvérise pas D et que
G(") est un pc-mineur de G(.4), G(.') ne pulvérise pas non plus D. Par conséquent, si D
est un sous-ensemble propre de U, alors par hypothése d’induction, il existe un circuit Y’ de
A" avec Y' € D. Considérons le vecteur signé Y € {—1,0,+1}V défini par Y, = Y. sie€ D et
Y, =0siee U\D.D’apres le lemme 10, pour tout cocircuit X de .4, X' := X\ (U\ D) est un
cocircuit de .#'. Comme X’ 1Y’, nous concluons que X L Y. D’apres le théoréeme 4, Y est un
vecteur de ./, i.e., Y € V. Dong, il existe un circuit dont le support est contenu dans celui de
Y et donc dans D, ce qui termine ce cas. Donc, nous pouvons supposer que U = D.

Si D contient un sous-ensemble propre D’ qui n’est pas pulvérisé par .#,alors nous
pouvons appliquer '’hypothése d’'induction et trouver un circuit Y avec Y € D' c D, et
c’est terminé. Donc, supposons que tous les sous-ensembles propres de D sont pulvérisés
par 4. Puisque U = D, nous avons que VC-dim(.#) = |D| -1 = d. Par la proposition 14,
VC-dim(X) = d — 1 pour tout cocircuit X de ..

Si .4 contient un cocircuit X tel que .4 (X) ne pulvérise pas I'ensemble X° n D, alors
en appliquant ’hypothese d’induction sur .# (X), nous avons un circuit Y’ de .4 (X) avec
Y' c X% D. Donc en étendant Y’ 2 Y comme dans le cas précédent, nous obtenons un
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circuit Y de .4 dont le support est contenu dans D. Supposons donc que pour tout cocircuit
X de 4, 4 (X) pulvérise 'ensemble X° n D. Sachant que VC-dim(X) = d — 1 et U = D, nous
déduisons que |X0 N D| = d — 1. Par conséquent, le support X de chaque cocircuit X est
composé de deux éléments.

Sachant que D n’est pas pulvérisé par .4, il existe un vecteur signé Y’ € {1, +1}” tel que
pour tout tope T de .#, la restriction de T a D est différente de Y'. Par symétrie, —Y' ne
pulvérise pas .#. Considérons le vecteur signé Y € {—1,0,+1}Y défini par Y, = Y/ sie€ D et
Ye=0siec U\D.Alors Y,-Y ¢ £. Nous affirmons que Y est un vecteur de .4, i.e., Y € 7.
D’apres le théoréme 4, nous devons montrer que Y L X pour tout cocircuit X de .. Nous
affirmons que X¢Yr = —XpYp, ot X = {f, f'}. En effet, comme Y et —Y n’appartiennent
pas a F(X), Sep(Y,-Y) = D, et X° = D\ {f, '}, nous devons avoir Xr# Yy, Xp # =Yp ou
X # Ypr, Xp # —Yp. Dans le premier cas, nous obtenons XYy =—1,X¢Yp = +1 et dans le
second cas, nous obtenons XYy = +1, Xy Yy = —1. Nous en déduisons que Y € 7. Comme
Y.=0siee U\ D, nous avons Y < D. Or, nous avons aussi que Y contient le support d'un
circuit de ., donc D est un ensemble dépendant de .4 . Par conséquent, D est pulvérisé par
M.

Réciproquement, considérons un ensemble D de taille d pulvérisé par .#, et supposons
par 'absurde que D contienne un circuit de .#. Sachant que tous les sous-ensembles de D
sont aussi pulvérisés par .4, nous pouvons supposer sans perte de généralité que pour tout
e€ D, D\ {e} est un ensemble indépendant de .#, i.e., que D est un circuit de 4. Pour passer
de .4 a /' = 4\ (U\ D), nous pouvons aussi supposer que U = D, i.e., que VC-dim(.#) = d.
Comme .# pulvérise I'ensemble D = U, tout vecteur signé de {—1,+1}” est un tope de .« .
Considérons les deux circuits signés Y et —Y de support D. Il est évident que ce sont des topes
de .4 . Considérons aussi un cocircuit X de .# tel que —Y € F(X) et Y ¢ F(X) (un tel X existe
car ./ est un OM simple). D’apres la proposition 14, VC-dim(X) = d — 1, donc D contient un
élément f tel que X pulvérise D\ {f}. Il en découle que D\ {f} < X°. Par conséquent, Y et X
ne sont pas orthogonausx, ce qui contredit le théoreme 4. Cela montre que chaque ensemble
D pulvérisé par .4 est un ensemble indépendant de 4. O

Le lemme 39 montre que la VC-dimension des OMs peut étre définie localement a chaque
tope T, en pulvérisant des sous-ensembles de osc(({T}, @)) que nous noterons osc(T). Il peut
aussi étre vu comme un genre de dual analogue au lemme 38 précédent.

Lemme 39. Soit 4 = (U,%) un OM de rang d et G = G(.#) son graphe de topes. Pour tout
tope T de 4, osc(T) contient un sous-ensemble D de taille d pulvérisé par 4 .

Démonstration. Nous raisonnons par induction sur la taille de U. Si osc(T) = U, alors c’est
terminé. Supposons donc qu'’il existe e ¢ osc(T). Considérons le graphe de topes G' = 7,(G)
du matroide orienté .4’ = .4 \ e. Posons T' = n,(T). Par le lemme 23, osc(T’) = osc(T). Si
rang(.#') = d, par hypothese d’induction, I'’ensemble osc(7’) contient un sous-ensemble D
de taille d pulvérisé par G'. Puisque G’ est un pc-mineur de G, D < osc(T) est aussi pulvérisé
par G, ce qui termine ce cas.
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Donc, supposons que rang(.#') < rang(.#). Si la ©-classe E, de G croise les sous-graphes
[X] de tous les cocircuits X € £, alors .4 n’est pas simple. Par conséquent, il existe un
cocircuit X € £ dont la face [ X] n’est pas croisée par E,. Cependant, comme le rang diminue
de 1 quand nous contractons E,, le OM résultant .4’ coincide avec [X]. En effet, apres
contraction le rang de F(X) reste le méme. Ainsi, si X est un cocircuit, alors le rang global
ne devrait pas diminué. Par conséquent, G’ est le graphe de topes de .4 (X). Comme G est
un cube partiel antipodal et G = [X], nous avons G, = G, . Ceci montre que G = G; K, =
G'0K;. 1l en découle que E, touche ({T}, ) dans G, contrairement a notre hypothese e ¢
osc(T). O

Dans le chapitre 1, nous avons évoqué un lien entre la représentation topologique et la
description combinatoire des matroides orientés. Dans un OM réalisable, nous avons vu que
les topes correspondent aux régions de dimension maximale d'un arrangement d’hyperplans
central. D’'un point de vue géométrique, nous pouvons voir de maniere informelle le lemme
39 comme suit. Si un tope T d'un OM réalisable .# correspond a une région de dimension
d, alors parmi les hyperplans qui définissent cette région, il y en a d qui sont indépendants.
Autrement dit, osc(T) contient un indépendant de taille d dans G(.#).
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4. Cubes partiels bidimensionnels
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Dans ce chapitre, nous nous intéressons a la structure des cubes partiels de VC-dimension
au plus 2. Nous les appelons les cubes partiels bidimensionnels. Les résultats de ce chapitre

sont publiés dans [29].

FIGURE 4.1. - Le cube partiel bidimensionnel M.
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4.1. Résultats

Comme vu dans le lemme 35, les cubes partiels bidimensionnels définissent la classe de
graphes # (Qs3). Ce sont donc les cubes partiels sans pc-mineur Qs. Dans le chapitre 2, nous
avons vu qu'’il existait de nombreuses classes importantes, comme les graphes médians ou les
graphes hypercellulaires, caractérisées par un faible nombre de pc-mineurs exclus. Ces deux
classes ont aussi une jolie structure cellulaire. En effet, les graphes médians et les graphes
hypercellulaires s’obtiennent respectivement par des amalgames portés d’hypercubes [9], et
de produits cartésiens d’arétes et de cycles pairs [28]. Nous montrons dans ce chapitre que les
cubes partiels bidimensionnels admettent aussi une structure cellulaire. Plus précisément,
nous montrons qu’ils peuvent étre obtenus par amalgamations a partir de deux types de
cellules combinatoires : les cycles et les subdivisions entieres de graphes complets. Cette
décomposition nous permet aussi d’obtenir d’autres caractérisations des cubes partiels
bidimensionnels. En particulier, nous montrons que les cubes partiels bidimensionnels
peuvent étre étendus en cubes partiels amples de méme VC-dimension. Cette caractérisation
est intéressante car, en l’associant au résultat du théoreme 3 de MORAN et WARMUTH [68], elle
permet d’obtenir que les cubes partiels bidimensionnels vérifient la conjecture 1 de FLOYD et
WARMUTH [42].

Théoreme 8. Pour un cube partiel G = (V, E) les conditions suivantes sont équivalentes :
(i) G est un cube partiel bidimensionnel;

(ii) les carriéres N(E;) de toutes les ©-classes de G, définies par rapport au complexe cellulaire
C(G), sont des cubes partiels bidimensionnels;

(iii) les hyperplans de G sont des arbres virtuels isométriques;

(iv) G peut étre obtenu a partir du graphe K, via une suite {(G}, G?, Glg) ci=1,...,m} dexpan-
sions isométriques, ot chaque G?, i=1,...,m, estde VC-dimension < 1;
(v) G peut étre obtenu par 2d-amalgamation a partir de cycles pairs et de subdivisions
entieres de graphes complets;
(vi) G peut étre étendu en un cube partiel ample bidimensionnel.
De plus, tout cube partiel bidimensionnel G satisfait la condition suivante :

(vii) l'enveloppe portée de chaque cycle isométrique de G est un disque ou une subdivision
entiere de graphe complet.

Observons que si dans un cube partiel G, 'enveloppe convexe de chaque cycle isométrique
est dans la classe % (Qs), alors il n’est pas vrai que G € & (Qs3). Nous pouvons le voir sur
I’exemple du cube partiel Xg de la figure 2.7. Cependant nous conjecturons que la condition
(vii) du théoreme 8 est équivalente aux conditions (i) a (vi) :

Conjecture 2. Tout cube partiel G dans lequel les enveloppes portées des cycles isométriques
sont des disques ou des subdivisions entieres de graphes complets est bidimensionnel.
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Tout d’abord, la caractérisation (iv) du théoreme 8 découle directement d’'un résultat
plus général. En effet, dans le chapitre 3, nous démontrons dans la proposition 13 que tout
cube partiel G, obtenu  partir de G € % (Q441) par une expansion isométrique par rapport a
(G, G, G?), appartient 3 F (Qg41) si et seulement si G° est de VC-dimension < d — 1. D’aprés
la proposition 4, comme tout cube partiel peut étre obtenu par une suite d’expansions
isométriques a partir de K;, nous obtenons la caractérisation (iv). Dans la section 4.2, nous
montrerons la caractérisation (iii) qui se base sur un résultat plus général. Nous verrons que
le résultat de la proposition 12, donné et démontré dans le chapitre 3, peut étre affiné dans le
cas bidimensionnel. Ensuite, les sections 4.3 et 4.4 seront consacrées a I’étude de la structure
cellulaire des cubes partiels bidimensionnels. Nous montrerons aussi la condition (vii) du
théoréme 8. Puis, dans la section 4.5, nous nous intéresserons a la complétion de ces graphes
en cubes partiels amples sans augmenter la VC-dimension, montrant la caractérisation (vi).
Enfin dans la section 4.6, nous montrerons les caractérisations (ii) et (v) du théoréme 8.

4.2. Hyperplans

Dans le chapitre 3, nous avons montré dans la proposition 12 qu'un cube partiel G appar-
tient a & (Qg+1) si et seulement si chaque hyperplan H; de G est de VC-dimension < d — 1.
Cette caractérisation des cubes partiels de VC-dimension d via les hyperplans nous permet
d’obtenir le corollaire suivant dans le cas des cubes partiels de VC-dimension 2 :

Corollaire 3. Un cube partiel G appartient a & (Qs) si et seulement si chaque hyperplan H; de
G a VC-dimension < 1.

D’apreés le corollaire 3, les hyperplans des graphes de la classe % (Q3) sont de VC-dimension
au plus 1. Cependant, ce ne sont pas toujours des cubes partiels : tout graphe de 1-inclusion
de VC-dimension 1 peut se retrouver en tant quhyperplan d'un graphe de % (Qs). Il est donc
intéressant de regarder la structure métrique des graphes de 1-inclusion de VC-dimension 1.
Pour cela, nous introduisons la notion suivante : un graphe de 1-inclusion G est un arbre iso-
métrique virtuel s'il existe un arbre isométrique T dans Q,, contenant G comme sous-graphe
induit. Clairement, chaque arbre isométrique virtuel est une forét dans laquelle chaque
composante connexe est un sous-arbre isométrique de Q.

Proposition 15. Un sous-graphe induit G dans Q,, est de VC-dimension < 1 si et seulement si
G est un arbre isométrique virtuel de Q.

Démonstration. Tout arbre isométrique dans Q,, est de VC-dimension < 1, donc tout arbre
isométrique virtuel est aussi de VC-dimension < 1. Réciproquement, soit G un sous-graphe
induit de Q,,;, de VC-dimension < 1. Alors G ne pulvérise pas d’ensemble de taille = 2. Au-
trement dit, aucune paire de ©-classes de Q,, s’'intersectent dans G. Par un résultat connu
de BUNEMAN [21] sur I’ensemble des sommets de G (voir aussi le résultat de DRESS et al.
[38, Subsection 3.2]), nous pouvons définir un arbre pondéré T, avec le méme ensemble
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FIGURE 4.2. - Un arbre isométrique virtuel, constitué de deux composantes connexes en
noir, contenu dans un arbre isométrique T en orange dans Qj.

de sommets que G et tel que les bipartitions {Gl._, G;r} sont en bijection avec les coupes de
To, i.e., les bipartitions obtenues en retirant les arétes de Ty. La longueur de chaque aréte
de T, correspond au nombre de ©-classes de Q,,, définissant la méme bipartition de G. La
distance dr, (u, v) entre deux sommets de Ty est égale au nombre de classes de parallélisme
de Q,, séparant les sommets de Ty. Nous pouvons transformer Ty en un arbre T plongé
isométriquement dans Q,,;, de la maniére suivante : sil’aréte uv de Ty est de longueur k > 1,
alors nous remplacons cette aréte par n'importe quel plus court (u, v)-chemin P(u, v) de
Qm- Ainsi, nous pouvons voir que T est un arbre isométrique de Q,,, donc G est un arbre
isométrique virtuel. O

4.3. Enveloppes portées des cycles de longueur 6

Dans cette section, nous allons montrer que I’enveloppe portée de n'importe quel cycle C
de longueur 6 dans les cubes partiels bidimensionnels est soit C, soit Q;, soit une subdivision
entiere de graphe complet maximale.

4.3.1. Subdivision entiere de K,

Nous rappelons qu’'une subdivision entiere de K,,, notée SK;,, est obtenu en subdivisant
exactement une fois chaque aréte de K;,. Les sommets de K, sont appelés les sommets
originaux et les autres sont appelés sommets subdivisions de SK;,. De plus, nous avons
vu que SK3 = Cg. Chaque SK, peut étre isométriquement plongé dans I’hypercube Q,, de
dimension 7 de telle facon que chaque sommet original u; est encodé par I'’ensemble a 1
élément {i} et chaque sommet u; ; subdivisant 'aréte i j de K, est encodé par I'ensemble a 2
éléments {i, j}. Ce plongement de SK,, est dit standard. Si nous ajoutons a SK,, le sommet vy
de Q, qui correspond a 'ensemble vide &, nous obtenons un cube partiel SK;;. Comme ces
deux graphes sont encodés par des sous-ensembles de taille < 2, ils sont de VC-dimension 2.
Par conséquent, nous obtenons le lemme suivant :

Lemme 40. Pour tout n, SK;, et SK;, sont des cubes partiels bidimensionnels.
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Dans la figure 4.3(a) et (b), nous illustrons respectivement les plongements standards de
SK3 dans Qs et de SK; dans Q4. Les sommets originaux et subdivisions sont respectivement
représentés par des carrés et des cercles. Dans la figure 4.3(c), nous présentons la complétion
SK, de SK; ol nous ajoutons le sommet par des arétes en pointillées.

{2.3)
2T

{3}
{1,3}

{1}
(a)

FIGURE 4.3. - (a) Le plongement standard de SK3 dans Qs; (b) Le plongement standard de
SK, dans Qq; (c) La complétion de SK; en SK;;.

Lemme 41. Soit H = SK;, avec n = 4 un sous-graphe isométrique d’'un cube partiel G. Alors G
admet un plongement isométrique dans un hypercube tel que H est plongé de facon standard.

Démonstration. Choisissons n'importe quel sommet original de H comme point de base
b de G et considérons le plongement isométrique standard ¢ de G dans Q,;. Alors ¢ (b) =
. Dans H le sommet b est adjacent a n—1 = 3 sommets subdivisions de H. Ainsi, pour
chacun de ces sommets v;,i =1,...,n— 1, nous pouvons supposer que ¢(v;) = {i}. Chaque
v; est adjacent dans H a un sommet original u; # b. Puisque H contient au moins trois de
ces sommets originaux et qu’ils sont deux a deux a distance 2, nous pouvons vérifier que
I’étiquette ¢(u;) est constituée de i et d'un élément commun a tous ces sommets, disons
n. Enfin, I'étiquette de tout sommet subdivision u; ; adjacent aux sommets originaux u; et
u;j est {i, j, n}. Considérons maintenant un plongement isométrique ¢' de G défini en fixant
¢'(v) = (v)A{n} pour tout sommet v de G. Alors ¢’ fournit un plongement standard de H :
¢'(b) = {n}, ¢'(u;) = {i} pour tout sommet original u;, et ¢'(v;) = {i, n} pour tout sommet
subdivision v; adjacent a b et ¢'(u; ;) = {i, j} pour tout autre sommet subdivision u; ;. [

Par le lemme 41, quand une subdivision H = SK;, d'un graphe G € & (Q3) est fixée, nous
supposons que G est plongé isométriquement dans un hypercube tel que H est plongé de
facon standard. Nous allons maintenant décrire les expansions isométriques de SK;, qui
donnent des cubes partiels bidimensionnels.

Lemme 42. Soit G obtenu a partir de G := SK,, avec n > 4 par expansion isométrique par
rapport a (G',G° G?). Alors G € F(Q3) si et seulement si c'est une expansion périphérique et
GO est un arbre isométrique de G.

Démonstration. Le fait que I'expansion isométrique d'un SK, telle que G° est un arbre isomé-
trique appartienne a & (Q3) découle de la proposition 13 et du lemme 40. Réciproquement,
supposons que G appartienne a % (Q3). Par la proposition 13, G° est de VC-dimension < 1.
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Aussi, en utilisant le résultat de la proposition 15, nous obtenons que G° est un arbre virtuel.
De plus, comme G' et G? sont des sous-graphes isométriques (d'un SK;,), G° est un arbre
isométrique. Il reste donc 2 montrer que G est une expansion périphérique, ce qui revient a
montrer que G' ou G? coincide avec G°. Nous distinguons deux cas.

Cas 1. Supposons que G° contienne deux sommets originaux u; et u j- Puisque u; et u; ap-
partiennent a G' et G2, deux sous-graphes isométriques de G, leur unique voisin commun
u;,j doit aussi appartenir a G! et G2, donc a G°. Si un autre sommet original u; appartient
a GY, alors les quatre sommets u; j, u;, uj et u; de GY pulvérisent 'ensemble {i, j}, contrai-
rement a notre hypothese selon laquelle G° est de VC-dimension < 1. Ceci implique que
tous les sommets originaux, sauf u; et uj, appartiennent soit a G' \ G* soit a G*\ G'. S'il
existe deux sommets originaux uy et u, tels que uy € G\ G2 et uy € G>\ G, alors leur unique
voisin commun u; , appartient nécessairement a G°. Mais dans ce cas, les quatre sommets
Ui j, Ui, Uj et ug ¢ de G° pulvérisent '’ensemble {i, j}. Ainsi, nous pouvons supposer que tous
les sommets originaux uy, a I'exception de u; et u;, appartiennent a G'\ G?. De facon simi-
laire, puisque G' est un sous-graphe isométrique de G, on peut montrer que tout sommet
ur.¢ avec {k, £} # {i, j} appartient également a G' \ G2. De plus, comme G! est un sous-graphe
isométrique de G, pour tout k # i, j, les sommets u; x, U r appartiennent a G!'.DoncG' =G
et G' = G*.

Cas 2. Supposons que G° contienne au plus un sommet original. Soient A! I’ensemble des
sommets originaux appartenant a G' \ G* et A% 'ensemble des sommets originaux appar-
tenant a G\ G. Supposons que |A1| >2et |A2| > 2, disons uj, uy € Al et Us, Uy € A2, Alors
les sommets u; 3, Uy 4, Up 3 €t Uy 4 doivent appartenir a G. Puisque ces quatre sommets pul-
vérisent 'ensemble {1,3}, nous obtenons une contradiction avec la VC-dimension de G°.
Par conséquent, un des ensembles A' ou A? contient au plus un sommet. Sans perte de
généralité, nous pouvons supposer que A! contienne au moins 7 — 2 sommets originaux
U, U2y, Upy_2. Si G! contient tous les sommets originaux, par isométricité, chaque sommet
subdivision u;,; appartient aussi a G;. Il en découle que G' = G, ce qui termine ce sous-cas.
Ensuite, supposons que le sommet original u,, n’appartienne pas a A'. Comme G° contient
au plus un sommet original, un des sommets u,_1 ou u,, disons u,, doit appartenir a A?
(i.e., a G>\ G1). Cela implique que tous les sommets u; , avec i = 1,...,n— 2 appartiennent
a G Comme n = 4, u,, est I'unique voisin commun des sommets u; , et u;j, avec i # j
etl<i,j<sn-2 et G! est un sous-graphe isométrique de G, nécessairement u, doit étre
un sommet de G!, ce qui contredit notre hypothése que u,, € A? et conclut la preuve de ce
lemme. O

Corollaire 4. Soit G € % (Qs). Si G contient SK;, avec n =4 comme pc-mineur, alors G contient
SK,, comme sous-graphe convexe.

Démonstration. Supposons par contradiction que G’ est le plus petit graphe dans & (Q3)
contenant SK;, en tant que pc-mineur mais pas comme sous-graphe convexe. Cela signifie
que tout graphe G obtenu par contraction d’'une 6-classe de G’ qui n’intersecte pas le pc-
mineur SK,, contient aussi ce SK;, en pc-mineur. Puisque G € % (Qs), par choix de minimalité
de G/, G contient SK;, comme sous-graphe convexe, que nous dénotons H. Nous savons que
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G’ est obtenu a partir de G par expansion isométrique. D’aprés le lemme 27, H' = y(H) est un
sous-graphe convexe de G'. De plus, puisque G’ € & (Qj3), par le lemme 42, cette expansion
isométrique restreinte a H = SK,, est une expansion périphérique. Donc I'image de H par
cette expansion est un sous-graphe convexe H' de G’ qui contient une copie de SK;, comme
sous-graphe convexe, et par conséquent G’ contient une copie convexe de SKj,. O

Rappelons que Q; est le cube 3-dimensionnel moins un sommet. Le lemme suivant nous
garantit que 'enveloppe convexe d'un cycle de longueur 6 dans un cube partiel bidimension-
nel est soit lui-méme, soit Q5 :

Lemme 43. Soit C = SK3 un cycle isométrique de longueur 6 dans G € & (Qs), alors soit C est
convexe, soit son enveloppe convexe est Q5 .

Démonstration. Lenveloppe convexe de C dans Q,; est un 3-cube Q et conv(C) = Qn V(G).
Puisque G € #(Qs3), Q n'est pas contenu dans G. Par conséquent, soit conv(C) = C soit
conv(C) = Q5. O

4.3.2. Les subdivisions entieres de K,, sont portées

Dans cette sous-section, notre objectif est de montrer que les subdivisions entieres de K,
maximales et convexes d'un cube partiel G € & (Q3) sont portées.

Lemme 44. Soit H = SK,, avec n = 4 un sous-graphe isométrique de G € & (Q3). Alors soit H
est inclus dans un SK;, dans G, soit H est un sous-graphe convexe de G.

Démonstration. Supposons par I’absurde que H = SK;, ne soit ni convexe ni inclus dans un
SK;; dans G. En particulier, il existe deux sommets x, y € V(H) et un sommet v € V(G) \ V(H)
tels que v € I(x, y). Observons que x et y ne peuvent pas étre deux sommets originaux. En
effet, si x = u; et y = u;, alors les sommets x et y ont deux voisins communs dans Qy, : le
sommet subdivision u;, j et vg. Or u; ; € V(H) et nous savons que dans Q,, vz est adjacent a
tous les sommets originaux de H, donc il ne peut pas appartenir a G car H = SK,, n’est pas
inclus dans un SK;;. Nous pouvons donc supposer sans perte de généralité que le sommet x
est un sommet subdivision, disons x = u; ;. Nous distinguons plusieurs cas en fonction de la
distance d(x, y). Avant cela observons que d(x, y) > 4 n’existe pas.

Casl.d(x,y)=2

Alors y est un sommet subdivision de la forme y = u; j avec k # i, j, et les sommets x et
y appartiennent a un méme cycle isométrique C de longueur 6 dans H. Puisque v est dans
'intervalle entre x et y, il appartient a conv(C) et d’apres le lemme 43, nous déduisons que v
est adjacent au troisiéme sommet subdivision z = u; x de C. D'ou v = {i, j, k}. Comme n = 4,
il existe ¢ # i, j, k tel que {¢} est un sommet original de H et {i,¢},{j, ¢}, et {k, ¢} sont des
sommets subdivisions de H. La contraction par rapport a £ améne a un pc-mineur interdit

Qs.
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FIGURE 4.4. — Illustration du cas 1 de la preuve du lemme 44.

Cas2.d(x,y)=3

Alors y est un sommet original de la forme y = uy avec k # i, j. Ici encore les sommets x et
y appartiennent a un méme cycle isométrique C de longueur 6 dans H. D’apres le lemme 43,
puisque v appartient a conv(C), il est soit adjacent a u;, uy et uy, soit adjacent a u; j, u; i et
Uj k, et nous nous retrouvons dans le cas 1.

Cas3.d(x,y)=4

Alors y est un sommet subdivision de la forme y = uy ¢, avec k,¢ # i, j. En vue des cas
précédents, nous pouvons supposer que v est adjacent a x ou a y, disons que v est adjacent
a x. Soit Q 'enveloppe convexe de {x, y} dans Q,,. Alors Q est un 4-cube et x = {i, j} possede
4 voisins dans Q : {i}, {j},{i, j, k} et {i, j, ¢}. Les sommets {i} et {j} sont des sommets originaux
de H. Par conséquent, supposons que v est un des deux sommets {i, j, k} ou {i, j, ¢}, disons
v ={i, j, k}. Mais alors v est adjacent a {j, k}, un sommet subdivision de H, ce qui nous ramene
dans les conditions du cas 1. Donc H est un sous-graphe convexe de G, contradiction. O

Lemme 45. Soit H = SK;, avec n = 4 un sous-graphe convexe de G € & (Qs) tel que H n'est pas
inclus dans une plus grande subdivision entiére de graphe complet dans G. Alors, les voisins
dans G du sommet vy de Qy, sont exactement les sommets originaux u,,...u, de H.

Démonstration. Puisque H est convexe, le sommet vy de Qp, n'est pas un sommet de G.
Soient u; ={i},i =1,..., n, les sommets originaux de H. Supposons que dans Q,, le sommet
vz est adjacent a un sommet u de G qui n’est pas contenu dans H, disons u = {n+1}. Sachant
que chaque sommet u; a deux voisins communs avec u dans Q,,, Vg et u; p+1 =1{i,n+1},
et que G est un sous-graphe isométrique de Q,;,, chaque sommet u; ,.; est nécessairement
un sommet de G. Par conséquent, les sommets de H avec les sommets u, Uy 41, .., Un,n+1
définissent un sous-graphe isométrique H' = SK; 1 de Q,,. Puisque vy n'appartient pas
a G, en appliquant le lemme 44, nous obtenons que H' est convexe. Ceci contredit notre
hypothese sur H qui n’est pas inclus dans une subdivision entiére de graphe complet plus
grande de G. Nous en concluons que les voisins dans G du sommet vy de Q,,, sont exactement
les sommets uy,..., u, de H. O

Proposition 16. Soit H = SK;, avec n = 4 un sous-graphe convexe de G € F (Q3) tel que H n'est
pas inclus dans une plus grande subdivision entiére de graphe complet de G, alors H est un
sous-graphe porté de G.
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Démonstration. Soit G € Z(Qs3) un sous-graphe isométrique de Q,, dans lequel le plon-
gement de H est standard. Soit Q 'enveloppe convexe de H dans Q,,. Q est un cube de
dimension 7 et un sous-graphe porté de Q,,. Soient v un sommet de G et vy la porte de v
dans Q. Pour montrer que H est porté, il suffit de montrer que vy est un sommet de H. Nous
raisonnons par I’absurde en supposant que vy ¢ V(H). Parmi les sommets de G qui n’ont
pas de porte dans H, choisissons un sommet v minimisant la distance d(v, vg). Supposons
que v est encodé par 'ensemble A. Alors sa porte vy dans Q,, est encodé par I’ensemble
Ap:=An{l,...,n}. Si|Agl =1 (resp. 2), alors Ay encode un sommet original (resp. subdivision)
de H, ce qui contredit notre choix de v. Il reste a traiter les cas ou Ay = & et |Ag| > 2.

Pour commencer, supposons que Ay = J, i.e., Vo = Vg. En utilisant le lemme 45, nous
obtenons que vy est exactement adjacent aux sommets originaux de H. Ainsi tous les
sommets originaux de H sont a distance k = d(v, vg) +1 = 3 de v. Par choix de minima-
lité de v, il résulte que I(v, u;) N1(v, u;) = {v} pour toute paire de sommets originaux u; et
uj,i # j.Eneffet, sil(v, u;) N1(v, u;) # {v} et w est un voisin de v dans I(v, u;) N1(v, u;), alors
d(w, u;) = d(w, uj) = k- 1. Donc la porte wy de w dans Q est a distance d’au plus k -2 de
w, ce qui nous donne d(v, wy) = k — 1. Ceci n’est possible que si wy = vy. Par conséquent,
en remplacant v par w nous obtiendrons un sommet de G dont la porte wy = vy dans Q
n'appartient pas a H et pour lequel d(w, wy) < d(v, vp), ce qui contredit la minimalité de v.
Ainsi I(v, u;) nI(v, u;) ={v}. Posons A={n+1,...,n+ k—1}.

— Si k = 3, alors v est encodé par A = {n+ 1,n+ 2}. Une conséquence du lemme 45

est que tous les plus courts chemins allant de u; = {i} a v dans G sont de la forme
({i}, {i, 0}, {¢},{n+1,n+2}) ou ¢ € {n+1, n+2}. Sachant que nous avons au moins quatre
sommets originaux, au moins deux de ces plus courts chemins dans G vont passer par
le méme voisin {n + 1} ou {n + 2} de v, ce qui contredit le fait que pour tout u; et u;
avec i # j, I(v, u;) n1(v, u;) = {v}.

— Si k = 4, considérons G’ = 7,41(G) et H' = n,,41(H), les images respectives de G et
H apres la contraction des arétes de Q,, correspondant a la coordonnée n + 1. Alors
G’ est un sous-graphe isométrique de ’hypercube Q,,—; et H' est une subdivision
entiere isomorphe a SK), et plongée isométriquement dans G'. Soit v/, vy, et u} avec
i=1,...,n,les images respectives des sommets v, vy, et u; de G. Alors u’l, ..., U, sont
les sommets originaux de H'. Nous pouvons aussi remarquer que v’ est a distance k—1
de tous les sommets originaux de H' et a distance k —2 de v;,. Donc dans G’ le sommet
v' n’a pas de porte dans H'. De par les hypotheses de minimalité de v et H, soit H' n’est
pas convexe dans G, soit H' est contenu dans une plus grande subdivision entiére
d’un graphe complet de G'. Si H' n’est pas convexe dans G', d’apres le lemme 44, vy, est
un sommet de G'. Puisque vy n'est pas un sommet de G, cela est possible uniquement
sil’ensemble {n + 1} correspond a un sommet de G. Mais nous avons montré dans le
lemme 45 que les seuls voisins de vy dans G sont les sommets originaux de H. Cette
contradiction montre que H' est un convexe. Supposons donc que H' est contenu dans
une subdivision entiére d’'un graphe complet plus grande H” = SKj,;1 de G'. Dénotons
par u’l = {¢} le sommet original de H" qui est différent des sommets u},i = 1,...,n,
ie,l¢{l,...,n}. Comme u’[ est un sommet de G’ et que dans Q,, 'ensemble {¢} ne
correspond pas a un sommet de G, 'ensemble {n+ 1, ¢} est nécessairement un sommet
de G dans Q. Par conséquent, nous sommes dans les mémes conditions que dans
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le sous-cas précédent pour lequel nous venons de montrer que ce n’est pas possible.
Ceci conclut I'analyse du cas ou Ay = &.

Supposons maintenant que|Ay| = 3. Posons Ag =1{1,2,3,..., k}. Les sommets u;, u, et us
sont des sommets originaux et ug 2y, U3 et Up 3 sont des sommets subdivisions de H.
Puisque H = SK,, avec n = 4, H contient aussi un sommet original u, avec ¢ = 4, disons ¢ = 4.
Dans ce cas, les ensembles correspondant aux sommets 1, Uy, U3, Ua, Uy ,2, 41,3, Uz,3, et vde G
pulvérisent 'ensemble {1, 2, 3}, ce qui contredit notre hypotheése sur G € & (Qs) et conclut le
cas |Apl = 3.

Pour conclure, pour tout sommet v de G, la porte vy de v dans Q appartient a H. Ceci
montre que H est un sous-graphe porté de G et termine la preuve de la proposition. O

4.3.3. Enveloppes portées des cycles de longueur 6

Observons que les cycles induits de longueur 6 sont des cycles isométriques dans les cubes
partiels. Le but de cette sous-section est de démontrer le résultat suivant :

Proposition 17. Soit C un cycle induit (donc isométrique) de longueur 6 dans G € & (Qs).
Alors l'enveloppe portée porte(C) de C est C, Q5 , ou une subdivision entiére de graphe complet.

Démonstration. Tout d’abord, si C est inclus dans une subdivision entiere d'un graphe com-
plet maximale H = SK;, avec n = 4, alors H est porté par la proposition 16. De plus, nous pou-
vons vérifier que tous les sommets de H \ C sont contenu dans I'enveloppe portée de C, d’ou
porte(C) = H. Supposons maintenant que C est contenu dans aucune subdivision entiere
de graphe complet SK,, avec n = 4. Le lemme 43 nous garantit que S := conv(C) est soit égal
a Csoita Q; . Dans ce cas, nous affirmons que S est porté et donc que porte(C) = conv(C).
Supposons que G est le plus petit cube partiel bidimensionnel pour lequel ce n’est pas
vrai. Soit v un sommet de G qui n’a pas de porte dans S, le plus proche possible de S, ou
de(v,S) = min{d¢(v, 2) : z € S} est la distance entre v et S. Etant donnée une ©-classe E; de G,
notons G’ :=7;(G), ' :=n;(S), C":=n;(C), et u' := 7;(u) pour tout sommet u de G. Puisque
tout sous-graphe convexe de G est I'intersection de demi-espaces d’aprés le lemme 13, si
toutes les ©-classes de G croissent S, alors S coincide avec G, ce qui contredit notre choix de
G. Donc G contient au moins une ©-classe qui ne croise pas S.

Premiérement, supposons qu'il existe une @-classe E; de G qui ne croise pas S telle que S’
est convexe dans G'. Puisque G’ € & (Q3), par le lemme 43, soit le cycle C’ de longueur 6 est
convexe soit son enveloppe convexe dans G’ est Q; . Nous pouvons remarquer que la distance
dans G’ entre v’ et n’'importe quel sommet de S’ est soit égale a la distance dans G entre v et
le sommet correspondant de S si E; ne sépare pas v de S, soit diminué de un par rapport a la
distance correspondante dans G si v et S appartiennent aux demi-espaces complémentaires
définis par E;. Il en découle que S’ n’est pas porté dans G'. Plus précisément le sommet v’
n’'a pas de porte dans S'. Donc, si §' = Q3 alors en contractant toutes les ©-classes de G’
séparant S’ de v/, nous obtiendrons Q3 comme pc-mineur, contredisant notre hypotheése sur
G et G’ qui appartiennent a % (Q3). Cela implique que S’ = C’ et donc que S = C. De plus par
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I'’hypothese de minimalité de G, le cycle C’ de longueur 6 est contenu dans une subdivision
entiere d'un graphe complet maximale H' = SK;, de G'. En appliquant la proposition 16,
nous obtenons que H' est un sous-graphe porté de G'. Soit w' 1a porte de v’ dans H’ (il peut
arriver que w' = v'). Puisque S’ = C’ et que v’ n’a pas de porte dans S’, nécessairement w’
n’est pas un sommet de C’. De méme, w’ n’est pas adjacent a un sommet de C’. Le graphe G
est obtenu a partir de G’ par une expansion isométrique vy ; (réciproque de 7;). Par le lemme
42, y; restreinte a H' est une expansion périphérique sur un arbre isométrique de H'. Par
le corollaire 4, G contient un sous-graphe isométrique isomorphe a H'. Par le choix de E;,
C ne croise pas Ej, ce qui implique que dans G le cycle convexe C est contenu dans une
subdivision entiere de K;,, ce qui contredit notre hypotheése sur le choix de C.

Deuxiemement, supposons que pour toutes les ©-classes E; de G qui ne croisent pas
S, §' n'est pas convexe dans G'. D’apres le lemme 43, puisque C’ est un cycle isométrique
de longueur 6 dans G/, G’ € #(Qj3), et C' n’est pas convexe dans G', nous concluons que
I'enveloppe convexe de C' dans G’ est Q5 et ce Q; est différentde S'. D’ou §'=C" et S=C.
Ceci implique qu’il existe un sommet z’ de G’ adjacent a trois sommets z}, z;, et z; de C'.
Soient z, zy, et z3 les pré-images respectives dans C des sommets z’l, zé, et zé. Soient aussi y
et z les deux pré-images dans I’hypercube Q,, du sommet z'. Supposons que y soit adjacent a
z1, 2, et z3 dans Q,,. Comme C’ est 'image d'un cycle convexe de longueur 6 de G, y n’est pas
un sommet de G alors que z est un sommet de G. Comme G est un sous-graphe isométrique
de Q,;, G contient un sommet w; adjacent a z et z;, un sommet w, adjacent a z et z, et un
sommet w3 adjacent a z et z3.

FIGURE 4.5. — Illustration des notations du deuxiéme cas de la preuve de la proposition 17.

Par conséquent, les sommets de C avec les sommets z, w, w», et w3 définissent une
subdivision entiere SK; de Ky, ce qui contredit notre hypothese que C n’est pas contenu dans
une telle subdivision. Nous avons donc montrer que I’enveloppe convexe de C est portée. [J

4.4. Enveloppes convexes et portées des cycles
isométriques longs

Précédemment nous avons décrit la structure des enveloppes portée des cycles de lon-
gueur 6 dans les cubes partiels bidimensionnels. Nous allons maintenant donner une des-
cription des enveloppes convexes et portées des cycles isométriques longs, i.e., des cycles
isométriques de longueur = 8. Nous montrons que les enveloppes convexes de ces cycles
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sont des disques, i.e., des graphes de régions dans un arrangement de pseudo-lignes. Ensuite,
nous montrons que de tels disques sont portés. En particulier, les cycles longs convexes dans
les cubes partiels bidimensionnels sont portés.

FIGURE 4.6. — D’en haut a gauche a en bas a droite : un disque G; un arrangement de pseudo-
lignes U dont G est le graphe de régions; I'arrangement U auquel nous avons
rajouté une ligne ¢,; un arrangement de pseudo-cercles U’ obtenu a partir
de U U {¢..} par une copie d'une symétrie centrale; 'arrangement U’ avec son
graphe de régions G'; le graphe de topes G’ d'un OM contenant G comme
demi-espace.

4.4.1. Enveloppes convexes des cycles isométriques longs

Un cube partiel bidimensionnel D est un pseudo-disque s’il contient un cycle isométrique
C tel que conv(C) = D. Le cycle C est appelé la bordure de D et est dénoté par dD. Si D est
I’enveloppe convexe d'un cycle isométrique C de G, alors nous disons que D est un pseudo-
disque de G. En admettant que les graphes complets K; et K> sont des pseudo-disques, nous
obtenons le résultat suivant :

Lemme 46. La classe des pseudo-disques est close par contractions.
L objectif principal de cette sous-section est de montrer le résultat suivant :

Proposition 18. Un graphe D € % (Q3) est un pseudo-disque si et seulement si D est un disque.
En particulier, l'enveloppe convexe conv(C) d'un cycle isométrique C d’'un graphe G € & (Q3)
est le graphe de topes d’'un AOM de rang 2.
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La preuve de la proposition 18 suivra assez facilement des quatre lemmes auxiliaires 47 —
50 qui suivent. Le premier lemme auxiliaire établit que les disques de VC-dimension 2 sont
des pseudo-disques :

Lemme 47. Si D € % (Q3) est un disque, alors D est l'enveloppe convexe d'un cycle isométrique
CdeD.

Démonstration. Nous savons que D est le graphe de régions d'un arrangement <« de pseudo-
lignes. Le cycle C est obtenu en traversant les régions non bornées de cet arrangement en
ordre circulaire, i.e., C = 0D. Ce cycle C est isométrique dans D car les régions correspondant
an’'importe quelle paire de sommets opposés v et —v de C sont séparées par toutes les pseudo-
lignes de «/, donc dp (v, —v) = ||. De plus, conv(C) = D parce que pour tout autre sommet
u de D, chaque pseudo-ligne ¢ € «f sépare exactement une des régions correspondant a v et
—v delarégion correspondant a u, d'oudp (v, u) +dp(u,—v) =dp(v,—v). O

A partir de maintenant nous cherchons a montrer que chaque pseudo-disque est un
disque. Soit D un pseudo-disque de bordure C. Soit Ap := {v € D: v a un antipode}. Comme
précédemment, pour une O-classe E; de D, nous dénotons les demi-espaces complémen-
taires de D définis par E; par D; et D; .

Lemme 48. Si D est un pseudo-disque de bordure C, alors Ap = C.

Démonstration. Linclusion C < Ap est évidente car C est un cycle isométrique tel que
conv(C) = D. Pour montrer I'inclusion inverse Ap < C, supposons par 'absurde que v et —v
sont des sommets antipodaux de D n’appartenant pas a C. Sachant que D = conv(C), toutes
les ©®-classes de D croisent C. Nous pouvons donc contracter des ©-classes jusqu’a que v soit
adjacent a un sommet u € C car le lemme 24 nous garantit que leurs contractions meénent a
un disque. Nous dénotons E; la ©-classe de I'aréte uv. Sans perte de généralité, nous pouvons
supposer que u € D} et v € D; . De plus, la ©-classe E; croise aussi C. Soient xy et zw deux
arétes opposées de C appartenant a E; telles que x,z € D} et y,w € D; . Soient P et Q deux
plus courts chemins dans D; connectant v avec respectivement y et w. Comme la longueur
totale de P et Q est égale a la longueur du plus court chemin de C allant de x a z en passant
par u, les chemins P et Q s’intersectent exactement en v. Etendre respectivement P et Q
dans D; n C jusqu’a —u produit deux plus courts chemins P’ et Q" qui intersectent toutes
les ©-classes sauf E;. Par conséquent, ces deux chemins peuvent étre étendus en un plus
court chemin allant de v a —v en ajoutant 'aréte —u — v de E;. De méme, il existe des plus
courts chemins P” et Q" allant du sommet —v € D;L aux sommets x,z€ CnN D;r s’intersectant
exactement en —v. Soient E; une ©-classe touchant P et E; une ©-classe touchant Q. Nous
affirmons que I'ensemble S := {u, v, x, y, z, w, —u, —v} de sommets de D pulvérise {i, j, k}, i.e.,
qu’en contractant toutes les ©-classes sauf E;, E, et Ex nous obtenons un pc-mineur interdit
Qs. En effet, E; sépare S en deux ensembles {u, x, —v, z} et {v, y, —u, w}, Ej en {x, y,—v,—u} et
{u,v,z, w}, et Ex en {u, v, x, y} et {—v,—u, z, w}. Cette contradiction montre que Ap < C, d’ou
Ap =C.

O
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FIGURE 4.7. — Illustration de la preuve du lemme 48.

Lemme 49. Soit D un pseudo-disque de bordure C, alors D est un cube partiel affine. De plus,
il existe un cube partiel antipodal D' € & (Qq4) contenant D comme demi-espace.

Démonstration. Pour commencer, montrons que D est affine. En utilisant la caractérisation
des cubes partiels affines donnée par KNAUER et MARC [62, Proposition 2.16], il suffit de
montrer que pour tous les sommets u, v de D, nous pouvons trouver w, —w € Ap tels que les
©-classes de D qui croisent l'intervalle I(w, u) sont disjointes de celles qui croisent I(v, —w).
D’apres le lemme 48 cela est équivalent a trouver une telle paire de sommets w, —w dans
C. Soient u, v € D, et I 'ensemble des ©-classes croissant I(u, v). Sans perte de généralité,
supposons que u € D:." (etdonc v € D;) pour tout i € I. Nous affirmons que (N;e; D;r) NC# Q.
Ainsi, tous les sommets de cette intersection peuvent jouer le role de w.

Pour i € I, posons Cl?L =Cn Dl“.L etC; =CnD;; Cl?L et C; sont deux plus courts chemins
disjoints de C couvrant tous les sommets de C. En regardant C comme un cercle, C;" et C;
sont des arcs disjoints de ce cercle. Supposons par I'absurde que ;c;C;” =Ny D NC = @.
Par la propriété d’Helly pour les arcs de cercles, il existe trois classes i, j, k € I telles que les
chemins Cl'.*, C}f, et C]‘CL s'intersectent deux a deux, forment une couverture des sommets et
des arétes du cercle C, et ont une intersection vide. Nous en déduisons que C est coupé en 6
chemins nonvide: C" n C;F nC., C/n CinC, Crn C;in C.,C/n c;n C.,C/n Cj+ NnC;, et
C; ﬂC]JT NC, . Rappelons que u € D} mD]+. ND; etveD; ND;ND;.. Dans ce cas, les six chemins
partitionnant C avec u et v pulvérisent I'’ensemble {i, j, k}, i.e., qu'en contractant toutes les
O-classes sauf E;, E j et Eg, nous obtenons un pc-mineur interdit Q3. Par conséquent, D est un
cube partiel affine, i.e., D est un demi-espace d'un cube partiel antipodal G, disons D = Gl?L
pour une ©-classe Ej.

Supposons que G peut étre contracté en Q. Si E; est une coordonnée de Q, (la classe E;
n'est pas contractée), alors D peut étre contracté en Q3 car D = G; . Ceci contredit notre hypo-
these sur D qui est un pseudo-disque donc appartient a la classe & (Qs). Nous en concluons
que la ©-classe E; est contractée. Nous savons d’apres le lemme 18 que les contractions
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commutent. Nous pouvons donc supposer sans perte de généralité que la ©-classe E; a
été contractée en dernier. Soit G’ le cube partiel obtenu a I’étape juste avant la contraction
des arétes appartenant a E;. Soit D’ le sous-graphe isométrique de G’ qui est I'image de D
par les contractions appliquées a G. Par le lemme 46, étre un pseudo-disque est préservé
par contractions. Donc D’ est un pseudo-disque. De plus, D’ est I'un des demi-espaces de
G' défini par la classe E;. De méme, comme I'antipodalité est préservée par contractions
d’apres le lemme 20, G’ est un cube partiel antipodal tel que 7;(G') = Q4. Cela implique que
G’ a été obtenu a partir de H := Q, par une expansion isométrique antipodale (H', H?, H?).
Observons qu’un des sous-graphes isométriques H' ou H? du 4-cube H coincide avec le
pseudo-disque D" := 7;(D"), disons H; = D". Puisque H est antipodal, par un résultat de
KNAUER et MARC [62, Lemma 2.14], Hj est clos par antipodes dans Q4 et —(H; \ Hy) = H» \ Hy.
Comme Hj est contenu dans un sous-graphe isométrique H, = D" de H, Hy est aussi clos par
antipodes dans D”. Par le lemme 48 nous obtenons que Hy = Ap» = dD". Par conséquent, H
est un cycle isométrique de H = Q4 qui sépare Q4 en deux ensemble de sommets. Cependant,
aucun cycle isométrique de Q4 sépare le graphe. Contradiction. O

Si D ¢ & (Q3) est’enveloppe convexe d'un cycle isométrique, alors D n’est pas nécessaire-
ment affine.D’autre part, SKy € & (Q3) est affine mais n’est pas un pseudo-disque. Introdui-
sons donc le lemme suivant :

Lemme 50. Soit D un pseudo-disque de bordure C, alors D est un disque, i.e., le graphe de
régions d’'un arrangement de pseudo-lignes.

Démonstration. Par le lemme 49, nous savons que D est le demi-espace d’'un cube partiel
antipodal G. Supposons par I'absurde que G n’est pas le graphe de topes d'un OM. KNAUER et
MARC [62] ont montré que dans ce cas G admet un pc-mineur X appartenant a la famille 2~
(comme définie dans la section 2.4). En observant que les membres de cette classe ne sont
pas antipodaux, il est nécessaire d’effectuer des contractions et des restrictions sur G pour
obtenir X. Nous effectuons d’abord toutes les contractions I pour obtenir un pseudo-disque
D':=n;(D) € % (Qs3) qui est un demi-espace d'un graphe antipodal G’ := 7;(G). La deuxiéme
partie du lemme 49 nous garantit que G’ € & (Qy). Maintenant, puisque G’ contient X comme
sous-graphe convexe propre, d’apres le lemme 36 nous obtenons que X € % (Qs). Puisque
SK, est le seul membre de la famille 2~ contenant SK; comme sous-graphe convexe, par la
proposition 8, nous déduisons que X = SK;. Supposons par minimalité que toute nouvelle
contraction détruit toutes les copies de X présent dans D'. Nous distinguons deux cas.

Premierement, supposons qu'il existe une copie de X qui est un sous-graphe convexe
de D'. Soit n = 4 maximal tel qu'il existe un convexe H = SK,, dans D’ qui est une extension
d’une copie convexe de X. Par la proposition 16, H est porté. Si H # D', il existe une ©-
classe E; dans D’ qui ne croise pas H. En contractant E;, par le lemme 22 nous obtenons
une subdivision entiere d'un graphe complet portée n;(H) = SK;, contrairement a notre
hypothése de minimalité de D'. Donc D’ = H = SK,, et il est facile de voir qu’aucun SK,, n = 4
est un pseudo-disque, contradiction.

Deuxiemement, supposons qu'aucune copie de X est un sous-graphe convexe de D'.
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Sachant que G’ contient X comme sous-graphe convexe, D' est un demi-espace de G’ (disons
D' =(G")) défini par la ©-classe E;, et G’ est un cube partiel antipodal, nous en déduisons
que E; croisent toutes les copies convexes H de X = SKy. Alors E; partitionne H en un cycle
C de longueur 6 et un Kj 3 tel que toutes les arétes entre ces deux graphes appartiennent a E;.
Puisque G’ est antipodal, il existe une application “d’antipodalité” qui envoie les sommets
de (G’)l.+ sur les sommets de (G’)i_ et vice-versa. Dans D', il y a donc une copie de K; 3 et une
de C = G, et ces deux copies appartiennent a la bordure 4(G) . Cette application préserve
aussi les arétes. Ainsi, elle envoie les arétes de E; sur les arétes de E; et les sommets de
(G \(G"] surles sommets de (G'); \d(G); . Par conséquent, tous les sommets de 0(G")
ont un antipode dans le pseudo-disque D' = (G')| et leurs antipodes appartiennent a 4(G"); .
En utilisant le lemme 48, nous obtenons que 4(G’ );“ c Ap = 0D'. Nous concluons que le
cycle isométrique D’ contient une copie isométrique de Cs, d'ot1 0D’ = Cg. Comme 0D’
contient aussi les feuilles d'un K; 3, nous en déduisons que le pseudo-disque D’ coincide
avec Q; . Cependant, le seul cube partiel antipodal contenant Q; comme demi-espace est
représenté dans la Figure 4.8 et c’est le graphe de topes d'un OM, ce qui nous conduit a une
contradiction.

FIGURE 4.8. - Le graphe de topes d’'un OM contenant Q; comme demi-espace.
O

Nous pouvons constater que le lemme 50 généralise le résultat du lemme 43. Avec le
lemme 47, il en résulte que les pseudo-disques sont des disques, i.e., des graphes de topes
d’AOMs de rang au plus 2. Cela prouve la proposition 18.

4.4.2. Enveloppes portées des cycles isométriques longs

D’apres la proposition 18, les disques et les pseudo-disques correspondent au méme objet,
donc a partir de maintenant nous utiliseront uniquement le terme “disque” pour les deux.
Nous continuons en montrant que dans les cubes partiels bidimensionnels, tous les disques
admettant une bordure de longueur > 6 sont portés.

Proposition 19. Soit D un sous-graphe de G € & (Qs) tel que D est un disque avec |0D| > 6,
alors D est un sous-graphe porté de G. En particulier, les cycles longs convexes de G sont portés.
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Démonstration. Soit G un cube partiel bidimensionnel minimal dans lequel I'affirmation
n’'est pas vérifiée. Soit D un sous-graphe non porté de G tel que D est un disque dont la
bordure C:=dD est un cycle long isométrique. Soit v un sommet de G qui n'a pas de porte
dans D, le plus proche possible de D, i.e., dg(v, D) = min{d(v, z) : z € D}. Nous utilisons
quelques notations qui proviennent de la preuve de CHEPOI, KNAUER et MARC [28, Propo-
sition 1]. Soient P, := {x € D : dg(v, x) = dg(v, D)} la projection métrique de v dans D, et
R, :={x e D :1(v,x) n D = {x}} 'empreinte de v dans D. Puisque v n’a pas de porte dans
D, R, contient au moins deux sommets. Evidemment, P, < R, et les sommets de R, sont
deux a deux non adjacents. Nous notons les sommets de P, par xy, ..., x;. Pour tout x; € Py,
soit v; un voisin de v sur un plus court (v, x;)-chemin. Par notre hypotheése de minima-
lité de v, chaque v; a une porte dans D. Par définition de P,, x; est la porte de v; dans
D. 1l en découle que les sommets vy, ..., v sont deux a deux distincts. De plus, comme x;
est la porte de v; dans D, pour toute paire de sommets distincts x;, x; € Py, nous avons
d(vi, x;) +dg(x, xj) = dg (v, xj) <2+dg(vj, xj). Sachant que dg(x;, v;) = dg(xj, v;), néces-
sairement dg(x;, x;) = 2.

Nous affirmons que tout triplet de sommets distincts x;, x, X, € P, n’ont pas de voisin
commun. En raisonnant par I'absurde, supposons qu’il existe un sommet x adjacent a x;, X
et x,. Alors, x appartient a D par convexité de D et x;, x, x¢ € I(x, v) car xj, Xk, X, € P,. Soient
Ej la ©-classe correspondant a I'aréte v;v et Cy le cycle de G défini par un plus court (v, x;)-
chemin P passant par v}, le chemin de longueur 2 (x;, x, xi), et un plus court (x, v)-chemin
Q passant par vi. Alors E; contient une autre aréte de Cy. Nécessairement cela ne peut pas
étre une aréte de P. Comme v est le plus proche sommet de D sans porte, cette aréte n’est
pas non plus une aréte de Q. Puisque x; € I(x,v) et que 'aréte v;v est sur un plus court
(x, v)-chemin passant par x;, cette aréte n’est pas xx;. Donc la deuxieme aréte de E; dans
Cr est xxx. Nous en déduisons que v et x; appartiennent au méme demi-espace défini par
Ej, disons G;T, et v; et x appartiennent tous les deux au demi-espace complémentaire G]_..
En définissant de maniere analogue un cycle C;, nous pouvons montrer que 'aréte xx,
appartient aussi a £, d’ou les sommets xj. et x, appartiennent au méme demi-espace G]+..
Puisque x € I(x, x/) et x € G]T, nous obtenons une contradiction avec la convexité de G*. Par
conséquent, si xj, xg, X¢ € Py, alors conv(xj, X, X¢) est un cycle isométrique de longueur 6
dans D. En particulier, chacun des intervalles I(x;, xi), I(xg, x¢), et I(x;, x,) consiste en un
seul plus court chemin.

Ensuite nous montrons que |P,| < 3. Par un raisonnement par I’absurde, supposons que
|P,| = 4 et considérons les sommets x, X2, X3, X4 € P,. Soit H le sous-graphe de D induit par
I'union des intervalles I(x;, xi), avec j, k € {1,2,3, 4}. Puisque ces intervalles sont des chemins
de longueur 2 s’'intersectant uniquement en leurs extrémités communes, H est isomorphe
a SKy avec x1, X2, X3, et X, comme sommets originaux. Puisque D est un cube partiel bidi-
mensionnel, nous pouvons directement vérifier que H est un sous-graphe isométrique de
D. En observant que les intervalles I(x, x;) sont des chemins d’intérieurs disjoints, H = SK;
ne peut pas étre étendu a SK;;'. Par le lemme 44, H = SK, est un sous-graphe convexe de D.
Puisque D est le graphe de topes d'un AOM de rang 2 et donc le graphe de topes d'un COM de
rang 2, par la proposition 8, D ne contient pas de SK; comme pc-mineur. Cette contradiction
montre que |P,| < 3.
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FIGURE 4.9. — Tllustration de la preuve de la proposition 19.

Soit S := conv(P,). Puisque | P,| = 3 et dg(x;, x¢) = 2 pour toute paire de sommets x;, x; de
P,, il existe au plus trois ©-classes croisant S. Puisque la longueur du cycle isométrique C est
d’au moins 8, il existe une ©-classe E; qui croise C (et D) mais pas S. Nous affirmons que v et
les sommets de P, appartiennent au méme demi-espace défini par E;. En effet, si E; sépare
v de S, alors pour tout j, tous les plus courts (v}, xj)-chemins possede une aréte de E;. Nous
obtenons une contradiction avec le fait que x; est la porte de v; dans D. Par conséquent, v et
I’ensemble S appartiennent au méme demi-espace défini par E;. Considérons les graphes
G' :=n;(G), D' := n;(D) et le cycle C' := n;(C). D’apres le lemme 23, D' est un disque de
bordure C’ (et donc le graphe de topes d'un AOM) dans le cube partiel bidimensionnel
G'. Observons que la distance dans G’ entre v’ et les sommets x;. de P, est identique a la
distance entre v et x; dans G et que la distance entre v’ et les images des sommets de R, \ P,
peut éventuellement diminuer de 1. Il en découle que D’ n’est pas porté. Par I’hypothese de
minimalité de G, c’est seulement possible si C’ est un cycle de longueur 6. Dans ce cas, par la
proposition 17, nous concluons que D' est contenu dans une subdivision entiére d'un graphe
complet maximale H' = SK;,, qui est un sous-graphe porté de G'. Le graphe G est obtenu
a partir de G’ par une expansion isométrique v; (inverse de ;). D’aprés le lemme 42, v,
restreinte a H', est une expansion périphérique sur un arbre isométrique de H'. Ainsi, dans
G le graphe de topes de ’AOM convexe D est contenu dans une subdivision entiere de Kj,.
Cela contredit notre hypothese sur D qui est 'enveloppe convexe d'un cycle isométrique C
de longueur = 8. O

En résumé, les propositions 17, 18, et 19, nous permettent d’obtenir le résultat suivant :

Théoreme 9. Soient G un cube partiel bidimensionnel et C un cycle isométrique de G. Si
C = Cs, alors l'enveloppe portée de C est soit C, soit Q3 , soit une subdivision entiere de graphe
complet maximale. Si C est long, alors conv(C) est un disque porté.

Corollaire 5. Les subdivisions entieres de graphes complets, et les disques convexes tels que
leurs frontieres sont des cycles longs (en particulier les cycles convexes longs) sont des sous-
graphes portés dans les cubes partiels bidimensionnels.
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4.5. Complétion en cubes partiels amples

Nous montrons ici que tous les cubes partiels G de VC-dimension au plus 2 peuvent étre
complétés en cubes partiels amples G' de VC-dimension au plus 2. Cette complétion est
réalisée en deux étapes. Dans un premier temps, nous étendons canoniquement G a un cube
partiel G' € % (Q3) ne contenant pas de subdivisions entiéres convexes de graphes complets.
Par la proposition 8, le graphe résultant G ' est le graphe de topes d’'un COM de rang 2. Ses
cellules sont les cycles portés de G et les cycles de longueur 4 créés lors de I'extension des
subdivisions entiéres de graphes complets. Dans un second temps, nous transformons G ' en
un cube partiel ample G' := (G)" € %(Qs) en complétant chaque cycle porté C de longueur
> 6 de G (et de G ) par un remplissage planaire avec des carrés. Nous obtenons alors le
résultat qui suit :

Théoréme 10. Tout cube partiel bidimensionnel G peut étre étendu en cube partiel bidimen-
sionnel ample.

4.5.1. Complétion canonique en graphes de topes de COMs
bidimensionnels.

L opération de 1-extension sur un cube partiel G € & (Qs3) de Q,, consiste a prendre une
subdivision entiere d'un graphe complet maximale par inclusion et convexe H = SK,, de
G telle que H est plongé de facon standard dans Q,, et d’ajouter le sommet vy a G. Le
sous-graphe G’ de Q,, résultant est appelé graphe de 1-extension.

Lemme 51. Si G’ est un graphe de 1-extension de G € & (Qs) et qu'il est obtenu par rapport a
une subdivision entiere d'un graphe complet maximale par inclusion et convexe H = SK,, de G,
alors G' € #(Q3) et G est un sous-graphe isométrique de G'. De plus, toute subdivision entiére
convexe SK, de K, avecr =3 de G’ est une subdivision entiere de K, convexe de G, et chaque
cycle convexe de longueur = 6 de G’ est un cycle convexe de G.

Démonstration. Soit G un sous-graphe isométrique de Qy,,. Pour montrer que G’ est un sous-
graphe isométrique de Q,,, il suffit de montrer que tous les sommets v de G peuvent étre reliés
dans G’ a vy par un plus court chemin. Par la proposition 16, H est un sous-graphe porté de
G et la porte vy de v dans Q = conv(H) appartient a H. Ainsi, si v est encodé par I’ensemble
Aet vy estencodé par I'ensemble Ag = An{l,..., n}, alors soit Ay = {i} est un sommet original
u;j, soit Ag = {i, j} est un sommet subdivision u; ;. Dans le premier cas, cela signifie que
d(v, vo) = d(v, u;) = | Al - 1, et dans le second cas, cela signifie que d(v, vo) = d(v, u; ;) = | Al - 2.
Sachant que d(v, vy) = | Al, nous obtenons un plus court (v, vy)-chemin dans G’ qui va
d’abord de v a vy, puis de vy a vy en passant par une aréte dans le premier cas ou par
un chemin de longueur 2 dans le second cas de H. Cela établit que G’ est un sous-graphe
isométrique de Q. Comme deux voisins quelconques de v dans H sont a distance 2 dans
G et comme vy est uniquement adjacent aux sommets originaux de H dans G d’apres le
lemme 45, nous concluons que G est un sous-graphe isométrique de G'.
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Nous allons maintenant montrer que G’ appartient a % (Qs). Supposons par I’absurde
que les ensembles correspondant a un ensemble S composé de 8 sommets de G’ pulvérisent
I'ensemble {i, j, k}. Puisque G € & (Q3), 'un des sommets de S est le sommet vg. Plus précisé-
ment, vy estle sommet dont la trace sur {i, j, k} est . Donc les ensembles correspondant aux
7 sommets restants de S contiennent au moins un des éléments i, j, k. Puisque H = SK;, avec
n =4, il existe nécessairement un sommet original u, dans H avec ¢ ¢ {i, j, k}. Clairement, u,
n'est pas dans S. Comme la trace de {¢} sur {i, j, k} est égale a &, remplacer dans S le sommet
vz par uy nous donne un ensemble a 8 sommets de G pulvérisant encore 'ensemble {7, j, k},
ce qui contredit notre hypothése sur G € % (Qs).

Il reste 2 montrer que toute subdivision entiére convexe de graphe complet de G’ est
une subdivision entiere convexe de graphe complet de G. Supposons par 'absurde que
H' = SK,, avec r = 3, est une subdivision entiere de K, convexe de G’ contenant le sommet
vg. D’apres le lemme 45, dans G/, vy est exactement adjacent aux sommets originaux de H.
Ainsi, si vy est un sommet original de H', alors au moins deux sommets originaux de H sont
des sommets subdivisions de H’, et si vy est un sommet subdivision de H’, alors les deux
sommets originaux de H' adjacents a vy sont des sommets originaux de H. Dans les deux
cas, nous dénotons ces deux sommets originaux de H par x = u; et y = u;. Comme H' est
convexe et u; j est adjacent a u; et a uj, u; j est un sommet de H'. Mais alors H' contient
un cycle de longueur 4 (x = u;, vy, y = uj, u;,j), ce qui est impossible dans une subdivision
entiere convexe de graphe complet. De maniere similaire, en utilisant le lemme 45, nous
pouvons montrer que tout cycle convexe de longueur = 6 de G’ est un cycle convexe de G. [

Supposons que nous effectuions I'opération de 1-extension a toutes les subdivisions
entieres de graphes complets portées et a tous les cubes partiels intermédiaires. Par le lemme
51, tous ces sous-graphes isométriques de Q,, sont de VC-dimension au plus 2, et toutes leurs
subdivisions entieres convexes de graphes complets sont des subdivisions entiéres convexes
de graphes complets de G. Aprés un nombre fini d’étapes de 1-extensions (par le lemme
de Sauer-Shelah-Perles, apres au plus (;”2) 1-extensions), nous obtenons un sous-graphe
isométrique G ' de Q,, tel que G' € F(Q3), G est un sous-graphe isométrique de G |, et toutes
les subdivisions entiéres maximales SK,, de K,, dans G ' sont contenues dans SK;;. Nous
appelons G ' la 1-complétion canonique de G. Nous résumons ce résultat dans la proposition
suivante :

Proposition 20. Soit G € F(Qs3) un sous-graphe isométrique de 'hypercube Q. Apres au plus
( g;_) étapes de 1-extensions, G peut étre canoniquement complété en graphe de topes d'un COM

G ' de VC-dimension au plus 2, et G est un sous-graphe isométrique de G .

Démonstration. Parla deuxiéme partie de la proposition 8, pour montrer que G ' est le graphe
de topes d'un COM bidimensionnel, nous devons montrer que G ' appartient a % (Qs, SK) =
F(Q3) NZF (SKy). Le fait que G ' appartienne a % (Qs) vient du lemme 51. Supposons que G
contient SK; comme pc-mineur. Par le corollaire 4, G ' contient un sous-graphe convexe H
isomorphe a SKj. Alors H peut s'étendre dans G ' 2 un SK,, maximal par inclusion, que nous
dénotons H'. Comme G '€ % (Qs) et que H ne s’étend pas a SK;, H' ne s'étend pas a SK:
non plus. Par le lemme 44 et la proposition 16 appliqués a G , nous concluons que H' est
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un sous-graphe convexe et donc porté de G '. En appliquant la deuxiéme partie du lemme
51 (dans le sens inverse) a toutes les paires de graphes apparaissant dans la construction
transformant G en G, nous déduisons que H’ est une subdivision entiére convexe d'un
graphe complet et donc portée de G. Mais ceci est impossible car toutes les subdivisions
entieres SK;, maximales de G ' sont contenues dans SK, . Cela montre que G ' appartient a
Z (SKy). Donc G ' est le graphe de topes d’'un COM bidimensionnel. Le fait que G soit plongé
isométriquement dans G ' provient des lemmes 4 et 51. O

4.5.2. Complétion en cubes partiels amples bidimensionnels

Soient G € #(Q3), C un cycle porté de G, et E; une O-classe croisant C. Posons C :=
(v1, V2,..., Vog), ol les arétes vor vy et vxvi41 sont dans Ej. Le graphe Ge,; est défini en
ajoutant un chemin sur les sommets vy} = vi,..., v;c = V41 et des arétes v; v;. pour tout
2<i<k-1.8S0itC'=(v),..., U}, Vks2,-.-, V2k-1) (c.f. figure 4.10(a)). Ensuite, nous appliquons
récursivement la méme construction sur le cycle C’ et nous appelons le graphe résultat la
complétion cyclique de G sur un cycle porté C; voir Figure 4.10(b) pour une illustration. La
proposition 21 établit les propriétés basiques de cette construction. En particulier elle montre

que la complétion cyclique sur un cycle porté est bien définie.

U1

V2 Ug

V3 U

Us

(a) (b)

FIGURE 4.10. - (a) G¢,; obtenu en ajoutant les sommets blancs au graphe G avec un cycle
porté C = (vy, vy, ..., vg); (b) Une complétion cyclique de G sur le cycle C.

Proposition 21. Soient G un cube partiel, C un cycle porté de G, et Ej une ©-classe croisant C.
(i) Gg, E; estun cube partiel et G est un sous-graphe isométrique de G, Ejs
(i) C' = (v},..., V}, Vks2,.--, V2g—1) est un cycle porté;

(iii) Si G appartient a % (Qs), alors GC,Ej aussi;

(iv) SiG ne contient pas de SKy, convexe, alors Gc,g; non plus.

Démonstration. Pour montrer (i), remarquons que les ©-classes de G s’étendent dans G, g;
de maniére naturelle, i.e., les arétes de la forme v; v} pour tout 2 < i < k—1 appartiennent a E;
et pour tout 1 <i < k—1laréte v}v;, , appartient ala ©-classe de I'aréte v;v;,1. Clairement,
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parmi les anciens sommets, les distances n’ont pas changé et les nouveaux sommets forment
un chemin isométrique. Si w € C et si u € C' est un nouveau sommet, alors il est facile de
voir qu’il existe un plus court chemin qui utilise chaque ©-classe au plus une fois. En effet,
comme w est a distance au plus 1 de C’, il a une porte dans C’. En d’autres termes, ce chemin
utilise seulement E;. Finalement, considérons v un ancien sommet de G\ C, w sa porte dans
C, etue Gc,g; \ G. Soit P un chemin allant de v a u qui est la concaténation d'un plus court
(v, w)-chemin P; et d'un plus court (w, u)-chemin P,. Comme C est porté et comme toutes
les O-classes qui croisent P, croisent aussi C, les ©-classes de G qui croisent P; et les O-
classes qui croisent P, sont distinctes. Etant donné que P; et P, sont des plus courts chemins,
les ©-classes dans chacun de ces chemins sont deux a deux différentes. Par conséquent, P
est un plus court (v, u)-chemin et donc Gc,g; est un cube partiel. Donc G est un sous-graphe
isométrique de Gc,g; par construction.

Pour monter (ii), considérons un sommet v de G\ C'. Si v € G\ C, notons w sa porte dans
C. Ainsi il existe un plus court (v, w)-chemin qui ne croise pas les ©-classes de C. Supposons
que w ¢ C’, sinon nous avons terminé. Alors il existe un sommet w' tel que I'aréte wuw’
appartienne a E;. Comme E; croise C mais pas C', w' estla porte de v dans C". Sive C\ C/,
en utilisant 'argument précédent, il existe une aréte vv' appartenant a E; et nous concluons
que v’ estla porte de v dans C'.

Pour montrer (iii), supposons par I'absurde que G¢,g; admet un Q3 comme pc-mineur.
Alors il existe une suite s de restrictions p; et de contractions 7 telle que s(G) = Qs. Rappelons
que les restrictions et les contractions commutent dans les cubes partiels, voir lemme le 18.
Ainsi, nous obtenons un graphe G’ = 75(G) qui contient un Q3 convexe. Ce pc-mineur Qs peut
étre obtenu par contractions. Clairement, E; fait partie des classes qui ne sont pas contractées
parce que 77(Gc,g;) = 7j(G). Par ailleurs, s'il y a qu'une seule autre ©-classe de C qui n’est
pas contractée dans G¢,g i alors la contraction identifiera tous les nouveaux sommets avec
leurs images (contraction) dans les anciens sommets, et la encore par hypothése G € Z(Q3),
nous obtenons une contradiction. Donc, les trois ©-classes qui constituent la copie de Q3
sont E; et deux autres classes disons E ; et £’ de C. Donc, le cycle C augmenté produit un Q3
dans la contraction de G¢, g;, mais le dernier sommet du Qs provient d'une partie de G. En
d’autres termes, il y a un sommet v € G, tel que tous les plus courts chemins allantde va C
croisent Ej, E}, ou E}’ . Ceci contredit le fait que C était porté, ce qui nous permet de déduire
que G¢,g; € F(Qs3).

Pour montrer (iv), supposons par I'absurde que Gc,g; contienne un SKj, convexe. Comme
SK;, ne contient ni cycles de longueur 4 ni sommets de degré 1, les restrictions conduisant
a SK;, doivent soit inclure Ej, soit la ©-classe de I'aréte v; vy, soit celle de vy vk La seule
facon ici d’obtenir un graphe qui n’est pas un sous-graphe convexe de G est de se restreindre
au coté de E; qui contient les nouveaux sommets. Mais le graphe résultant ne peut pas utiliser
les nouveaux sommets dans une copie convexe de SK;, car ils forment un chemin composé
de sommets de degré 2, ce qui n'existe pas dans un SK,,. Donc Gc,g; ne contient pas de SK,
convexe. O

Les propositions 20 et 21 permettent de prouver le théoréme 10. En appliquant la pro-
position 20 a un graphe G € % (Qs), nous obtenons le graphe de topes d'un COM G ' bidi-
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mensionnel, i.e., le graphe G eZF (Qs3, SKy). Ensuite, nous pouvons récursivement appliquer
des complétions cycliques sur les cycles portés du graphe G ' et des graphes résultant de G .
D’apreés la proposition 21 (iii) et (iv), tous les graphes intermédiaires sont des graphes de topes
de COM bidimensionnels. Ceci explique pourquoi nous pouvons appeler récursivement la
construction par complétion cyclique cycle par cycle. Puisque cette construction n'augmente
pas la VC-dimension, par le lemme de Sauer-Shelah, aprés un nombre fini d’étapes, nous
obtenons un graphe (G ) € % (Qs, SK3) dans lequel tous les cycles convexes sont portés (par
les propositions 17 et 19) et sont de longueur 4. Par conséquent, (G ) € .%(Cs). Nous en
concluons que (G )" € % (Qs, Cg), et par la proposition 8, que le graphe final G' = (G ) est
un cube partiel ample bidimensionnel. Ceci complete la preuve du théoreme 10. Pour une
illustration, voir Figure 4.11.

FIGURE 4.11. - Une complétion ample M du cube partiel bidimensionnel M.

Remarque 2. Nous pouvons généraliser la construction dans la proposition 21 en remplacant
un cycle porté C par un graphe de topes d'un AOM porté qui est 'enveloppe convexe de C,
tel que tous ces cycles convexes sont portés. D'une certaine facon, cette construction prend
I’ensemble de toutes les extensions possibles du graphe G.

4.6. Cellules et carrieres

Cette section utilise des concepts et des techniques développées pour les graphes de
topes des COMs et les graphes hypercellulaires par BANDELT, CHEPOI et KNAUER [13] et
CHEPOI, KNAUER et MARC [28]. Soit 6 (G) 'ensemble de tous les cycles convexes d'un cube
partiel G et soit C(G) le complexe cellulaire bidimensionnel ot les 2-cellules sont obtenues en
remplacant chaque cycle convexe C de longueur 2 j de G par un polygone régulier euclidien
[C] avec 2 cotés. Il a été montré par KLAVZAR et SHPECTOROV [59] que 'ensemble €' (G) de
cycles convexes de n'importe quel cube partiel G forme une base de cycles. Ce résultat a été
étendu par CHEPOI, KNAUER et MARC [28, Lemma 13] ot il a été montré que le complexe
cellulaire bidimensionnel C(G) de tout cube partiel G est simplement connexe. Rappelons
qu'un complexe cellulaire X est simplement connexe s’il est connexe et si chaque application
continue de la sphere 1-dimensionnel S! a X peut étre étendue a une application continue
du disque topologique D? de bordure S a X.
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Soit G un cube partiel. Pour une ©-classe E; de G, nous dénotons par N(E;) la carriere
de E; dans C(G), i.e., le sous-graphe de G induit par I'union de toutes les cellules de C(G)
qui croisent E;. La carriere N(E;) de G se divise en deux demi-carrieres : sa partie positive
N™(E;) := N(E;) n G et sa partie négative N~ (E;) := N(E;) N G; . Enfin, nous appelons G; U
N™(Ej) etG; UN *(E;) les demi-espaces étendus de E;. Par le théoréme 1, les demi-espaces de
G sont des sous-graphes convexes et sont donc plongé isométriquement dans G. Cependant,
ce n'est pas toujours vrai pour les carrieres, demi-carrieres et les demi-espaces étendues des
cubes partiels. Néanmoins, c’est le cas dans les cubes partiels bidimensionnels :

Proposition 22. Soient G € & (Qs) et E; une ©-classe de G. Alors la carriere N(E;), les demi-
carrieres N* (E;), N~ (E;), et les demi-espaces G;“ UN™(E;),G; U N7 (E;) sont des sous-graphes
isométriques de G, et appartiennent donc a % (Q3).

Démonstration. Comme la classe & (Q3) est close par sous-graphes isométriques, il suffit
de montrer que chacun des sous-graphes mentionnés est un sous-graphe isométrique de
G. Laffirmation suivante réduit I'isométricité des carrieres et des demi-espaces étendus a
I'isométricité des demi-carrieres :

Affirmation 1. Les carrieres et les demi-espaces étendus d'un cube partiel G sont des sous-
graphe isométrique de G si et seulement si les demi-carriéres sont des sous-graphes isomé-
triques de G.

Démonstration. Une direction est impliquée par I'égalité N* (E;) := N(E;) N G; et le fait gé-
néral du lemme 5. Réciproquement, supposons que N* (E;) et N~ (E;) sont des sous-graphes
isométriques de G. Montrons que la carriere N(E;) est isométrique. Considérons deux som-
mets u, v € N(E;). Si u et v appartiennent a la méme demi-carriéere, disons N* (E;), alors ils
sont reliés dans N* (E;) par un plus court chemin et c’est terminé. Maintenant, considérons
que u € N*(E;) et v € N™(E;). Soit P un plus court (u, v)-chemin de G. Alors P contient
forcément une aréte u'v’ avec u’ € G < N*(E;) et v' € 0G; < N™(E;). Alors u, u’ peuvent
étre reliés dans N* (E;) par un plus court chemin P’ et v, v’ peuvent étre reliés dans N~ (E;)
par un plus court chemin P”. Le chemin P/, suivi de I'aréte u'v’, et du chemin P” est un plus
court (1, v)-chemin contenu dans N(E;). Nous pouvons montrer par une preuve similaire
que G/ U N (E;) et G; U N (E;) sont des sous-graphes isométriques de G. O

D’apres 'affirmation 1, il suffit de montrer que les demi-carrieres N* (E;) et N~ (E;) d'un
cube partiel bidimensionnel G sont des sous-graphes isométrique de G. Par la proposition
20, G est un sous-graphe isométrique de G, son extension canonique en graphe de topes
d’'un COM. De plus, par construction de Gj, la carriere N(E;) et ses demi-carrieres N*(E;) et
N~ (E;) sont des sous-graphes de la carriere N (E;) et de ses demi-carrieres N " (E;), N~ (E;)
dans le graphe G D’aprés BANDELT, CHEPOI et KNAUER [13, Proposition 6], les carrieres des
graphes de topes des COMs et leurs moitiés sont aussi des graphes de topes des COMs. Par
conséquent, N* (E;) " et N~ (E;) " sont des sous-graphes isométriques de G . Sachant que le
graphe G ' est obtenu a partir de G via une suite de 1-extensions, il est facile de voir que tout
plus court chemin P «¢ N*(E;) " entre deux sommets de N*(E;) peut étre remplacé par un
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chemin P’ de méme longueur appartenant entierement a N*(E;). Par conséquent N* (E;)
est un sous-graphe isométrique d'un cube partiel N*(E;) 7, donc la demi-carriere N* (E;) est
aussi un sous-graphe isométrique de G. O

Un cube partiel G = (V, E) est un 2d-amalgame de cubes partiels bidimensionnels G; =
(V1, Ey) et Gy = (Va, E2), tous les deux plongés isométriquement dans I’hypercube Q,,, si ces
trois conditions sont vérifiées :

1) V=WNUW,E=EUE et L\ V],1\V,, VinV, # T,

(2) le sous-graphe Gj2 de Q,, induit par V; NV, est un cube partiel bidimensionnel et chaque
subdivision entiére d'un graphe complet maximale SK;, de G;» est maximale dans G;

(3) G estun cube partiel.

Nous montrons maintenant que les cubes partiels bidimensionnels peuvent étre caracté-
risés via des 2d-amalgamations. Pour cela, nous utilisons le résultat du lemme 37 qui a été
montré dans la section 3.4. Ce dernier établit que si Q4 est un pc-mineur du graphe de topes
d’'un COM, alors Qg4 est un pc-mineur d'un de ses sous-graphes antipodaux.

Proposition 23. Les cubes partiels bidimensionnels sont obtenus via des 2d -amalgamations
successives a partir de leurs cycles portés et de leurs subdivisions entieres de graphes complets
portées. Réciproquement, la 2d-amalgamation de cubes partiels bidimensionnels G = (V1, E1)
et Go = (Vo, E2) de Qyy, est un cube partiel bidimensionnel de Q,,, dans lequel chaque cycle porté
ou subdivision entiere de graphe complet portée appartient a G, ou G.

Démonstration. Soit G = (V, E) un cube partiel bidimensionnel qui n’est pas une unique
cellule. Nous pouvons supposer que G est 2-connexe, sinon nous pouvons faire une amalga-
mation sur un point d’articulation (un sommet dont la suppression augmente le nombre de
composante connexes). Nous affirmons que G contient deux cellules portées s’intersectant
sur une aréte. Sachant que, d’apres le lemme 3, I'intersection de deux sous-graphes portés
est portée et sachant que chaque cellule ne contient aucun sous-graphe porté propre sauf
les sommets et les arétes, I'intersection de deux cellules de G est soit vide, soit un sommet,
soit une aréte. Si ce dernier cas n’arrive jamais, comme tous les cycles convexes de G sont
contenus dans une unique cellule, tous les cycles de G contenant des arétes de plusieurs
cellules (un tel cycle existe car G est 2-connexe) ne peuvent pas étre écrits comme une
somme modulo 2 de cycles convexes. Ceci contredit le résultat de KLAVZAR et SHPECTOROV
[59] affirmant que I'’ensemble des cycles convexes d'un cube partiel G constitue une base de
cycles. Considérons deux cellules portées C; et C, s'intersectant sur une aréte e. Soit E; une
©-classe croisant C; qui ne contient pas e. Comme C, est porté, il est contenu dans un des
demi-espaces G; ou G;, disons C; € G;". Remarquons aussi que C n’est pas contenu dans
la carriere N(E;). Posons G := G; U NT(E;) et Gy := G;“. D’apres la proposition 22, Gy, G2, et
G1 N Gy = N*(E;) sont des cubes partiels bidimensionnels, donc G est le 2d-amalgame de G,
et G,. Réciproquement, supposons qu’'un cube partiel G est le 2d-amalgame de cubes partiels
bidimensionnels G; et G». Considérons les complétions canoniques en graphes de topes de
COM G, "et G, 'de G et G, qui sont dans Q3 d’apres le lemme 51. Alors G; 'n G, ' coincide
avec Gz . Par conséquent, d’aprés BANDELT, CHEPOI et KNAUER [13, Proposition 7] cela
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fournit un graphes de topes de COM G’, qui est un COM-amalgame de G; et G; sur G;Z ne
créant pas de nouveaux sous-graphes antipodaux. En utilisant le lemme 37, nous déduisons
que G' € Z(Q3). Comme le graphe G est plongé isométriquement dans G, G € & (Qs), ce qui
conclut la preuve. 0

Le complexe cellulaire 2-dimensionnel C(G) d'un cube partiel G est simplement connexe
mais non contractile méme si G est bidimensionnel. Cependant, pour un cube partiel bi-
dimensionnel G, nous pouvons corriger ¢ca en considérant le complexe cellulaire ayant des
cycles portés et des subdivisions entiéres de graphes complets portées de G comme cellules.
En revanche, les subdivisions entieres de graphes complets n’étant pas directement représen-
tables par des cellules euclidiennes, ce complexe n’a pas de signification géométrique directe.
Une possibilité est de remplacer chaque subdivision entiere de graphes complets portée SK;,
par un simplexe régulier euclidien avec des cotés de longueur 2 et chaque cycle porté par un
polygone régulier euclidien. Désignons le complexe polyédrique résultant par X(G). Obser-
vons que deux cellules de X(G) peuvent s’intersecter sur une aréte d'une cellule polygonale ou
sur une demi-aréte d'un simplexe. A chaque cube partiel bidimensionnel G nous associons
un complexe polyédrique X(G) qui peut avoir des cellules de dimensions arbitraires. De
facon alternative, nous pouvons associer a G le complexe cellulaire C(G ') de la complétion
canonique en graphe de topes de COM G ' de G. Rappelons que dans C(G ), chaque cycle
porté de G est remplacé par un polygone régulier euclidien et chaque subdivision entiere de
graphe complet portée SK,, de G est étendue dans G ' en SK;, et ceci correspond a un bouquet
de carrés dans C(G ). Donc C(G ) est un complexe cellulaire 2-dimensionnel. Comme nous
allons voir ci-dessous, si G € & (Qs3), alors les deux complexes X(G) et C(G ) sont contractiles,
ce qui est une propriété plus forte que la connexité simple.

Corollaire 6. Soit G € F(Q3), alors les complexes X(G) et C(G ') sont contractiles.

Démonstration. Le fait que C(G ) est contractile vient du fait que G ' est le graphe de topes
d’'un COM bidimensionnel (proposition 20) et que les complexes cellulaires des graphes de
topes des COMs sont contractile (Proposition 15 de [13]). La preuve que X(G) est contractile
utilise les mémes arguments que la preuve de [13, Proposition 15]. Nous prouvons donc la
contractibilité de X(G) par induction sur le nombre de cellules maximales de X(G) en utilisant
lelemme de collage de BJORNER [16, Lemma 10.3] et la proposition 22. Par le lemme de collage,
si X est un complexe cellulaire qui est 'union de deux complexes cellulaires contractiles X; et
X, tels que leur intersection X; N X, est contractile, alors X est contractile. Si X(G) est composé
d’une seule cellule maximale, alors cette cellule est soit un polygone, soit un simplexe. Elle
est donc contractile. Si X(G) contient au moins deux cellules, alors par la premiére partie de
la proposition 23 G est un 2d-amalgame de deux cubes partiels bidimensionnels G; et G,
sur un cube partiel bidimensionnel Gi,. Par I'hypothése d’induction, les complexes X(G),
X(Gy), et X(G12) = X(Gy) N X(Gy) sont contractiles, donc X(G) est contractile par le lemme de
collage. O
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5. Complétions amples des OMs et
des CUOMs

Sommaire

51 Résultats . . . . . . . . e e e e e e e
5.2 Complétions amplesdesOMSs . . .. ... ... ...,
5.2.1 CaractérisationdesUOMSs. . . . . . . . .. ittt
5.2.2 ComplétionsdesOMsversUOMS . . ... ... ... ... ... ....
5.2.3 ComplétionsamplesdesUOMs . . ... ... .. .. ... ... ......
5.3 Complétions amplesdesCUOMs . . . ... ... ... . ... ..
5.3.1 CaractérisationdesCUOMS . . . . . .. .. .. i it
5.3.2 Extensions portées simples d'un cube partiel . ...............
5.3.3 Projections mutuelles entre les facesdesCOMs . . . ... .........
5.34 Preuveduthéoreme12 ... ... ... ... ... .. ... .. ... ..

Dans ce chapitre, nous montrons que les graphes de topes des OMs et des CUOMs peuvent
étre complétés en cubes partiels amples sans augmenter la VC-dimension. L'ensemble des

résultats que nous montrons dans ce chapitre sont dans le papier [31].

FIGURE 5.1. — Le graphe de topes d'un CUOM de VC-dimension 3.

5.1. Résultats

Nous venons de voir, dans le chapitre 4, que les cubes partiels bidimensionnels peuvent
étre étendus en cubes partiels amples sans augmenter leur VC-dimension. Cette extension
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réalisée en deux étapes, complete d’abord les cubes partiels bidimensionnel en graphes
de topes de COMs de VC-dimension 2 avant de les compléter en cubes partiels amples de
méme VC-dimension. Pour poursuivre, nous nous sommes naturellement intéressés a la
complétion ample de cette classe intermédiaire que sont les COMs. La question de cette
complétion constitue déja un probleme ouvert intéressant et difficile. Nous montrons ici
'existence de telles complétions amples pour les graphes de topes des matroides orientées et
des complexes de matroides orientées uniformes, deux sous-familles des COMs.

Théoreme 11. Soit .4 un matroide orienté de rang d, et soit G son graphe de topes qui est
donc de VC-dimension d. Alors G peut étre complété en cube partiel ample de VC-dimension d.

Théoreme 12. Soit 4 un complexe de matroides orientés uniformes de rang d, et soit G son
graphe de topes qui est donc de VC-dimension d. Alors G peut étre complété en cube partiel
ample de VC-dimension d.

D’apreés le théoreme 3, puisque toute famille ample de VC-dimension d admet un schéma
de compression étiqueté propre de taille d, a partir des théoremes 11 et 12, nous déduisons
que les classes de concepts définies par les topes d'un OM ou d'un CUOM de VC-dimension
d satisfont la conjecture 1 de Floyd et Warmuth :

Corollaire 7. Les classes de concepts définies par les topes d'un OM ou d'un CUOM de VC-
dimension d admettent des schémas de compression étiquetés non propres de taille d.

Ce chapitre est composé de deux sections. La premiere section 5.2 se focalise sur la
complétion ample des graphes de topes des OMs. Dans cette optique, nous utilisons un
résultat de la théorie des matroides orientés établissant que tout OM peut étre complété en
un UOM de méme rang. Par conséquent, le graphe de topes de tout OM peut étre complété en
graphe de topes d'un UOM de méme VC-dimension. Puis, nous complétons récursivement le
graphe de topes d'un UOM en un cube partiel ample sans augmenter la VC-dimension. Dans
la section 5.3, nous montrons que les graphes de topes des CUOMs peuvent étre complétés
en cubes partiels amples sans augmenter la VC-dimension. Pour ce faire, nous complétons
indépendamment les faces maximales, puis nous montrons que leur union est ample et que
la VC-dimension n’a pas augmentée.

5.2. Complétions amples des OMs

Dans cette section, nous étudions la complétion ample des OMs. Nous illustrons les deux
étapes de cette complétion dans la figure 5.2.

Exemple 1. Le prisme I1 = Cg[1P,, illustré en 5.2(a), est le graphe de topes d'un OM et c’est
un sous-graphe isométrique propre de Q4. La contraction de n'importe quelle ®-classe de
I1, sauf celle verticale, donne un Q3, donc VC-dim(II) = 3. Le dodécaedre rhombique D de

91



la figure 5.2(b) est une complétion de II vers le graphe de topes d'un UOM qui préserve la
VC-dimension. Dans la figure 5.2(c) nous représentons la complétion ample de D (et donc de
I1) obtenue en suivant la construction de la preuve du lemme 57. Tout d’abord, la ©-classe
contenant les arétes verticales de D est contractée pour obtenir un 3-cube Q3. Ensuite, une
complétion ample de D est obtenue en effectuant une expansion ample de Q3 sur un Q; (Qs3
moins un sommet).

(a) (b) ()

FIGURE 5.2. — (a) Le prisme IT; (b) Une complétion D de I1 vers le graphe de topes d'un UOM;
(c) La complétion ample de D et II.

5.2.1. Caractérisation des UOMs

Dans leur Proposition 2.2.4, BJORNER et al. [17] énoncent que les types combinatoires de
zonotopes cubiques sont en bijection avec les matroides uniformes réalisables (a réorienta-
tion pres). Une facon d’étendre ceci a I'’ensemble des UOMs est di a LAWRENCE [64], (voir
aussi I'Exercise 3.28 de BJORNER et al. [17]). Cette généralisation a été énoncée en terme de
graphes de topes par KNAUER et MARC [61] comme suit. Les graphes de topes des UOMs
correspondent aux cubes partiels antipodaux dans lesquels tous les sous-graphes antipodaux
propres sont des cubes. Nous formulons ce résultat dans le lemme suivant :

Lemme 52. Soit G le graphe de topes d'un OM . . Les conditions suivantes sont équivalentes :
(i) G est le graphe de topes d'un UOM;

(ii) toutes les faces propres, i.e., tous les sous-graphes antipodaux propres, de G sont des
hypercubes;

(iii) tous les demi-espaces et, de maniere équivalente, toutes les demi-carrieres, de G sont des
cubes partiels amples.

Démonstration. (i)=(ii) : D’apres la définition d'un UOM de rang r, les cocircuits € * sont
exactement les orientations des ensembles de support de taille 7 —r + 1. Comme dans un OM
I'ensemble £ peut étre obtenu a partir de ¢™* en prenant toutes les compositions possibles,
nous savons que £ est composé de tous les vecteurs signés possibles Y € {+, —, 0}V avec X <
Y pour certains X € ¥ *. En d’autres termes, dans un UOM, nous avons £ = 16" = { (£ \{0}).
En particulier, pour chaque face F(Y), Y # {0} de Z, tout covecteur Z tel que Y < Z est dans
. Par conséquent, la face [Y] induit par les topes de F(Y) est un hypercube.
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(ii) = (iii) : Comme tout OM est un COM, d’apres BANDELT, CHEPOI et KNAUER [13], tous
les demi-espaces et toutes les demi-carrieres de G sont des COMs. Comme les faces de ces
demi-espaces (respectivement demi-carrieres) sont des cubes, ces COMs vérifient I'axiome
de composition idéale (IC) et sont donc amples.

i telle que [X] est contenu dans un des demi-espaces G; ou G/, disons
[X] < G/ . Dans ce cas, [X] est une face de G;. Donc G;" ne satisfait pas 'axiome (IC) et n’est,
par conséquent, pas ample. Ceci contredit que tous les demi-espaces de G sont amples.

(ii)&(iii)= (i) : Soit G le graphe de topes d'un OM .« = (U, %) de rang r tel que chaque
face propre est un hypercube et tous les demi-espaces sont AMPs. Rappelons que dans un
demi-espace du graphe de topes d'un OM les sous-graphes antipodaux maximaux ont la
méme VC-dimension. De plus, comme la VC-dimension d'un hypercube correspond a sa
dimension, tous les cocircuits X de £ ont la méme taille de support. Puisque G est antipodal,
en utilisant le lemme 36, nous obtenons que VC-dim(G) = VC-dim([X]) + 1. Donc, tous les
cocircuits ont un support de taille m —r + 1. Nous en déduisons que chaque ensemble de
taille m — r + 1 est le support d'un cocircuit, sinon il doit étre en relation avec un certain
cocircuit X, ce qui contredit alors la propriété de la taille du support. O

Corollaire 8. Si G est le graphe de topes d'un UOM, VC-dim(G) = d, et G’ est un sous-graphe
convexe propre de G, alors G' est ample et VC-dim(G') <d — 1.

Démonstration. D’apres le lemme 52, tout demi-espace H de G est ample. En utilisant la
proposition 6 et le lemme 36, nous obtenons que VC-dim(H) < d — 1. Ceci conclut cette
preuve car tout sous-graphe convexe propre de G est l'intersection de demi-espaces. O

Le lemme qui suit est un résultat connu dans la théorie des matroides orientés. Nous pré-
sentons une preuve de ce résultat qui nous permettra en méme temps d’illustrer différentes
notions qui ont été abordées jusqu’ici.

Lemme 53. La classe des graphes de topes des UOMs est close par contractions.

Démonstration. Soit G le graphe de topes d'un UOM, et soit E; une ©-classe de G. D’apres
le lemme 52, pour montrer que G’ = 7;(G) est le graphe de topes d'un UOM, nous devons
montrer que tous les demi-espaces de G’ sont des cubes partiels amples. Considérons une ©-
classe E;j # E; de G. Puisque E; # E;, il existe une ©-classe correspondante dans G'. Sachant
que G estle graphe de topes d'un UOM, par le lemme 52, les demi-espaces de G sont des cubes
partiels amples. En particulier G}’ est ample. De plus, nous avons vu dans le lemme 31 que les
cubes partiels amples sont clos par contractions, donc 7; (G;T) est ample. En utilisant le fait
que les demi-espaces peuvent étre vus comme des restrictions, et que les contractions et les
restrictions commutent dans les cubes partiels, nous obtenons que JT,-(G}.L) = ,'(G))}.L = (G )}.L

est ample. Pour conclure, les demi-espaces de G’ sont amples. O
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Lemme 54. Soit G un cube partiel obtenu a partir du graphe de topes G d’'un UOM par une
expansion isométrique par rapport a (G, G°, G?), telle que G' = —G?, G° est un sous-graphe
isométrique de G, et G° est le graphe de topes d’'un UOM. Alors G est le graphe de topes d'un
UOM. De plus, si VC-dim(G) = d et VC-dim(G®) < d — 1, alors VC-dim(G) < d.

Démonstration. Puisque G' = —G?, KNAUER et MARC [62, Lemma 2.14] ont montré que le
graphe G est antipodal. D’aprés le lemme 52, pour montrer que G est le graphe de topes
d’un UOM, nous allons montrer que tous les sous-graphes antipodaux de G sont des cubes.
Soit A un sous-graphe antipodal de G et soit E; I'unique ©-classe de G qui n’est pas dans G.
Autrement dit, 7; (G) = G. Tout d’abord, si A n'utilise pas la ©-classe Ej, alors 7; (A) = Aestun
sous-graphe de 7;(G) = G. Donc A est un sous-graphe antipodal de G. Comme G est le graphe
de topes d'un UOM, le lemme 52 nous garantit que A est un cube. Maintenant, supposons
que A utilise la ©-classe E;. Le lemme 20 nous assure que A = 7;(A) est un sous-graphe
antipodal de G. Puisque G est le graphe de topes d'un UOM, en utilisant le lemme 52, nous
déduisons que A est un cube Q; dans G. En outre, A peut étre vu comme une expansion
isométrique (A!, A%, A?) de A = Qi avec A! = — A%. De plus, A° est un sous-graphe convexe
de G° clos par antipodes parce que G° est un sous-graphe isométrique de G. Donc A® est un
sous-graphe antipodal de G°. Finalement, comme A est un sous-graphe propre de G, A® est
un sous-graphe propre de G°. Donc A° est un cube car G° est le graphe de topes d’'un UOM.
Par la définition d’expansion isométrique, G’ N Qy = Qy et A = Q4 estun cube. Laffirmation
sur la VC-dimension provient simplement du lemme 36. O

5.2.2. Complétions des OMs vers UOMs

Nous utilisons ici des résultats de la théorie des matroides orientés pour démontrer le
résultat suivant :

Lemme 55. Le graphe de topes G de tout OM peut étre complété en graphe de topes d'un UOM
de méme VC-dimension.

Démonstration. D’apres la définition 7.7.6 et la proposition 7.7.5 de BJORNER et al. [17], il
existe une “weak map” allant du graphe de topes G; d'un OM vers le graphe de topes G, d'un
OM. De plus, si G, est un sous-graphe de G, alors ce sont des sous-graphes isométriques du
meéme hypercube, et ils ont la méme dimension isométrique. Il s’en suit que G, est un sous-
graphe isométrique de G;. Maintenant nous pouvons utiliser le corollaire 7.7.9 de BJORNER
et al. [17] qui énonce que tout graphe de topes G, d'un OM est I'image d'une “weak map” du
graphe de topes G; d'un UOM de méme rang, i.e., de méme VC-dimension. O

5.2.3. Complétions amples des UOMs

Dans cette sous-section, nous nous intéressons a la complétion ample des graphes de
topes des UOMs. Pour cela, nous commencons par démontrer un résultat sur les expansions
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isométriques périphériques réalisées a partir de cubes partiels amples sur des sous-graphes
amples.

Lemme 56. Une expansion isométrique périphérique G d’un cube partiel ample G par rapport
a un sous-graphe ample H est ample.

Démonstration. Clairement, H := HOK, est ample. Alors G est un AMP-amalgame de G et
H sur H. Puisque G est un cube partiel car il résulte d'une expansion isométrique sur G, en
appliquant la proposition 5, nous obtenons que G is ample. O

Le résultat suivant est prouvé par induction sur la dimension isométrique de G, i.e., sur le
nombre de ©-classes de G.

Lemme 57. Si G est le graphe de topes d'un UOM de rang d, alors G peut étre complété dans
C(G) en un cube partiel ample amp(G) de VC-dimension d.

Démonstration. Soit E; une ©-classe arbitraire de G. Soient G et G; les deux demi-espaces
définis par E;. D’apres le lemme 52, G;" et G; sont des cubes partiels amples. Considérons
G' = 1;(G) le cube partiel obtenu en contractant les arétes de E;. Sachant que la classe des
UOMs est close par contractions par le lemme 53, G’ est le graphe de topes d’'un UOM.
Puisque ni(Glff) et ni(Gl._) sont respectivement isomorphes a G;r et Gl._, ces sous-graphes de
G’ sont aussi des cubes partiels amples. Par le corollaire 8, les sous-graphes convexes G; et
G;, etdonc 7; (Gi+) et 7;(G;), sont de VC-dimension au plus d — 1.

Par hypothese d’induction, G’ admet une complétion ample amp(G’) contenue dans C(G')
de VC-dimension d. Définissons amp(G) comme I'expansion périphérique de amp(G’) sur
le cube partiel ample 7;(G). Le lemme 56 nous garantit que amp(G) est ample. Observons
aussi que amp(G) est contenu dans C(G) ('hypercube original). Il reste a montrer que amp(G)
est de VC-dimension d. Etant donné que amp(G) est obtenu a partir de amp(G’) par une
expansion isométrique périphérique par rapporta ; (G;r) de VC-dimension < d — 1, d’apres
la proposition 13, amp(G) est de VC-dimension d. O

Ce lemme conclut la preuve du théoreme 11.

5.3. Complétions amples des CUOMs

Rappelons qu'un COM G est un complexe de matroides orientés uniformes (CUOM) si
toutes les facettes de G sont des UOMSs. Le but de cette section est de montrer le théoreme 12
qui établit que tout graphe de topes d'un CUOM peut étre complété en cube partiel ample de
méme VC-dimension.
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Remarque 3. Dans le graphe de topes d'un COM de VC-dimension 2, les faces correspondent
aux sommets, aux arétes, et aux cycles pairs. Par conséquent, les COMs bidimensionnels sont
des CUOMs et le théoréme 12 généralise la complétion ample des COMs bidimensionnels
présentée dans la sous-section 4.5.2.

Lidée de la preuve du théoreme 12 est de compléter de maniere indépendante les facettes
de G en AMPs en utilisant la complétion récursive des graphes de topes des UOMs, puis en
montrant que leur union est ample et de VC-dimension d. Pour cela nous devons montrer
qu'’il est possible de réaliser la complétion face par face, que chaque graphe intermédiaire
est un CUOM, et que la VC-dimension n’a pas augmenté. La raison pour laquelle ce type de
complétion face par face fonctionne pour les CUOMs réside dans le fait que deux facettes
quelconques de G sont des UOMs, et donc que leur intersection est un cube. Par consé-
quent, les complétions réalisées indépendamment sur les facettes de G concordent sur leurs
intersections.

Exemple 2. La figure 5.3 présente la complétion ample du graphe de topes d'un CUOM
avec deux D-facettes et une Qs-facette. Il est obtenu en complétant les deux dodécaedres
rhombiques en UOMs en procédant comme illustré dans la figure 5.2 (b) et (c).

(a)
FIGURE 5.3. - (a) Le graphe de topes d'un CUOM; (b) Sa complétion ample.

5.3.1. Caractérisation des CUOMs

Nous présentons ici une caractérisation des CUOMs qui généralise celle des UOMs.

Proposition 24. Soit G le graphe de topes d'un COM . . Les conditions suivantes sont équiva-
lentes :

(i) G est le graphe de topes d'un CUOM;
(ii) toutes les faces non maximales de G sont des hypercubes;

(iii) toutes les demi-carrieéres de G sont des cubes partiels amples.

Démonstration. (i)=(ii) : Cette implication provient des définitions des UOMs et des CUOMs.
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(ii)=(iii) : La proposition 1 nous donne que les demi-carrieres Nl.+ (G) et Ny (G) du graphe
de topes d'un COM G sont des graphes de topes de COMs. D’apreés la définition des demi-
carrieres, chaque face [Y] d’'une demi-carriere, disons N, (G), est strictement contenue dans
une facette [X] de la carriere N;(G). Alors [X] est une facette de G. Donc [X] est le graphe
de topes d'un UOM et [Y] est un cube. Le graphe de topes d'un COM dans lequel toutes
les faces sont des cubes est ample car il satisfait I’axiome (IC). Ceci montre que toutes les
demi-carrieres de G sont amples.

(iii)= (i) : Supposons que .# ne soit pas un CUOM. Cela signifie que son graphe de topes G
contient une facette [X] qui n’est pas le graphe de topes d'un UOM. D’apres le lemme 52(iii),
[X] possede une demi-carriere qui n’est pas ample, disons Nl.+ ([X]) définie par la ©-classe E;
de [X]. Cette ©-classe E; peut étre étendue en une ©-classe E; dans G et N, ([X]) est contenu
dans la demi-carriere N (G) de G. Puisque N;" ([X]) n’est pas ample, N (G) non plus. O

5.3.2. Extensions portées simples d’un cube partiel

Nous avons vu dans le chapitre 2 que toutes les faces du graphe de topes G d'un COM
sont des sous-graphes portés de G. De plus, comme mentionné au dessus, nous souhaitons
compléter une a une les faces de G. Dans cette sous-section, nous montrons un résultat
général sur la complétion partielle d'un cube partiel G par rapport a un sous-graphe porté
de G. Supposons que G est plongé isométriquement dans ’hypercube Q,,, et rappelons que
C(G) est le plus petit cube de Q,, contenant G.

Proposition 25. Soient G un cube partiel et H un sous-graphe porté de G. Soit H' un sous-
graphe isométrique de Q,, tel que H < H' < C(H) et soit G' le sous-graphe de Q,,, induit par les
sommets V(G) UV (H'). Alors les conditions suivantes sont vérifiées :

(i) G' est un sous-graphe isométrique de Q,, ;

(ii) H' est un sous-graphe porté de G' et pour tout sommet v, ses portes dans H et dans H'
coincident;
(iii) VC-dim(G') = max{VC-dim(G), VC-dim(H')}.
En particulier, siVC-dim(H') < VC-dim(G), alors VC-dim(G’) = VC-dim(G).

Démonstration. Comme H est porté c’est, par le lemme 2, un sous-graphe convexe de G.
Nous devons donc avoir C(H) N V(G) = V(H). Premiérement, nous montrons que G’ est un
sous-graphe isométrique de Q,,. Puisque G et H' sont deux sous-graphes isométriques de
Qpm, il suffit de montrer que tout sommet v € V(G) \ V(H) et tout sommet u € V(H)\ V(H)
peuvent étre connectés dans G’ par un plus court chemin de Q,,. Considérons la porte v’
de v dans H. Soit P un plus court (v, v’)-chemin arbitraire de G. Sachant que v’ est la porte
de v dans H, par le lemme 15 P n’utilise pas d’arétes appartenant a une ©-classe de H. A
partir de la définition de C(H), les ©-classes de H et C(H) coincident. Puisque H' est un sous-
graphe isométrique de C(H), v’ € V(H), et u€ V(H'), tous les plus courts (¢, u)-chemins S
de G’ passent uniquement par des arétes des @-classes appartenant a C(H), et donc a H.
Ceci implique que la concaténation de P et S est un (v, u)-chemin R de G’ dont toutes les
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O-classes sont deux a deux distinctes. Par le lemme 14, R est un plus court chemin de Q,,,
établissant que G’ est un sous-graphe isométrique de Q,,. De plus, la porte de v dans H’
est aussi v/, parce qu’a partir de v’ (la porte de v dans H) nous pouvons atteindre tous les
sommets de H' utilisant uniquement les ©-classes appartenant a H. Nous concluons que les
portes de H’' coincident avec celles de H, ce qui prouve les deux premiéres conditions de la
proposition.

Avant de montrer la troisieme condition, nous montrons I'affirmation qui suit :

Affirmation 2. Tous les plus court chemins de G’ allant d'un sommet v € V(G)\ V(H) aun
sommet z € V(H') \ V(H) traverse V (H).

Démonstration. Supposons par I'absurde qu'’il existe un plus court (v, z)-chemin T dans
G' qui n’intersecte pas V(H). Comme v € V(G)\V(H), ze V(H)\V(H), et V(T) < (V(G) U
V(H"))\ V(H), le chemin T contient une aréte xy avec x€ V(G)\ V(H) et y e V(H')\ V(H).
Nous avons montré au dessus que pour tout sommet de G, sa porte dans H coincide avec
sa porte dans H'. Puisque les sommets x € V(G) \ V(H) et y € V(H') sont adjacents, y doit
étre la porte de x dans H'. Par conséquent, y est la porte de x dans H, contredisant notre
hypothese y ¢ V(H). O

Nous pouvons maintenant montrer la troisiéeme condition. Pour cela nous raisonnons
par I'absurde en supposant que d := VC-dim(G') > max{VC-dim(G), VC-dim(H")}. Ainsi G’
pulvérise le d-cube Qg := Q(X) pour un sous-ensemble X < U avec | X| = d. D’apres le lemme
32, chaque fibre Fibyx (X’) dans G’ est non vide. Soit v : V(G') — V(Qy), 'application “de
pulvérisation”, reliant chaque X-fibre Fibx (X’) de G’ au sous-ensemble X’ de X. Comme d >
max{VC-dim(G), VC-dim(H")}, ni G ni H' ne pulvérise Q. Nous déduisons que I'application
w restreinte a V(G) et a V(H') n’est plus une “pulvérisation”. Par le lemme 32, il existe deux
sous-ensembles Y et Z de X tels que les fibres respectives Fibx (Y) et Fibx (Z) de G et H' sont
vides. D’autre part, les fibres Fibx (Y) et Fibx(Z) dans G’ sont non vides.

En utilisant I'affirmation 2, tous les plus courts chemins allant de V(G) \ V(H) a V(H') \
V (H) passent par V (H). Et comme V (H) € V(H')nV (G), nous obtenons que tous les sommets
de la fibre Fibx (Y) de G’ sont contenus dans V (H')\ V(G). En dénotant par X -arétesles arétes
de Q,, qui sont indicées par un élément de X, il en découle que chaque X-aréte de G’ avec
une extrémité dans la fibre Fibx (Y) de G’ doit avoir 'autre extrémité dans H'. Sachant que H’
ales mémes O-classes que H, chaque X-aréte est définie par une ®-classe de H. Rappelons
que dans un cube Qi, chaque sommet est incident a k arétes appartenant aux k ©-classes
qui le définissent. Ainsi, la fibre Fibx(Y) de G’ doit étre incidente a tous les ©-classes des
X-arétes.

En appliquant de nouveau I'affirmation 2, nous concluons que chaque fibre Fibx (Z) dans
G’ est contenue dans V(G')\ V(H’). Considérons un sommet arbitraire v de la fibre Fibx (Z) de
G', etnotons v’ sa porte dans H (et dans H'). Comme v € V(G')\V (H'), nécessairement v’ # v.
Soit P un plus court (v, v')-chemin de G'. Puisque v et v’ appartiennent a des fibres différentes
de G/, P doit contenir une X-aréte xy. Toute X -aréte est définie par une ©-classe de H (et
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H'), donc par le lemme 15, nous obtenons une contradiction avec la deuxiéme condition o1
v estla porte de v dans H et H'. Ceci montre que d = max{VC-dim(G), VC-dim(H")}. O

Cependant nous pouvons remarquer que si G’ est obtenu a partir d'un cube partiel G
via une extension simple par rapport a un sous-graphe porté H, comme dans le lemme
15, certains sous-graphes portés de G peuvent ne plus étre portés dans G'. Dans la sous-
section suivante nous montrons que ce phénomene n’arrive pas dans les graphes de topes
des CUOMs.

5.3.3. Projections mutuelles entre les faces des COMs

Dans cette sous-section, nous adaptons aux faces des COMs un résultat de DRESS et
SCHARLAU [39] concernant les projections métriques mutuelles entre des ensembles portés.
Cela nous permet entre autres de montrer que les projections mutuelles de deux faces
maximales d'un CUOM coincident avec les projections mutuelles des plus petits cubes les
contenant.

Rappelons que la distance dg(A, B) entre deux ensembles de sommets A et B de G est
min{d(a,b):a€ A, b€ B}. La projection métrique prg(A) de B sur A est 'ensemble de tous
les sommets a € A réalisant la distance d(A, B) entre A et B, i.e., prg(A) ={ac€ A:d(a,B) =
d(A, B)}.

Théoréme 13. /39, Theorem] Soient A et B deux sous-graphes portés d’'un graphe G. Alors
pr,(B) et prg(A) induisent deux sous-graphes portés isomorphes de G tels que pour tout
sommet a' € prg(A) sib’' =pr,(B), alorsd(a’,b') = d(pr4(B),prg(A) =d(A,B), pry (A) = a’, et
Vapplication a’ — b’ définit un isomorphisme entre pr ,(B) et prg(A).

Soient X, Y € £ deux covecteurs d'un COM .. Nous dénotons par prx,;([Y]) la projec-
tion métrique de [X] sur [Y] dans le graphe de topes G de .# et par pr¢ x,(C(Y)) la projec-
tion métrique du cube C(X) sur le cube C(Y) dans I’hypercube Q(U). D’apres le Lemme
30, les faces [X] (ou X € £) sont portées dans G et tous les cubes C(X) sont portés dans
Q(U). En appliquant le Théoréme 13, nous concluons que pry;([Y]) et prjy,([X]), ainsi que
pre (C(Y)) et prey, (C(X)), sont isomorphes. De plus, ces isomorphismes associent les
paires de sommets réalisant les distances entre prx,;([Y]) et pr;y,([X]) et entre pr¢x,(C(Y))
et pre(y) (C(X)). On dit que deux faces F(X) et F(Y) de .4 sont paralléles si prx ([Y]) = [Y]
et priy,([X]) = [X]. Une galerie entre deux faces paralleles F(X) et F(Y) de .4 est une suite
de faces (F(X) = F(Xp),F(X1),...,F(Xx-1), F(Xx) = E(Y)) telle que les faces sont deux-a-deux
paralléles et deux faces consécutives F(X;_1) et F(X;) sont des facettes d'une méme face de ..
Une galerie géodésique entre F(X) et F(Y) est une galerie de longueur d([X], [Y]) = |Sep(X ,Y) |,
voir la figure 5.4. Deux faces paralleles F(X) et F(Y) sont adjacentes si |Sep(X , Y)| =1, ie,
F(X) et F(Y) sont des facettes opposées d'une face de .4 .

La plupart des résultats qui suivent sont vrais pour tous les COMs. Par conséquent, nous
spécifions dans les affirmations quand il est nécessaire d'étre CUOMSs. Nous utilisons simul-
tanément les notations de covecteurs et de graphes de topes.
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FIGURE 5.4. - Deux faces [X] et [Y], leurs projections mutuelles prx,([Y]) et pry,([X]), et
une galerie géodésique les reliant. Plus spécifiquement, dans le cas des CUOMs,
nous avons schématisé la projection pr¢x, (C(Y)) égale a prix, ([Y]).

Proposition 26. Pour tous covecteurs X,Y d'un COM ., les propriétés suivantes sont vraies :
1 d([X],[Y]) =d(C(X), AY)) = |Sep(X, Y)|;
(i) prix;([Y]D S prey) (C(Y)) ef priy, ([X]) € prey, (CX) S
(iii) pry,([X]) = [XoY]etpr x([Y]) =[YoX];
(iv) F(X) et F(Y) sont paralléles si et seulement si X = Y (autrement dit, si X° = Y°);
(v) F(XoY) et F(Y o X) sont des faces paralléles de 4 ;

(vi) toutes paires de faces paralleles F(X) et F(Y) peuvent étre connectées dans 4 par une
galerie géodésique;

(vii) si F(X) est une facette de 4, alors priy,([X]) est une face propre de [X];

(viii) si. 4 estun CUOM, et F(X) et F(Y) sont des facettes, alors priy,([X]) et prx,([Y]) sont des
cubes;

(ix) si A est un CUOM, et F(X) et F(Y) sont des facettes, alors prx,([Y]) = pr¢x) (C(Y)) et
Pry; ([X]) = prc(y)(C(X))-

Démonstration. (i) : A partir de la définition de C(X) et C(Y), [X] et C(X) ont les mémes
O-classes et [Y] et C(Y) ont les mémes O-classes. Donc 'ensemble des ©-classes séparant les
faces [X] et [Y] est le méme que I'’ensemble des ©-classes séparant les cubes C(X) et C(Y) et
coincide avec Sep(X, Y). Par conséquent, d([X],[Y]) =d(C(X),C(Y)) = |Sep(X, Y)|.

(ii) : prix; ([Y]D) S prex (C(Y) et priy, ([X]) € preyy (C(X)) suit de Iaffirmation (i).

(iii) : Observons que pour toute paire de covecteurs X et Y, XoY =Y o X etSep(X,Y) =
Sep(XoY,YoX).Sachant que d([Xo Y],[Y o X]) = |Sep(Xo Y, YOX)| etSep(XoY,YoX)=
Sep(X, Y), par l'affirmation (i), nous obtenons que d([X],[Y]) = d([X o Y],[Y o X]), donc
[X o Y] S pry,([X]) et [Y o X] € pr(x,([Y]). Pour montrer I'inclusion inverse, supposons par
I'absurde qu'il existe un tope Z € pry,([X]) \ [X o Y]. Puisque pry,([X]) est porté, nous
pouvons supposer que Z est adjacent a un tope Z’ de [X o Y]. Soit e I'élément (une ©-classe)
pour lequel Z et Z' differe, disons Z, = +1 et Z, = —1. Comme X < Z et X < Z/, nous avons
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X, =0.Si Y, =0, ceciimpliquerait que (X0 Y), =0, donc Z devrait appartenir a [X o Y], ce qui
contredit notre choix de Z. Ainsi, Y, = —1. Il en découle que d(Z, Y") = [Sep(X, Y)| + 1 pour
tout tope Y’ € [Y]. En effet, Y] = —1et YJQ = —Z pour tout f € Sep(X, Y). Cette contradiction
montre que pryy; ([X])=[XoY]et PIix; (YD) =[YoX].

(iv) : Compte tenu de I'affirmation (iii), nous pouvons reformuler la définition de faces
paralleles comme suit : F(X) et F(Y) sont paralleles si et seulement si F(X) = F(X oY) et
F(Y)=F(YoX),i.e.,sietseulementsi X = XoY et Y =Y oX. Alors nous pouvons facilement
voirque X = XoY et Y = Yo X tient si et seulement si X =Y tient.

(v) : Cette propriété découle des points (iii) et (iv) précédents.

(vi) : Soient F(X) et F(Y) deux faces paralléles. D’apres le point (iv), X = Y. Nous raisonnons
par induction sur k := [Sep(X, Y)|. Soit B:= X = Y. Posons A:= U \ B et considérons le COM
(B, 4\ A).Alors X":= X\ Aet Y':= Y \ Asont des topes de .# \ A. Nous pouvons remarquer
aussi que les distances entre X’ et Y’ et entre X et Y sont égales a k. Comme le graphe de
topes G(4 \ A) du COM 4 \ A est un sous-graphe isométrique du cube {-1, +1}8, X' et Y’
peuvent étre reliés dans G(.# \ A) par un plus court chemin de {—1,+1}5, i.e., par un chemin
de longueur k. Soit Z' le voisin de X’ sur ce chemin. Alors il existe e € Sep(X, Y) = Sep(X’, Y')
tel que Sep(X', Z") = {e} et Sep(Z',Y') = Sep(X, Y) \ {e}. Par définition de .4 \ A, il existe un
covecteur Z € £ telque (Z\ A) ¢ = Z} pour tout f € B. Ainsi, Z contient B dans son support.
De plus, puisque X =Y = B, Sep(X, Z) = {e} et Sep(Z,Y) = Sep(X, Y) \ {e}. En particulier,
Zr = X¢ # 0 pour tout f € B\ {e}. En appliquant I'axiome (SE) a X, Z et e € Sep(X, Z), nous
allons trouver X' € £ tel que X, = 0 et X} = (X0 Z)s pour tout f € U\Sep(X, Z). Etant
donné que X =Y et Sep(X, Z) = {e}, nous concluons que X} = Xy pour tout f € U\ {e}. Par
conséquent, X' < X, i.e.,, F(X) est une face de F(X’). Comme Sep(X, Z) = {e}, F(X) est une
facette de F(X'). En utilisant ’axiome (FS), nous avons X" := X' o (- X) € £. Nous pouvons
observer que F(X") est une facette de F(X') symétrique a F(X), i.e., F(X) et F(X") sont des
faces paralleles adjacentes. Observons aussi que X" = X = Y. De plus, comme X = —X,,
nous avons aussi Sep(X”,Y) = Sep(X, Y) \ {e}. Par hypothese d’induction, les faces paralleles
F(X") et F(Y) peuvent étre reliées dans .# par une galerie géodésique. En ajoutant a cette
galerie la face F(X'), nous obtenons une galerie géodésique reliant F(X) et F(Y).

(vii) : Cette propriété suit de I'affirmation (vi).

(viii) : Par I'affirmation (vii) et la proposition 24, prjy,([X]) est une face propre de [X] qui
est un cube.

(ix) : D’apres I'affirmation (viii), prjy,([X]) est un cube. De plus, par I'affirmation (iii),
priy,([X]) = [XoY]. D’apres le point (ii) ce cube [X o Y] est contenu dans le cube pry, (C(X)).
Supposons par I'absurde que cette inclusion soit propre. Soit e un élément (une ©-classe) du
support de pr¢y,(C(X)) n'appartenant pas au support de [X o Y]. Supposons, sans perte de
généralité, que Z, = +1 pour tout Z € [X o Y]. En d’autres termes, tous les topes Z de [X o Y]
appartiennent au demi-espace G; de G. A partir de la définition des cubes C(X) et C(Y),
nous concluons que le demi-espace G, de G doit contenir un tope X’ de [X] et un tope Y’
de [Y]. Ainsi, d’apres la définition des portes mutuelles, nous devons avoir un plus court
chemin dans G de X’ a Y’ passant par un tope de pr(y;([X]) et un tope de pry,([Y]). Mais c’est
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impossible car X’ et Y’ appartiennent a G, alors que tous les topes de prjy([X]) = [Xo Y]
sont contenus dans G et, par le lemme 13, les demi-espaces G, et G, sont convexes car
G(.) est un cube partiel. O

5.3.4. Preuve du théoréeme 12

Soient .4 un CUOM et G son graphe de topes. Soient F(Xj),...,F(X,) les facettes de
. Par définition, chaque F(X;) est un UOM. Dénotons par F; le graphe de topes de F(X;).
Considérons amp(F;) la complétion ample de F; obtenue en utilisant le lemme 57. Ainsi,
amp(F;) est inclus dans C(F;). Considérons G;.k =amp(F)) U---Uuamp(F;) UF;;; U---UF,,
autrement dit, G; est obtenu a partir de G en remplagant les i premiéres faces Fy, ..., F; par
leurs complétions amples amp(F;),...,amp(F;). Finalement, nous pouvons poser G* := Gj,.
Nous allons montrer que G* est ample. Pour cela nous utilisons les résultats d’amalgamation
des COMs et des AMP, et la proposition 25 sur les complétions d’ensembles portés dans les
cubes partiels. La proposition 25 assure que chaque complétion partielle G est un cube
partiel et que sa VC-dimension n’augmente pas. Ainsi, le graphe final G* est un cube partiel
de VC-dimension d.

Pour appliquer la proposition 25 a chaque G;, nous avons besoin que chaque face qui
n’'a pas encore été complétée F;.1,...,F, de G reste portée dans les complétions partielles
Gy,...,G}. Laffirmation (ix) de la proposition 26, nous garantit qu'indépendamment de
I'ordre dans lequel les faces F; et F; sont complétées (F; avant F;, ou F; avant F;), les projec-
tions mutuelles de F; et F; coincident initialement avec celles des cubes C(F;) et C(F;). De
plus, la porte de tout sommet Z € amp(F;) dans F; (ou de tout sommet Z € amp(F;) dans F;)
de chaque complétion partielle va coincider avec la porte de Z dans le cube C(F;) (respecti-
vement avec la porte de Z dans le cube C(F;)). Par conséquent, chaque graphe partiellement
complété G;.* est un cube partiel et toutes les faces restantes F;.1,...,F, sont portées dans
1(:?:‘ Don; nous pouvons appliquer la proposition 25 au cube partiel G; et aux faces restantes

i+l 'n.

Nous allons maintenant montrer que toute aréte uv de G* est contenue dans certaines
complétions amp(F;) d'une facette F; de G. Supposons que u € amp(F;) et v € amp(F;). Par
construction, amp(F;) € C(F;) et amp(F;) < C(F;). Dong, si u et v sont adjacents, nécessai-
rement un de ces sommets, disons v, appartient a C(F;) n C(F;). Puisque G est le graphe de
topes d'un CUOM, C(F;) N C(F;) est une face (cube) propre de F; et de F;. Par conséquent,
u € amp(F;) et v € F;, et nous avons terminé.

Pour montrer que G* est ample, nous procédons par induction sur le nombre de faces de
G. Nous utiliserons aussi les procédures d’amalgamations pour les COMs et les AMPs, voir
les propositions 2 et 5. Si G est constitué d'une seule face maximale, alors par le lemme 57
nous avons fini. Sinon, d’apres la proposition 2, 4 est un COM-amalgame de deux COMs
A et 4", avec leur graphe de topes respectif G’ et G”, tel que :

1. chaque facette de G est une facette de G’ ou de G”;
2. leur intersection Go = G' N G” est le graphe de topes du COM .4'n.4".
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Ceci implique que G',G”, et Gy sont des graphes de topes de CUOMs : chaque facette de
chacun d’entre eux est soit une facette de G, et donc le graphe de topes d'un CUOM, soit une
face propre de G, et donc un cube. Ces premieres facettes sont appelées les facettes originales
et les secondes sont appelées facettes cubes.

Soit (G')* I'union de toutes les facettes cubes de G’ et des complétions amples amp(F;)
de toutes les facettes originales F; du graphe de topes G' du CUOM .. Clairement, (G')*
est obtenu par la méthode de complétion décrite ci-dessus et appliquée aux facettes de G'.
De facon analogue, nous définissons respectivement les complétions (G")* et (Gp)* de G” et
Go. Comme G',G", et Gy sont des graphes de topes de CUOMs ayant moins de sommets que
G, par hypothese d’induction, (G)*, (G")*, et (Gy)* sont des complétions amples de G', G,
et Go. De plus, étant donné que chaque facette de G est une facette d'un des deux graphes
G' ou G”, par construction et par ce qui a été démontré ci-dessus, 'ensemble des sommets
et I'ensemble des arétes du cube partiel G* correspondent respectivement a I'union des
ensembles des sommets et a 'union des ensembles des arétes des cubes partiels amples (G')*
et (G")*. Par conséquent, ((G)*, (Gy)*, (G")*) est une couverture isométrique de G*, i.e., G*
est un AMP-amalgame de (G')* et (G")*. D’apres la proposition 5, G* est ample. Ceci conclut
la preuve du théoréme 12. O

Dans la figure 5.5, nous illustrons une complétion ample du graphe de topes d'un CUOM
(présenté dans la figure 5.1), obtenue comme dans la preuve du théoreme 12.

FIGURE 5.5. — Une complétion ample du graphe de topes illustré dans la figure 5.1.
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6. Schémas de compression
étiquetes pour les COMs
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Dans ce chapitre, nous présentons des schémas de compression étiquetés propres de
taille d pour les COMs de VC-dimension d. Lensemble des résultats de ce chapitre sont dans
le papier [30].

6.1. Résultat

Dans le chapitre 5, nous avons montré que les graphes de topes des OMs et des CUOMs,
deux sous-classes des graphes de topes des COMs, peuvent étre étendues en cubes partiels
amples sans augmenter la VC-dimension. En associant ces complétions au théoreme 3,
nous obtenons que les graphes de topes des OMs et des CUOMs admettent des schémas
de compression étiquetés non propres en la taille de leur VC-dimension. Ils vérifient donc
la conjecture 1. Lexistence de la complétion ample des graphes de topes des COMs est
toujours ouverte. Pour approcher la conjecture 1 de FLOYD et WARMUTH [42], nous suivons
une stratégie différente ou nous décrivons directement un schéma de compression étiqueté
propre de taille d pour les COMs de VC-dimension d. Nous pouvons souligner que les
schémas de compression précédents, obtenus par complétion, ne sont pas propres. Ici, les
schémas de compression que nous donnons pour les COMs sont propres, ce qui est une
propriété plus forte.

Théoreme 14. L'ensemble I des topes d’'un complexe des matroides orientés 4 = (U, L) de
VC-dimension d admet un schéma de compression étiqueté propre de taille d.
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Ce schéma de compression étiqueté pour les COMs généralise celui pour les amples
(théoreme 3) de MORAN et WARMUTH [68]. La fonction de compression, que nous donnons,
est assez similaire a celle utilisée par MORAN et WARMUTH [68]. En revanche, la fonction de
décompression est beaucoup plus technique. Notre approche utilise a la fois la structure
cellulaire des COMs via la théorie des matroides orientés, et le lien avec la théorie métrique
des graphes en regardant les graphes de topes des COMs comme cubes partiels.

La preuve du théoreme 14 est basée sur deux lemmes, le lemme de distinction et le lemme
de localisation, et sur les résultats sur la VC-dimension de la section 3.4. Dans la section
6.2, nous donnons quelques résultats sur les schémas de compression avant d’'introduire la
notion de max-pulvérisation dans la section 6.3. Puis, dans la section 6.4, nous donnons une
correspondance entre les échantillons réalisables et les sous-graphes convexes des cubes
partiels. Ensuite, nous présentons respectivement dans les sections 6.5 et 6.6 le lemme de
distinction et le lemme de localisation. Enfin, notre schéma de compression pour les COMs
est décrit dans la section 6.7 et illustré dans la section 6.8.

6.2. Etat de I’art

Rappelons que les schémas de compression ont été introduits en 1986 par LITTLESTONE et
WARMUTH [65] et que MORAN et YEHUDAYOFF [69] ont montré que toute classes de concepts
de VC-dimension d admet un schéma de compression étiqueté de taille 2°). De nombreux
auteurs se sont penchés sur I’étude des schémas de compression, étiquetés ou non étiquetés,
montrant de meilleures bornes dans le cas ou nous nous restreignons a certaines classes.
BEN-DAVID et LITMAN [15] ont montré un résultat de compacité qui restreint ’existence
de schémas de compression (étiquetés ou non étiquetés) pour des classes arbitraires a des
classes finies. Ils ont aussi obtenu des schémas de compression pour certaines classes en
les plongeant dans des classes pour lesquelles les schémas de compression sont connus.
Récemment, PALVOLGYI et TARDOS [77] ont exhibé une classe de concepts de VC-dimension
2 n'admettant pas de schémas de compression non étiquetés de taille 2. HELMBOLD, SLOAN
et WARMUTH [51] ont construit des schémas de compression non étiquetés de taille d pour
les classes de concepts closes par intersection de VC-dimension d. Ils compressent chaque
échantillon en un ensemble générateur minimal et majorent la taille de cet ensemble par
la VC-dimension. Les schémas de compression développés dans [22] pour les boules dans
certaines classes de concepts sont propres et utilisent de 'information supplémentaire.
Comme nous 'avons vu dans le chapitre 1, MORAN et WARMUTH [68] ont fourni des schémas
de compression étiquetés de taille d pour les classes amples de VC-dimension d. BEN-
DAVID et LITMAN [15], KUZMIN et WARMUTH [63] et RUBINSTEIN et RUBINSTEIN [85], ont
donné des schémas de compression non étiquetés pour les classes maximums. Ces schémas
comportaient des erreurs qui ont récemment été corrigées par CHALOPIN et al. [23] ou
ils montrent que les classes maximums de VC-dimension d admettent des schémas de
compression non étiquetés de taille d. CHALOPIN et al. [23] ont aussi établi que les classes
amples admettent des schémas de compression non étiquetés si et seulement s’il existe des
orientations uniques par puits de leurs graphes de 1-inclusion. Cependant la question de
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I'existence de telles orientations est ouverte.

6.3. Max-pulvérisation

Un covecteur X € &£ d'un COM .« = (U,%£) max-pulvérise un ensemble D < U si [X]
pulvérise D mais ne pulvérise aucun sur-ensemble de D. Nous disons aussi que X € £ min-
pulvérise un ensemble D si [X] pulvérise D et pour tout covecteur X’ > X, [X'] ne pulvérise
pas D.

Lemme 58. Soit /4 = (U, ) un COM. Soient X,Y € £ etsoit D c U un ensemble. Alors :
(i) si[X] et[Y] pulvérisent D, alors les projections [X o Y] et [Y o X] pulvérisent aussi D ;

(ii) si[X] max-pulvérise D et [Y] pulvérise D, alors [X o Y] = [X] et } X nlest pas une facette
de M ;

(iii) si[X] et [Y] pulvérise D, alors il existe deux covecteurs X' = X et Y' = Y tels que [X'] et
[Y'] max-pulvérisent D, et { X' et 1Y’ sont paralléles.

Démonstration. Propriété (i) : Puisque [X] et [Y] pulvérisent D, pour tout vecteur signé
Z € {-1,+1}P, nous pouvons trouver deux topes T’ € [X] et T" € [Y], tels que Tl’D =7= Tl’L’)
Comme X < T’ et Y < T”, a partir de Tl’D =7= Tl’b, nous concluons que (Xo Y)|p < Z, et
nous pouvons trouver un tope T dans [X o Y] tel que sa restriction sur D coincide avec Z.
Ceci prouve que [X o Y] pulvérise D, ce qui termine la preuve de la propriété (i).

Propriété (ii) : Si [X] max-pulvérise D, alors VC-dim(X) = |D| =: d. D’apres la propriété
(i), [X o Y] pulvérise aussi D. Si (X o Y) est une face propre de 1 X, alors nous obtenons une
contradiction avec la proposition 14. Donc {(X oY) = 1X, ce qui implique que X = Xo Y. Ceci
termine la premiere affirmation. Par la proposition 26 (iv) et (vi), les faces 1 X et (Y o X) sont
paralleles et par conséquent sont reliées par une galerie géodésique (1 X = 1 X, 1 X3,..., 1 Xk =
1(Y 0 X)). Ainsi, 1 X et 1 X; sont des facettes d'une méme face de £, donc 1 X n’est pas une
facette de .4, ce qui conclue la preuve de la propriété (ii).

Propriété (iii) : Soit d = |D|. Nous pouvons supposer que X et Y min-pulvérisent I'en-
semble D. En effet, si D est pulvérisé par une face propre { X’ de 1X, alors nous pouvons
remplacer la paire X, Y par la paire X', Y telle que [X'] et [Y] pulvérisent encore D. Nous pou-
vons donc supposer qu’'aucune face propre de 1 X et de 1Y ne pulvérise D. Comme d’apres la
propriété (i), D est pulvérisé par [Xo Y] et [Y o X], nous concluonsque X = XoYetY =YoX,
et que les faces 1 X et 1Y sont paralleles. Il reste a montrer que [X] et [Y] max-pulvérisent D.
Supposons par I’absurde que [X] pulvérise un ensemble plus grand D’ := D u {e}. Considé-
rons 'OM .#' =1 X\ (U\ D’). Puisque [X] pulvérise D', .#' pulvérise aussi D'. De plus, .#’
max-pulvérise D', i.e., VC-dim(.#") = d + 1. Sachant que .4’ est un OM simple, .#' contient
deux topes adjacents T] et T, tels que Sep(77, T,) = {e} et nous pouvons trouver un cocircuit
X" de 4’ tel que T| € [X"] et T, ¢ [X"]. En appliquant la proposition 14 a .#’, nous obtenons
que X" est de VC-dimension d. Par conséquent, X" doit pulvérisé 'ensemble D. D’apres le
lemme 10, il existe un cocircuit X’ de 1 X tel que X" = X'\ (U \ D). Comme X" pulvérise D,
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X' pulvérise aussi D. Comme X < X', nous obtenons une contradiction avec notre hypothése
que X min-pulvérise D. O

6.4. Echantillons réalisables et pleins vus comme
sous-graphes convexes

Nous établissons une correspondance entre les échantillons réalisables et les sous-graphes
convexes dans les cubes partiels. Dans cette sous-section, £ < {-1,0, +1}Y est un systeme
de vecteurs signés dont I'ensemble des topes J induit un sous-graphe isométrique G de
I'hypercube Q(U). Rappelons que | £ = Uxeg{S € {~1,0,+1}V : S < X} est appelé I'ensemble
des échantillons réalisables de £ . Observons que | £ contient tous les vecteurs signés qui
sont inférieurs a ceux de £. Comme pour tout X € Z il existe T € I tel que X < T, nous
avons | £ =| 9, voir la figure 6.1 pour une illustration.

Etant donné un échantillon réalisable S €| %, considérons {S={Xe€ £ :S < X}, i.e,
I’ensemble de tous les covecteurs appartenant a £ qui sont plus grand que S. Considérons
aussi le sous-graphe [S] de G induit par tous les topes T € £ de 1S. Pour les OMs, I'ensemble
1S est dénommé supertope [52]. Pour les COMs, 1S est appelé la fibre de S et il est connu que
les fibres des COMs sont des COMs [13]. Puisque pour tout S €| £ il existe un tope T tel que
S < T, [S] est non vide. De plus, [S] est exactement 'intersection des demi-espaces de G de la
forme G; si S = +1 et G, si S, = —1. Ainsi, pour tout S €| £, [S] est un sous-graphe convexe
nonvide de G. Si 4 = (U, %) estun COM et S € &, alors 1S est exactement la face de S et [S]
est un sous-graphe porté de G d’apres le lemme 30. En résumé, nous obtenons le résultat
suivant :

Lemme 59. SiS €| Z, alors [S] est un sous-graphe convexe non vide de G. Si £ est un COM,

alors [S] est porté.

D’autre part, tout sous-graphe convexe H d’un cube partiel G est 'intersection de tous les
demi-espaces de G contenant H [1, 5, 24]. Cependant, H peut étre représenté par différentes
intersections de demi-espaces. Toute représentation de H comme une intersection de demi-
espaces de G donne lieu a un échantillon réalisable S, out S, = +1 (resp. S, = —1) si G,
(resp. G,) participe a la représentation et S, = 0 sinon. De plus, observons que les ©-classes
touchant H sont dans toutes les représentations de H et que les @-classes croisant H ne sont
dans aucune représentation de H. Cecildonne liey a deux représentations canoniques de H,
une utilisant uniquement les demi-espaces des ©-classes qui touchent H et une utilisant tous
les demi-espaces contenant H. Nous définissons les échantillons réalisables correspondant
S, =S, (H)etS" =ST(H) de la maniére suivante :

~1 siecosc(H) et HSG;, : -1 S%HEG_EF’
(S)e=4+1 siecosc(H) et H<Gy, et ($)e=4q+1 siHCSG,,
0 sinon.

0 sinon.

107


http://www.rapport-gratuit.com/
http://www.rapport-gratuit.com/

Remarquons que (ST = cross(H) et (SL)0 =U\osc(H), i.e, (SL)0 est composé de tous les
éléments e tels que la ©-classe E, croise ou est disjointe de H. D’un autre coté, si S est un
échantillon provenant d'une représentation de H comme intersection de demi-espaces, alors
S, <8< ST'. De plus, tout échantillon S appartenant a I'intervalle I(H) := [S,,S'] provient
d’une représentation de H, i.e., nous avons [S] =[S, ] = [ST] = H. Par conséquent, pour tout
sous-graphe convexe H de G, 'ensemble de tous les échantillons S €| £ tels que [S] = H est
un intervalle I(H) = [S;,S"] de (| £, <). Remarquons que les intervalles I(H) partitionnent
| &. Pour résumé, nous obtenons le résultat suivant :

Lemme 60. Pour tout sous-graphe convexe H de G, l'ensemble de tous les échantillons Se| £

tels que [S] = H est un intervalle I(H) = [S1,S'] de (| £,<). De plus, les intervalles 1(H)
définissent une partition de | £.

++-) =) G=H o) (o) (<
+%0 (09 (+20) (072) (H0H) (=40 0= +) (0-) (Z-0) (04

(+00) (00—) (0-0) (00+) (=00)

(000)

FIGURE 6.1. — Gauche : le graphe de topes M; du COM .4 (obtenu par restriction de .4, a
{1,2,3}, voir les figures 1.10 et 2.6) et un sous-graphe convexe H of M. Droite :
les échantillons réalisables de ./ et I'intervalle I(H) en orange.

Par la suite, nous utiliserons les propriétés suivantes de I(H) et de [S]. Le lemme 61 découle
des définitions de I(H) et de [S] :

Lemme61. SiS,S'e| L etS<S', alors[S'] < [S].
Lemme 62. Si X € £,Se| &L tel queSep(X,S) =@ et §= X oS, alors [S] = [X] N [S].

Démonstration. Comme S = XoS, nous avons X < S. En utilisant le lemme 61, nous obtenons
que [S] € [X]. Montrons que [S] € [S]. Supposons par I'absurde qu’il existe un tope T de £ tel
que T € [S]\[S]. Alors S < T et il existe un élément e € U tel que T, # S, # 0. Puisque S = X0 S,
nous obtenons que X, = T,, ce qui contredit notre hypothese que Sep(X, S) = @. Ceci prouve
que [S] € [X]N[S].

~

Pour montrer I'inclusion inverse [X] N [S] < [S], considérons n'importe quel tope T de
% appartenant a [X] N [S]. Alors, X < T et S < T. Supposons par 'absurde que T ¢ [S], i.e.,
§7é T. 1l existe donc e € U tel que S,#0etS, # T,, disons S, = —1 et T, = +1. Sachant que
S=XoS, I'égalité Se=-1 implique que soit X, = —1, soit X, =0et S, = —1. Comme T, = +1,
dans le premier cas, nous obtenons une contradiction avec X < T et dans le second cas,
nous obtenons une contradiction avec S < T. Par conséquent, [X] N [S] € [S] et termine la
preuve. O
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Considérons maintenant que VC-dim(G) = d. Nous disons qu’'un échantillon S €| £ est
plein (“full” en anglais) si le pc-mineur G’ = 7 (G) (obtenu a partir de G en contractant
les ©-classes de S°) est de VC-dimension d. Dénotons par | Zr 'ensemble de tous les
échantillons pleins de £. Observons que tous les topes de Z sont des échantillons pleins
car leurs ensembles zéro est vide. Nous appelons un sous-graphe convexe H de G plein
si S| (H) est plein. L'image de H dans G’ est un sommet vy qui est de degré |osc(H)|. Si
D c osc(vy) = osc(H) de taille d est pulvérisé par G', comme G’ est un pc-mineur de G, D est
aussi pulvérisé par G. Par conséquent, un ensemble convexe H de G est plein si et seulement
si G pulvérise un sous-ensemble D de osc(H) de taille d = VC-dim(G).

Exemple 3. Cependant, si H est un sous-graphe convexe plein d'un COM, tous les échan-
tillons dans I(H) = [S1,S'] ne sont pas forcément pleins. Considérons le COM défini par
I’ensemble de topes {(—,—,-), (+,—,-), (+,+,-),(+,—,+), (+,+,+)} dont le graphe de topes
est illustré dans la figure 6.2.

FIGURE 6.2. — Le graphe de topes G correspondant au COM défini dans I'exemple 3.

Posons I'’ensemble convexe H = {(—, —, —)} composé d'un seul sommet. Alors osc(H) = {1}
et donc H n’est pas plein. Maintenant, intéressons nous a I’échantillon réalisable S = (0, —, —).
Nous pouvons facilement voir que S appartient a I(H) et que SO =1{1}. Puisque 71 (G) est un
carré, S est un échantillon plein.

Nous montrons maintenant que le probleme ci-dessus n’arrive pas dans les OMs.
Lemme 63. Pour un OM .4 = (U, %), Se| £ est plein si et seulement si [S] est plein.

Démonstration. Tout d’abord, comme dans les OMs le rang et la VC-dimension sont égales,
remarquons qu'un échantillon S est plein si et seulement si rang(.# \ S%) = d.

Supposons que le sous-graphe convexe H est plein. Alors I’échantillon S, := S (H) est
plein. Puisque S| = osc(H) < S pour tout S € I(H) =[S, S'1, nous avons S° < (S,)?, donc
rang (/4 \ S°) = rang(/ \ (S1)%) = d = rang(./). Par conséquent, rang(.# \ S°) = d, i.e., S est
un échantillon plein.

Réciproquement, soit S un échantillon plein. Nous affirmons que H = [S] est un sous-
graphe convexe plein. Considérons .4’ = ./ \ cross(H) et considérons G’ = 7 cross(11) (G) son
graphe de topes. Puisque cross(H) < S° et que S est plein, rang(.#") = d et donc VC-dim(G') =
d. Limage de H dans G’ est un sommet vy. D’apres le lemme 23, osc(vy) = osc(H). En
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utilisant le lemme 39, osc(vy) contient un sous-ensemble de taille d pulvérisé par .4, donc
H est plein. O

6.5. Lemme de distinction

Dans cette sous-section, .4 = (U, %) est un OM de rang d. Le lemme de distinction,
une version plus forte que le lemme 39, permet de distinguer les échantillons pleins de .#
uniquement par leurs restrictions aux sous-ensembles de taille d. Le lemme de distinction
montre |'existence d'une fonction f 4 assignant un tel sous-ensemble a chaque échantillon
plein. Ce lemme est utilisé dans la section 6.7 par le compresseur et le reconstructeur.

Lemme 64. Soit 4 = (U,%£) un OM de VC-dimension d. Alors il existe une fonction f ;4 :|
Ly — (Y) telle que pour tout S,S' €| £y :

(i) sie€ f 4(S), alors e € osc([S]);

(ii) f 4 (S) est pulvérisé par M ;
(iii) sie¢ osc([S]), alors f.4(S) = fue(S\e€);
(iv) siSif,s) = Sff,ﬂ(s')’ alors [S] = [S'].

Démonstration. Soit G := G() le graphe de topes de .4 . Nous raisonnons par induction
sur d. Si d =1, alors U = {e} et le graphe de tope G est une aréte reliant les deux topes
Ty = (1) et To = (+1). Donc T; et T» sont les seuls échantillons pleins de .# (I'unique autre
échantillon (0) n'est pas plein). En définissant f ,(T1) = f.4(T2) = {e}, nous obtenons une
fonction satisfaisant les conditions (i)-(iv).

Affirmation 3. Si S est un échantillon plein et e € osc([S]), alors il existe un cocircuit X de .4«
tel que e€ X et X < S. De plus, S\ X est un échantillon plein de .Z (X).

Démonstration. Puisque S est un échantillon plein, le OM .#' = .4 \ S° est de VC-dimension
d et donc rang d. De plus, [S\ S est un tope T de .#'. D’apres le lemme 23, comme e €
osc([S]) = osc([T]), T est incident a une aréte de E,. Ainsi, il existe un autre tope T’ de .4’
tel que Sep(T, T') = {e}. Considérons X’ un cocircuit de .4’ tel que sa face { X’ contienne T
mais pas T’. Ce cocircuit X' existe, sinon tous les cocircuits Y’ de .4’ auraient Y, = 0. Or,
' est simple car ./ 1'est. Maintenant, en utilisant la proposition 14, comme .4’ est de
VC-dimension d, .#'(X') = 1 X’ est de VC-dimension d — 1. Donc il existe un covecteur X de
A tel que X' = X\ S0 et VC-dim(X) =d — 1. Si X n'est pas un cocircuit, alors 1 X est une face
propre de 1Y pour un cocircuit Y de .. Puisque la VC-dimension de n'importe quelle face
propre est strictement plus petite que la VC-dimension de la face elle-méme, et puisque .4
est de rang d, nous obtenons une contradiction. Donc X est un cocircuit de .# . En particulier,
ecXetX<S.

Il reste donc a montrer que S\ X est un échantillon plein de . (X)), i.e., 1a VC-dimension
de (1X\ X)\ S%est d — 1. Observons que d’apres le lemme 10, X \ S° € €* (.« \ S°). Puisque S
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est plein, la VC-dimension de .# \ S° est d. Par conséquent, d’apres la proposition 14, la VC-
dimension de .# (X \ S%) est d — 1. Or, tous les vecteurs signés dans 1 X ont les mémes valeurs
que X sur son support X, donc nous avons .4 (X \ 8% = (1 X\ X)\ 8°. Ainsi, VC-dim(({ X \ X) \
§% =VC-dim( (X \ S°%) = VC-dim(4)-1=d - 1. O

Supposons maintenant que d = 2. Nous fixons un ordre linéaire sur U = {1,..., m}. Pour un
échantillon plein S, nous définissons la fonction f 4 récursivement par f 4 (S) = {es, fx ) (S\
X)}, ou es est le plus petit élément de U tel que E,, touche le convexe [S] et X est un cocircuit
arbitraire de ./ tel que es € X et X < S. D’apres 'affirmation 3, X existe et d’apres le lemme
61, nous avons [S] < [X]. Montrons que f 4 satisfait les conditions (i) a (iv) du lemme 64.
D’apres 'affirmation 3, S\ X est un échantillon plein de .# (X) sur lequel nous pouvons
appliquer I'hypothese d’induction.

Condition (i) : Si e € f 4(S), alors soit e = eg soit e € f 4 x)(S\ X). Dans le premier cas, E,
touche [S] par choix de eg, donc eg € osc([S]). Dans le second cas, par hypothese d’induction,
E, touche [S\ X] dans le graphe de topes de .# (X). Comme le graphe de topes de .# (X) est
isomorphe a [X], E, croise [X] et donc e ¢ X. De plus, puisque X < S, d’apres le lemme 61,
[S] < [X]. Donc [S\ X] est isomorphe a [S]. Par conséquent, E, touche [S] dans G.

Condition (ii) : Supposons que f 4 (S) = {es, f.4x)(S\ X)} ne soit pas pulvérisée par /. Po-
sons D' = f 4x)(S\X). Par hypothese d’induction, D' est pulvérisé par .4 (X). Par conséquent,
d’apres le lemme 38, il existe un circuit Y de .4 tel que Y S {es}u D' et eg € Y. D’un autre
coté, nous avons D' € X? et es € X. Donc |Y n X| = 1. Comme X est un cocircuit et Y est un
circuit, nous obtenons une contradiction avec le théoreme 4 sur ’orthogonalité des circuits
et des cocircuits dans les OMs.

Condition (iii) : Soit e ¢ osc([S]). Alors e ¢ osc([S\ X]) dans [X\ X]. Il en découle que e ¢ f 4 (S).
De plus, d’aprés le lemme 23, contracter une ©-classe qui ne touche pas [S] ne peut pas
donner une nouvelle ©-classe qui touche [S]. Ainsi, d’apres la définition de f 4 et en utilisant
I'hypothese d'induction, nous avons f.4 (S) = {es, f.u ) (S\X)} = {es, fix\xuien (SN (XU{eh))} =
fue(S\e).

Condition (iv) : Soient S et §’ deux échantillons pleins tels que Syf,(s) = S| £ us)- ED particulier,
fu(S) ={es, fuoo(S\ X} = {es, fuxn(S'\ XN} = f4(S). Par minimalité sur le choix des
éléments eg et esr, nous concluons qu’ils sont tous les deux respectivement les plus petits
éléments des ensembles f 4 (S) et f,(S), d’oltl eg = eg =: e. Cela signifie que [ 4 x)(S\ X) =
fuxn(8'\ X') =: D' et que pour les cocircuits X et X', les deux faces 1 X = #(X) et 1 X' =
A (X') pulvérisent le méme ensemble D’ < U. Par le lemme 58, nous obtenons que X = X’
ou X = —X'. En effet, supposons que X # X'. Comme X et X’ max-pulvérisent D', d’apres le
lemme 58(ii) X = Xo X' et X' = X"0 X. D’apres le lemme 58(iii) il existe une galerie géodésique
entre 1 X et 1 X’. Puisque X et X’ sont des cocircuits de .#, 1 X et 1 X’ sont des facettes de ./ .
Nous en déduisons que les faces 1 X et 1 X’ doivent étre consécutives dans la galerie et la face
les contenant en tant que facettes doit coincider avec .# . Donc, nous avons X = — X'.

Par ailleurs, X = —X’ ne peut pas arriver. En effet, comme e € X n X/, nous avons e €
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Sep(X, X'). De plus, comme S = X et §' = X/, nous obtenons S, = —S,,. Cela contredit I'hy-
pothese Sjr,(s) = Sffﬂ(s’)' Par conséquent, X = X'. Donc §,§" = X et d’apres le lemme 61,
nous avons [S] € [X] et [S'] < [X]. D’apres ’hypothése d’induction, nous obtenons que
[S\ X] = [§'\ X] dans [X]. Cela signifie que [S] N [X] = [§'] n [X], mais comme [S] € [X] et
[S'] € [X], nous concluons que [S] = [S]. O

6.6. Lemme de localisation

Lobjectif du lemme de localisation est d'indiquer pour tout échantillon réalisable S d'un
COM .« I'ensemble des covecteurs potentiels X tels que les faces 1 X contiennent des topes
T de .4 qui pourront étre utilisés par le reconstructeur.

Soit 4 = (U, %) un COM de VC-dimension d et soit S € | £ un échantillon de .# . Consi-
dérons le tope S’ = S\ S du COM 4" := .4 \ S° et considérons X’ un covecteur minimal de
' par rapport a 'ordre des vecteurs signés tel que S’ = X'. Observons que si .4’ est un OM,
alors X' =0et { X' =_4'. Par la proposition 14, le OM .#'(X’) = 1 X’ est de VC-dimension < d.
Posons

Hsx=1X e L: X\ 8" = X' et 4 (X) ala méme VC-dimension que .#'(X")}.

Soit D € U\ S° un ensemble de taille d’ = VC-dim(X’) pulvérisé par 'OM .#’'(X"). Posons
aussi
JCp = {X € L : 4 (X) max-pulvérise D}.

Lemme 65. SoitS € |.Z et soit X' un covecteur minimal de #' = 4\ S° tel que S\S° = S' = X'.
Si D € U est pulvérisé par 4 (X') =1X', alors @ # #Hs,x = Hp.

Démonstration. D’apres le lemme 10, il existe un covecteur X € % tel que X\ S° = X’. De
plus, si .#'(X") = 1 X’ pulvérise D, alors .4 (X) pulvérise aussi D car le graphe de topes de
' (X') est un pc-mineur du graphe de topes de .# (X). Supposons que . (X) pulvérise un
sur-ensemble de D. Alors il y a un covecteur Y = X de ./ tel que .4 (Y) pulvérise D. Ainsi,
Y\8% > X\ 8% = X', mais 4" (Y \S° et #'(X") ont la méme VC-dimension, donc par la
proposition 14, Y \ $® = X’. Par conséquent, Y € s x'. En particulier, nous avons montré
que tout élément de A5 x' pulvérise D et |D| est sa VC-dimension. Donc tout élément de
JCs, x» max-pulvérise D. Nous concluons que A x' € AAp.

Il reste a montrer I'inclusion inverse #p < #s x'. Considérons Y € #p \ /s x:. Posons
Y’ = Y\ §°. Par hypotheése, nous avons que X’ # Y'. Comme .# (Y) max-pulvérise D et que
D c S, #'(Y') max-pulvérise aussi D. En particulier, D € XN Y" = (X'o Y")°. D’apres le
lemme 30, les faces [X'] et [Y'] sont portées. Nous obtenons donc que les sommets de la
projection métrique pry ([X']) de [Y'] sur [X'] sont exactement les portes des sommets de
[Y'] dans [X']. Par la proposition 26(iii), pry-([X']) = [X"o Y']. Il en découle que [X'o Y'] est
un sous-graphe porté de [X'], [X’ o Y'] est intersecté par D, et D est pulvérisé par [X']. Par

112



le lemme 34, la VC-dimension de .#'(X' o Y') est au moins |D|, qui est la VC-dimension de
' (X'). De la proposition 14, nous obtenons que X' o Y’ = X',

Si Sep(X',Y") = &, alors 1 X' = 1(X'oY') €1Y’. Comme 1 X’ est une face maximale de
', nous avons X' = Y'. Sinon, si Sep(X’, Y') # @, alors en appliquant le lemme 58, il existe
une galerie géodésique (1 X' = 1 X, 1X1,...,1 Xx =1Y’) a partir de { X’ jusqu’a 1Y’ dans ..
D’apres la définition d’une galerie, I'union de 1 X’ et de 1 X; est une face 1 Z de .’ telle que
1 X' C Z .Donc 1 X' n'est pas une face maximale de .#' et contredit notre hypothese que X’
est un covecteur minimal de .#'. O

6.7. Preuve du théoreme 14

Dans cette sous-section, nous décrivons les fonctions de compression et de reconstruction
avant de prouver leur correction. La fonction de compression « est une généralisation de
la fonction de compression des classes amples de MORAN et WARMUTH [68]. Cependant, la
fonction de reconstruction f est plus technique que celle pour les classes amples.

Compression

Soit 4 = (U, £) un COM de VC-dimension d. Pour un échantillon donné Se |.¥ de .4,
considérons le tope S’ = S\ S® de .« \ S° =: /' et posons X’ un covecteur minimal de ./’
par rapport a I'ordre des vecteurs signés tel que S’ = X’. Observons que si .4’ est un OM,
alors 1 X' = .#'. Dénotons par .#'(X') 'OM défini par la face 1 X’ de .#’. Plus formellement,
A'(X')=1X"\ X'. Posons

CK(S) _ Se Sieefdﬂ’(xl)(sl),
¢ 0 sinon.

La fonction « est bien définie car S’ est un tope de .#'(X’) et donc I'échantillon S’ est plein
dans .#'. De plus, d’apres la définition, nous avons a(S) < S, d’ou a(S) € | #. Pour terminer,
par la proposition 14, 'OM .#'(X’) est de VC-dimension au plus d et donc en utilisant le
lemme de distinction 64 le support de a(S) est de taille < d.

Reconstruction

Pour définir la fonction de reconstruction g, prenons C € {~1,0,+1}V dans 'image de
a et posons D := C. Soit X un covecteur arbitraire de .#p,i.e., X est un covecteur de &
qui max-pulvérise D. Par le lemme 65, un tel X existe. Maintenant, considérons S€ | % un
échantillon satisfaisant les conditions suivantes :

1) S=X; (3) Sest plein dans .Z (X);

(2) Sep(S,C) = o; @ fux(S=D. ~
Finalement, posons (C) comme n'importe quel tope T de .4 avec T = S.
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Ensuite, nous montrons que la fonction § est bien définie en définissant un échantillon
canonique satisfaisant les conditions (1) a (4). Soit C = a(S) pour un échantillon S €| Z.
Posons D = C et considérons X € #p. D’apreés le lemme 65, X vérifie X\ $® = X/, ot X’ est le
covecteur minimal de .4’ = .4 \ S° choisi dans la définition de a(S). Posons S:= X0 S > X.

Affirmation 4. Léchantillon S satisfait les conditions (1) a (4) de la définition de f. De plus,
[S] = [X]N[S] et T = S pour tout tope T € [S].

Démonstration. Soit C = a(S) pour S €| £. Comme X\ S° = X' < §' = S\ §°, nous avons
Sep(X,S) = &. Par le lemme 62, [S] = [X] N [S] est un sous-graphe convexe propre de [X].
Puisque X \ §° = X’ et que .4 (X) et .4'(X’) ont la méme VC-dimension |D|, '’échantillon S
est plein dans . (X).

Comme [S] = [X] N [S], osc([S]) € osc([X]) Uosc([S]). Sachant que S° nosc([S]) = @, aucun
élément de S° touche [S] dans [X]. Il en découle que X’ et S’ peuvent étre obtenus a partir
de X et de S en supprimant les éléments de S° et d’apres le lemme 64(iii), nous avons
fouxo (S) = fux(S) = D. Puisque [S] = [X] N [S] # @, cette intersection contient au moins
un tope et donc B(C) est bien définie. De plus, pour tout tope T € [S], nous avons T = S car

~

[S] = [X]N[S]. O

Correction

Ici, nous montrons que la paire (a, ) définit un schéma de compression étiqueté.

Affirmation 5. Pour tout S€ |.%, B(a(S)) = S.

Démonstration. Nous devons montrer que pour n'importe quel choix de S vérifiant les condi-
tions (1) a (4) dans la définition de B et pour n’'importe quel choix de tope T € [S], nous avons
T = S. Pour prouver cela, nous allons montrer que [S] = [S], ol S est 'échantillon canonique
définit dans I'affirmation 4. Puisque cela implique que T € [§], par la deuxiéme partie de
I'affirmation 4 nous obtiendrons T = S.

Donc, supposons que S et S’ sont deux échantillons qui vérifient les conditions (1) a (4). A
savoir, S et S’ sont des échantillons pleins de .# (X) tels que S, S’ = X, Sep(S, C) = Sep(5, C) =
a, et fux (S) = fouxo §h=D. D’apres le lemme de distinction 64 appliqué a .# (X), nous
avons [S] = [§']. Ceci prouve que tous les échantillons S valides pour 8 donnent le méme
sous-graphe convexe (non vide) [S] = [S] = [X] N [S]. Comme T = S pour tout tope T de [S],
nous concluons que pour n’'importe quel choix de T € [S] pour B(a(S)), nous avons T = S.
Par conséquent, (a(S)) = S. O
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FIGURE 6.3. — Pour compresser I’échantillon réalisable S = (+ + —0—0+0) (les sommets de
[S] sont représentés en blanc dans le graphe de topes G), le compresseur choisi
X'=(+0——+) < S8 = S\ S dans G’ et retourne a(S) := (0 +000000) avec D = {2}.

Le reconstructeur recoit C = (0 +000000), et sélectionne X = (+0————+—) €
J€p (les éléments de #p sont représentés par des arétes oranges en gras dans
G) etretourne f(C)=T=(++-———+-)=S.

6.8. Exemple

Considérons le graphe de topes G d'un COM .# de VC-dimension 3 et un échantillon
réalisable S = (+ + —0— 0+ 0) dans la figure 6.3. [S] est induit par les 7 topes représentés
par des sommets blancs de G. Contractées les 3 ©-classes en pointillées correspondant
aux coordonnées {4,6,8} = S°, donne le graphe de topes G’ du COM .’ = .4 \ S°. Donc,
S =8\ 8% = (++ — — +). Le compresseur choisi un covecteur minimal X’ = (+0 — —+) de .#’
avec S’ = X'. Le covecteur X’ correspond a 'aréte en gras orange dans G'. Le compresseur
renvoie a(S) = (0+000000) et D = {2}.

Le reconstructeur recoit C = (0 +000000) = a(S) en entrée, pose D = C = {2}, et construit
I’ensemble .#p. Dans cet exemple, il y a six covecteurs de .# appartenant a .#p qui sont
représentés par des arétes en gras orange dans G. En utilisant le lemme de localisation,
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(#p = Hs,x'), ce sont les covecteurs qui ont la méme VC-dimension que X' et qui sont
d’accord avec X' sur {1,2,3,5,7} = S.

Le reconstructeur choisi X = (+0— - - —+ —) € #p. LOM 4 (X) est composé des trois
covecteurs (X et les extrémités T et T’ de 'aréte orange correspondante). Parmi T et T,
uniquement le tope T = (+ + — — — — +—) vérifie les conditions (1) a (4) de la définition de S.

Donc, B(a(S)) estfixé a T, qui est un sommet blanc de G.
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7. Grilles et cylindres partiels
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Dans ce chapitre, nous nous sommes intéressés aux cubes partiels plongeables isométri-
quement dans la grille Z? et dans les cylindres pairs, i.e., les produits cartésiens d'un cycle
pair par un chemin. De tels sous-graphes sont respectivement appelés grilles partielles et
cylindres partiels. Nous les caractérisons par sous-graphes isométriques minimaux interdits.
De plus, nous donnons la liste des pc-mineurs minimaux exclus des grilles partielles.

7.1. Résultats

Nous commencons par étudier la structure des cubes partiels plongeables dans la grille
Z?. Nous donnons la caractérisation suivante :

Théoreme 15. Soit G un cube partiel. Les conditions suivantes sont équivalentes :
(i) G admet un plongement isométrique dans 7%;

(ii) Pour tout G' pc-mineur de G, G' ne contient ni Cs, ni Ky 5, ni Ky 31K, comme sous-graphe
isométrique, i.e., G € F*(Cg, K 5, K1 311K>) ;

(iii) G est un graphe médian sans cubes appartenant a & * (K 5, K1 3UK>) ;

(iv) G ne contient aucun des cubes partiels de /£ comme pc-mineurs, i.e., G € F (H).
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FIGURE 7.1. - L'ensemble . des pc-mineurs minimaux exclus des grilles partielles.

Nous nous intéressons ensuite aux cylindres partiels. Nous fournissons une caractérisation
structurelle et nous présentons 'ensemble ¢ (illustré dans la figure 7.2) des sous-graphes
isométriques interdits de ces derniers.

Théoreme 16. Soit G un cube partiel avec un cycle convexe C de longueur 2m avec m = 3.
Alors les conditions suivantes sont équivalentes :

1. G est plongeable isométriquement dans un cylindreT := CLIP,, avecn=1;
2. GeF*(F);

3. Gestdela forme Gy@ (CUP)® G, oir :
— CUIP est une arene;
— G et Gy sont des colisées de base au plus m ;
— les amalgames de Gy et G, se font respectivement sur les cycles C' et C de l'aréne.

Tout d’abord, dans la section 7.2, nous nous intéressons aux grilles partielles. Ensuite,
dans la section 7.3, nous démontrons les caractérisations des grilles partielles données dans
le théoreme 15. Dans les sections 7.4 et 7.5, nous étudions respectivement les structures des
cylindres et des cylindres partiels. Puis, dans la section 7.6, nous montrons que les cubes
partiels et leurs pc-mineurs ne contenant pas de sous-graphes isométriques de _# peuvent
s’écrire comme une amalgamation de deux colisées et d'une arene. De plus, nous démontrons
que cette construction est plongeable isométriquement dans un cylindre. Dans la section 7.7,
nous démontrons le théoréme 16, avant de conclure sur une approche pour caractériser les
cubes partiels plongeables dans les cylindres fins qui devrait aboutir dans la section 7.8.
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FIGURE 7.2. - L'ensemble _¢# des sous-graphes isométriques minimaux interdits dans les
pc-mineurs des cylindres partiels contenant un cycle convexe de longueur au
moins 6.

7.2. Grille partielle

Les espaces métriques plongeables dans R? avec métrique ¢; ont été caractérisés par
BANDELT et CHEPOI [7] par un théoréme de compacité. En effet, ils montrent que tout espace
métrique est plongeable isométriquement dans R? si et seulement si tout sous-espace d’au
plus 6 points I'est. En particulier, leur preuve passe par une réduction aux graphes médians.
Par la suite, dans l'article [8], ils montrent que les espaces métriques de Z? peuvent étre
caractérisés de la méme maniere que ceux de R?. Un demi-espace H d’un graphe G est dit
minimal (par inclusion) s’il n’existe pas de demi-espace H' dans G tel que H' < H.

Proposition 27. [7, 8] Un graphe est plongeable isométriquement dans Z? si et seulement s'il
est médian et chacun de ses pc-mineurs admet au plus 4 demi-espaces minimaux.

Dans [7], BANDELT et CHEPOI présentent les mineurs métriques exclus de Z2. Dans la cette
section, nous allons caractériser les grilles partielles par un ensemble ./ (illustré dans la
figure 7.1) de pc-mineurs exclus minimaux, et par sous-graphes isométriques interdits.

Un segment de la forme ((a, b), (a, b+ 1)) ou ((a, b), (a+ 1, b)) dans Z? est appelé une aréte.
Introduisons la relation binaire % sur les arétes de Z?. Deux arétes e et f de Z2 sont en
relation, i.e., eZ f si et seulement si e et f sont opposées dans un carré. La cloture transitive
de Z constitue les classes de parallélisme. Observons que dans un cube partiel plongé
isométriquement dans Z¢, les classes de parallélisme coincident avec les O-classes. Une
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chaine d'une grille Z¢ est la suite infinie de toutes les arétes paralleles le long d'un méme
axe. Une chaine d’un cube partiel G plongé dans Z¢ est la restriction de la chaine de Z¢
correspondante dans le plongement de G. De plus, nous pouvons décrire une chaine de G
par la suite ordonnée des O-classes qui la composent.

Remarque 4. Une grille Z¢ contient exactement d chaines distinctes qui sont induites par
les d axes de Z%et tous les sommets de Z% ont exactement degré 2d.

Tout cube partiel G peut étre associé a son graphe de croisement dont les sommets sont les
O-classes de G, et deux sommets sont adjacents si les ©-classes correspondantes intersectent
un méme cycle de G.

Lemme 66. Si G est un graphe médian sans cube appartenant a & * (K 5, K1 3sL1K>), alors G a
au plus quatre demi-espaces minimaux.

Démonstration. Supposons par I’absurde qu’il existe un cube partiel minimal G avec au
moins cinq demi-espaces minimaux. Ainsi tout pc-mineurs de G a au plus quatre demi-
espaces minimaux. Par minimalité de G, nous déduisons que G a au plus six demi-espaces
minimaux. En effet, toute contraction ou restriction par rapport a une ©-classe de G est un
graphe médian et son nombre de demi-espaces minimaux est diminué d’au plus deux.

Par un raisonnement analogue, en utilisant la minimalité de G, nous obtenons que pour
chaque O-classe de G, il existe au moins un demi-espace qui est minimal. Par conséquent,
G est un sous-graphe de Qs, Q4 ou Qs. Nous pouvons commencer par constater que pour
tout triplet de ©-classes dans G, elles ne peuvent pas se croiser deux a deux. En effet, G
contiendrait un cycle de longueur = 6 et puisque G est médian, I’enveloppe convexe d'un tel
cycle serait un cube. Nous distinguons les cas trois cas qui suivent en fonction du nombre de
O-classes de G.

Cas 1. G est un sous-graphe de Qs. Alors G est composé de trois @-classes. Nous avons vu
que ces trois ©-classes ne se croisent pas deux a deux dans G. Supposons donc que deux
d’entre elles, disons E; et E}, ne se croisent pas dans G. Sans perte de généralité, nous avons
G/ c G;T et G; © G; . Les deux demi-espaces G;F et G; ne sont donc pas minimaux dans G.
Nous concluons que G a strictement moins de cinq demi-espaces minimaux. Contradiction.

Cas 2. G est un sous-graphe de Qy. Ici nous réalisons une étude de cas. Comme G est com-
posé des quatre O-classes de Qg4, nous pouvons donc énumérer I’ensemble des graphes de
croisement pour ces O-classes. Puisque tout triplet de ©-classes dans G ne peuvent pas se
croiser deux a deux, nous pouvons nous restreindre aux graphes de croisement ne contenant
pas de triangle. A chacun de ces graphes de croisement, nous énumérons I'ensemble des
cubes partiels qui lui sont associé, voir 'annexe A. En analysant les différents cubes partiels
obtenus, soit G possede au plus quatre demi-espaces minimaux, soit G contient K; 5 ou
K; 30JK; comme sous-graphe isométrique et obtenons une contradiction.

Cas 3. G est un sous-graphe de Qs. Ici nous raisonnons de la méme maniere que dans le cas 2.
Les graphes de croisement sans triangle sur cinq ©-classes et les cubes partiels associés sont
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donnés dans ’annexe A. Les cubes partiels obtenus ont soit au plus quatre demi-espaces
minimaux soit un Kj 5 ou un K; 3LJK, comme sous-graphe isométrique, ce qui termine la
preuve de ce lemme. O

Remarque 5. Lensemble /# des pc-mineurs exclus des grilles partielles a été construit
comme suit. D’apres le théoréme 15(ii), nous savons que les cubes partiels plongeables
dans 72 appartiennent a la classe & * (Cg, K1 5, K1 3LJK>). D’apres le lemme 19, nous pouvons
énumérer I'ensemble des sous-graphes de Qs, Q4 et Q5 qui contiennent respectivement
Cs, K1,3LJK; et Kj 5 comme sous-graphe isométrique, et garder dans ./ les minimaux par
pc-mineurs.

7.3. Preuve du théoreme 15

Pour commencer, nous montrons I'implication (i) = (ii). D’apres la remarque 4, dans la
grille Z2, tous les sommets sont de degré 4 et il y a exactement deux chaines de ©-classes. Ainsi,
iln’'existe pas de plongement de Cg, Kj 5 et K; 3L 1K> dans Z?.De plus, s’il existe un plongement
de G dans 72, alors ses pc-mineurs sont aussi plongeables dans Z2. Les cubes partiels Cg,
K 5 et K; 3LJK> sont donc des sous-graphes isométriques interdits de G et de ses pc-mineurs.
Pour montrer que (ii) = (iii), observons que Q; et Q3 contiennent un cycle isométrique
de longueur 6 comme sous-graphe isométrique. Nous en déduisons que G € & (Cg, Q5 , Q3).
Par un résultat de CHEPOI, KNAUER et MARC [28], cette classe correspond exactement a
la classe des graphes médians sans cubes. Limplication (iii) = (i) vient du lemme 66 et
de la proposition 27. L'implication (ii) = (iv) est évidente car tous les cubes partiels de A4
possedent un Cg, un Kj 5, ou un K;j 3L JK; comme sous-graphe isométrique. Nous mettons
en évidence en orange sur la figure 7.1 les sous-graphes isométriques interdits pour chacun
des graphes de .. Enfin, pour montrer I'implication (iv) = (iii), rappelons que la classe
F (Cs, Q3, Q3) correspond a la classe des graphes médians sans cubes. Donc G est un graphe
médian sans cubes. Supposons par I'absurde qu'il existe un pc-mineur G’ de G contenant un
sous-graphe isométrique H isomorphe a Kj 5 ou a Kj 3[1K;. Considérons le cube partiel G”
résultant des contractions de toutes les ©-classes de G’ qui n’'intersectent pas H. Le graphe
G" est donc contenu dans Qs ou Qg selon que H soit isomorphe a K; 5 ou a K; 3L]K». D’apres
la remarque 5, G” est contenu dans #. Or, G” est un pc-mineur de G, contradiction. [

7.4. Cylindres

Considérons un cylindre I' := Cy,,,L1P,,. D’apres le lemme 1 sur les distances, observons
que nous pouvons successivement nous déplacer sur une C»,,-copie, puis sur une P,-copie
(ou vice-versa) dans I'. Nous en déduisons que toutes les C,,,- et toutes les P,-copies de
G sont portées. Remarquons que les Cy;,-copies et les P,-copies sont aussi des couches
de I'. Aussi, les sommets d'un cycle et d'un chemin sont de degré au plus 2. Sachant que
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chaque sommet de I est sur une couche cycle et sur une couche chemin, il en découle que
les sommets de I' sont de degré au plus 4.

Dans T, un cycle isométrique de longueur > 4 est dit de type 1 s’il est une C,,,-copie et il
est dit de type 2 s’il intersecte exactement la moitié de deux C»,,-copies consécutives, voir
figure 7.3. Nous montrons dans le lemme 67 que tout cycle isométrique de I' est d'un de ces

types.

FIGURE 7.3.— Un exemple de cycle de type 1 en orange et de type 2 en violet d'un cylindre
Cgl1P;

Lemme 67. Tout cycle isométrique de longueur > 4 d’'un cylindreT := C,,,[1P,, est soit de type
1, soit de type 2.

Démonstration. Soit C un cycle isométrique de I'. Alors, pour toute ©-classe de C, il existe
exactement deux arétes opposées. Supposons par 'absurde que C utilise deux arétes xy
et zt appartenant respectivement a deux O-classes distinctes E; et E; de P,. Comme C est
isométrique, il existe deux autres arétes x'y’ et z't’ dans C appartenant respectivement a E;
et E;. Il en découle que E; et E; se croisent dans I', ce qui est impossible car elles proviennent
du chemin P,. Nous concluons que C utilise au plus une ®-classe de P,,. Ainsi, C est soit
une Cy,,-copie, donc de type 1, soit sur deux C,,,-copies consécutives tel que les arétes
appartenant a une méme ©-classe sont opposées, donc de type 2. O

Rappelons qu'un sous-graphe convexe H touche une O-classe E; si E; n'intersecte pas H et
s'il existe une aréte uv de E; avec u € H et v ¢ H. Nous regroupons les propriétés structurelles
d’'un cylindre dans la proposition suivante :

Proposition 28. SoitT := C,,,L1P,,. Alors:
1. Ledegré de tout sommet v deT est au plus4;
2. Toute Cyyy,-copie deT est portée;
3. Pour tout sommet v € V(I), Fibc,, (v) est isomorphe a Py, ;

4. Tout cycle facteur deT touche au plus deux ©-classes.
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7.5. Propriétés des cylindres partiels

Lemme 68. Soit G une grille partielle. Alors il existe un cylindre I suffisamment grand tel que
G soit un cylindre partiel deT .

Soit G un cube partiel plongeable isométriquement dans un cylindre I'. Dénotons le
cycle facteur Cy;, par {ci,..., 2}, le chemin facteur P, par {py,..., pn+1}, €t les sommets
de I' par les 2-uplets (k,i) ou ¢, € V(Cypyy) et p; € V(P,). Deux cycles de longueur > 4 sont
dits paralleles s'ils intersectent le méme ensemble de ®-classes. Soit C un cycle convexe de
longueur > 4 de G. S'il existe un autre cycle C’ # C convexe de longueur > 4 dans G, alors
nous affirmons dans le lemme qui suit que C et C’ ont la méme longueur et sont paralléles.

Lemme 69. Soit G un cube partiel plongeable isométriquement dans un cylindrel := Cy,,L1P,,.
S'il existe deux cycles convexes distincts C et C' de longueur > 4 dans G, alors C et C' ont la
méme longueur et sont paralleles.

Démonstration. Les cycles C et C' étant convexes, ils sont en particulier isométriques dans
G. De plus, d’apres le lemme 67, puisque G est plongeable dans un cylindre, C et C’ sont de
type 1 ou de type 2. Observons que les cycles de type 1 sont de longueur 2m et ceux de type 2
de longueur 2m + 2.

Dans un premier temps, supposons que C et C’' ne sont pas de la méme longueur. Sans
perte de généralité, considérons C de type 1 et C’ de type 2. Puisque C’ est convexe, 'inter-
section entre G et les deux Cy,,-copies de I' qui contiennent C’ correspond exactement a
C'. Autrement dit, 'ensemble des sommets représentés en rouge sur la figure 7.4 ne sont
pas dans G. Alors, il existe deux sommets (k, i) € C' et (k, j) € C appartenant a la méme fibre
Fibc,,, (ci) tels que le sommet (k, i + 1) n’est pas dans G.
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FIGURE 7.4. — Tllustration de la preuve du lemme 69
Comme l'unique plus court chemin entre les deux sommets (k, i) et (k, j) dans I passe

par (k,i+ 1) et comme G est plongé isométriquement dans I', si (k,i+ 1) ¢ V(G), alors G n’est
pas un cube partiel, contradiction.
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Dans un second temps, supposons que C et C’ sont de méme longueur. Par un raisonne-
ment similaire, nous pouvons montrer que dans le cas ot C et C’ sont deux cycles de type
2 nous obtenons aussi une contradiction avec le fait que G soit un cube partiel. Enfin, si
C et C’' sont de type 1, alors ce sont deux Cy,,-copies. IIs sont donc de méme longueur et
paralleles. O

Puisque les pc-mineurs d'un cycle sont des cycles ou des chemins et que les pc-mineurs
d’'un chemin sont des chemins, en utilisant le lemme 26, nous obtenons que les pc-mineurs
des cylindres sont des cylindres ou des plans. De plus, nous pouvons vérifier que tout sous-
graphe isométrique d'un cylindre partiel est un cylindre partiel. Par conséquent, nous obte-
nons:

Lemme 70. Les cylindres partiels sont clos par pc-mineurs et par sous-graphes isométriques.

7.6. Cubes partiels de #*(_ #) avec un cycle convexe
long

Soit G un cube partiel. Un cycle est dit long s'il est de longueur 2m > 4, et court sinon. Un
cycle convexe C de G est dit candidat pour plonger G dans un cylindre I' := C,,,LJP,,, pour
un certain n, s’il vérifie les trois conditions qui suivent :

1. C est porté;
2. pour tout v € V(C), la fibre Fib¢(v) est un chemin;
3. C touche au plus deux ©-classes.

Etant donné un cube partiel G avec un cycle convexe de longueur au moins 6, nous
donnons un algorithme qui plonge isométriquement G dans un cylindre ou retourne un
certificat du fait que G ne soit pas plongeable isométriquement dans un cylindre. Pour
cela, I'algorithme recherche un cycle candidat C de longueur 2m et tente de construire un
plongement de G dans I" par rapport a C. Nous allons montrer que 'algorithme réussi a
construire un plongement isométrique de G dans I si et seulement si G € #*(_¢), i.e., G est
tel que ses pc-mineurs et lui-méme ne contiennent pas de sous-graphes isométriques de _¢ .

7.6.1. Les candidats sont longs

Soit G un cube partiel contenant un cycle convexe de longueur au moins 6 appartenant a
F*(_#). Nous commencons par montrer dans les lemmes 71, 72 et 73, que n'importe quel
cycle convexe long de G est un cycle candidat.

Lemme 71. Tout cycle convexe long est porté dans G.
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Démonstration. Soit C un cycle convexe de longueur > 4 dans G. En particulier, C est iso-
meétrique. En appliquant le lemme 25, nous distinguons deux cas. Soit il existe k = 3 tel que
SKi+1 € G, ce qui contredit le fait que G ne contient pas de sous-graphe isométrique iso-
morphe a SKy (= J» € _#). Soit il existe une @-classe E; telle que conv(r;(C)) n’est pas portée
dans 7;(G). Puisque C est un cycle isométrique, pour toute ©-classe E; de G, 7 ;(C) est aussi
un cycle isométrique. Tant qu’il existe une telle ©-classe E;, nous pouvons appliquer le méme
raisonnement et contracter la ©-classe E;. Apres un certain nombre de contractions (en ap-
pliquant le lemme 25), nous obtenons un pc-mineur G’ de G contenant un cycle isométrique
C’ tel que conv(C’) n’est pas portée. Nous en déduisons que C’ est un cycle de longueur > 4.
De plus, pour toute ©-classe E; de G/, conv(r;(C’)) est portée dans 7;(G'). Par le lemme 25,
G’ contient un sous-graphe isométrique isomorphe a SKy,; avec k = 3. Le pc-mineur G’ de
G contient donc SK; comme sous-graphe isométrique, contradiction. O

Lemme 72. Pour tout sommet v d'un cycle convexe long C, la fibre Fibc(v) est un chemin.

Démonstration. D’apres le lemme 71, le cycle C est porté. Dénotons la longueur de C par
2m = 6. Puisque G est un cube partiel, pour tout sommet v de C, Fibc(v) = {u € V(G) :
porte-(u) = v}. De plus, pour tout sommet v de C, Fibc(v) est connexe. En effet, d’apres la
définition d'une fibre, s’il existe un sommet u € Fib¢(v), alors I (u, v) € Fibe(v). Par consé-
quent, pour tout sommet u € Fib¢(v), Fibc(v) contient un plus court chemin de u vers v
dans Fib¢(v). Par le lemme 15, les ©-classes intersectant Fibc(v) sont disjointes de celles
intersectant C. Supposons par 'absurde qu’il existe un sommet v dans C tel que Fib¢(v)
ne soit pas un chemin. Supposons qu'’il existe un sommet u de degré = 3 dans Fib¢(v). Si
u = v alors v est incident a au moins trois ©-classes de Fib¢(v) et a deux ©-classes de C.
Par conséquent, G contient un sommet de degré 5, ce qui est interdit. Sinon, u et v sont a
distance k = 1. Considérons le graphe G’ obtenu a partir de G en contractant m — 3 ©-classes
de C et k—1 O-classes séparant u de v. Ainsi, G’ est un pc-mineur de G contenant un sous-
graphe isométrique isomorphe a /1o € _#, contradiction. Supposons maintenant qu'il existe
un cycle C’ de longueur 2¢ dans Fib¢(v). Comme Fib¢(v) ne contient pas de sommet de
degré > 3, il existe un sommet u de C’ tel que v = u. Posons G” le graphe obtenu a partir de G
en contractant m — 3 ©-classes de C et £ —2 ©-classes de C'. Alors G” est un pc-mineur de G
contenant un sous-graphe isométrique isomorphe a J; € _¢, ce qui termine cette preuve. []

Soient x et y sont deux sommets distincts d'un cycle convexe long C de G. Considérons
x' € Fibc(x) et y' € Fibc(y). D’apres le lemme précédent, nous pouvons conclure que si x’ et
y' sont adjacents, alors leur distance jusqu’au cycle est la méme, i.e., d(x, x) = d(y, y'). Pour
montrer que tout cycle convexe long C est un candidat, il nous reste a montrer que C touche
au plus deux ©-classes.

Lemme 73. Tout cycle convexe long touche au plus deux ©-classes.

Démonstration. Soit C un cycle convexe long. Notons 2m avec m = 3 la longueur de C. Sup-
posons par I'absurde que C touche au moins trois @-classes. Considérons le cube partiel
G’ obtenu a partir de G en contractant m — 3 ©-classes arbitraires de C. Dénotons par C’
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I'image de C apres ces contractions. Observons que le cycle C’ est isométrique et de longueur
6. Puisque C est convexe et que nous avons uniquement contracté des ©-classes qui inter-
sectent C, le lemme 23, nous garantit que les ©-classes qui touchent C’ sont les mémes que
celles qui touchent C. Ainsi, C’ touche au moins trois ©-classes dans G'.

Cas 1. Il existe un sommet v de C’ qui touche trois de ces @-classes. Puisque v est un sommet
de degré 2 dans C’, le graphe G’ contient un sous-graphe isométrique isomorphe a J; € _#.

Cas 2. 1l existe deux sommets u et v de C’ qui touchent respectivement une et deux de ces
O-classes (deux a deux distinctes). Si u et v sont adjacents, alors en contractant la ®-classe
contenant I'aréte uv, le graphe résultant contient un sous-graphe isométrique isomorphe
a J; € ¢, contradiction. Si d¢r(u, v) = 2, alors G’ contient un sous-graphe H’ isomorphe
a J; € _¢#. Nous pouvons observer que H' est un sous-graphe isométrique de G’ car pour
toute paire de sommets de H’, il existe un chemin dans H' utilisant au plus une fois chaque
O-classe intersectant H'. Enfin, si d¢/(u, v) = 3, alors G’ contient le graphe Js € ¢ comme
sous-graphe isométrique.

Cas 3. Il existe trois sommets u, v, et w de C’ touchant chacun une de ces O-classes (deux a
deux distinctes). En réalisant une analyse de cas comme dans le cas 2, nous déduisons que
G' contient J5, Jg ou Jo comme sous-graphe isométrique, contradiction. O

D’apres les lemmes 71, 72, et 73, tout cycle convexe long de G est candidat. Dans le reste
de cette section, considérons un cycle candidat C de G. Dénotons par 2m avec m = 3 sa
longueur.

7.6.2. Les candidats sont dans I’arene

Un sous-graphe convexe est appelé arene s’il est isomorphe a un cylindre, voir la figure
7.5(a). Le résultat principal de cette sous-section est de montrer que les cycles convexes longs
de G sont paralleles et forment une aréne dans G. Pour cela nous allons d’abord étudier les
propriétés des fibres par rapport a C dans les lemmes 74 et 75.

(a) (b) (c)

FIGURE 7.5. - (a) Une arene; (b) Une échelle; (c) Une échelle partielle de base uv.
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Une échelle est produit cartésien d'une aréte par un chemin. Une échelle peut étre vue
comme une expansion périphérique d'un chemin sur lui-méme. Si nous étendons cette
définition aux expansions périphériques d'un chemin par rapport a 'un de ses demi-espaces,
nous parlerons d’échelle partielle. En particulier, toute échelle est une échelle partielle. La
base d'une échelle partielle correspond au demi-espace minimal contenant une aréte de
'expansion. Nous illustrons respectivement une échelle et une échelle partielle dans la figure
7.5(b) et (c).

Le lemme 74 montre que si deux sommets, appartenant a deux fibres distinctes, sont
adjacents alors leurs portes sur C sont adjacentes.

Lemme 74. Soient x et y deux sommets distincts de C. Soient x' € Fibc(x) et y' € Fibc(y). Si
x' ~y', alors x ~ y et les arétes xy et x'y’ appartiennent a la méme ©-classe.

Démonstration. Considérons un plus court (x, y)-chemin R de G. Comme C est convexe
dans G, R estun arc de C. De plus, comme x et y sont distincts, |R| = 1. Montrons que |R| < 1.
Puisque x’ € Fib¢(x) et ' € Fibc(y), nous avons porte-(x') = x et porte-(y’) = y. Soit P un
plus court (x', x)-chemin et Q un plus court (y/, y)-chemin (voir figure 7.6). Comme x est la
porte de x’ dans C et que y € V(C), la concaténation des chemins P et R est un plus court
(x', y)-chemin. Nous obtenons donc |P| + |R| < |Q| + 1. De méme y est la porte de y’ dans C
et x€ V(C), donc |Q|+|R| = |P|+ 1.1l en découle que 2|R| <2, d’ou |R| < 1. Comme x et y
sont deux sommets distincts de C, nous concluons qu’ils sont adjacents. De plus, d’apres le
lemme 15, les chemins P et Q ne contiennent pas de ©-classe intersectant C. Puisque G est
un cube partiel, nous obtenons que I'aréte x y appartient a la méme ©-classe que 'aréte x'y’.

FIGURE 7.6. — Illustration de la preuve du lemme 74

O

Le lemme 75 montre que si deux sommets x’ et y’ , appartenant respectivement aux fibres
distinctes Fib¢(x) et Fibc(y), sont adjacents, alors tous les sommets de Fibc(x) entre x et
x' sont deux a deux adjacents avec les sommets de Fib¢(y) entre y et y'. Autrement dit, les
sommets de Fib¢(x) et Fibc(y) entre x et x/, et entre y et y' forment une échelle.
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Lemme 75. Soient x et y deux sommets de C, et soient x' € Fibc(x) et y' € Fibc(y). Six' ~ y/,
alors le graphe induit par l'union des fibres Fibc(x) entre x et x' et Fibc(y) entre y et y' est une
échelle.

Démonstration. D’apres le lemme 74, x et y sont adjacents et les arétes x'y’ et xy appar-
tiennent a la méme O-classe E;. Soient x” € I(x, x) et y” € 1(y, ') les voisins respectifs de x’
et y'. Pour montrer ce lemme, il suffit de montrer que si x’ et y’ sont adjacents, alors x” et y"”
les sont aussi.

Supposons que x’ et ¥’ sont les plus proches de x et y tels que x'y’ € E(G) et x"y" ¢ E(G).
Rappelons que, par le lemme 72, les fibres Fibc(x) et Fibc(y) sont des chemins. Posons
P:=(x=:uy,uy,...,up_1 := x"",up := x) le plus court chemin (dans G) de x vers x’ et Q :=
(y=:vo,V1,...,ve—1:=y",vp:= y') celuide y vers y'. Soit i le plus petit indice tel que les arétes
u;—1u; et vj_, v; appartiennent a la méme 0O-classe, et u;u;+ et v;v;+; n'appartiennent pas a
la méme O-classe. Nous distinguons deux cas.

Cas 1. i # 0. Comme G est un cube partiel, cela revient a avoir une suite de carrés entre les i
premiers sommets de P et Q, voir l'illustration 7.7 (gauche). Par minimalité de x’ et ', les
sommets u;, v;,y", ¥y, x" et x"" appartiennent a un méme cycle de G. Par le lemme 15, les
O-classes du cycle C sont distinctes de celles intersectant P et Q. En contractant toutes les ©-
classes séparant les sommets u; de u; dans P (ou de facon équivalente, les ©-classes séparant
v1 de v; dans Q) et m — 3 ©-classes de C distinctes de E;, nous obtenons un pc-mineur de G
contenant /;; comme sous-graphe isométrique, contradiction.

x/:uz E; Uz:y/

U; ¢—e Ui

Ui—1 g—ae Vi—1
U2 ¢—o V2

U1 ¢—e V1

T = Uo Y = Vo

FIGURE 7.7. — Illustration du cas 1 a gauche et du cas 2 a droite de la preuve du lemme 75.

Cas 2. i = 0. Par minimalité du choix de x’ et y/, les sommets x, y, )’ et x’ appartiennent a
un méme cycle C’ de G. Si C' est isométrique, alors il existe un pc-mineur de G contenant
un sous-graphe isométrique isomorphe a J3. Si C’ n’est pas isométrique, alors il existe un
plus court chemin R allant d'un sommet u # ug, uy de P vers un sommet v # vy, vy de Q tel
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que RN C' ={u, v}, voir la figure 7.7 (droite). Posons w le voisin de u sur R et dénotons E jla
O-classe contenant I'aréte uw. D’apres le lemme 74, comme w est adjacent a u € Fibc(x), w
est dans la fibre d'un sommet z de C adjacent a x. Comme G est un cube partiel et qu'il existe
un (u, v)-chemin intersectant exactement une fois E;, nous déduisons que E; doit intersecter
R. De plus, par choix de minimalité de x’ et ', uw ¢ E;. Par conséquent, |R| > 1 et w # v.
Remarquons que z # y car w ¢ Fibc(y) et w # v. Comme C’ est un cycle et que R est un plus
court chemin entre deux sommets de ce cycle, C' croise E;. Par conséquent E; intersecte les
fibres Fibc(x) et Fibc(y), contradiction. O

Lemme 76. Soit G € F*(_¥#). Alors tous les cycles convexes de longueur > 4 ont la méme
longueur, sont paralléles et forment une aréne.

Démonstration. Soient C et C’ deux cycles convexes de longueur > 4. Supposons par I’ab-
surde qu'il existe une ©-classe E; intersectant C mais pas C’. Numérotons les sommets de C
par ci, ¢, ..., C2;y dans le sens horaire tels que ¢ ¢ appartienne a E;. Si c; et ¢, sont dans deux
fibres distinctes de C’, alors par le lemme 74, il existe une aréte appartenant a E; dans C’,
contradiction. Supposons donc que c; et ¢, appartiennent a la méme fibre Fib¢ (c)). D’apres
le lemme 72, tous les sommets de C n’appartiennent pas a la méme fibre de C'.

o— o o —o

./’/'/C.

C1

FIGURE 7.8. — Partition de C en chemins par les fibres de C'.

Nous parcourons, a partir de ¢, les sommets de C dans le sens horaire jusqu’a obtenir
un sommet ¢ ¢ Fib¢/(c)). D’apres le lemme 74, comme ¢, € Fiber(c}) et ¢p € Fiber(c)) avec
¢, # ¢y, ) et ¢, sont adjacents et les arétes c| ¢, et c,—; ¢, appartiennent ala méme ©-classe E;.
En raisonnant de facon analogue a partir de ¢y, nous obtenons que les fibres de C’ intersectées
avec C forment une partition de C en chemins, voir la figure 7.8. Montrons que ces chemins
sont en bijection avec les sommets de C’. Par définition des fibres, chaque chemin de C
correspond a un unique sommet de C’. Il suffit donc de montrer qu’a chaque sommet de
C’ correspond un chemin de C. Supposons qu'il existe au moins un sommet de C’ qui ne
contienne pas de sommets de C dans sa fibre. Alors, en utilisant le résultat du lemme 74, il
existe une corde dans C’ (une aréte reliant deux sommets non adjacents de C’). Cela contredit

la convexité de C'.

Montrons maintenant que chaque chemin de la partition de C est réduit a un sommet.
Supposons, par I’absurde, qu'il existe une fibre de C’, disons Fib (ci), contenant au moins
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deux sommets de C. Considérons le chemin Fibc/(ci) NnC =c,C,...co—1 avec ¢ = 3. Nous
avons vu que les arétes c| ¢, et c,_; ¢, appartiennent a la méme ©-classe E;. En particulier,
Ej intersecte C. D’apres le lemme 75, les fibres Fibcr(c}) et Fiber(c;) forment une échelle. En
particulier, le sommet c,_, est incident a une aréte de E;. Cela contredit la convexité de C.
Par conséquent chaque sommet de C’ est exactement associé a sa porte dans C, et ces deux
cycles partagent le méme ensemble de ©-classes. Donc C et C’ ont la méme longueur et sont
paralléles.

Il reste a montrer que C et C’ appartiennent a une aréne dans G. Soit ¢;_; ¢; une aréte de C.
Les deux extrémités de cette aréte appartiennent respectivement a deux fibres Fiber (c]_,) et
Fib¢r (C;) distinctes. En utilisant le lemme 75, nous obtenons que I'union de ces fibres forment
une échelle. Donc les cycles C et C’ sont dans une aréne dans G. O

D’apres le lemme 76, nous savons que tous les cycles convexes longs de G sont paralleles
et que le graphe induit par les sommets des cycles convexes longs de G est une arene. Plus
précisément, c’est une arene CLIP;_; ol k est le nombre de cycles convexes longs de G. De
plus, comme I'aréne contient tous les cycles convexes longs de G, il s’agit de la plus grande
aréne contenue dans G. Notons-la I'. Considérons C' et C* les deux cycles extrémaux de
I's. Si G contient un unique cycle convexe long C, alorsI'g=C=C' = Ct.

7.6.3. Structure des cubes partiels de & *(_¢) avec un cycle
convexe long

Les fibres d'un chemin P sur un cycle C forment une séquence unimodale si ce sont des che-
mins et s'il existe un sommet ¢4y dans P tel que pour toute aréte c;c; de P, sidp(¢;, Cmax) <
dp(cj, Cmax), alors |Fibe(c;)| < [Fibe(ci)| < [Fibe(¢max)|- Un graphe H est appelé colisée s'il
contient un cycle C comme demi-espace minimal et si ’ensemble P :={c € C: |Fibc(c)| > 1}
induit un chemin de C et admet une séquence unimodale telle que pour toute aréte c;c; de
P, I'union des fibres Fibc(c;) et Fibc(c;) induit une échelle partielle. Le chemin P est appelé
la base de H. Si P est de longueur ¢, alors H est un colisée de base ¢. La figure 7.9 donne un
exemple d’'un colisée.

Dans cette sous-section, nous allons montrer que tout graphe G € & *(_¢) est 'amalgame
de deux colisées et d'une aréne.

FIGURE 7.9. - Un colisée de base P de longueur 7.
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Proposition 29. Soit G € &*(_¢), et soit C un cycle candidat de G de longueur 2m. Alors G
s’écrit de la forme Gy @ (CLP)@ G, ol :

— CUIP est une arene;

— G et Gy sont des colisées de base au plus m;

— les amalgames de Gy et G, se font respectivement sur les cycles C' et Ct de l'arene.

Comme C est un cycle convexe long de G, le lemme 73, nous garantit que C touche au
plus deux ©-classes. Si C touche exactement une ©-classe, alors C est un cycle extrémal de
I'c. Supposons que C = C*. Nous nous intéressons a la structure du graphe induit par les
sommets de (G\T'g) UCT. Si C touche deux O-classes E, et E r, dénotons par G} et G]? les
deux demi-espaces de G défini respectivement par rapport a E, et Ef contenant le cycle C.

Sans perte de généralité nous pouvons supposer que C' c G} et Ct c G}. Considérons G ' le

graphe induit par les sommets de (G} \I') UC'. De méme, considérons G le graphe induit
par les sommets de (G \I'c) U C*. Observons que les graphes G et G* sont des pc-mineurs
de G puisqu’ils correspondent a une restriction de G. Nous pouvons alors voir G comme
'amalgamation respective des graphes G' et G sur 'aréne I'g par rapporta C' et C*.

Ainsi, il suffit d’étudier la structure des cubes partiels appartenant a la classe & *(_¢)
contenant un unique cycle convexe long C touchant exactement une ©-classe. Dans les
lemmes 77 et 78 nous nous s'intéressons donc a ces graphes. Observons que le cycle C est un
demi-espace minimal de G et ' = C. Soit c€ V(C) tel que V¢’ € V(CO), |Fibc(c’)| < |Fibc(0)I.
Dénotons les sommets de C dans le sens horaire par ¢ =: ¢y, ¢y, ..., c2,. Montrons dans le
lemme 77 qu'il existe un chemin dans C formant une séquence unimodale.

Lemme 77. Soit G un cube partiel contenant un unique cycle convexe long C et suppo-
sons que C touche exactement une ©-classe tel que G € F*(_¢). Alors les fibres du chemin
Cm+2,--+»C2m» Cmax = C1,C2,..., Cy de C forment une séquence unimodale. De plus, nous avons
min{| Fibc (¢, | Fibc (cm+2) |} < |Fibc (cm+1)| < max{|Fibc (cp)|, |Fibe (Cm+2) 1}

Démonstration. Montrons que pour tout 1 <i < j < m,|Fibc(c;)| = |Fibc(cj)|. Si C ne touche
pas de O-classe, alors pour tout sommet c € C,Fib¢c(c) = {c} et c’est terminé car G coincide
avec C. Supposons maintenant que C touche exactement une O-classe E,. D’apres le lemme
72, pour tout sommet c € C, Fibc(c) est un chemin. Supposons, par ’absurde, qu’il existe
1 <i< j<mtelsque |Fibc(ci)| < |Fibc(cj)|. Considérons i € {1,..., m — 1} le plus petit indice
tel que pour tout ¢ € {i +1,...,m},|Fibc(c;)| < |Fibc(cp)l. Si i = 1, alors nous obtenons une
contradiction avec le choix de c;. A partir de maintenant, supposons que i = 2. Nous savons
que |Fibc(c;)| < |Fibc(cy)| et que |Fibe(ci)| < !Fibc(cj)|. Si Fib¢(c;) = {c;}, alors d’apres nos
hypotheéses, les fibres Fibc(c1) et Fibc(cj) sont des chemins de longueur > 0. Puisque E, est
I'unique ©-classe qui touche C, considérons u; et u; les uniques voisins respectifs de c; et ¢;
dans Fibc(c;) et Fibc(c). Les arétes ¢ u; et ¢ju; appartiennent donc a E,, (voir la figure 7.10).

De plus, G est un cube partiel, donc il existe un plus court (uy, uj)-chemin P dans G.
Puisque c;u; et ¢ju; appartiennent a E,, dg(c1, ¢j) = dg(u1, uj). Autrement dit, toutes les ©-
classes intersectant les plus courts (u1, u;)-chemins, donc P, intersectent C. Considérons la
premiére aréte u; up de P. Dénotons par Ef sa ©-classe. Le chemin (u, uy, ¢1) est un chemin

131



FIGURE 7.10. — Illustration de la preuve du lemme 77.

de G contenant exactement une aréte de Er etune de E,. Sachant que Ef intersecte C et que C
est porté dans G, le plus court chemin entre u; et sa porte u, dans C est une aréte appartenant
a E,. Ainsi, u; et up n'appartiennent pas a la méme fibre de C. En utilisant le lemme 74, ),
est adjacent a c; et I'aréte c; u’2 appartient a la ©-classe E. De plus, dc(u’z, cj) =dcley, cj) -1
car u; et ¢j sont dans le méme demi-espace par rapport a Ey, i.e., U, = c;. En appliquant le
méme raisonnement en remplacant c¢; par ¢, et ainsi de suite, nous obtenons que c; est relié
aun sommet u; par une aréte de E,. Par conséquent, u; € Fibc(c;), contradiction.

Supposons maintenant que Fib¢(c;) contient au moins deux sommets. Comme C touche
uniquement la ©-classe E,, pour tout 1 < k < m, Fibc(cy) contient une aréte c,uy appar-
tenant a E,. De plus, pour tout 1 < k < m—1, uy et ur,; sont adjacents. Nous affirmons
qu’il existe une ©-classe intersectant Fib¢c(c;) et une intersectant Fibc(c;) différentes qui
n'intersectent pas Fibc(c;). Pour cela nous montrons I'affirmation suivante :

Affirmation 6. Si une O-classe intersecte Fibc(c;) et Fibc(cy) alors elle intersecte aussi
Fibc(c;).

Démonstration. Supposons par I'absurde qu'il existe E, intersectant Fibc(c;) et Fibc(c)
mais pas Fib¢(c;).

Comme illustré dans la figure 7.11, considérons le graphe G’ obtenu a partir de G en
contractant:

— m—3 ©-classes de C telles que ¢}, c; et c} les images respectives des sommets cy, ¢; et
cj soient deux a deux distinctes;
— toutes les ©-classes intersectant (Fibc(c1) UFibc(cj)) sauf E, et Ej, = £.

Notons C’ I'image de C. D’apres le lemme 23, C’ est convexe car nous n’avons contracté
que des O-classes disjointes ou intersectant C. Puisque c; est sur le plus court (¢, ¢;)-chemin

de C, donc de G (car C convexe), c; est sur le plus court (cj, c})—chemin de C'. Soit G:; le

demi-espace de G’ défini par E, ne contenant pas C'. Soient v} et v;. les sommets de G,;
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FIGURE 7.11. — Illustration de la preuve de I'affirmation 6.

appartenant respectivement aux fibres FibC/(ci) et Fibc/(c}). Alors, il existe un plus court
(vy, U})-chemin P’ dans G’ passant par un sommet v; de Fibcr(c). Comme v] et v} sont dans

/ / . / .
G,", P est contenu dans G,". Par conséquent, v; € G,". Comme C’ est dans le demi-espace

complémentaire de G'; et que v} € Fibei(c}), le plus court chemin reliant v} a sa porte c; dans
C' passe par une aréte deE,. Ainsi, la ©-classe E, intersecte Fibc (c;.), et donc E; intersecte
aussi Fib¢(c;) dans G, contradiction. O

Considérons maintenant le graphe G’ obtenu a partir de G en contractant :

— m—3 ©-classes de C telles que c{, c; et c}’ les images respectives des sommets ¢y, ¢; et
cj soient deux a deux distinctes;

— toutes les ©-classes intersectant Fib¢(c;) sauf E,;

— toutes les ©-classes intersectant Fib¢(c1) mais pas Fibc(c;) sauf une, disons Ey;

— toutes les ©-classes de Fib¢(c;) mais pas Fibc(c;) sauf une, disons Ey,.

Notons C” I'image de C. De méme, observons que C” est un cycle convexe de longueur
6 car nous n’avons contracté que des 0O-classes disjointes ou intersectant C. Comme cy, ¢;
et ¢; appartiennent a un arc de C de longueur < m et que les ©-classes d'un cycle convexe
(isométrique) sont opposés, apres les contractions, c{, c; et c}’ appartiennent a un arc de C”
de longueur < 3. Autrement dit, d¢r (c], c}’ ) <3.8Sic] estadjacentac eta c}’ dans C”, alors G"
contient un sous-graphe H" isomorphe a J1,. En effet, par 'affirmation 6, les ©-classes E,
et Ey, sont distinctes. Donc pour toute paire de sommet de H"” il existe un chemin passant
au plus une fois par chacune des O-classes qui intersectent H”. D’apres le lemme 14, H” est

un sous-graphe isométrique de G”, contradiction. Si ¢} est adjacent a c¢{' ou a c}’ dans C”,

alors ¢ et c}’ sont a distance 3. Nous pouvons vérifier par un raisonnement analogue que

G" contient un sous-graphe isométrique H” isomorphe a /3. Nous pouvons conclure que
V1<i< j<m,|Fibc(c)l = |Fibe(c))|-

Par un raisonnement analogue, nous pouvons montrer que pour tous i, j tels que m+2 <
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i < j<2m,|Fibc(c;)| < |Fibc(cj) | Il reste donc a montrer que min{|Fib¢(c;,)|, [Fibc(cms2) |} <
|[Fibc(cm+1)| et que |Fibc(cp+1)1 < max{|Fibc(cp)l, IFibc(cm+2) [} D'une part, supposons par
I’absurde que min{|Fib¢c(cy,)|, IFibc(cm+2) 1} > IFibc(cpm+1)|. Par Iaffirmation 6, nous savons
qu'’il existe deux ®-classes, une intersectant Fib¢(c,;) et une intersectant Fibc (cj,+2), qui sont
distinctes. Dénotons-les Ey, et Ey,. Considérons le graphe G’ obtenu a partir de G en contrac-
tant m —3 O-classes de C distinctes de celles contenant les arétes ¢,;;,Ci4+1 €t Cit1Cma2, toutes
les ©-classes intersectant les fibres de C sauf E,, E/, et Ey,. Le graphe G est un pc-mineur
de G et nous pouvons vérifier qu’il contient le sous-graphe isométrique J;», contradiction.
D’autre part, supposons par I’absurde que |Fibc(¢j,+1)1 > max{|Fib¢c(c;)|, IFibc(cpm+2)|. Par
un raisonnement similaire nous pouvons montrer qu'un pc-mineur de G contient un sous-
graphe isométrique J;3.

En conclusion, les fibres du chemin ¢4, ..., ¢2m, Cmax := €1, C2, ...,y de C forment une
séquence unimodale, et 1a longueur de la fibre Fibc(c,,+1) est comprise entre les longueurs
des deux fibres Fib¢(cy,) et Fibe(cia2). O

D’apres le lemme 77, soit les fibres du chemin ¢;;+1, ¢m+2,--+, C2m, Cmax = €1,€2,...,Cm
soit les fibres du chemin cy,42, ..., C2m, Cmax := €1,C2,..., Cm, cm+1 de C forment une séquence
unimodale. Dénotons-la par P. Dans le lemme 78, nous allons montrer que deux fibres
consécutives par rapport a C dans G induisent une échelle partielle.

Lemme 78. Soit G € &*(_¥) un cube partiel contenant un unique cycle convexe long C. Sup-
posons que C touche exactement une ©-classe. Alors pour tout c;cj € E(C), le graphe induit
par l'union des fibres Fibc(c;) et Fibc(c;) forme une échelle partielle de base c;c;.

Démonstration. Supposons que C touche une seule ©-classe E,. Par le lemme 72, pour
tout ¢ € V(C), la fibre Fib¢(c) est un chemin. Soient ¢; et ¢; deux sommets de C adjacents.
Dénotons par Er la ©-classe contenant I'aréte c;c;j. Nous pouvons supposer sans perte de
généralité que |Fibc(c;)| = |Fibe(cj)|-

Pour montrer que I'union des fibres Fib¢ (¢;) et Fib¢c(c;) forme une échelle partielle de base
cicj, nous devons montrer que pour tout 1 < k < |Fibc(cj) |, les sommets de Fibc(c;) et de
Fibc(cj) a distance k de ¢; et ¢j sont adjacents. Dénotons par u; et u; les sommets respectifs
de Fibc(c;) etde Fibc(c;) a distance |Fibc(cj)| de ¢; et ¢;. Soit Q le (¢;, u;)-chemin de Fibc (c;)
et Rle (cj, uj)-chemin de Fibc(cj), comme illustré dans la figure 7.12. Remarquons que R est
isomorphe a Fibc(c;) et que les chemins Q et R sont de méme longueur.

Nous savons que u; et u; ne sont pas dans la méme fibre. Par le lemme 75, si u; et u;
sont adjacents, alors I'union des fibres Fibc(c;) et Fibc(c;) forme une échelle partielle de
base c;cj. De maniere équivalente, I'union de ces fibres forme une échelle partielle de base
cicj. Supposons donc que u; et u; ne sont pas adjacents. Comme C touche uniquement
la @-classe E, et que les fibres de C sont des chemins, il existe respectivement un unique
voisin v; et v; de c; et ¢; tels que v;c; et vjc; appartiennent a E.. Comme G est un cube
partiel, I'aréte v;v; appartient a méme ©O-classe Ef que l'aréte c;c;. Par isométricité de G, si
les ©-classes qui intersectent Q sont identiques a celles qui intersecte R, alors u; et u; sont
reliés par une aréte de Ef, contradiction. Supposons qu'il existe une O-classe Ey, intersectant

134



FIGURE 7.12. — Tllustration de la preuve du lemme 78.

Q mais pas R. Alors nous affirmons qu'’il existe une ©-classe Ey, intersectant R mais pas Q.
Puisque les chemins Q et R ont la méme longueur et que ce sont des sous-chemins respectifs
de Fibc(c;) et Fibc(cj), les arétes de Q (respectivement de R) appartiennent deux a deux a des
O-classes différentes. Posons G’ le graphe obtenu a partir de G en contractant m —3 ©-classes
de C sauf Ef et'ensemble des ©-classe des fibres de C sauf E,, E,, et Ey,. Le graphe G’ est un
pc-mineur de G qui contient un sous-graphe isométrique isomorphe a J;;, contradiction. [

Nous pouvons maintenant démontrer le résultat de la proposition 29.

D’apres le lemme 73, comme C est un cycle candidat, C touche au plus deux ©-classes.
Rappelons que C est de longueur 2m. Si C touche aucune ©-classe, alors G = C et c’est
terminé. Supposons que C touche exactement une ©-classe E,. Nous distinguons deux cas.
Soit I'¢ = C, soit I'¢ = CLIP, avec n = 1. Dans le premier cas, C est le seul cycle long de
G et touche uniquement E,. Ainsi, d’apreés le lemme 77, nous déduisons que P :={ce C:
|[Fibc(c)| > 1} induit un chemin de C. D’aprés les lemmes 77 et 78, nous obtenons que G est
un colisée de base |P|. Il reste donc a montrer que |P| < m, ou m correspond a la moitié de
la longueur de C. Raisonnons par I"absurde en supposant que |P| > m. Soient ¢; et c; les
extrémités de P. Sachant que la seule ©-classe qui touche C est E,, il existe une copie R du
chemin P telle que tout sommet de P est relié par une aréte de E, a sa copie dans R. Notons
u; et u; les copies de ¢; et ¢; dans R. Soit ¢;;; le voisin de ¢; dans P. Dénotons par Ey la
©-classe de l'aréte c;c;+1. Sachant que |P| > m, ¢; et ¢; appartiennent au méme demi-espace
défini par E,, disons G;. Comme C est convexe, le plus court (¢;, ¢;)-chemin de C, donc de G,
est dans G;. Par isométricité de G, nous savons que dg(u;, u;) = dg(c;, ¢j). Cela signifie que
les plus courts (u;, u;)-chemins de G intersectent un sous-ensemble des ©-classes de C ne
contenant pas E,. Considérons un plus court (u;, u;)-chemin Q de G. Posons u le voisin de u;
dans Q. Notons ¢, la porte de u dans C. Comme I'aréte uu; appartient a une ©-classe Ey # Ey
qui intersecte C, uc, est une aréte de E, et c¢,c; est une aréte de C appartenant a E¢. Si
u = uj, alors nous obtenons une contradiction avec le fait que I'g = C. Sinon |Fibc(c;)| > 1 et
cy ¢ V(P), ce qui contredit la définition de P. Dans le deuxiéme cas, nous pouvons supposer
sans perte de généralité que C* = C et que E; est la ©-classe de I'aréne qui touche C'. Posons
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G' larestriction de G par rapport a E; contenant C'. Le cycle C' touche une unique ©-classe
dans G et I';t = C'. Nous nous retrouvons dans le premier et déduisons que G' est un
colisée de base au plus m. Le graphe G peut étre vu comme 'amalgamation de I' et G' par
rapport a C', ce qui termine ce cas. Nous en déduisons que G s’écrit de la forme I'c@ G, ot
G, est un colisée de base au plus m. Enfin, supposons que C touche deux ©-classes, disons E,
et Er. Soient G etrespectivement G; les demi-espaces de G par rapport a E, et E¢ contenant
C. Ces deux demi-espaces de G contiennent le cycle C comme demi-espace minimal. Plus
précisément, C touche une unique O-classe dans G, . D’apres le cas précédent, G s’écrit
de la forme G; @ (CL1P;) ol G; est un colisée de base au plus m. De méme, G}Z s’écrit de la
forme G, @ (CLJP,) o1 G est un colisée de base au plus m. Sachant que G est exactement
le graphe obtenu par amalgamation sur C de G, et G]?, nous obtenons que G s’écrit sous la
forme Gy @ (CLJP)®@ G, tel que P est le chemin résultant de la concaténation des chemins P
et P, et G; et G sont deux colisées de base au plus m. O

7.6.4. Plongement

D’apres la sous-section 7.6.1, nous avons montré que si G € &#*(_¢), alors G contient
toujours un cycle candidat. Nous pouvons donc considérer un cycle candidat C de G. De plus,
d’apres la proposition 29, G s’écrit de la forme G, @ (CLIP)@ G, ol G, et G sont des colisées
de base au plus % Par conséquent, nous savons que le cycle candidat C sépare G en deux
composantes connexes. Dénotons par GlC et Gé les deux parties de G contenant C comme
demi-espace. En d’autres termes, G est le cube partiel résultant du collage de GlC et de GTC sur
le cycle C. Dénotons respectivement par d; et d, les longueurs des plus grandes fibres de Glc

etde Gé par rapporta C.

Dans cette sous-section, nous nous intéressons au plongement ¢ de G dans le cylindre
I':=C,,10P,, avec n=d; + d, et avec C,;, isomorphe a C. Nous définissons ¢ tel que

— pour tout v € V(Glc), @) = (¢iy Pa,- ) ou porte(v) =c; et j =dg(ci, v);

— pourtout ve V(GTC), @) = (¢i, Pay+ ) ou porteq(v) = ¢; et j =dg(c;, v).

En particulier, le cycle candidat C est plongé sur la d;-ieme C,,,-couche de T, notée ch,
Dans le lemme suivant nous montrons que ce plongement préserve les distances.

Lemme 79. Le plongement ¢ de G dansT est isométrique.

Démonstration. Pour montrer que le plongement ¢ de G dans I estisométrique, nous devons
montrer que, pour toute paire de sommets (u, v) de G, dg(u, v) = dr(@(u), @ (v)). D’apres le
lemme 14, nous savons que la distance dans G entre deux sommets u et v correspond au
nombre de O-classes sur un plus court (¢, v)-chemin de G. D’autre part, le lemme 1 nous
garantit que la distance entre deux sommets de I" est la somme de leurs distances dans leur
facteur respectif. Nous distinguons trois cas.

Cas 1. Supposons que ¢(u) et ¢(v) ne soient pas du méme coté de C{i dans I'. Nous pouvons
supposer sans perte de généralité que ¢ (u) = (¢;, pj) etp(v) = (¢i7, pjr) avec pj < dy et pj > dh.
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Par conséquent, u et v appartiennent respectivement a GlC etde GTC. Puisque Cet C 4 sont por-
tés et qu'ils séparent respectivement u de v et ¢(u) de ¢(v), nous avons dg(u, v) = dg(u, u') +
de(W',v) +dg(v', v) et dr(p(w), () = dr(@w), p(W)") +dr(pw), @) +dr(e®)’,¢(v)) ot
u' et v/, et p(u)' et p(v') sont les portes respectives de u et v, et p(u) et p(v) sur C et C*'. Par
définition de ¢, dr(@(u), (1)) = dg(u, ') et dr(p(v), (v)") = dg(v, v'). De plus, par défini-
tion de C%, dr(¢(w)', ¢(v)") = dg (1, v'). Nous obtenons donc que dg(u, v) = dr(@(w), p(v)).

Cas 2. Supposons que ¢(u) et ¢(v) soient du méme co6té de Cf dans I'. Nous pouvons
supposer sans perte de généralité que ¢(u) = (c;, p;) et p(v) = (¢;, pjr) avec pj = pjr = dj.
Alors u et v sont deux sommets de GTC. Puisque G s’écrit de la forme Gy @ (CLIP)® Gy, il
existe un sommet w dans la fibre Fibc(c;) dans G qui est a la méme distance que v de C
(éventuellement w = c;). Observons que I'union du plus court (#, w)-chemin P et du plus
court (w, v)-chemin Q est un plus court (u, v)-chemin de G. En effet, comme u et w sont
dans la méme fibre de C, P ne croise pas de O-classes de C. D’autre part, dg (v, w) = dg(cj, c;).
De plus, de par la structure des arénes et des colisées, Q croise uniquement des ©-classes
qui intersectent C. L'image de w par ¢ est le sommet ¢(w) = (¢;, pjs). La distance entre
dr(p(u), p(w)) est égale al'écart entre leur deuxieme coordonnée. Cette distance correspond
exactement a dg(u, ¢;) —dg(w, ¢;) = dg(u, w). D’autre part, la distance entre ¢ (w) et ¢(v) est
égale a la distance entre leurs portes respectives ¢ (u)’ et ¢(v)". Comme C d1 gt isomorphe
aC,dr(p(w),p(v)) =dg(c;, ¢;7). En conclusion, nous avons dg(u, v) = dg(u, w) +dg(w, v) =
de(u, w) +dg(ci, ¢ir) = dr(@Ww), (w)) +dr(@(w), ) = dr(pw), p(v)). O

7.7. Preuve du théoreme 16

Pour montrer 1 implique 2 supposons que G est plongeable isométriquement dans un
cylindre C,,,L1P,. Commencons par montrer que tous les cubes partiels de _# ne sont pas
plongeables isométriquement dans un cylindre. Dans la proposition 28, nous avons établi
quelques propriétés importantes des cylindres. En particulier, nous avons vu que les sommets
d'un cylindre sont de degré au plus 4 et que les cycles facteurs sont portés. Donc, les cubes
partiels J; et J» de _# ne sont pas des sous-graphes isométriques d’un cylindre. Les cubes
partiels Js, Js, J7, J3, et J9 ne sont pas plongeables dans un cylindre car leur cycle convexe
de longueur 6 touche strictement plus que deux ©-classes. Comme pour tout sommet d'un
cylindre, sa fibre par rapport au cycle facteur est un chemin, nous en déduisons que les cubes
partiels J3, /4, et J1p ne sont pas plongeables dans un cylindre. Supposons par I'absurde que le
cube partiel J;; soit plongeable isométriquement dans un cylindre. D’apres le lemme 67, son
cycle isométrique C de longueur 6 est soit de type 1, soit de type 2. Nous pouvons vérifier que
lorsqu’un cube partiel est plongeable dans un cylindre et qu’il contient un unique cycle de
longueur > 4, alors il est plongeable dans un cylindre tel que ce cycle est de type 1. Donc, Jq;
est plongeable isométriquement dans un cylindre I' := Cg[LJP,, pour un certain n. Observons
que les sommets pendants, i.e., de degré 1, de J1; sont ala méme distance du cycle C. Puisque
C est une Cgz-couche de I', et sachant que leurs sommets pendants sont du méme coté par
rapport a C dans T, les arétes incidentes aux sommets pendants appartiennent a la méme O-
classe. Or, par isométricité de J;1, les arétes incidentes aux sommets pendants appartiennent
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a des O-classes distinctes. Par un raisonnement similaire, nous pouvons montrer que les
cubes partiels ], et J13 ne sont pas plongeables isométriquement dans un cylindre. Par
conséquent, 'ensemble des graphes de _# ne sont pas plongeables isométriquement dans un
cylindre. De plus, par le lemme 70, s’il existe un plongement de G dans un cylindre, alors ses
pc-mineurs et ses sous-graphes isométriques peuvent étre plongés dans un cylindre aussi.
Nous en déduisons que I'ensemble des cubes partiels de _# ne peuvent pas étre des sous-
graphes isométriques de G ni de ses pc-mineurs. Ensuite, I'implication 2 = 3 provient de la
proposition 29. Enfin, I'implication 3 = 1 découle du plongement décrit dans la sous-section
7.6.4. O

7.8. Vers une preuve pour les cylindres fins

Nous avons caractérisé les cubes partiels plongeables isométriquement dans les cylindres
larges, i.e., dont le cycle facteur est de longueur > 4 (théoreme 16). Notons que la classe des
cylindres larges n’est pas close par pc-mineur. En effet, en contractant des ®-classes du cycle
facteur, nous diminuons sa taille. Dénotons par 6-4 la classe des cubes partiels contenant un
cycle convexe de longueur > 4. Dans le théoréme 16, nous avons donc caractérisé la classe
F*(_F)N€>4 qui correspond exactement a la classe des cylindres partiels contenant au moins
un cycle convexe de longueur > 4. Nous pouvons observer que la classe & *(_¢) est plus
grande que celle des cylindres partiels. En fait, il existe d’autres sous-graphes isométriques
minimaux interdits pour les cylindres partiels qui ne sont pas dans _¢, voir _#* 'extension
de _# dans la figure 7.13. Nous souhaitons montrer que % *(_#¢ ") est la classe des cylindres
partiels.

Notre objectif est de montrer que les cubes partiels appartenant a & *(_#¢™") sans cycle
convexe de longueur > 4 possédent un cycle candidat. En effet, nous pensons que certaines
preuves des cylindres larges pourraient s’adapter aux cylindres fins lorsqu’ils possedent un
cycle candidat. Pour ce faire, nous sommes en train de réaliser des études de cas. Plus préci-
sément, les graphes dans & *(_# ™) sans cycle convexe de longueur > 4 sont soit plongeables
isométriquement dans Z? (donc dans un cylindre large), soit ils contiennent au moins un
K1,300K3, un Q3 , ou un Q3 comme sous-graphe isométrique, voir le théoréme 15. Ce dernier
cas peut étre divisé en deux. En effet, nous savons que tout cycle de longueur 6 (non convexe)
est contenu dans un Q; ou dans un Q3. D’apres le corollaire 2, nous pouvons distinguer le
cas ou nos graphes sont médians du cas ot ils contiennent un Q; qui n’est pas inclus dans
un Q3. C’est donc ces deux cas que nous souhaitons traiter pour extraire un cycle candidat.

Ensuite, a partir des sous-graphes isométriques minimaux interdits dans les cylindres,
nous pourrions extraire I'’ensemble des pc-mineurs minimaux exclus pour les cylindres,
comme nous I'avons fait pour la grille 7.
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Jl JQ J3 J4
J5 Jo J7 Jg Jo
Jlg J11 J12 J13
Jua J1s J16 Jiz
J18 Jlg JQO

Jan \ J22 \ Ja3 \ Jos

FIGURE 7.13. - Lensemble ¢* des sous-graphes isométriques minimaux interdits dans les
pc-mineurs des cylindres partiels a notre connaissance.
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Conclusion et perspectives

Dans cette these, nous avons étudié la structure de classes des cubes partiels de VC-
dimension bornée. En particulier, nos travaux sont centrés sur les cubes partiels provenant
des familles amples, des matroides orientés et plus généralement des complexes de matroides
orientés. Nous nous sommes aussi intéressés aux classes de cubes partiels plongeables dans
la grille et dans les cylindres. Nous donnons maintenant plusieurs perspectives autour des
travaux réalisés dans cette thése qui suivent deux directions.

Complétions

Comme nous "avons vu dans cette these, compléter une famille d’ensembles quelconque
< en une famille ample sans trop augmenter la VC-dimension est un probléme difficile et
intéressant. En particulier, la conjecture de FLOYD et WARMUTH [42] serait résolue si nous
montrions que toute famille d’ensembles de VC-dimension d peut étre étendue a une famille
ample de VC-dimension O(d). Si nous considérons les complétions du graphe de 1-inclusion
de . d’abord en graphe de 1-inclusion connexe, puis isométrique et ensuite en graphe de
topes d'un COM, alors le probléme de passer d'une famille d’ensembles quelconque . a une
famille ample peut étre découpé de facon naturelle comme suit :

quelconque — connexe — cube partiel — COM — AMP.

L'étude de chacune de ces complétions partielle est intéressante. Nous discutons mainte-
nant des différentes questions ouvertes et des travaux réalisés autour de ces familles.

Un des résultat principal de cette thése est la complétion en cube partiel ample sans
augmenter la VC-dimension de deux sous-classes des graphes de topes des COMs, les graphes
de topes des OMs et des CUOMs (théoremes 11 et 12). Pour les graphes de topes des COMs,
nous pouvons envisager la méme stratégie que pour les CUOMs, i.e., compléter chacune
de leurs facettes, puis prendre leurs unions. Cependant en utilisant notre complétion des
OMs pour compléter chacune de ces faces, nous rencontrons plusieurs difficultés. En effet,
dans la figure 8.1, nous présentons un exemple de graphe de topes d'un COM pour lequel
n'importe quelle complétion de ses facettes en graphes de topes de UOMs ne donne pas un
cube partiel. Pourtant ce graphe admet une complétion ample de méme VC-dimension que
nous illustrons dans la figure 8.1(c). Nous ne pouvons donc pas compléter indépendamment
chaque face. Nous faisons cependant la conjecture suivante :
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FIGURE 8.1. - (a) Le graphe de tope G d'un COM correspondant a CgL 1P, composé de deux
facettes CgLIP;; (b) La complétion partielle de G apres la complétion des deux
facettes; (c) La plus petite complétion ample de G.

Conjecture 3. Le graphe de topes de tout COM de VC-dimension d admet une complétion
ample de VC-dimension d.

En analysant de plus pres, la figure 8.1(c) vérifie la propriété des complétions des faces
paralleles : toutes les faces paralleles de G sont complétées de la méme facon. Plus rigoureu-
sement, 'isomorphisme entre deux faces [X] et [Y] (donné par la projection métrique) peut
étre étendu a un isomorphisme entre les complétions amp(G) N C(X) et amp(G) N C(Y). Nous
pensons que si la conjecture 3 est vraie, alors les complétions amples des graphes de topes
des COMs vérifieront la propriété des complétions des faces paralleles.

Nous nous sommes aussi intéressés a la complétion ample de certaines classes de cubes
partiels de VC-dimension bornée. Notre étude détaillée de la structure cellulaire des cubes
partiels de VC-dimension 2, nous a notamment permis d’obtenir que chaque cube partiel
de VC-dimension 2 admet une complétion ample de méme VC-dimension. En revanche,
compléter sans augmenter la VC-dimension n’est plus possible en VC-dimension supérieure.
En effet, il existe un cube partiel de Q5 de VC-dimension 3, illustré dans la figure 8.2, tel que
toute complétion ample est de VC-dimension au moins 4.

FIGURE 8.2. - Un cube partiel de VC-dimension 3 ne pouvant pas étre complété en cube
partiel ample de méme VC-dimension.

Ce dernier fait partie d'un ensemble de six sous-graphes isométriques de Qs qui né-

cessitent une augmentation de la VC-dimension lorsque nous les complétons en amples.
L'exemple donné dans la figure 8.2 est un sous-graphe isométrique des cinq autres. Ces
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exemples ont été obtenus en utilisant le logiciel SageMath [87] et la base de donnée des cubes
partiels de Qs fournit par MARC [67]. Bien qu’en dimension supérieure nous ne puissions
pas compléter les cubes partiels sans augmenter la VC-dimension, nous suspectons que
cette augmentation est affine, voire uniquement additive. Dans ce contexte, nous posons
naturellement la question suivante :

Question 1. Existe-t-il une constante c telle que tout cube partiel de VC-dimension d admette
une complétion ample de VC-dimension d + ¢ ?

Une piste possible pour aborder la question 1 serait serait de généraliser nos résultats.
En effet, nous avons I'impression que certains de nos résultats sur les disques, utilisés dans
les preuves des caractérisations des cubes partiels de VC-dimension au plus 2, peuvent étre
étendus aux boules. Un cube partiel G est une d-boule si G € %(Qg4.+1) et G contient un
sous-graphe isométrique antipodal C € & (Qg4+1) tel que G = conv(C).

Une des motivations centrales pour les complétions amples est qu’en utilisant les sché-
mas de compression de MORAN et WARMUTH [68], nous pouvons obtenir des schémas de
compression non propres. Dans cette these, nous avons présenté des schémas de compres-
sion étiquetés propres de taille d pour les COMs de VC-dimension d qui généralisent ceux
de MORAN et WARMUTH [68] pour les amples. Cela entraine une question plus faible de la
question 1 ou nous compléterions vers les graphes de topes de COMs.

Nous avons étendu les cubes partiels de VC-dimension 2 a des cubes partiels amples
de méme VC-dimension. Pour terminer de traiter le cas de la VC-dimension 2, il serait
particulierement intéressant d’obtenir une telle complétion pour tout sous-graphe induit
d’hypercube sans trop augmenter la VC-dimension. Nous illustrons dans la figure 8.3 un
sous-graphe induit Z de Q4 non-isométrique de VC-dimension 2 tel que tout cube partiel le
contenant est de VC-dimension 3.

FIGURE 8.3. — Un sous-graphe induit Z de Q4 de VC-dimension 2 tel que tout cube partiel
contenant Z est de VC-dimension 3.

Plus généralement, dans un projet en cours avec Sébastien RATEL, nous nous intéressons
a la question d’étendre tout sous-graphe d’hypercube de VC-dimension d a un cube partiel
de VC-dimension O(d). Nous avons montré que pour toute famille d’ensembles .#, il existe
une famille d’ensembles connexe Fonnexe telle que . S Fonnexe €t que VC-dim(Fonnexe) <
VC-dim (%) + 1. Il se trouve que cette borne supérieure est serrée puisqu’il existe une famille
d’ensembles non-connexe, présentée dans la figure 8.4, telle que I'ajout de n'importe quel
autre ensemble de Q(U) augmente la VC-dimension.
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FIGURE 8.4. — Exemple d'une famille d’ensembles de VC-dimension 2 dont le graphe de
1-inclusion est non connexe et dans lequel tout ajout de sommet augmente
strictement la VC-dimension.

En revanche, la question de savoir si tout graphe de 1-inclusion d’'une famille d’ensembles
(connexe) peut étre complétée en un cube partiel reste ouverte. Le graphe Z de la figure
8.3 montre que cette complétion doit aussi augmenter la VC-dimension. Notons que NISSE
et KNAUER [74] se sont aussi intéressés a cette complétion mais sous un autre aspect. En
effet, leur parametre n’était pas la VC-dimension mais la taille de la famille obtenue. Ils se
demandent en particulier si pour ensemble de sommets . de ’hypercube Qg , il existe un
cube partiel G de Q4 contenant . tel que |V (G)| est polynomial en ||+ d.

Classes closes par pc-mineur

Durant cette thése, nous avons étudié et analysé différentes classes de cubes partiels, et
notamment celles admettant peu de pc-mineurs minimaux exclus.

Dans le chapitre 7, nous avons caractérisé les cubes partiels plongeables isométriquement
dans la grille Z? et dans les cylindres larges (théorémes 15 et 16). Comme évoqué dans la
section 7.8, contrairement a la classe des cylindres partiels, la classe des cylindres larges
n’est pas close par pc-mineur. En particulier, la classe des cubes partiels dans & *(_#) est
plus grande que celle des cylindres partiels. Nous étudions actuellement les cubes partiels
qui sont plongeables isométriquement dans les cylindres fins. Leur caractérisation par sous-
graphes isométriques minimaux interdits nous permettrait d’obtenir une caractérisation par
sous-graphes isométriques minimaux interdits pour les cylindres partiels.

Dans une suite logique, nous pouvons aussi nous demander quels sont les cubes partiels
plongeables isométriquement dans le fore, i.e., dans le produit cartésien de deux cycles de
longueur paire. Il existe déja des caractérisations en ce qui concerne le produit de deux arbres.
En effet, ce produit a été caractérisé par [12] par mineurs et sous-graphes convexes. Il serait
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aussi intéressant de regarder les pc-mineurs minimaux exclus dans d’autres structures assez
similaires telles que les produits cartésiens d’'un chemin par une étoile, d'un chemin par un
arbre, ou encore d'un arbre par un cycle.

Au cours de cette these, nous avons longtemps essayé d’étendre le résultat de BANDELT
et CHEPOI [7, 8] (proposition 27) en dimension supérieure. Cependant, cette question est
toujours ouverte. N’ayant trouver aucun contre-exemple a ce résultat pour Z3, nous faisons
la conjecture suivante (dont une direction est facile) :

Conjecture 4. Un graphe médian est plongeable isométriquement dans Z3 (respectivement
dans 79 si et seulement si chacun de ses pc-mineurs admet au plus 6 (respectivement 2d)
demi-espaces minimaux.

Une des difficultés que nous avons rencontré est la non-rigidité des plongements de
certains graphes médians possédant 6 demi-espaces minimaux. En effet, la roue bipartie
de taille 6 n’'admet pas un unique plongement isométrique dans Z3. Nous illustrons dans la
figure 8.5 les deux plongements isométriques possibles de cette roue dans Z3. Ces exemples
nous montrent que le plongement ne peut pas étre réalisé localement.

FIGURE 8.5. — Deux plongements isométriques de la roue bipartie de taille 6 dans Z3.

Une autre facon de caractériser la classe des cubes partiels plongeables isométriquement
dans Z%, notée 6, est de déterminer leurs pc-mineurs minimaux exclus. Plus généralement,
la question de I'existence d'une telle caractérisation de ces graphes par un nombre fini de
pc-mineurs minimaux exclu est ouverte. Notons que la conjecture 4 impliquerait que ce
nombre de pc-mineurs minimaux exclus serait fini. D'un autre c6té, nous avons montré qu'’il
existe au moins 292 pc-mineurs exclus pour les cubes partiels plongeables isométriquement
dans la grille Z%. Nous pensons qu'il est possible d’affiner cette borne inférieure.

Venant de Z%, nous pouvons observer que le cube partiel K ,24+1 Nest pas plongeable
dans la grille 7. Finalement, la classe & (K3 ) est intéressante. En particulier, les graphes
des treillis distributifs correspondent a la classe & (Cg, Q5 , K7 3) et appartiennent a la classe
Z (K3 3). Une autre classe intermédiaire correspond a la classe des cubes partiels tels que cha-
cun de leurs convexes est 'enveloppe convexe d’au plus k sommets. Notons-la 4% . Nous
avons montré que cette classe est close par pc-mineur et que si un cube partiel appartient a

k-1 alors il appartient a % (K; ). Plus précisément, nous avons les inclusions suivantes :

€70 C @?d C F (Ki,2a+1)-

conv =
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Notons que les inclusions sont strictes. En effet, nous avons exhibé un cube partiel qui
n’est pas 'enveloppe convexe de k — 1 sommets et qui n’admet pas K ; comme pc-mineur,
voir la figure 8.6.

FIGURE 8.6. — Un cube partiel G € (K] ) tel que G est'enveloppe convexe de k+1 sommets.

La premiere inclusion est aussi stricte puisque tous les hypercubes Q.1 avec d = 1 et leurs
sous-graphes convexes sont des intervalles, i.e., ils appartiennent a la classe 92, < 424 ,
mais ne sont pas plongeables isométriquement dans la grille Z¢. En général, nous pensons
que ces trois classes sont trés intéressantes et valent le coup d’étre étudiées.
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A. Etude des cas

Lensemble des graphes de croisement sans a quatre et cinq sommets, et leurs
cubes partiels correspondant.
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