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Introduction générale

Introduction

o Généralités. L’évaluation de la teneur en eau en proche surface dans les milieux
non saturés est actuellement un objectif majeur pour la caractérisation des sols et la
compréhension des mécanismes dynamiques liés au transfert hydrique.

La teneur en eau du sol est un parametre important pour décrire les transferts en eau et
en énergie dans le milieu sol/plante/air. En particulier, connaitre au cours du temps 1’évo-
lution de la teneur en eau avec une résolution convenable est indispensable pour améliorer
Pagriculture de précision, l'irrigation et réduire la pollution [83]. Ignorer le comportement
et les caractéristiques du sol en général, conduit a sur ou sous-estimer la quantité d’élé-
ments a fournir a une surface agricole, en terme d’irrigation ou fertilisation. Ceci fait face
au paradigme de l'agriculture moderne qui tend a étre de plus en plus compétitive au
niveau de productivité, tout en étant le plus écologique possible [92].

Des modeles permettant d’estimer la quantité d’eau pour faire croitre une récolte et pour
estimer ’apport en nutriment sont aujourd’hui disponibles. Cependant pour calibrer ces
modeles sophistiqués, il est nécessaire de maitriser certains parametres tels que la teneur
en eau déja présente dans un sol, la qualité et la composition de I’eau qui apporteront les
éléments nutritifs aux récoltes [4] [14]. Malheureusement, il existe encore aujourd’hui un
écart important entre les informations relatives aux parametres utiles pour satisfaire ces
modeles et ce que nous maitrisons réellement. Les méthodes traditionnelles de controle de
I’humidité du sol en laboratoire ou avec des capteurs in-situ sont invasives, coliteuses en
temps et en argent. Des méthodes rapides et fiables, qui seraient adaptées au controle en
continu de phénomenes évoluant dans le temps sur quelques minutes (chemins préférentiels
etc.) et de variation spatiale tres hétérogene (digitation etc.), ne sont donc actuellement
pas disponibles, en particulier pour des milieux fortement saturés et/ou tres argileux [9]
[58].

De nombreux efforts ont été fournis pour proposer de nouvelles méthodes géophysiques non
destructives, en particulier des capteurs hyperfréquences. En effet, la permittivité complexe
du sol est liée a la teneur en eau et a la salinité [86]. Ainsi, des systemes de télédétection
sont utilisés pour estimer ’humidité de la couche superficielle du sol au niveau régional avec
des mesures journalieres, mais ces mesures sont affectées par la rugosité, le couvert végétal
etc. De plus en plus de capteurs Ground Penetrating Radar (GPR) sont aussi utilisés pour
I'identification des parametres hydrauliques du sous-sol. Par contre, en utilisant un signal
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temporel, on est confronté aux problemes de dispersion et de résolution qui changent avec
la fréquence [3].

e Le projet CESAR. Cette These s’inscrit dans le projet de recherche CESAR (controle
radiofréquence de 1’écoulement de I’eau dans le sol et de I’absorption racinaire).

Le but de ce projet est de démontrer les potentialités d’un systeme d’imagerie micro-onde
non-invasif en régime harmonique, pour controler la teneur en eau dans le sol, avec une
résolution spatiale attendue de l'ordre du centimetre. L’ordre de grandeur temporel des
acquisitions souhaité est la minute, avec une profondeur de pénétration de 'ordre de la
zone racinaire. Pour cela, deux systemes de mesures sont a 1’étude et en conception au
sein de I'Institut Fresnel.

— Le premier, nommé scanner plan, est un systéme de mesure en réflexion avec un échan-
tillon de sol éclairé par une antenne émettrice au dessus et une antenne réceptrice qui
capte les champs électromagnétiques réfléchis. Ces deux antennes sont montées sur des
bras permettant de se déplacer dans le plan au dessus de la cible. Le tout est enfermé
dans une chambre anéchoique.

— Le second, nommé scanner circulaire, est un systéme de mesure en réflexion /transmission.
Le but de ce systeme est de pouvoir réaliser la visualisation de 1’écoulement de 1’eau
dans une colonne de sol (monolithe). Ce systéme est borné par une bordure métallique
et comporte plusieurs antennes pouvant jouer le réle d’émetteur ou de récepteur placées
sur un cercle de mesure. A l'intérieur est placée une cible (colonne de sol humide) qui
sera séquentiellement illuminée par les antennes. Le champ électromagnétique diffracté
par cette cible renseigne sur le contenu, en particulier sur la teneur en eau. Etant donné
que les travaux présentés dans ce manuscrit portent sur cette configuration, ce systeme
sera détaillé ultérieurement.

La carte de permittivité complexe obtenue a I’aide d’algorithmes numériques fournira des
informations relatives a la teneur en eau mais aussi sur la salinité des liquides présents dans
les milieux poreux étudiés. En particulier la partie réelle de la permittivité est associée a
la teneur en eau et la partie imaginaire est elle, associée a la salinité du milieu. Ces cartes
permettrons de valider, d’améliorer la compréhension des phénomenes d’écoulement et
d’absorption racinaire.

Ce projet a I'avantage de faire collaborer plusieurs disciplines de recherche. En particulier,
il fait intervenir les compétences de I’équipe « Sondage électromagnétique et optique »
issues de I'Institut Fresnel a Marseille, ainsi que celles de I’équipe « Climat, sol et envi-
ronnement » de 'INRA Avignon.

e Le but de ces travaux. Les travaux présentés tout au long de ce manuscrit portent
sur le scanner circulaire. Nous cherchons a développer des outils pour concevoir un sys-
teme de mesure qui serait le plus adapté a 1’étude de I'humidité dans le sol. Pour cela,
nous nous basons sur un systéme de mesure existant, qui a été concu initialement pour
des travaux de recherches dans le domaine bio-médical. Une étude des phénomeénes de
diffraction électromagnétique dans un tel systeme nécessite des outils permettant de pré-
dire/simuler le comportement des ondes et ainsi maitriser tous les parametres qui rentrent
en ligne de compte, dans le but de créer, & terme, un scanner capable de fournir toutes les
informations qui peuvent étre accessibles sur un monolithe étudié.

L’objectif de ces travaux est alors de développer/modéliser des outils mathématiques et
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numériques qui permettent dans un premier temps, de faire I’étude de la diffraction élec-
tromagnétique dans le scanner circulaire, c’est-a-dire mettre en place le probleme direct.
Ensuite, a partir de mesures qui peuvent étre réalisées par ce systéeme de mesure, nous de-
vons étre capable de retrouver des informations quantitatives relatives au diffuseur étudié,
c’est-a-dire le probléme inverse [64].

Organisation du mémoire

Dans un premier temps, il sera fait un bref état des lieux concernant les méthodes les
plus utilisées qui permettent aujourd’hui de faire du sondage pour détecter la teneur en
eau dans le sol. Ensuite, nous mettrons en évidence les éléments qui permettent de faire
I'interface entre le domaine de 1’électromagnétisme et celui de ’hydrogéophysique. La fin
du premier chapitre appuiera essentiellement sur la description du systéeme de mesure.
Chapitre 1 : « Présentation de la problématique ».

Il sera fait ensuite I’étude de la modélisation électromagnétique dans la configuration du
scanner circulaire. Ce deuxieéme chapitre apportera les outils mathématiques et numériques
nécessaires pour décrire le champ électromagnétique dans la configuration étudiée. En
particulier, nous argumenterons le choix de la méthode des éléments finis que nous avons
mis en ceuvre.

Chapitre 2 : « Modélisation de la diffraction électromagnétique dans le scanner circulaire ».

Ensuite, nous verrons l'intérét d’une étude sur le comportement électromagnétique du
systeme de mesure, a ’aide de la décomposition spectrale de 'opérateur de diffraction. La
décomposition en valeur singuliere de cet opérateur renseigne sur les vecteurs singuliers
qui vont contribuer a la diffraction dans le systéme de mesure. Ces informations seront tres
utiles, en particulier pour faire de l'imagerie qualitative (reconstruction de forme), mais
aussi pour apporter des informations a priori sur la configuration et fournir des outils pour
définir une configuration optimale.

Chapitre 3 : « Théories spectrales ».

L’étude du probleme de 'imagerie quantitative sera également abordée. Notamment, la
mise en exergue d’'un probléme d’optimisation numérique non-linéaire sera fait, ainsi que
les solutions qui sont apportées afin de retrouver des informations quantitatives sur un
diffuseur inconnu. Le choix de la méthode du gradient conjugué sera argumenté et déve-
loppé.

Chapitre 4 : « Imagerie micro-onde ».

Puis, la validation des algorithmes mis en place sera présentée a ’aide d’imageries réalisées
a partir de mesures réelles, issues du scanner circulaire existant. Il sera mis en évidence
certains points forts et faibles de la configuration et des algorithmes employés.

Chapitre 5 : « Imagerie a partir de mesures ».

Pour terminer, nous présentons comment il est possible d’intégrer des informations rela-
tives a la diffraction dans les algorithmes d’inversion. En particulier, les éléments obtenus a
partir du comportement spectral de 'opérateur de diffraction servira a établir une stabili-
sation des résultats obtenus a partir de mesures réelles du scanner circulaire. En particulier
nous ferons apparaitre une représentation sur la base des polynémes de Zernike pour dé-
crire le parametre recherché, afin de régulariser les solutions obtenues.

Chapitre 6 : « Régularisation - Intégration de 'information a priori ».
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CHAPITRE 1

Présentation de la problématique

Sommaire
1.1 Généralités . . . . . . o o i e e e e e e e e e e e 7
1.2 Existant . . . . . . 0 00 e e e e e e e e e e e e 8
1.3 L’objectif de PINRA . . . . . . . . 0 i i i ittt ettt et e 10
1.4 Interaction entre 1’électromagnétisme et ’hydrogéophysique . . .. .. 12
1.5 Description du systéme demesure . . . . . . . . . vt e e 14
1.6 Commentaires . . . . . . . . ¢ i i i ittt v vt et e e e e e e e e e 17

« Tous les progres sont précaires, et la solution d’un probleme nous confronte a un autre
probleme ».
(Martin Luther King dans « La Force d’aimer »)

Il est avant tout nécessaire de faire I’étude de I'existant pour savoir par ou et comment com-
mencer les travaux de recherche. Cette étude va nous permettre d’avoir le recul suffisant
pour exhiber les éléments importants pour créer le point de départ de ce sujet. Les études
scientifiques sur la teneur en eau dans le sol ne sont pas récentes et nous verrons en bref,
dans la section 1.2, les techniques actuelles qui permettent d’aboutir a ces recherches, avec
leurs domaines de validité. L’objectif ici est de mettre en évidence la possibilité d’étudier
la teneur en eau a ’aide d’outils d’imagerie micro-onde dans un systéeme non invasif.

La particularité de ce projet est de faire cohabiter plusieurs domaines scientifiques, no-
tamment I’hydrogéophysique et I’électromagnétisme. C’est pourquoi il est aussi nécessaire
d’apporter les éléments qui permettent de faire I'interface entre ces deux domaines, c’est le
but de la section 1.4. Enfin, dans ce sujet de These, I’étude est faite & partir d’un systéme
de mesure peu conventionnel, un scanner circulaire. Une description de celui-ci sera faite
dans la section 1.5 et donnera une idée de la configuration d’étude.

1.1 Généralités

La redistribution de I’eau arrivant dans un sol est fortement conditionnée par les propriétés
hydriques des sols (rétention, conductivité). Ces propriétés sont controlées par la structure
et la texture des milieux poreux. Elles varient spatialement selon que nous les regardons
tant verticalement qu’horizontalement. D’une maniere générale, le sol est composé de :



8 1.2 Existant

— une phase solide (roche, matériaux organiques etc.)
— une phase liquide (eau et solutions)
— une phase gazeuse (air).

La premiére des relations d’hydrodynamique a été proposée par Darcy (1856) et étendue
aux milieux non saturés [70]. La description de la circulation de la phase liquide (ce
qui nous intéresse dans ce sujet) peut étre analysée & partir des différents parametres
hydrodynamiques dont nous pouvons disposer.

Cependant, dans notre cas d’étude, nous ne regarderons cette problématique que du point
de vu électromagnétique. Aucune étude géophysique ou géologique ne sera apportée dans
ce manuscrit.

1.2 Existant

Plusieurs techniques existent aujourd’hui pour estimer la teneur en eau dans le sol et son
évolution. Le projet WaterScan soutenu par I'Institut National des Sciences de ’Univers
(INSU) du CNRS dans le cadre du Fond National pour la Science (FNS) regroupe les
techniques récentes pour décrire cet objectif [77]. Nous ne traiterons pas des techniques
propres a I’hydrogéophysique telles que :

— la gravimétrie,
— la capillarité,
— ete.

En revanche, en bref, nous présentons celles qui sont les plus connues et utilisées, qui
s’appuient sur les ondes électromagnétiques.

1.2.1 Time Domain Reflectometry (TDR)

Actuellement, les sondes TDR sont les outils non destructifs les plus utilisés pour estimer
de maniere indirecte, le contenu local en eau. Ce systeme de mesure comporte une sonde
qui fonctionne en réflectométrie dans le domaine temporel. Il permet de mesurer I’humidité
volumique d’un sol localement. Ce systeme s’est développé a partir des années 1980, car
il profite du caractere simple d’utilisation pour mesurer la teneur en eau dans le sol, avec
une bonne résolution [89].

Le principe est le suivant : on plante une sonde! dans le sol. Le systeme envoie une im-
pulsion électromagnétique dans le guide d’onde, généralement formé de deux ou trois élec-
trodes métalliques dont la longueur est connue. L’analyse du temps de transit, a partir du
signal de retour de I'impulsion, permet de revenir aux caractéristiques électromagnétiques
du milieu. En effet, le signal se propageant selon les lois de propagation du milieu étudié,
lorsqu’il rencontre une discontinuité (bout de 1’électrode), ceci se traduit par une variation
brutale d’impédance. Ainsi une partie de 1’énergie est réfléchie et peut étre analysée. La
Fig. (1.1) montre un exemple de sondes TDR.

— La sonde TDR a principalement pour avantage de fournir des informations relatives a
la teneur en eau et a la conductivité d’un sol en temps réel.
— En revanche, elle ne permet de travailler que sur un échantillon volumique tres res-

LQui n’est rien d’autre qu’un guide d’onde.
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treint, avec un cout d’un systeéme complet de mesure assez élevé et souffre du manque
d’automatisation de mesures pour une large zone avec un seul systeme.

Fic. 1.1 — Exemple de sondes TDR

Ces désavantages ont conduit au développement d’autres méthodes, plus particulierement
le GPR [47].

Notons toutefois qu'une étude d’un monolithe utilisant la sonde TDR est présentée par les
travaux de These de Mathieu Javauz [51]. Les sondes sont placées a différentes hauteurs
du monolithe afin de suivre I’évolution de I’écoulement de I’eau. Le principale inconvénient
est que la sonde, de part sa présence, perturbe ’écoulement de 1’eau et de se fait, devient
invasive.

1.2.2 Ground Penetrating Radar (GPR)

La méthode GPR est une technique géophysique qui utilise les impulsions radar pour ima-
ger le proche sous-sol. Ce systeme de mesure non-invasif opere en envoyant dans le sol
des ondes a différentes fréquences ou des pulses, afin de détecter les champs électromagné-
tiques réfléchis par la structure du sol. Elle fait apparaitre les différentes couches de sol
jusqu’a une certaine profondeur, qui dépendra de 1’épaisseur de peau. Ce systeme est aussi
utilisé pour détecter/caractériser des couches ou des objets enfouis dans différents milieux

tels que la roche, le sol, la glace etc. [25]. La Fig. (1.2) représente une modélisation d’un
GPR.

F1c. 1.2 — Simulation de reconstruction d’une stucture de sous-sol & partir d’un sondage avec un
GPR.
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Le GPR ne nécessite pas de contact avec le sol contrairement a la sonde TDR. Néanmoins,
lorsque le milieu étudié est saturé ou, est fortement composé d’argile, cette technique
offre un résolution tres limitée. En particulier, dans ce cas de figure, les profondeurs de
prospections sont tres faibles car ce type de milieux est tres absorbant. Pour permettre une
meilleure pénétration de ’onde, il est nécessaire de descendre en fréquence, ce qui a pour
conséquence de perdre en résolution spatiale. De plus, il existe une forte dispersion suivant
les milieux étudiés, ce qui apporte de la complexité a cette technique. Finalement, seule
la couche superficielle sera réellement étudiée. Pour parer a ces problemes, une méthode a
été étudiée pour essayer de coupler les techniques de télédétection avec le GPR [61] [46].

1.2.3 Les autres méthodes

Sans rentrer dans les détails et sans étre exhaustif, nous informons le lecteur que d’autres
méthodes permettent de faire une étude de la teneur en eau et/ou la salinité dans le sol.

Frequency Domain Reflectometry (FDR). Cette technique est récente. C’est un
appareil qui a un émetteur qui envoie des ondes électromagnétiques au travers d’une sonde
comme dans le cas de la sonde TDR. Dans ce cas la mesure n’est pas faite sur le temps
de transit de 'onde, mais sur la fréquence de 'onde réfléchie. En effet, cette fréquence de
retour varie en fonction de la permittivité du milieu dans le guide et donc de la teneur
en eau. Elle a des avantages par rapport a la sonde TDR : les capteurs FDR sont moins
chers, ils consomment moins d’énergie ce qui a pour avantage d’automatiser des mesures
sur plusieurs appareils avec un systéme d’acquisition de données [88]. Par contre, une
sonde ne fournit qu’une mesure locale et soufre de son manque d’automatisation.

Potentiel spontané. C’est en 1928 que Schlumberger découvrit la premieére fois ce phé-
nomene apparaissant spontanément dans les sondages. C’est la différence entre le potentiel,
fixe, d’une électrode placée sur la surface et le potentiel, variable, d’une électrode se dépla-
¢ant dans un trou de sonde ou sur la surface du sol. C’est la force électromotrice existant
entre deux milieux composés de minéraux différents qui est a l'origine de ce phénomene.
Cette technique est principalement utilisée pour mesurer la salinité d’un sol [91].

Admittance/capacitance. Il existe plusieurs dispositifs propres a cette méthode, mais
globalement le principe est toujours le méme. Une source émettrice (électrode ou solénoide)
envoie un signal (courant électrique, champ électromagnétique). Un récepteur situé a une
certaine distance (profondeur) enregistre les réactions du terrain a ce signal. Bien souvent,
il est possible de modéliser le systéme par un circuit électrique équivalent de type RLC.
Les mesures des tensions électriques (ou des champs électromagnétiques) sont fonctions
de la résistivité du terrain, qui elles, est fonction de la teneur en eau et de la salinité [90].
La résolution spatiale sera liée a la distance séparant la source et le récepteur.

1.3 L’objectif de 'INRA

La plupart des techniques citées précédemment prospectent en profondeur, ou bien sont
employées pour des études de sol en général sur de grandes échelles.
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Malheureusement, des méthodes rapides et fiables qui seraient adaptées et permettant de
comprendre :

— les phénomenes d’apparition de chemins préférentiels, de I’écoulement dans un sol,

— la modification de la constitution et les conséquences issues des phénomenes de trans-
port,

— le transport de I'eau vers le systeme racinaire,

ne sont pas disponibles.

Pour cette étude le but est donc de déterminer ’évolution de la teneur en eau dans une
colonne de sol en présence d’une plante qui, par nécessité d’hydratation, va contribuer au
changement de la teneur en eau du sol, en plus de I’évolution due a I’écoulement naturel
de 'eau. En effet, I’étude du comportement a petite échelle de I’évolution de la teneur
en eau en présence d'une plante, peut permettre, par des méthodes d’extrapolation, de
remonter & un comportement & plus grande échelle [76].

Nous chercherons ainsi a étudier 1’évolution de la teneur en eau au niveau racinaire. La
Fig. (1.3) montre la cible & étudier & partir d’'un systeme de mesure micro-onde. Le mo-
nolithe a caractériser comporte une colonne de sol et une plante.

Ecoulement

+
>Teneur en eau?

Absorption

/

F1G. 1.3 — Recherche de la teneur en eau dans une colonne de sol.

Nous allons donc utiliser un systeme de mesure permettant de décrire sur le plan électro-
magnétique le contenu de la colonne de terre. L’objectif étant de caractériser un sol par
la variation spatiale de la teneur en eau, avec une précision de 'ordre du centimetre et
controler I’évolution dans le temps avec une précision pouvant aller de la minute a quelques
jours.

Avant de décrire le systeme de mesure utilisé pour ces travaux, il est nécessaire de faire
le lien entre la teneur en eau d’un sol et les parametres décrivant un diffuseur sur le plan
électromagnétique.
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1.4 Interaction entre I’électromagnétisme et ’hydrogéophy-
sique

Ce qui va principalement nous intéresser, c’est le lien qui peut étre fait entre la teneur
en eau dans un sol et les parametres électromagnétiques associés. Nous verrons dans le
chapitre 2 sur la modélisation électromagnétique, que les parametres qui nous permettent
de caractériser un milieu sont la permittivité et la perméabilité. Dans le cadre de cette
étude, nous supposerons que le milieu étudié ne comporte que des structures isotropes. De
plus, nous ferons ’hypothese que ces milieux sont non magnétiques.

1.4.1 Modeles semi-empiriques

Plusieurs modeles semi-empiriques permettent de relier la teneur en eau d’un sol et la
permittivité diélectrique. Tous ces modeles ont leur domaine de validité, en fonction du
type de structure, de texture, de granulométrie, une présence de certains minéraux etc.
Beaucoup de parametres peuvent étre pris en compte pour caractériser un sol. Ces modeles
sont utilisés par les géophysiciens.

Cependant, nous (électromagnéticiens) cherchons plutot a avoir un ordre de grandeur (une
fourchette) de la permittivité diélectrique la plus vraisemblable, ceci afin de pouvoir 'inté-
grer dans les modeles de diffraction et avoir une idée du comportement électromagnétique.

Dans la littérature, nous avons le plus souvent rencontré les modeles de Topp|[86] et de
Dobson [73]. Celui qui a attiré notre attention est le modele de Dobson, car celui-ci semble
étre le plus vraisemblable, en particulier pour la gamme de fréquences a laquelle fonctionne
le scanner circulaire (c’est-a-dire 434 MHz).

1.4.2 Description du modele de Dobson

Nous rapportons ici le modele de Dobson pour une gamme de fréquences allant de 0.3 a
1.3 GHz et les résultats qui sont obtenus & partir de celui-ci. Il a été mis en place en 1985,
puis amélioré/corrigé dix ans apres. Cet outil permet d’estimer la constante diélectrique
d’un sol homogene dont nous connaissons :

— la texture (composition en sable, argile, limon)
— la densité volumique du sol

— la teneur en eau

— la fréquence de rayonnement dans ce milieu

la température du milieu

— etc.

En ce qui concerne la texture, nous pouvons supposer que tout sol peut étre décomposé
en une fractions de sable, d’argile et limon. Ainsi, il suffit de connaitre la fraction de sable
et d’argile pour avoir la composition totale.

Note : Le modele qui suit nous a été fourni par Jean-Pierre Wigneron de 'INRA
Bordeaux.

La conductivité effective empirique o.rs peut étre déterminée de la facon empirique sui-
vante :

efs = 0.0467 + 0.21204p, — 0.4111S + 0.6614C, (1.1)
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avec S et C représentant respectivement la fraction de sable (Sand) et d’argile (Clay) et
Py la densité volumique du sol. Le modele fait intervenir les constantes suivantes :
B = 1.2748 —0.519 x S —0.152 x C (1.2)
B = 1.33797 — 0.603 x S — 0.166 x C
es = (1.01+0.44 x pg)* —0.062

oil p, est la densité du matériau (typiquement 2.6g/cm?). La permittivité relative (avec
une convention en e“*) du sol s’écrit :

er =, —igl. (1.5)

Chacune des parties, réelle et imaginaire, peut étre calculée séparément :
1

e = 115 [1 + e 1)y 407 — 0| —0.68 (1.6)
S
1

&= [95”5%} « (1.7)

avec les coefficients issus du modele de Debye :

Ewd — Ewoo

! = —_— 1.8
R Cwoo + 1+ 27 fry) (1.8)
5/]{11} _ 27rf7_w (511)0 - gwoo) + Oeff Ps — Pb (19)

1+ 2 fry) 2regf  psb

ou ¢ est la teneur en eau dans le sol, f la fréquence de rayonnement, €, = 5,fw — ie}w
« free water dielectric constant », 4,0 la permittivité relative réelle de 1’eau (~ 80.1 &
20°C), ewoo la permittivité limite aux hautes fréquences de E/fw, €s la permittivité du
matériau constituant le sol, 7, le temps de relaxation de I'eau (9.23 x 10725 & 20°C).

1.4.3 Exemples de ’estimation de la permittivité diélectrique relative

Les Fig. (1.4) et Fig. (1.5) représentent respectivement la variation de la permittivité
relative en fonction de la teneur en eau dans le sol pour différentes valeurs de la fréquence
de rayonnement et de la température du sol. Le sol est supposé homogene composé de
20% de sable et de 30% d’argile. Le modele utilisé pour estimer la permittivité est celui
présenté dans ce chapitre, le modele de Dobson.

Nous pouvons noter la dépendance réelle vis-a-vis des parametres (température, fréquence
ou teneur en eau). Cependant, en général, un sol est rarement completement saturé en eau
ou completement sec. Nous pouvons prendre comme marge une teneur en eau pratiquement
comprise entre 20% et 30%. Il est clair que cette fourchette dépend des sols étudiés, mais
en premiere approximation nous nous placerons dans ces bornes. Ceci nous donne une
permittivité grossierement comprise entre 10 et 15 pour la partie réelle et 1 et 5 pour la
partie imaginaire.

In fine, le but de ce modele est de chercher & remonter a I'information sur la teneur en eau, a
partir des caractéristiques du sol et connaissant la permittivité relative qui sera caractérisée
par le systeme de mesure. Cette étape ne semble a priori pas poser de probleme dans la
mesure ol nous avons une tres bonne régularité de la permittivité relative en fonction de
la teneur en eau (au vu des figures présentées). De plus, I'allure des fonctions présentées,
montre un comportement assez injectif.
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Fi1c. 1.4 — Les figures (a) et (b) présentent respectivement la partie réelle et imaginaire de la
permittivité relative pour différentes valeurs de fréquence de rayonnement. La température du sol
est fixée a 20°C
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Fi1c. 1.5 — Les figures (a) et (b) présentent respectivement la partie réelle et imaginaire de la
permittivité relative pour différentes valeurs de la température du sol. La fréquence de rayonnement
est fixée a 434 MHz

1.5 Description du systeme de mesure

Cette section a pour but de décrire le systeme de mesure qui sera utilisé pour ces travaux
de recherche.

1.5.1 Le scanner circulaire

Le systéeme de mesure comporte un scanner circulaire comprenant une bordure métallique
de rayon R, = 29.5cm et 64 antennes bi-coniques pouvant émettre et recevoir un champ
électromagnétique placées sur un cercle de rayon Rr = 27.6 cm. La hauteur du scanner
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est de 55 cm. La Fig. (1.6) montre une photo du scanner développé par J-M. Geffrin il y
a une dizaine d’années lors de travaux de recherche dans le domaine bio-médical [34].

F1G. 1.6 — Photo du scanner circulaire et d’une antenne biconique.

C’est la raison pour laquelle les dimensions et caractéristiques employées sur ce systéeme
sont celles présentées ici. En effet, pour faire de I'imagerie dans ce domaine il faut que
les dimensions soient suffisamment grandes pour accueillir un corps humain et en plus,
pour avoir une bonne adaptation d’impédance, que le milieu dans lequel évolue la cible
soit proche de cette derniere au sens électromagnétique ; C’est-a-dire, que la permittivité
du milieu extérieur et celle du corps humain (la cible étudiée & 1’époque) soit proche.
Etant donné que le corps humain est majoritairement constitué d’eau (~ 75%), alors
le milieu environnant sera pris comme étant ce matériau. Les gammes de fréquence de
rayonnement autorisées et la résolution spatiale souhaitée pour faire de I'imagerie dans
le corps humain, font que ce scanner rayonne un champ électromagnétique en régime
harmonique a 434 MHz. A cette fréquence, la permittivité complexe relative de 'eau est
environ de €, ~ 80 4 i3. La longueur d’onde dans ce milieu est alors :

2
Aeau = % ~ 7.7cm, (1.10)

w . s . ;
avec k = /g, —, w la pulsation associée a la fréquence de rayonnement et ¢ la vitesse de la
c

)\eau
lumiere dans le vide. Les antennes sont placées & —— de la bordure métallique de maniere

a se trouver dans un ventre des ondes électromagnétiques de part la réflexion de la paroi
métallique. Ainsi, nous comprenons mieux la différence entre R, et Rr.

La Fig. (1.7) montre un schéma de la coupe transversale du scanner circulaire.

La cible étudiée est placée au centre du scanner avec éventuellement une zone intermédiaire
qui la sépare du milieu extérieur. Typiquement, pour I’étude d’une colonne de sol (zone
test), nous pouvons imaginer une bordure en PVC voire en terre cuite pour avoir une
meilleure adaptation d’impédance avec le milieu extérieur. Nous verrons par la suite si
nous pouvons utiliser ce systeme tel quel pour I'application que nous envisageons. Les
raisons qui ont fait que nous basons nos premieres études dessus sont les suivantes :

— Nous avons un réseaux d’antennes commutées électroniquement pour faire une acquisi-
tion rapide et obtenir des temps de mesure de 'ordre de la minute.

— La hauteur du scanner est de 'ordre de celle de la colonne avec un systéme racinaire
standard (~ 50 cm).
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Antennes / Récepteurs Milieu extérieur

Zone intermédiaire Paroi métallique

F1a. 1.7 — Schéma de la coupe transversale du scanner circulaire.

— Nous avons un systeme mono-fréquence, ce qui permet d’éviter les problemes de disper-
sion présents dans les outils GPR.

— La zone actuelle permet d’y placer un monolithe de taille standard, c’est-a-dire ~ 10 cm
de rayon.

— Nous avons un systéeme completement non-invasif.

— La présence de la couronne métallique limite les interactions avec 'extérieur. Ceci dis-
pense de mettre en place un systeme de type chambre anéchoique.

— Il est possible de mettre un liquide environnant qui permettrait de faire de 'adaptation
d’impédance, et ce, méme pour les milieux fortement saturés et/ou argileux.

— Nous disposons d’un configuration complete de mesure, c¢’est-a-dire en transmission et
en réflexion. Ceci nous assure de disposer du maximum d’informations disponibles dans
la configuration bi-dimensionnelle en régime harmonique.

Cependant, il est nécessaire de répondre aux questions suivantes concernant le scanner
existant :

— La fréquence actuelle (434 MHz) est-elle adaptée a cette étude ?
— Le liquide environnant actuel (I’eau) est-il adapté ?
— Est ce que le couplage entre les antennes peut étre négligé ?

Nous tenterons d’y répondre au cours de ce manuscrit.

1.5.2 Le systéeme complet

L’ensemble du scanner circulaire est controlé par un systeme décrit par la Fig. (1.8) et
comprenant :

un ordinateur,

— un analyseur de réseaux (NWA HP 8753E),
— un multiplexeur (MUX),

— le scanner contenant les antennes,

les antennes.

L’ordinateur a plusieurs fonctions dans le systéme. Dans un premier temps, il controle
I’analyseur de réseaux pour émettre ou recevoir des informations et controle le multi-
plexeur pour le synchroniser a l'analyseur. Ensuite il stocke les données de mesure qui
sont représentées par des variables complexes. Enfin, il applique les coefficients de cali-



1.6 Commentaires 17

——

Y/

] ‘
NWAH MU/’??
;:_: j_{ I

Fic. 1.8 — Systeme complet de mesure.
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bration, lorsque les mesures sont effectuées. Le programme qui réalise les opérations de
mesure a été développé en C et procede de maniere completement automatique.

L’analyseur de réseaux permet d’envoyer (ou de recevoir) les signaux aux (venant des)
antennes. Il controle le multiplexeur qui, par un procédé de sélection de chemin, autorise
la maitrise d'une antenne particuliere parmi les 64, qui doit envoyer ou recevoir une in-
formation, c’est-a-dire le champ électromagnétique. Le multiplexeur offre la possibilité de
permuter rapidement d’une antenne a l'autre en émission ou en réception. Les antennes
sont constituées de deux bicones qui sont censées un champ [72].

1.6 Commentaires

Nous avons présenté une vue d’ensemble du projet CESAR ainsi que les enjeux agrono-
miques, économiques que représentent la recherche sur la maitrise des informations rela-
tives a la teneur en eau et la salinité dans le sol. Afin de lier les parametres hydrogéophy-
sique a ceux de ’électromagnétisme nous avons présenté un des modeles semi-empiriques,
celui de Dobson. En réalité, ce modele nous permet d’avoir un ordre de grandeur de la
permittivité mise en jeu pour tester les outils numériques qui seront présentés par la suite.
Enfin, la description du scanner circulaire donne la configuration dans laquelle les mono-
lithes seraient étudiés. Afin de caractériser le comportement électromagnétique du scanner
circulaire, il est nécessaire de mettre en place les outils de modélisation et de simulation.
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CHAPITRE 2

Modélisation de la diffraction
électromagnétique dans le scanner
circulaire
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Pourquoi faire de la modélisation électromagnétique ? Tout d’abord, avant d’effectuer des
recherches lies a 'imagerie micro-onde, il faut comprendre les phénomenes physiques qui
sont mis en jeu dans le systeme de mesure. Il faut en particulier analyser les parametres
physiques qui sont les plus sensibles au phénomeéne de rayonnement. La modélisation
permet également de prédire, ou d’anticiper des résultats afin de pouvoir orienter les
décisions pour des études expérimentales, permettant ainsi de créer des systemes de mesure
optimisés. De plus, pour pouvoir traiter des problemes d’imagerie micro-onde, il faut étre
capable de modéliser le rayonnement dans le milieu considéré, cet outil étant ensuite appelé
de maniere répétitive, comme nous le verrons dans le chapitre 4.

Dans ce chapitre, nous présentons le socle théorique sur lequel nous nous appuyons pour
modéliser la diffraction électromagnétique dans le scanner circulaire. En vue d’introduire
la facon dont nous résolvons ce probleme de diffraction, nous présentons dans un premier
temps, la base de la théorie électromagnétique. Nous obtiendrons ainsi les équations ré-
pondant a notre problématique. Puis, la méthode des éléments finis employée ici pour
résoudre ces équations de diffraction, sera explicitée apres en avoir justifié le choix. Enfin,
des résultats numériques seront présentés et comparés a des solutions analytiques obtenues
a ’aide de la fonction de Green du scanner circulaire, afin de s’assurer de la validité de
notre modele.

Note : Ces travaux ont été réalisés avec H. Tortel de I'Institut Fresnel.
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2.1 Base de la théorie électromagnétique

Toute analyse de probléeme d’électromagnétisme est en réalité une question de résolution
des équations qui régissent le comportement d’une onde électromagnétique sujette a des
conditions limites. Nous cherchons donc a résoudre les équations de Mazwell avec des
conditions aux bords bien spécifiques [50].

2.1.1 Equations de Mazxwell, point de départ

Pour éviter d’alourdir les écritures, il sera omis la dépendance spatiale (), temporelle ()
et fréquentielle (w) des grandeurs physiques. Il ne sera pas rappelé ici la signification des
grandeurs physiques, champs vectoriels et des opérateurs. Toutefois, si le besoin s’en fait
sentir, le lecteur est invité a retrouver la définition des parametres utilisés au cours de ce
manuscrit dans la partie dédiée : « Convention d’écriture ».

Lorsque les quantités dans les équations de Mazxwell oscillent de maniere harmonique a
une fréquence fixe f, avec donc une pulsation w = 27 f, nous employons alors la forme
harmonique de ces équations, avec dans notre cas la convention e . Ainsi les équations
de Mazwell seront utilisées sous la forme :

V-D=p Mazwell Gauss (2.1)
V-B=0 Equation du flux magnétique (2.2)
V x E =iwB Mazwell Faraday (2.3)
VxH=—-iwD+J Mazwell Ampére (2.4)
V-J=iwp Conservation de la charge (2.5)

Parmi les équations de Mazwell, Eq. (2.3), Eq. (2.4), Eq. (2.5) sont indépendantes, ce qui
décrit un systeme indéfini tant qu’il y a moins d’équations que d’inconnues. Il est alors
nécessaire d’y adjoindre les relations constitutives. Ces relations décrivent les propriétés
macroscopiques d’un milieu. Elles sont données par les relations suivantes :

D=c¢cFE
B=uH
J=0cF

Les parametres ¢, p, o (respectivement permittivité, perméabilité et conductivité), sont
des tenseurs dans le cas de milieux anisotropes et des scalaires dans le cas de milieux
isotropes. Pour des milieux inhomogenes, ces parametres dépendent de la position, alors
que dans le cas homogene non. Dans le cadre de cette étude, nous considérerons les milieux
comme isotropes, linéaires et non homogenes.

2.1.2 Equations de propagation

Nous utilisons les équations de Mazwell écrites précédemment en régime harmonique pour
décrire la propagation de l'onde dans notre structure. Deux équations différentielles (en
E et H) peuvent étre obtenues & partir des équations de Mazwell Faraday Eq. (2.3) et
Mazwell Ampére Eq. (2.4) et des relations constitutives. Nous obtenons alors une équation
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différentielle en F :

1
V x <V X E) —W*E =iwJ (2.9)
7

et une équation différentielle en H :

V x (iv X H> —WuH =V x <iJ> . (2.10)

Il est assez facile de voir que 'Eq. (2.9) vérifie 'Eq. (2.1) et que 'Eq. (2.10) vérifie
I’Eq. (2.2). Nous retiendrons en particulier la forme générale de ces deux équations :

'V x(aV x @)~ Bp =S| (2.11)

ou les termes « et § définissent les caractéristiques de 1'objet, et S le terme source. Il sera
parfois utilisé par la suite une forme compacte de I'Eq. (2.11) :

H(p) =S (2.12)

Cette équation de propagation n’est pas suffisante pour décrire le champ diffracté dans
le scanner, car ce systeme impose le comportement d’une onde électromagnétique issue
d’une source S et en présence d’un objet caractérisé par les parametres € et p. Pour que
nous puissions définir une onde qui se propage dans notre structure, il faut connaitre les
conditions sur toutes les interfaces ainsi que les limites du domaine étudié [75].

2.1.3 Conditions aux interfaces

Rappelons ici les conditions de continuité & une interface 9€2. Soit deux milieux My (1, 1)
et Mg(,u,g,é“g), voir Fig. (2.1).

S

M1 p1,é1

of)
M2 p2,€2

Fi1G. 2.1 — Interface entre deux milieux.

Le champ doit satisfaire les équations de continuité a travers ces quatre équations :

nX(El—Ez):O
n - (D1 — Da2) = ps
nX(Hl—Hz):JS
’n'(Bl—Bz):O

ou n est le vecteur normal & l'interface pointant du milieu My vers le milieu My. ps et Js
représentent respectivement la charge et le densité de courant surfacique.

En conclusion, notre probleme de diffraction sera entierement défini par le systeme :

H(¢) =S

Conditions sur 0f) (2.17)

Propagation : {
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2.1.4 Configuration bidimensionnelle

Dans le cadre de ces travaux, nous cherchons a simuler la diffraction d’une onde électro-
magnétique dans un scanner circulaire. La Fig. (2.2) donne la configuration de mesure
propre a celui-ci :

F1c. 2.2 — Coupe transversale du scanner circulaire.

Nous ferons ’hypothese que cette configuration est de type bidimensionnelle. Les sources
seront prises comme étant des fils source infiniment longs, la paroi métallique et la zone
de recherche seront considérées comme invariantes par rapport a l'axe e,. Dans ce cas,
nous pouvons écrire les équations Eq. (2.9) et Eq. (2.10) sous une forme scalaire, car nous
savons que les champs électromagnétiques pris dans un plan peuvent étre décomposés en
une combinaison linéaire d’un champ TE! et un champ TM2. Etant donné qu’il existe une
confusion dans la définition des conventions TE et TM dans le monde des électromagné-
ticiens, nous leverons toute ambiguité en explicitant si nous sommes en E,, ou en H .
E,, correspond au cas ol seule la composante du champ électrique est non nulle suivant
I’axe e,. De méme, H ,, correspond au cas ou seule la composante du champ magnétique
est non nulle suivant ce méme axe. Ainsi, pour connaitre parfaitement le champ électro-
magnétique existant dans la configuration présentée, il suffit de connaitre partout dans le
domaine €2 les champs E,, et H,.

Finalement nous pourrons décrire la propagation de l'onde dans le scanner a partir des
conditions limites et des équations de Helmholtz :

enE//
o (10 o /10 ) . [
32 (o) 5 ) 18] B2 = =iy [0, 219
etenH//
o (10 9 /10 ) 9 [J a (J
(=2 )+ (== A Hy==— (2] —-=—(2). 2.1
[3w<6rax>+5y<erﬁy>+%“} 3y(sr> 3%(&») (2.19)

!Champ transverse électrique
2Champ transverse magnétique



2.1 Base de la théorie électromagnétique 23

Les variables €q et g représentent la permittivité et la perméabilité du vide, les variables
€, et u, représentent la permittivité et la perméabilité relative du milieu.

Dans la suite, nous prendrons comme hypothese que la permittivité relative est complexe
(e, € C) et que nous travaillons avec des matériaux non magnétiques (u, = 1 partout
dans Q).

Comme dans le cas général, nous retiendrons la forme "générique" de ces équations diffé-

rentielles :
0 0 0 0
e () + oy (o) +9] 0 =5 (220)

Note : Cette forme générique est utilisée en particulier si nous avons des milieux
anisotropes. En effet, on peut montrer, dans ce cas, que les coeflicients o, et «
sont indépendants a condition que nous décomposions les champs sur un repeére qui
correspond aux axes principaux du milieu.

2.1.4.1 Conditions limites pour le scanner

La limite du domaine d’étude 02 est définie par la bordure du scanner circulaire. Celle-ci
peut étre assimilée a une paroi métallique supposée infiniment conductrice. Ainsi, a partir
de I'Eq. (2.13), nous pouvons écrire en E, :

E, =0 sur 092 (2.21)

Ce sont des conditions de type Dirichlet. De plus, le champ sur la composante e, est
continu partout.

Dans le cas ou nous nous plagons en H,, les conditions limites sont alors des conditions
de Neumann et nous devons imposer sur la paroi :

O0H,
on

= 0 sur 02 (2.22)

En conclusion, si nous voulons modéliser ’onde se propageant dans le scanner issue d’une
excitation S, nous devons résoudre le systeme :

enE, :
Lo 223
et en H, :
Hy, (H.) = Su
aa}f/ o 89// (2.24)

ou Hx et Sx correspondent respectivement a ’opérateur différentiel et I'excitation associés
a la configuration X.

2.1.4.2 Terme source

Nous avons décrit dans le chapitre 1 les antennes du scanner. Ces sources de rayonnement
seront considérées comme des lignes dont ’axe d’oscillation est porté par e,. Ainsi, les
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termes J, et J, sont nuls, ce qui implique une solution évidente nulle pour I’'Eq. (2.19).
Cette hypothese nous permet de travailler sur I'Eq. (2.18) uniquement.

En conclusion, I’étude du probleme de diffraction électromagnétique dans le scanner cir-
culaire se fera en cherchant a résoudre le systeme Eq. (2.23).

2.2 Choix de la méthode de modélisation électromagnétique

Les bases théoriques du probleme étant posées, il est possible de définir une méthode
permettant de résoudre le systeme Eq. (2.23). Plusieurs solutions s’offrent & nous.

2.2.1 Généralités

La diffraction d’une onde électromagnétique par un objet de forme et de permittivité
arbitraires peut étre étudiée par différentes méthodes. Citons une liste non exhaustive des
méthodes les plus couramment utilisées :

— Différences finies, adaptées au domaine temporel (FDTD) ou harmonique (FDFD)
— Eléments finis, adaptés au domaine spatial (FEM)
— Sources fictives, adaptées aux objets homogenes [84]
— Volume/Surface intégrale
e Méthode des moments (MOM)
e Méthode des dipéles couplés (CDM) [18]

Le choix de la méthode a utiliser dépend des caractéristiques du probléme : par exemple,
le diffuseur® est-il homogene ou non ?, a-t-il une forme caractéristique ou pas ?, quel est le
type de milieu dans lequel est plongé celui-ci ? etc. Tous ces parametres sont a prendre en
compte pour choisir la méthode la plus adaptée [54, 74].

2.2.2 Les critéres associés au scanner circulaire

Nous nous intéressons ici au probleme de la diffraction d’une onde électromagnétique
par un objet de permittivité inhomogeéne. Celui-ci est plongé dans un milieu homogene
borné. De plus, nous nous placons en régime harmonique. Enfin, la dimension de la cavité
en terme de longueur d’onde est raisonnablement étendue (quelques longueurs d’ondes).

Ainsi, une des méthodes qui semble étre la plus adaptée au probléme & traiter, est celle
des éléments finis. Aussi, celle-ci permet de travailler sur des maillages conformes, tres fins
dans lesquels nous pourrons reproduire une variation de permittivité, avec une précision
tres convenable devant la longueur d’onde. Tous ces criteres, tels que la limitation spatiale
sur un domaine restreint, I'inhomogénéité de ’'objet, le travail en régime harmonique, nous
orientent donc vers cette méthode.

Note : Nous pourrions utiliser cette méthode des éléments finis dans le cas ou le
probleme & traiter correspond & une configuration en espace libre. Ceci est possible
grace & un traitement supplémentaire de type PML (Perfect Matched Layer) que nous
n’aborderons pas ici [80, 7, 20]. Dans ce cas, une méthode de type volume intégral
serait plus adaptée, étant donné que les conditions d’ondes sortantes y sont implicites.

3Ici un diffuseur peut étre constitué d’un ou plusieurs objets définissant un ensemble non nécessairement
connexe
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2.3 Meéthode des éléments finis appliquée a la diffraction
dans le scanner

2.3.1 Généralités

La méthode des éléments finis [43] est une technique numérique qui permet d’obtenir une
solution approchée d’un probleme dont le comportement est défini par des équations aux
dérivées partielles avec des valeurs bornées en physique mathématique. Datant d’une cin-
quantaine d’années, elle est aujourd’hui utilisée de maniere intensive dans de multiples
domaines tels que la mécanique, la mécanique des fluides, la thermodynamique, ’acous-
tique et aussi I’électromagnétique. Cette méthode est tres stire car elle a bénéficié d’une
recherche mondiale tres active et tres efficace, car les outils informatiques permettent
aujourd’hui de traiter rapidement des problemes trés complexes [53].

Il existe deux méthodes propres a la FEM : les méthodes de type Ritz et Galerkin. Nous
utiliserons la méthode dite de Galerkin pour des raisons de simplicité et de compréhension
vis a vis du probléme électromagnétique a traiter. Notons toutefois que ces deux méthodes
offrent des résultats équivalents. La méthode de Galerkin appartient a la famille des résidus
pondérés. Elle permet d’obtenir une interpolation de la solution d’un probleme a 'aide de
projections sur une base de fonctions de dimensions finies.

2.3.2 Méthode des résidus pondérés, résolution du systeme différentiel

Nous avons vu précédemment que la solution du champ électromagnétique se propageant
dans le scanner vérifie le systeme Eq. (2.23). Notons ¢ une solution approchée de Eq. (2.23),
alors le résidu res s’écrit :

res = H(p) — S. (2.25)

La solution approchée la plus appropriée a notre probleme est celle qui minimise au mieux
le résidu sur le domaine €. Dans ce cas, nous cherchons a résoudre :

res = H(¢) — S = 0 partout sur Q. (2.26)

Soit une fonction de pondération quelconque 15, si I'Eq. (2.26) est vraie partout, alors
nous pouvons écrire sur ) :

Yires =i H(¢) — i S =0 (2.27)
ce qui nous permet d’écrire I'intégrale du résidu pondéré :
R; = / P;res dQ = 0. (2.28)
Q

Ce résultat est aussi connu sous le nom de formulation faible du probléme.

Notons (¢;)e,..,n] la base de fonctions sur laquelle nous voulons décomposer la solution

¢, alors nous cherchons un ensemble de coefficients (Ci)ie[[l,.., ~] tel que :

N
6= o) (2.20)
j=1
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En injectant Eq. (2.29) dans Eq. (2.28), nous obtenons la forme générale de I'intégrale du
résidu pondéré :

N
Ri= [(H (S eo;| ~wis)da—o (2.30)
Q =

Il existe plusieurs méthodes qui découlent de celle des résidus pondérés. Nous pouvons
évoquer celles qui sont les plus utilisées :

Collocation par point : Les fonctions de pondération sont des diracs. Cette méthode
permet d’imposer le passage de la solution par des points bien précis.

Collocation par sous domaines : Les fonctions de pondération sont des constantes
par morceaux sur un domaine spécifique.

Moindres carrés : Dans ce cas nous cherchons a minimiser le terme :

1
I= / res?ds, (2.31)
2 Ja
ce qui est fait en imposant que le gradient de I par rapport aux coefficients (¢;) doit étre
dres
nul. Ceci conduit a des fonctions de pondération de la forme :
¢

Méthode de Galerkin : La particularité de la méthode de Galerkin est de prendre
comme pondération les fonctions de la base de projection, c’est-a-dire ¢; = ;. Ceci nous
amene a résoudre le systeme linéaire suivant :

N
Ri—/(tﬁﬂ'l STeidi| —¢iS)da=0 Vie[l,...,N] (2.32)
Q =

C’est la forme développée de la formulation faible. La résolution de ce systéme permet
d’obtenir les coefficients ¢; et donc d’exprimer la solution approchée ¢. C’est cette méthode
que nous utiliserons pour résoudre le probleme de diffraction.

2.3.3 Choix de la base de décomposition

Le choix de la base de décomposition dépend du probleme a traiter. Il est parfois possible
d’anticiper la forme de la solution finale et ainsi d’exhiber une base adaptée. C’est souvent
le cas pour les problemes simples ou dit académiques. Il est assez rare de trouver une forme
analytique simple d’une base de projection pour les problemes physiques. Nous utilisons
alors des formes polynomiales.

Le choix de la base dépend aussi de 'attente vis-a-vis de la qualité du résultat final. Nous
pouvons fixer différents critéres tels qu’optimiser le temps de calcul, ou bien minimiser
I’erreur entre la solution approchée et la solution exacte, ou encore minimiser la com-
plexité de la formulation du probléme. De maniére générale, nous cherchons & trouver un
compromis entre ces trois criteres.
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Etant donné que nous travaillons sur un probléme bidimensionnel borné sur une zone peu
étendue, nous sommes peu limités par les problemes liés au temps de calcul, méme pour
un maillage tres fin?. Le maillage de la configuration sera un maillage triangulaire de type
Delaunay [53], sur lequel nous utiliserons des fonctions de base continues et linéaires par
morceau. L’intérét de ce type de maillage est de pouvoir définir avec une tres bonne préci-
sion la géométrie des objets. D’autre part, ce type de fonctions de base permet d’obtenir
une solution continue et suffisamment fiable pour un maillage assez fin. Pour finir, elles
imposent une faible complexité algorithmique lors de la formulation du probleme.

2.3.4 Application au probleme de diffraction

Reprenons 1'équation différentielle scalaire dans le cas 2D, Eq. (2.20).

0 0 0 0
7 (o) + oy (v ) + 9] 0=5 e

le résidu associé a cette équation est :

0 ¢ d 0¢
res = o (ozxax> + oy <ay8y> +Bo—S. (2.33)

2.3.4.1 Projection sur des fonctions de base

Comme nous 'avons précisé précédemment, les fonctions de base sur lesquelles nous dé-
composons et projetons sont des fonctions linéaires par morceau sur une maille triangulaire.
Dans ce cas, nous travaillons avec des fonctions présentées sur la Fig. (2.3).

Pn

F1G. 2.3 — Une fonction de base associée & un noeud n du maillage.

La fonction ¢, vaut 1 au noeud n et 0 sur les autres noeuds. Elle est linéaire par morceau
sur chaque sous domaine {2, qui possede le noeud n & I'un de ses coins.

4La taille de la maille élémentaire est trés petite devant la longueur d’onde
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Notons par M le nombre d’éléments qui composent €. Lorsque nous décomposons la

formulation faible de la sorte :
M
// :Z// (2.34)
Q e=1 e

pour chaque intégration sur un sous-domaine {2, il n’y a que trois fonctions de base qui
interagissent, car elles ont un support commun. Par conséquent, nous nous préoccuperons
des fonctions de base sur les sous domaines €. (e € [1,..,M]), en ne les traitant que
par restriction au sous-domaine d’intégration. Dans un premier temps, nous traitons de
maniere indépendante chaque intégrale associée a (., puis nous imposerons la continuité
sur chaque noeud n. Cette étape est 1’étape d’assemblage décrite dans la partie 2.3.4.3,
qui est obtenue en sommant toutes les contributions des €2, e € [1, .., M].

Sur chaque maille élémentaire €2, du maillage, il y a trois fonctions de base qui coincident,
ayant pour valeur 1 & un nceud du triangle Q. et 0 sur les autres noeuds. La Fig. (2.4)
présente les fonctions de base associées a un élément d’intégration :

e
p2

Py

F1G. 2.4 — Fonctions de base sur une maille élémentaire . de €.

En formalisant, nous pouvons écrire, soit e € [1,..M], Vi=1,2 0u 3, 3! n € [1,..,N] tel
que la restriction de la fonction de base ¢, ou encore (¢, /QE) soit égale & ¢, . Afin d’éviter
d’alourdir les écritures, nous ferons I’abus de notation suivant : ¢f, = ¢f.

Ainsi, la solution peut étre décomposée sur un sous-domaine quelconque €. sous la forme
suivante :

3
o°(a,y) = Y o (a,y) (2.35)
i=1

2.3.4.2 Matrice élémentaire

De ce fait, nous pouvons écrire la projection élémentaire de la solution sur une fonction
de base quelconque ¢¢ (ot i =1,2,3) :

R; = / @5 res dx dy. (2.36)
Qe

En substituant I'Eq. (2.33) dans Eq. (2.36), nous avons :

e _ [0 ( 9o\ 0 ([ 0¢ -
= //Q # [837 <%8m> * Ay <ay ay> +05¢ 5} dx dy. (2.37)
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Nous ferons I’hypothese que les parametres liés aux milieux sont constants par morceau et
donc que la restriction de a, (resp. oy, 3) a €2 est constante et sera notée of (resp. ay,
(3¢). La formulation faible peut étre mise sous la forme d’un systéme matriciel en utilisant

I’identité : o6 - 5 o6 5 96
« (m) (ax) = o (aaﬂ) - [ax (“ax)} v (2.38)

et le théoreme de Green-Ostrogradski. Sa forme générale (en trois dimensions) stipule que
le flux d’un vecteur a travers une surface fermée, est égal a l'intégrale de la divergence
de ce vecteur sur le volume délimité par cette surface. L’expression du théoreme est la

suivante :
// V-FdV://F-dS, (2.39)
v >

ou v est le volume et X le bord de v.

En décomposant n = ng + ny le vecteur normal a 02, sortant, nous pouvons alors écrire
la projection RY sous la forme :

[ ea¢f% eagﬁf%_ €,/,e
R; = //Qe <a + o 5%¢> dx dy

T Or Ox Y oy 0y
¢ 9¢
- 7S dx d —1—7{ i (ainm—i—aen ) -n dl. 2.40
//Qeqb Y 8Qe¢ €T Yoy Y ( )

La décomposition de la fonction ¢ Eq. (2.35) sur chaque élément de discrétisation conduit
a I'expression :

3
e __ € Ea¢f a¢§ ea(bf a¢§ e | E | €
R _—ch//ﬂ <% o e T B Br — B°¢5¢% | dudy
Jj=1 ©

e e e% e% .
_//Qe ¥5S dxdy—i—j({me o5 (axaxnm+ayayny> n dl. (2.41)

Pour chaque élément €2, de €2 nous avons construit un systéme matriciel 3 x 3, ce systéeme
est appelé systeme élémentaire. Finalement, la forme matricielle élémentaire se présente
comme ceci :

(B} = [K9H{c ) = {5} + {g°}, (2.42)

avec {c°} la solution élémentaire, {S¢} le terme source, {¢g°} les conditions de bord :

ey S1 91
{c}=1 ¢ |deméme {S}=1| S5 | et {g°}=1| 95 |, (2.43)
‘3 S5 95

et [K€] est la matrice élémentaire (3 x 3) pour 1’élément e :

e 0pS e 0gs
[Ke]m. = —//Q (oﬁ 09 ﬁ + af 09 ﬁ — ﬂ%jqﬁj) dedy i,7=1,2,3 (2.44)

Y Or Ox Yoy 0y

Nous avons 3 x M systemes matriciels (M étant nombre de mailles élémentaires composant
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2.3.4.3 Assemblage du systéme matriciel

Cette étape consiste a traiter le probleme dans sa globalité. En sommant toutes les in-
teractions décrites par 'Eq. (2.34), nous formons ainsi un systéme linéaire global. Ceci
revient a sommer, pour chaque nceud, les interactions avec uniquement les noeuds voisins
et le noeud lui méme.

{RY =) {R}=[K]{c} - {S} +{g} = {0} (2.45)

QeeQ)

Par conséquent, la matrice [K] comportera tres peu d’éléments non nuls, elle est dite creuse.
Dans la section 2.4, il sera donné des ordres de grandeur quant au taux de remplissage de
celle-ci.

2.3.4.4 Application des conditions limites

Intéressons-nous a l'intégrale sur le contour 95,
o¢ o9
| al— c— -n dl. 2.46
fé}ﬂe ¢z (ax xnm + ay ay ny) n ( )

On peut montrer que la somme des intégrales de contours est égale a l'intégrale sur le
domaine 0f2. En effet, pour une aréte n’appartenant pas au bord, elle est alors commune a
deux éléments (disons ¢, et €,). Dans l'intégrale de contour, ’élément d’intégration dl
pris sur cette aréte sera de signe opposé, selon que nous intégrons par rapport a 1’élément
e1 (parcours dans un sens) ou ’élément ey (parcours en sens contraire). Ainsi, lors de
I’étape de 'assemblage, ces contributions s’annulent. Il reste alors a s’occuper uniquement

de 09.

Généralement, les conditions sur le bord des domaines sont de type Neumann ou Dirichlet.
Prenons les cas ol ces conditions sont nulles. Dans le cas ol nous avons des conditions au
bord de type Neumann dans un milieu isotrope, alors I'intégrale s’annule naturellement.
En effet, les caractéristiques du milieu étant prises constantes par morceau, le terme dans
I'intégrale de contour est :

<8¢> o O Newmann

9 et Pn ) n=ve =22 , 2.4
L +8yny> n=Vo¢-n o 0 (2.47)

Dans le cas ou nous avons des conditions de bord de type Dirichlet avec ¢ /9o = 0, alors
cette intégrale s’annule aussi naturellement. Dans la pratique, cela signifie que nous avons
de I'information sur ¢, ce qui nous permettra de modifier numériquement le systeme dif-
férentiel, en tenant compte de cette nouvelle information. Typiquement, on modifie le
systeme linéaire de maniere a imposer ¢; = 0 dans la matrice assemblée, i étant associé
a un noeud du bord. La ligne correspondant & ¢ dans la matrice [K] = [[K¢],.q], se voit
changée en (0,...,0,1,0,...,0) de sorte que :

Gi—1
0,...,0,1,0,...,0)- | &; —0 e ¢ =0 (2.48)
Git1
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2.3.4.5 Second membre

Dans cette partie, nous sommons le terme relatif a lexcitation {S}. Dans notre cas, les
sources sont supposées étre ponctuelles. Ainsi, le terme de somme revient & intégrer un
Dirac sur le domaine €). Finalement, le second membre est tout simplement un vecteur
contenant des zéros, & part le terme correspondant au noeud qui définit I’antenne émettrice.

2.4 Mise en pratique de la FEM

Nous évoquons ici brievement les étapes qui nous permettent de calculer le champ diffracté
dans le scanner a l'aide de la méthode des éléments finis. Ce code a été initialement
développé par H.Tortel au sein de I'Institut Fresnel [30]. Il a été entierement repris afin
de 'adapter a la configuration du scanner circulaire en C/C++-.

Tout d’abord, nous commengons par mailler le domaine (scanner) dans lequel nous sommes
stirs que l'onde est confinée. Pour cela, nous utilisons un mailleur développé par Christophe
Geuzaine, Gmesh [36]. Le maillage est basé sur une triangulation de Delaunay. La Fig. (2.5)
montre un maillage non uniforme grossier du scanner. Nous pouvons y distinguer trois
zones :

— la zone du milieu environnant (’eau), en bleu
— la zone intermédiaire (conteneur de type PVC), en vert
— la zone du diffuseur D, en orange.

Nous y voyons également la position des antennes, émetteurs/récepteurs.
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F1G. 2.5 — Maillage du scanner avec les antennes et trois zones correspondant & un milieu extérieur
homogene (bleu), une zone d’adaptation d’impédance ou de séparation (vert) et une zone ou
est défini le diffuseur. (a) la description de la configuration sans le maillage, (b) la structure
completement maillée.

Le programme de diffraction charge ce maillage en mémoire (position des nceuds, type
de matériaux etc.). Apres cette phase de lecture, il est nécessaire de créer un format de
stockage dans lequel nous mettrons les éléments de matrice [K€|. Etant donné que nous
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utilisons des fonctions de base a support borné, nous aurons une matrice creuse. Il n’est
donc pas nécessaire de stocker des zéros inutiles. On peut utiliser le format de stockage
Harwell Boeing ou CCS (Compressed Column Storage)[27, 55]. Puis, nous affectons les
valeurs de permittivité et perméabilité relative a chaque élément du maillage, ce qui nous
permet de créer les matrices élémentaires [K €| pour chaque .. L’assemblage de ces ma-
trices élémentaires fournit la matrice complete [52], qui sera modifiée par les conditions
limites. Enfin, nous définissons le vecteur second membre par rapport aux termes sources.
Le systeme linéaire étant construit, nous pouvons le résoudre numériquement a l’aide d’un
solveur adapté aux systeémes linéaires creux. Ici, nous utilisons un solveur frontal [23]
basé sur la décomposition LU de la matrice complete (SuperLU [26]). Le diagramme du
programme est présenté dans la Fig. (2.6).

| Lecture du maillage |

| Création de la matrice de stockage (Metis) |

Y
| Affectation des parameétres matériaux |

Y
| Création des matrices élémentaires |

Y
| Assemblage des matrices élémentaires |

A
| Application des conditions limites |

A
| Création du terme source (second membre) |

A
| Résolution du systéme linéaire (SuperLU) |

F1G. 2.6 — Diagramme représentant la structure du code FEM.

Note : Une optimisation peut étre apportée sur la modification de la matrice d’in-
teraction [K] en la symétrisant grace & Papplication de conditions limites. Ainsi, au
lieu d’utiliser la forme générale de décomposition LU, nous pourrions utiliser une dé-
composition basée sur la méthode de cholesky et gagner un temps considérable sur la
factorisation de la matrice d’interaction.

Le choix de ce solveur repose principalement sur la souplesse qu’il offre en terme d’uti-
lisation et de performance. Il peut facilement étre compilé sous plusieurs systemes d’ex-
ploitation, il offre une version parallélisée et il est facilement intégrable dans des projets
développés en C/C++ ou FORTRAN. Tous ces arguments nous ont amené a cette li-
brairie. Il faut remarquer que les solveurs de systeémes linéaires creux ne manquent pas,
seulement c’est au dépend de certaines contraintes qu’a chaque fois nous devions les éviter.
Notons toutefois, pour le lecteur intéressé, que celui qui offre de bonnes performances et
qui est tres paramétrable est MUMPS [69]. Cependant, cette solution n’a pas été retenue
par rapport a la trés grande difficulté pour le compiler, en particulier sur des OS autres
que Linux.
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2.4.1 Comportement de la méthode

Nous présentons quelques éléments d’informations liés au comportement du programme.
Généralement, nous travaillons avec un maillage tres fin par rapport a la longueur d’onde,
typiquement A\/30 dans le milieu environnant. Ceci correspond & un maillage comportant
environ 45000 nceuds et 91000 éléments pour le scanner circulaire. Rappelons que le
diametre de celui-ci est de ’ordre de 8. Malgré cela, cette méthode nous permet d’obtenir
un calcul du champ sur tous les noeuds et pour chaque antenne émettrice, c’est-a-dire 64
problemes de diffraction (soit 2880000 inconnus), en environ 8 secondes sur un ordinateur
de bureau récent en séquentiel.

Note : Dans le programme environ, 80% du temps de calcul est consacré & la résolution
du systeme linéaire, pour la configuration décrite précédemment. Il est possible de
fortement réduire ce temps en combinant un solveur parallele (SuperLU_MT version
MultiThreading) avec des commandes OpenMP. Ceci a été réalisé et le gain a été
constaté. Mais I'intérét des travaux ne se porte pas sur le temps d’exécution, méme si
cette parallélisation a été utile, en particulier pour 'imagerie.

Comme présentée dans la section 2.3, cette méthode crée des matrices creuses dans les
systemes linéaires dues a une faible interaction entre les fonctions de base. Pour le type
de maillage habituellement utilisé, la matrice d’interaction [K] comporte environ 2.10°
éléments (45000%) pour un nombre d’éléments non nuls d’environ 313 000. Ce qui corres-
pond grossierement & un taux de remplissage d’un élément non nul pour 10* nuls. Nous
comprenons ainsi la nécessité de définir des formats de stockage spécifiques a ce type de
matrices afin de ne prendre en compte que les éléments non nuls.

Les résultats numériques obtenus seront présentés dans la section 2.6. Auparavant nous
nous intéressons aux formes analytiques des solutions dans le scanner circulaire, afin de
pouvoir vérifier la validité du code FEM développé.

2.5 Meéthodes développées antérieurement appliquées a la
diffraction dans le scanner

Nous présentons ici brievement la méthode des moments appliquée a la diffraction dans
le scanner. Cette méthode est la premiere qui a été développée pour résoudre le champ
diffracté dans le scanner circulaire. Ceci a été effectué pour des travaux dans le domaine
biomédical [34, 35].

2.5.1 Généralités

La méthode des moments est une méthode qui a connu un essor dans les années 1980,
grace au fait qu’il est seulement nécessaire de calculer des courants induits sur une zone
bornée, celle du diffuseur. Ceci présente un avantage considérable sur le plan numérique.
Elle est donc tres adaptée aux problemes de diffraction lorsque le diffuseur n’est pas tres
étendu spatialement® et ne présente pas une inhomogénéité trop importante.

La difficulté dans cette méthode, c’est d’étre capable d’extraire la fonction de Green as-
sociée a la configuration étudiée. Si, dans 1’étude de problemes simples, elle peut étre

®Vis & vis de la longueur d’onde
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facilement déduite (typiquement un milieu extérieur homogene avec des conditions d’onde
sortante, multicouches etc.), en revanche dans d’autres cas plus complexes, il peut étre
difficile de la calculer.

2.5.2 Résolution de I’équation de propagation

Revenons a I’Eq. (2.17), nous supposerons par la suite que nous travaillons sur un probleme
scalaire. L’opérateur H est un opérateur différentiel linéaire. Soit S une distribution de
source donnée, nous cherchons une solution ¢ vérifiant :

H(o) = S.

Notons G une distribution qui soit solution élémentaire de I’équation de Helmholtz, c’est
a dire la réponse impulsionnelle du systeme :

H(G) = 4, plus conditions limites.

Les propriétés sur la dérivation de produits de convolution nous permettent d’écrire :

H(G*¢) = H(G)*¢

= Gxp=0
de méme H(G * ¢) = G *H(p)
= GxS.

Ainsi, si nous connaissons la solution élémentaire (G, nous sommes capables de déterminer
la solution de ’équation de Helmholtz associée a n’importe quelle distribution de source.

Nous aurons donc :
¢p=Gx%S. (2.49)

2.5.3 Calcul de la fonction de Green du scanner circulaire

La recherche de la fonction de Green se fait par décomposition de celle-ci sur une base de
fonctions adaptées a la configuration. Dans le cas présent, nous nous trouvons dans une
configuration en deux dimensions, circulaire bornée, a symétrie de révolution. Dans un pre-
mier temps, nous pouvons réécrire I’équation de propagation sur un repere en coordonnées
polaires adaptées a cette configuration (O, r, 0).

(18 0 1 92

Ainsi, nous faisons apparaitre les équations relatives au champ électrique en fonction de
ces parametres en appliquant une séparation de variables :

o(r) = R(r)O(0) (2.51)

On obtient un systeme de deux équations différentielles :

d’e
d, dR 2 v?
il _ = 2.
dr (T dr ) + (ETkOT r ) R 07 ( 53)
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ou v est un parametre de transformation.

De ce fait, il est possible de calculer analytiquement les modes qui existent dans la cavité,
ainsi que la fonction de Green en notant que des équations de type Liouville apparaissent.
La fonction de Green associée a la réponse impulsionnelle dans le cas E,, est alors de la
forme : [34, 28].

+00 /
Glr,v') = i m;m M Yo (k) Iy () — T (k@) Yo (k)] ™00 (2.54)

ou R, est le rayon de la cavité, J,(x) est la fonction de Bessel de premieére espece d’ordre
vet Y, () est la fonction de Bessel de seconde espece d’ordre v.

2.5.4 De-embedding

Il est possible de se dispenser du calcul de la fonction de Green du scanner circulaire et
de n’utiliser a la place que celle de 'espace libre. Ceci est possible grace au théoreme de
réciprocité de Rayleigh qui permet de modifier la matrice de diffraction de l'objet entre
une configuration (espace libre) et l'autre (cavité) [85, 87]. Nous n’avons exploité ici ce
type d’approche.

2.6 Reésultats numériques sur la méthode des éléments finis

Dans cette section, nous présentons quelques résultats obtenus avec la méthode des élé-
ments finis, appliquée au calcul de la diffraction d’une onde électromagnétique dans le
scanner circulaire. En vue de valider ce code, nous 'avons comparé au calcul analytique
de la fonction de Green pour le rayonnement d’une source ponctuelle dans le scanner
circulaire.

2.6.1 Calcul d’un champ électromagnétique dans le scanner

Lors de la résolution du systeme linéaire, nous calculons le champ partout dans la cavité
pour chaque antenne qui émet. Le résultat présenté Fig. (2.7) correspond au calcul du
champ dans le scanner contenant uniquement de ’eau estimée a e, = 80 + i3, pour une
source ponctuelle positionnée a = 27.6cm et y = Ocm. La fréquence de rayonnement
est calée a f = 434 Mhz. Le maillage utilisé est un maillage uniforme comportant environ
45000 nceuds, avec une taille caractéristique du triangle élémentaire de 0.25cm ce qui
correspond a un maillage en A\/30. En effet, la longueur d’onde de cette onde dans le
milieu en question est d’environ 7.72 cm. Le scanner a un diametre de 59 cm et comporte
64 antennes pouvant émettre et recevoir.

Nous pouvons constater que les réflexions sur le bord de la cavité introduisent des phé-
nomenes d’interférence dans le scanner, qui sont particulierement visibles sur la phase.
Nous pouvons espérer, avec ces réflexions, récupérer de 'information sur une partie d’un
diffuseur qui n’aura pas recu un éclairage direct de la source. En revanche les milieux ex-
térieurs qui seront utilisés comporteront toujours un terme d’absorption, ce qui va induire
une perte d’informations sur le champ diffracté par le diffuseur (de l'ordre de 0.2 dB/cm
dans l'eau a 434 MHz).
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20*log10(|E™) (db) Arg(E™) (rad)

y (cm)
y (cm)
o

'
N

'
N

FiG. 2.7 — Module (a) et phase (b) du champ issu d’une source ponctuelle. Le scanner a une taille
de 59 cm de diametre. La fréquence de rayonnement est f = 434 Mhz, le milieu environnant est de
I’eau avec &, = 80 + i3.

2.6.2 Test de convergence, comparaison avec la fonction de Green

Afin de s’assurer de la validité de la formulation mathématique et numérique employée au
cours de ces travaux, nous comparons le champ calculé numériquement par le code FEM
a la fonction de Green analytique du scanner circulaire.

Les Fig. (2.8)(a) et (b) montrent les profils® module et phase du champ pour un maillage de
plus en plus fin de la FEM. C’est un test de convergence pour une réponse impulsionnelle
donnée. Ce résultat est comparé ici a la fonction de Green dans la cavité établie par
I’Eq. (2.54). La configuration utilisée est celle décrite dans la section 2.6.1. Le tracé du
module est en échelle logarithmique de maniére a mieux rendre compte de la dynamique
du champ.

Ces résultats montrent que la méthode des éléments finis converge correctement vers la
solution analytique. Ainsi, la FEM peut étre utilisée pour la suite des travaux, car ces
résultats mettent en évidence sa validité.

2.6.3 Champ diffracté par un objet regu par les récepteurs

Comme présenté dans 'explicitation de la configuration de mesure (cf. chapitre 1), dans
la pratique, les informations liées a la diffraction d’un objet ne pourront étre prises qu’au
niveau des récepteurs. Ainsi, nous serons amenés a étudier le comportement du champ
sur ces récepteurs. Partant de la configuration décrite dans la section 2.6.1, nous plagons
(numériquement) un objet cylindrique de section circulaire de diamétre 9 cm au centre. Il
sera supposé homogene, de permittivité relative €, = 60 4 i3. Les résultats sur le module
et la phase du champ diffracté, incident et total sont présentés sur la Fig. (2.9).

5Le profil est pris suivant 'axe e, passant par le centre du scanner.
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20log(|E]) (db) arg(E) (rad)
20r !
Green
10F
- --FEMA/17
o ----FEMA/50

-20 -10 0 10 20 10 20

Fic. 2.8 — Réponse impulsionnelle. Profils des champs obtenus avec la FEM et la fonction de
Green. Le module (a) en échelle logarithmique et la phase (b).

20*log10(|E]) (db) arg(E) (rad)
—— Champ incident
-10 - = -Champ total
—— Champ diffracté 2H . |
| \
[} 1
1 : :‘
0 L
_l -
_2 -
-60L L L L L L L -3k L L . . . .
10 20 30 40 50 60 10 20 30 40 50 60
Numéro du récepteur Numéro du récepteur
(a) (b)

Fic. 2.9 — Le module (a) et la phase (b) du champ diffracté par un objet homogene centré, de
section circulaire de diameétre 9 cm et de permittivité relative €, = 60 + i3.

Le niveau du champ diffracté est tres inférieur a celui du champ incident ou du champ total.
Ceci sera une contrainte expérimentale supplémentaire, car il faudra extraire un champ
diffracté tres faible dans un champ total mesuré. En revanche, le champ diffracté présente
une variation angulaire beaucoup plus douce que le champ total, ce qui peut permettre de
mieux controler les sauts de phase. Nous utilisons d’ailleurs cette information au moment
de la calibration des mesures.
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2.7 Conclusions

Partant des équations de Mazwell, la formulation en éléments finis a été choisie, car elle
présente des avantages par rapport a la configuration étudiée. La flexibilité de cette mé-
thode, la rapidité offerte et le fait qu’elle soit utilisée de maniere intensive dans le milieu
industriel, font d’elle une méthode stre et intéressante. Elle dispense du calcul de la fonc-
tion de Green et de la résolution de systemes linéaires pleins. Nous avons montré la tres
bonne convergence de celle-ci vers la fonction de Green dans le cas ot nous calculons le
rayonnement d’une source ponctuelle dans la cavité. Enfin, nous pouvons facilement dé-
crire des profils de permittivité et prendre en compte d’éventuelles couches (par exemple
un conteneur en PVC) entourant la zone ou se trouve le diffuseur. Cependant, la connais-
sance de la fonction de Green permet de faire, comme nous le verrons dans le chapitre 3,
des études mathématiques et physiques d’'un systeme de diffraction. Les interprétations
des phénomenes physiques sont moins évidentes en utilisant uniquement la méthode des
éléments finis. Il est possible de conclure en disant que la FEM et la méthode des moments
sont complémentaires.

Rappelons que pour cette étude, la formulation du probleme direct est basée sur des
approximations fortes.

— Nous identifions cette configuration a une configuration en deux dimensions.
— Nous supposons que les émetteurs/récepteurs sont des fils sources.

Il est clair qu’en réalité, le rayonnement des antennes n’est pas équivalent a celui d’'un
fil source et que la cible que nous souhaitons étudier ne comporte en général pas d’axe
d’invariance.



CHAPITRE 3

Théories spectrales
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Le chapitre 2 présente la méthode utilisée pour calculer le champ diffracté au sein du
scanner. Ici, nous cherchons a étudier les informations relatives au champ diffracté afin
de pouvoir caractériser le scanner. En espace libre, beaucoup de travaux ont permis de
comprendre et de maitriser les phénomenes de diffraction. Ils ont notamment précisé la
notion de pouvoir de résolution, en particulier grace a 1’étude de la sphere d’Ewald [63]
sous I’hypothese de I’approximation de Born. Dans le cas du scanner circulaire, il est plus
difficile de faire une correspondance directe avec la sphere d’ Fwald décrite en espace libre,
c’est pourquoi il est nécessaire de développer un autre outil. De plus, les approximations
qui sont faites pour ’étude de cette sphere en espace libre (Born et champ tres lointain),
ne peuvent pas I’étre de maniere raisonnable pour le scanner.

Pourquoi avoir intitulé ce chapitre ainsi? Bien que pour un signal donné (un signal quel-
conque), nous disposons d’autant d’informations' dans I’espace réel que dans ’espace de
Fourier, il est souvent nécessaire de changer d’espace pour avoir un autre point de vue sur
ce signal et obtenir d’autres informations. C’est la raison pour laquelle il est important de
pouvoir faire I’étude spectrale d’un signal champ diffracté ou de 'opérateur de diffraction,
pour analyser le comportement du scanner. Sauf qu’ici, nous ne nous intéressons pas a
I’espace de Fourier, mais a la décomposition du systeme singulier qui décrit 'opérateur
de diffraction.

Note : Les travaux présentés ici ont été réalisé en collaboration avec Lorenzo Crocco
de « Istituto per il Rilevamento Elettromagnetico dell’Ambiente ».

3.1 Deécomposition singuliere de 'opérateur de diffraction

Dans un premier temps, nous allons étudier le spectre de 'opérateur de diffraction en
espace libre, puis nous allons le comparer a celui de la cavité. Ces calculs étant simples

!Grace & l'existence d’une bijection entre ces deux espaces

39
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dans la configuration espace libre et dans le scanner circulaire, nous les présentons ici.

3.1.1 Cas de l’espace libre

Supposons que nous ayons un diffuseur? borné placé dans un milieu homogene. Définissons
par Rp le rayon maximum associé & un disque D dans lequel nous sommes siirs que le
diffuseur y est contenu. Nous supposons enfin que les mesures se font sur un domaine I
qui correspond & un cercle de rayon Rp. La Fig. (3.1) présente la configuration de 1’espace

libre.
\
// - \
’ // \\ Q
I / \ \
I I} \ \
Ts 1)) | D" r
\ \ / I
\ N / /
Q S~ == ’
\ /
N /.

F1G. 3.1 — Configuration espace libre. Le diffracteur est contenu dans un disque D de rayon Rp.
Les antennes (émettrices/réceptrices) sont sur un cercle I' de rayon Rr.

3.1.1.1 Equation intégrale de Fredholm

A ces deux domaines sont associés deux espaces de Hilbert L?(D) et L?(I') munis des
produits scalaires usuels. Notons A 'opérateur linéaire de diffraction qui, pour un vecteur
courant induit donné appartenant & L?(D), donne le champ diffracté associé dans L?(T").
Nous reprenons le champ diffracté E% par une source S décrit par 'Eq. (2.49).

A:L*D) — IL*D)
S’y — Edif(r):/DS(r')G(r,r')dr’ (3.1)

Le terme source S peut aussi étre vu comme étant un courant induit par un champ
incident, dans la zone D. En effet, définissons par £1(7) la permittivité relative du milieu
environnant définie dans tout ’espace €2 et par e9(r) la permittivité relative en présence
d’un diffuseur, toujours dans 2. Ces deux fonctions de I'espace different uniquement dans
la zone D. Le champ incident E* vérifie '’équation de Helmholtz décrite par 'Eq. (2.18).
En supposant (pour faciliter les écritures) que les milieux sont non magnétiques (u, = 1),
nous pouvons écrire :

M+%MEW:—%M?L sur Q. (3.2)
0

2Rappelons qu’ici un diffuseur peut étre un ou plusieurs objets
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De méme, en présence du diffuseur, le champ total E*°! vérifie :
(&4 Kea] B! = —ikoy [E2T. sur Q. (3.3)
0

La différence entre ces équations fait apparaitre le champ diffracté E% = Etot — pinc .
ABY 1 kkeqg B — k31 B =0 sur Q, (3.4)
ce qui peut se mettre sous la forme :

ABYW 4 k2eg B — k2e E™ 4 k2e B — k2e B =0 sur Q. (3.5)

Finalement, nous obtenons ’expression du champ diffracté en fonction du champ total :

(& + k‘gal] EW = —kk(ey —e)EP sur Q. (3.6)

Les parametres €1 et €9 étant identiques a l'extérieur du domaine D, le terme source a
pour support la zone D, d’otut le domaine d’intégration dans I’Eq. (3.1). Nous avons montré
dans la section 2.5.2 que la solution de I'Eq. (3.6) est le produit de convolution du terme
source, c’est-a-dire le terme de droite et la fonction de Green, qui est, dans notre cas,
réponse impulsionnelle en I’absence de diffuseurs. Ceci correspond bien a la résolution de
I’Eq. (3.6) en prenant comme terme de droite un Dirac. Nous retrouvons alors I'opérateur
de diffraction décrit par I'Eq. (3.1) avec le terme source :

S = —ki(eg —e)E" sur Q. (3.7)

Note : Plus généralement, la diffraction par un diffuseur est définie par I’équation
de Lippmann Schwinger [62]. Dans un premier temps il convient (pour connaitre le
terme source du courant induit) de calculer le champ total a 'intérieur de la zone D,
ceci permet de prendre en compte la diffusion multiple, puis de faire rayonner cette
source vers l'extérieur. Ici, nous supposons que la carte des courants induits est déja
connue.

Dans la littérature, ce type d’opérateur (c’est-a-dire A) est un opérateur intégral linéaire
de Fredholm de premiere espece. La fonction de Green G(r,r’) est définie par la fonction
de Hankel d’ordre 0 de premiere espece. En utilisant le théoreme de Graf [2], nous pouvons
ramener cette expression en une équation fonction de r, la distance par rapport au centre
du repere et 6 'angle. Notons que le milieu extérieur n’est pas considéré comme étant du
vide, mais un milieu homogene quelconque. Le vecteur d’onde dans ce milieu sera noté
k. En fait, nous reprenons ici les développements se trouvant dans [10, 13|, dans le cas
général ou le milieu environnant est un milieu homogene quelconque. Ainsi, le champ
diffracté associé au courant induit dans la zone D peut se mettre sous la forme :

B () = /D SeYED (kfr — /), (3.9)

ce qui donne en développant :

) +oo 27 Rp . ,
E% ()= Y HP (kr) /O /0 In(kr')e™ =008 (0! ¢y’ dr' o), (3.9)

Lo - L
le coefficient T sera supposé inclus dans le courant induit.
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3.1.1.2 Systéme singulier

Partant de cette expression, il est possible de mettre en évidence la définition d’un systéeme
singulier propre a l'opérateur de diffraction A, de la fagon suivante [8] :

A(S)(r) = Zan(<5 | vn)D)un(r), (3.10)

ou les fonctions singulieres u, (r) définissent une base de fonctions champs diffractés sur le
domaine T' et (. | .)p est le produit scalaire associé au sous-espace de L?(D) des courants
induits sur D.

Ces vecteurs définissent une base de ’espace image de I'opérateur A. De méme, les vecteurs
v (r") sont des vecteurs de I'espace de Hilbert des courants induits associés au domaine D.
Ils forment I'’ensemble des courants induits qui seront représentés dans l’espace image de
A. Cette description va nous permettre de mettre en exergue les composantes du courant
induit qui contribuent plus ou moins a la diffraction.

Décrivons plus en détail ces vecteurs. Par identification, nous pouvons faire apparaitre la
base de Fourier-Bessel sur laquelle les courants induits peuvent étre décomposés. Dans ce
cas nous pouvons écrire que :

O () = eudn (k)™ (3.11)

avec ¢, un coefficient complexe, qui sera précisé ultérieurement. Notons que ’ensemble de
ces vecteurs forment une base complete sur R? de fonctions, adaptée & une configuration
circulaire. Il est cependant possible d’utiliser un autre type de base pour des supports
bornés, par exemple les polynomes de Zernike. Nous verrons dans le chapitre 6 cette base
plus en détail car elle a été utilisée comme base pour représenter la permittivité dans le
domaine D.

Les coefficient ¢, sont choisis de telle sorte que les vecteurs v, soient de norme unitaire,

(Un |vn)p = /Dvn(r')v;(r')dr’

2 Rp
= ]cn2/ / |3 (k) | dr’ 6. (3.12)
o Jo

Les coeflicients ¢, sont alors de la forme suivante :

Rp )
Cn = <27r/ Jn(krl)|2r/dr/> e', (3.13)
0

[N

avec « un coeflicient réel quelconque. Afin de faciliter les écritures, dans la suite nous
prendrons o = 0, ceci ne changeant rien a la problématique, nous le montrerons par la
suite. Il est maintenant possible de faire apparaitre ’expression des vecteurs u,,, toujours
en identifiant les équations Eq. (3.9) et Eq. (3.10), il vient alors :

U (1) = un(0) = d,HY (kRp)e™ (3.14)
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De méme, dans ce cas les coeflicients d,, sont choisis de telle sorte que ces vecteurs soient
de norme unitaire,

(up | up)r = /un(r)u;‘L(r)dr
r
2
=l [ R P (3.15)
0
Les coefficients d,, sont alors de la forme suivante :
dy = V21 [H) (kRp)|e', (3.16)

avec la méme remarque faite précédemment sur la valeur de a.

Enfin, nous calculons les valeurs singuliéres a partir de I'Eq. (3.10) :

(A(vn) [un)r = (onun ‘ Un>r =0y (définition)

HO (kRp)HY (kRr)* ( / " Jp(kr’)Jn(kr’)*r'dr') (3.17)
0

Finalement, les valeurs singulieres s’écrivent :

1

dncn .

(3.18)

Op =

Elles se calculent simplement a partir des coefficients ¢, et d,,. Cependant, le calcul de ¢,
se fait de maniére numérique (intégration numérique basée sur la méthode de quadrature
de Simpson adaptative).

3.1.2 Cas du scanner circulaire

Partons des hypotheses établies au début de la section 3.1.1. Rappelons que Rp définit le
rayon maximum associé a un disque D dans lequel nous sommes sirs que le diffuseur y
est contenu. Nous supposons que les mesures se font sur un domaine I', qui correspond a
un cercle de rayon Rr. Enfin le rayon de la paroi métallique du scanner sera noté R,.

Dans cette configuration 'opérateur de diffraction est le méme que décrit par I'Eq. (3.1).
Nous pouvons montrer grace aux propriétés des fonctions de Bessel, que la fonction de
Green peut étre réécrite sous la forme [87] :

. +o0 - Jn(k) inio—0n
G(r,v') = Y [Yn(kRq)In(kr) — Jn(kRq) Yy (kr)] T (kR © -

n=—oo

(3.19)
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Fia. 3.2 — Configuration du scanner circulaire.

Dans cette formulation nous avons directement une expression séparant la partie relative
a la diffusion multiple (fonctions de 7’ et €') et la partie relative au rayonnement vers
Pextérieur (fonctions de r et #). Rappelons que dans le cas de I’espace libre nous faisions
apparaitre cette séparation grace au théoreme de Graf.

Ainsi, le champ diffracté par un courant induit au niveau de la zone du diffracteur D
s’écrit :
E¥(r)y = / S(r"G(r,r")dr'
D
+oo

- Yo (kRo)Jn(kr) — Jn(kRa)Y p(kr)
> | TR Ry)

n=—oo

2r  rRp ) ,
/ / T (kr") e =S (! 0" )r' dr’' df (3.20)
0 0

Nous pouvons alors décomposer 'opérateur de diffraction suivant ’Eq. (3.10). De la méme
fagon que dans le cas de I'espace libre, nous faisons apparaitre la base de Fourier-Bessel
sur laquelle les courants induits peuvent étre décomposés :

Un (') = cpdn (k') *e™ . (3.21)

En utilisant la méme remarque faite précédemment concernant la multiplication par un
terme en e'®, nous avons vu que, dans ce cas, les coefficients ¢, valent :

Rp
o = <2Tr / |Jn(kr’)]2r’dr’> . (3.22)
0

De la méme maniere que nous avions identifié les vecteurs w, dans le cas de l’espace
libre, nous pouvons montrer que, dans le cas du scanner circulaire, les vecteurs sur L?(T")

D=

s’écrivent :

i () = dby [Yn(kRa)Jn(kr) - Jn(kRa)Yn(kr)} ¢ind.

T (h ) (3.23)

il vient alors que les coefficients d,, s’écrivent :

B Yo (kRo)Jn(kRr) — Jn(kRa)Ya(kRr)
i, = (V] G

)1 : (3.24)
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Enfin, le calcul des valeurs singulieres est basé sur ce qui a été développé en espace libre
dans I'Eq. (3.17) et s’écrit alors :

<~’4(Un) | un>F = Unun | Un)l" =0n

dcn /O [ n(k‘Ra)Jn(er)—Jn(kRa)Yn(kRF)re_me

- T, (kRy) %
Yp(kRa)Jp(kRF> — Jp(kRa)Yp(kRr)
23[ Tp(kRa) ]X

p
27 rRp ) , o
/ / Tp(kr')eP O g, (k') ey dr’ d6' do
0 0
2

s 2
_ dncnz (/ ei(pn)9d0> </ ei(np)e/d9/> y
0 0

[Yn(sza)Jn(k:Rp) — Jn(k:Ra)Yn(k:Rr)} "
Jn(kRy)

[Yp(kRa)Jp(kRF) — Jp(kRa)Yp(kRF)] %
JP(kRa>

< /0 " Jp(kr’)Jn(kr')*r’dr’> . (3.25)

Finalement, les valeurs singulieres s’écrivent sous la forme :

1
cndy

(3.26)

Op —

3.1.3 Premiéres constatations

Comme nous avons pu le remarquer, il est assez simple dans les deux configurations présen-
tées d’obtenir les valeurs singuliéres de I'opérateur de diffraction. En réalité, nous pouvons
montrer que ce résultat peut s’étendre facilement dans le cas général ou la fonction de
Green se met sous la forme :

S A B (3.27)

n=—oo

Dans ce cas, les calculs des ¢, et d, s’identifieraient rapidement. Et les valeurs singulieres
sont les mémes que celles de I'Eq. (3.26).

L’intérét que nous pouvons porter & cet outil est qu’il permet de décrire le comporte-
ment de la diffraction dans le scanner (ou en espace libre) de maniére rapide. L’étude
du comportement de ces valeurs par rapport aux parametres, donne les limites de la dif-
fraction associées a la configuration étudiée. Il est ainsi possible de prédire la quantité
d’informations qui peut étre contenue dans le champ diffracté mesuré, les coeflicients qui
contribuent le plus a la diffraction, etc. Regardons plus en détail, dans la section qui suit,
dans le cas du scanner circulaire, les informations qui peuvent étre obtenues a partir de la
décomposition en valeurs singulieres (SVD).
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3.2 Résultats numériques

Les résultats en espace libre peuvent étre trouvés dans l'article Bucci et Crocco [10]. En
revanche nous montrons ici une comparaison entre la configuration en espace libre et
dans le cas du scanner afin de mettre en évidence la différence entre les deux cas. Des
comparaisons avec le calcul numérique de la SVD de la fonction de Green objet-récepteur
sont présentés. Le calcul de cette derniere est fait a I'aide du code FEM. Il est a noter
que la SVD numérique (calculée via MATLAB) fournit les valeurs de maniére ordonnée
de la plus grande a la plus petite, ce qui ne correspond pas nécessairement a 1’ordre des
coefficients qui contribuent & la diffraction.

Pour comprendre le comportement des valeurs singulieres nous regardons le module nor-

malisé en général par rapport a celle d’indice 0. Nous tracons alors ‘”—"‘, ce qui nous
g0

permettait de ne pas prendre en compte le terme en e'“. Seulement, comme nous le ver-
rons par la suite, la valeur oy n’est pas forcement la valeur la plus élevée dans le cas ou
les valeurs ne sont pas ordonnées.

Dans les résultats qui sont présentés, nous prenons la permittivité de 'eau a e, = 80 + i3,
le rayon de mesure est celui du scanner existant Rr = 29.5cm, le rayon de la bordure
métallique est R, = 27.6 cm et la zone dans laquelle nous supposons que le diffuseur est
placé est de rayon Rp = 10 cm. Ceci correspond aux caractéristiques du scanner actuel.

3.2.1 Calcul des valeurs singuliéres dans le cas du scanner

Pour avoir une meilleure idée du comportement des valeurs singulieres, elles sont repré-
sentées sous deux échelles, logarithmique et linéaire Fig. (3.3).

SVD analytique SVD analytique
0 1.1F ‘ 7
1 i
=50 4 0.9 1
@ . 0.8- 1
E)’ -100 1 =07 1
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> —200¢ 0.3- i
0.2r 1
-2501 01F i
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Indice

F1c. 3.3 — Valeurs singulieres de 1'opérateur de diffraction dans le cas du scanner circulaire. La
figure (a) est représentée en échelle semi-logarithmique, la figure (b) en échelle linéaire.

Le constat qui peut étre fait ici est que seul un certain nombre de valeurs contribuent a
la diffraction. Donnons une explication a ce phénomene. Nous avons vu dans I'Eq. (3.20)
que la partie relative a la zone ou se trouve le diffuseur est une projection sur les vecteurs
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vp. Or, ces vecteurs représentent une base de Fourier-Bessel sur laquelle nous utilisons
une zone bornée. Ainsi, pour des ordres n élevés, les composantes des courants induits
projetés sur ces vecteurs, ne contribuent plus a la diffraction. La Fig. (3.4) donne une
représentation plus explicite.

Fonctions de Bessel |Jn(kr)|
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F1c. 3.4 — Fonctions de Bessel de premiere espece pour différents ordres, en fonction de la position
radiale . La ligne en pointillée montre la position Rp de la bordure de la zone ou se trouve le
diffuseur.

Nous voyons que pour les premiers ordres, le module des fonctions de Bessel contribue
largement dans l'intégrale sur 7’ allant de 0 & Rp. En revanche, lorsque n augmente,
en particulier vers n = 10, seul un petit bout de ces vecteurs apporte une contribution
dans l'intégrale sur D. Le choix de représenter n = 8,9,10 n’est pas anodin. En effet,
si nous revenons sur la Fig. (3.3) nous constatons que les valeurs singulieres s’effondrent
vers ces ordres bien précis. Rappelons toutefois que ces valeurs varient en fonction de
la configuration, c’est-a-dire du choix de la permittivité du milieu environnant et des
différents rayons (zone des diffuseurs, mesure, etc.).

Revenons sur certains aspects physiques de ce qui vient d’étre présenté. Tout d’abord,
nous pouvons noter que l'opérateur de diffraction est un opérateur a spectre limité et
que seul un nombre fini de vecteurs contribuent réellement a la diffraction. Il y a une
forte correspondance entre le nombre de coefficients utiles, qui seront nécessaires pour
décomposer le champ sur I' et le nombre de vecteurs qui y sont associés dans la zone D.
Ainsi, la largeur spectrale sera associée a la quantité d’informations maximale que nous
pouvons espérer obtenir (parameétres a estimer dans D) dans une configuration donnée.
Ceci apporte aussi une information intéressante, qui est de connaitre avec précision le
nombre de récepteurs nécessaire pour décrire correctement le champ diffracté et donc le
degré de liberté. Enfin, nous devons remarquer la chose suivante. Pour une configuration
donnée, le nombre d’onde est fixé, les oscillations radiales qu’apportent les termes J,, (kr')
ne dépendent pas de n, mais sont déterminées par k, on notera qu’en fait, ce terme apporte
des informations sur 1’étendue spatiale du courant induit. En revanche, le terme en e™?
apporte une décomposition qui fait intervenir les variations angulaires du courant induit.
Or, comme nous avons pu le constater, le courant induit peut étre décomposé de maniere
raisonnable sur un nombre limité de vecteurs qui sont associés a de bas indices. Ces derniers
représentent les basses fréquences du courant induit en 6.

Finalement, nous montrons que l'opérateur de diffraction est un filtre passe bas et que
pour accéder a des informations relatives a des hautes fréquences spatiales (pour une zone
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D fixée), il faut que nous puissions décomposer les courants induits sur des ordres plus
élevés. Le seul moyen d’avoir la contribution de plus de fonctions de base a I'intérieur de
D est d’opérer une compression des termes J,, en faisant varier le nombre d’onde k. Ce
résultat est connu de tous. Si nous souhaitons obtenir des informations hautes fréquences
spatiales sur un diffuseur, il faut 1’éclairer avec un champ de courte longueur d’onde.

3.2.2 Comparaison numérique/analytique des valeurs singuliéres dans
le scanner

Nous comparons dans cet exemple Fig. (3.5), les valeurs singuliéres obtenues par I’'Eq. (3.26)
analytiquement et celles qui sont calculées numériquement avec la fonction de Green objet-
récepteur. Elle est calculée a I'aide du code éléments finis, ce qui nous donne une matrice
de taille 64 x m, ot m est le nombre de noeuds dans la zone D, qui en général vaut environ
6000. Dans le cas présent, une réorganisation est opérée sur les valeurs singulieres obtenues
analytiquement afin de les comparer avec celles obtenues numériquement (ordonnées de la
plus petite & la plus grande).
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Fic. 3.5 — Comparaison des valeurs singulieres ordonnées de 'opérateur de diffraction dans le
cas du scanner circulaire, entre le calcul analytique et numérique. La figure (a) est représentée en
échelle semi-logarithmique, la figure (b) en échelle linéaire.

Nous pouvons remarquer la bonne adéquation entre les valeurs obtenues numériquement
et analytiquement. Notons que le décrochage de la courbe numérique par rapport a la
courbe analytique, en bas a droite dans la figure a ’échelle logarithmique, est da tout
simplement a la limite de résolution numérique associée a la précision machine.

L’inconvénient de chercher a calculer les valeurs singulieres numérique est bien évidemment
le fait que nous ne sachions pas exactement a quel ordre appartiennent les valeurs. En
revanche, ce moyen permet de calculer en gros la largeur spectrale pour n’importe quel
type de configuration. Ce qui, dans certains cas, peut étre difficile a faire analytiquement,
des lors que nous sortons des configurations simples ou académiques et que la fonction de
Green est difficile & calculer analytiquement.
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3.2.3 Comparaison des valeurs singulieres dans le scanner et en espace
libre

La Fig. (3.6) compare les valeurs singulieres obtenues dans le cas de ’espace libre et du
scanner circulaire, en prenant les mémes caractéristiques, hormis la présence de la cavité
métallique.
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F1c. 3.6 — Comparaison des valeurs singulieres de I’opérateur de diffraction dans le cas du scanner
circulaire, entre le calcul analytique et numérique. La figure (a) est représentée en échelle semi-
logarithmique, la figure (b) en échelle linéaire.

Meéme si dans le scanner circulaire il y a quelques oscillations parmi les valeurs singulieres,
nous observons que la quantité de valeurs significatives est identique dans les deux cas.
Ceci s’explique par le fait que la projection du courant induit dans la zone D est identique,
car les vecteurs v, sont les mémes dans les deux configurations. On peut montrer [10] que
le nombre de coefficients nécessaire pour décrire le champ est proportionnel a 2kRp en
espace libre, avec un milieu homogene sans perte. Dans notre cas, la partie imaginaire
de la permittivité de ’eau est tres faible par rapport a la partie réelle. En négligeant
donc la partie imaginaire nous trouvons que 2kRp = 16. Nous pouvons constater sur la
Fig. (3.6)(b) que cette formule correspond environ a la largeur & mi-hauteur du spectre.
On peut donc garder le méme critére qu’en espace libre, c¢’est-a-dire 2k Rp, pour le calcul
de la largeur spectrale.

Les oscillations des valeurs singulieres dans le cas du scanner circulaire viennent de la
différence des fonctions de base u, sur I', qui prend en compte les réflexions des champs
sur les parois métalliques.

3.2.4 Variation de la zone du diffuseur et de la fréquence de rayonne-
ment

Pour illustrer la dépendance de la quantité d’informations relatives a la diffraction aux
parametres de la configuration, nous présentons Fig. (3.7) le profil des valeurs singulieres
pour différents rayons. Partant de la configuration décrite précédemment, nous calculons
les valeurs pour Rp = 5cm, Rp = 10cm et Rp = 15cm.
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Egalement nous présentons Fig. (3.8) le calcul des valeurs pour les trois fréquences de
rayonnement f = 217 MHz, f = 434 MHz, f = 868 MHz.

Variation du rayon du diffuseur
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F1c. 3.7 — Comparaison des valeurs singulieres de 'opérateur de diffraction dans le cas du scanner
circulaire, pour différents rayons de la zone du diffuseur. La figure (a) est représentée en échelle
semi-logarithmique, la figure (b) en échelle linéaire.
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F1c. 3.8 — Comparaison des valeurs singulieres de ’opérateur de diffraction dans le cas du scanner
circulaire, pour différentes fréquences de rayonnement des antennes. La figure (a) est représentée
en échelle semi-logarithmique, la figure (b) en échelle linéaire.

Il existe une dépendance bien marquée par rapport au rayon de D, qui semble respecter

la relation, largeur spectrale = 2kRp.
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D’autres simulations ont été menées, au cours de ces travaux, par rapport a la variation de
la permittivité du milieu environnant (partie réelle et imaginaire) ou encore par rapport
au rayon de mesure, etc. Ces résultats apportent moins d’informations utiles ou interpré-
tables a la description du scanner, généralement, du fait que ces variations apportent un
changement moins important dans le profil des valeurs singuliéres.

Pour I’étude et la conception d’'un scanner, nous disposons d’un outil intéressant qui
permet de donner le gabarit d’informations disponibles pour 'imagerie micro-onde. En
particulier, cet outil nous donne le nombre d’antennes nécessaires pour décrire le champ
diffracté. En minimisant le nombre d’antennes, nous pouvons obtenir un systéeme avec
le moins d’interactions possibles entre les émetteurs et les récepteurs, afin de fortement
limiter les phénomenes de couplage.

Toutefois, le lien direct entre le degré de liberté dans la zone D et la largeur spectrale est
établi sur le courant induit. Dans le cadre de 'approximation de Born, nous pouvons alors
lier ces informations a la carte de permittivité accessible dans la configuration. Hors de
cette approximation, il est plus difficile de tirer une correspondance directe entre le signal
qui peut étre mesuré et la carte de permittivité accessible. Mais cet outil nous donne une
idée tres forte et permet d’induire le comportement du scanner, ainsi que les limites de
résolution de ce dernier.
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CHAPITRE 4

Imagerie micro-onde
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« Most people, if you describe a train of events to them, will tell you what the result
would be. They can put those events togethere in their mind, and argue from them that
something will come to pass. There are few people, however, who, if you told them a result,
would be able to evolve from their own inner consciousness what the steps were which led
up the result. »

(Sherlock Holmes dans « Study in Scarlet »)

L’imagerie micro-onde est un probleme inverse. Nous définirons ce qu’est un probléme
inverse dans la section 4.1. Donnons une liste non exhaustive des domaines dans lesquels
les problemes inverses interviennent aujourd’hui :

— le traitement d’image (restauration d’images floues)

— l'imagerie pétroliere (diagraphies électriques, porosité, etc.)
I'imagerie médicale (échographie, rayon X, etc.)

— controdle non-destructif (ultrason, imagerie micro-onde).

C’est dans ce chapitre que nous mettons en évidence les techniques d’imagerie micro-onde
qui seront utilisées avec le scanner circulaire.

53
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4.1 Probléme inverse

4.1.1 Généralités

Un diffuseur! inconnu présent dans un milieu dont nous connaissons les caractéristiques

est soumis a une excitation électromagnétique extérieure connue. Notons D C 2, la zone
dans laquelle nous sommes strs que le diffuseur soit défini. I’imagerie micro-onde consiste
a retrouver des informations sur ce diffuseur, qui, sous 'effet d’un champ incident connu,
contribue a la diffraction du champ électromagnétique tel que nous le mesurons.

L’imagerie micro-onde est un probleme inverse. Deux problemes sont dits inverses I'un de
Pautre si la formulation de 'un met ’autre en cause [56]. Une définition plus pratique est de
dire qu’un probleme inverse consiste a déterminer des causes connaissant des effets. Ainsi,
ce probleme est 'inverse de celui appelé probleme direct, consistant a déduire les effets, les
causes étant connues. Le chapitre 2 a présenté le probleme direct qui décrit comment les
parametres du modele de diffraction se traduisent en effets observables expérimentalement,
a savoir le champ que nous pouvons mesurer au niveau des récepteurs.

Cette définition montre que nous sommes plus habitués a étudier des probléemes directs.
En effet, la notion de causalité étant ancrée dans la pensée scientifique, nous avons appris a
poser, puis résoudre des problemes pour lesquels les causes sont données et dont on cherche
les effets. Elle montre aussi que les problemes inverses risquent de poser des difficultés
particulieres, car il est facile d’imaginer que les mémes effets puissent provenir de causes
différentes. Ceci nous amenera a rappeler ce qu’est un probléme bien ou mal posé dans la
section 4.1.2. Comme cette notion correspond & 'une des principales difficultés de ’étude
des problemes inverses, il est nécessaire de disposer d’informations supplémentaires pour
discriminer les différentes solutions obtenues. Ceci nous amenera a parler de I'information
a priori, chapitre 6.

4.1.2 Difficultés des problemes inverses, problemes bien et mal posés

Hadamard[42] introduit la notion d’un probléme bien posé. Il s’agit d’un probléeme dont :

— la solution existe,
— elle est unique,
— elle dépend contintiment des données.

Un probleme qui n’est pas bien posé au sens de la définition ci-dessus est donc dit mal
posé. C’est en général le cas. En effet, la difficulté des problemes inverses vient de ’asso-
ciation du non respect de ces criteres. Si I'existence de la solution est souvent supposée,
en revanche 'unicité est difficile a avoir, surtout dans les problemes non-linéaires. Comme
nous le montrerons par la suite, nous avons a résoudre des problemes de moindres car-
rés pas nécessairement convexes. Cela conduit a l'existence de minima locaux. Ensuite,
les probleémes inverses se basent sur les observations (expériences, mesures) d’un phéno-
mene. Or, il est possible que le nombre d’observations ne soit pas suffisamment important
pour pouvoir déterminer les parametres du systéeme. Nous avons alors un systéeme sous-
déterminé, ce qui conduit a ’existence de plusieurs solutions. Le manque de continuité est
certainement le probleme le plus ennuyeux, car dans le cas ol il est présent, il se produit
une instabilité de la solution. La moindre perturbation des données, comme du bruit de

'Rappelons que le diffuseur peut étre vu comme un ou plusieurs objets
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mesure, entraine un changement radical de la solution. Enfin, comme nous le verrons par
la suite, le probleme inverse s’appuie souvent sur plusieurs évaluations de problemes di-
rects et si le cotit de calcul de ce dernier est un obstacle, alors I’étude du probleme inverse
devient peu réalisable.

4.1.3 Différentes méthodes d’imagerie

Sur le plan mathématique ces problemes se répartissent en deux domaines d’études. Les
problemes linéaires, dont nous évoquerons ’approche dans la section 4.2 et que nous
évoquerons également dans le cadre de 'approximation de Born dans la section 4.4.2.
Les problemes non-linéaires qui correspondent au cas traité au cours de ces travaux. Les
méthodes pour faire de I'imagerie micro-onde peuvent étre séparées en deux familles.

Méthodes qualitatives. Dans ce type de méthodes, nous recherchons a retrouver des
informations relatives a I’empreinte du support du diffuseur. Nous pouvons citer la tomo-
graphie par diffraction [79] et la décomposition en valeurs singuliéres qui sera présentée
dans la section 4.2. Comme nous le verrons avec la SVD, ces méthodes retrouvent les
informations relatives a la carte des courants induits dans la zone du diffuseur D. D’autres
méthodes qualitatives permettent d’estimer la localisation, le contour et la détection de
diffuseurs (DORT [66, 67], MUSIC [19], Linear Sampling Method [21], la rétropopagation
ete.).

Méthodes quantitatives. Ces méthodes permettent d’obtenir des informations sur les
propriétés intrinseques du diffuseur telles sa forme géométrique et sa constitution maté-
rielle (permittivité complexe). Nous nous intéressons ici & ce type d’information car nous
cherchons a caractériser de maniére quantitative la teneur en eau d’une cible (monolithe).
Nous allons montrer que ces méthodes sont en général itératives et font intervenir un
aspect mathématique qui est 'optimisation linéaire et non-linéaire [17, 59, 60].

4.2 Introduction a I’imagerie qualitative

L’un des intéréts de décomposer I'opérateur de diffraction est de pouvoir faire de I'imagerie
qualitative. En effet, I'opérateur de diffraction est un opérateur linéaire, de ’espace des
courants induits sur D, dans celui des mesures I'. Sa décomposition permet, de maniere
rapide, de retrouver des informations sur le courant induit ayant engendré un champ
diffracté. Soit 7 un indice identifiant une excitation, pour cette incidence un courant induit
S; est généré dans D, ce qui va diffracter un champ Eid ¥ Le champ mesuré (en le supposant
non bruité) s’écrit :

BN = A(S) =" on((Si | va)p)un. (4.1)

nel

Méme si I'opérateur de diffraction est de rang plein, il est raisonnable de dire que seule
une partie des vecteurs singuliers contribuent de maniere significative a la diffraction, ce
qui permet d’écrire une version approchée :

N

EM = 3" 0n((Si | va)D)un, (4.2)
n=—N
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ou N est 'ordre maximum au-dela duquel les valeurs singulieres peuvent étre considérées
comme nulles.

4.2.1 Probléme inverse linéaire

L’étude du probleme inverse linéaire n’étant pas une priorité pour ces travaux, nous ne
nous attarderons pas a définir les espaces mathématiques employés et nous n’introduirons
pas la notion de signaux bruités. Toutefois, cette approche est completement développée
dans la section 4.3 consacré a l'imagerie quantitative.

La question que nous nous posons ici est la suivante : Quelle est la distribution de courant
induit sur D qui a diffracté un champ connu sur I' 7 Sans perte de généralités nous pouvons
identifier ce probléeme a la recherche d’une solution \S; qui minimise 1’écart entre le champ
diffracté mesuré et celui qui est diffracté par cette solution :

Si = argmin(|| A(S) — B ||r) (4.3)

Nous pouvons montrer [8] que ceci revient a résoudre :

AT(A(S)) = AT(BY), (4.4)

avec Al Popérateur de diffraction adjoint. Rappelons que cet opérateur adjoint vérifie la
relation :

Al(u,) = opv,  Yn ez (4.5)

D’apres les propriétés de la SVD pour l'opérateur adjoint, le second terme de 'Eq. (4.4)
se développe de la sorte :

N
ANE) = 3" on(B | up)r)vn. (4.6)

n=—N

De méme, les propriétés de la SVD pour 'opérateur de diffraction, le premier terme de
I'Eq. (4.4) se développe de la sorte :

N

AT(A(S)) = D an({Si | va)D)vn. (4.7)
n=—N

Les vecteurs de base étant orthogonaux, nous pouvons identifier, terme a terme, les deux
sommes de Eq. (4.6) et Eq. (4.7). Ainsi, nous obtenons la relation suivante :

o2((Si | va)p) = on((EY | un)r) Vn € [-N, .., N], (4.8)

et donc :
((Ss | o)) = Ui(<E;“f lun)r) Vn e [N, .., N]. (4.9)

n
Enfin, la décomposition de la solution sur la base des vecteurs singuliers sur D étant
unique, ’Eq. (4.9) nous permet d’écrire la solution sous la forme :
N dif
E; U
S; = Z Mvn (4.10)

ag
n=—N n
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Une fagon de ne pas se soucier du choix de 'ordre maximum N est d’apporter une mo-
()

dification a ce qui vient d’étre montré. Il s’agit de mettre un terme de régularisation wy,
qui vaut :

) — (4.11)
Wi = 1 .
" o2 +T
Ainsi, la solution se met sous la forme :
N .
Si= > W (B [un)r)on, (1.12)
n=—N

1
avec T choisit de sorte que wg) soit tres proche de — pour des o, élevés et que ce terme
o

s’annule dans le cas ou les o, sont faibles. Ceci a pgur avantage de ne pas se soucier de
choisir le bon ordre N pour tronquer. Mais 'intérét le plus important est, qu’en général,
les champs diffractés mesurés sont perturbés par le bruit de mesure. Ce bruit s’installant
dans les hautes fréquences. Cela amenerait a prendre en compte des termes non nuls dans

; 1
la projection <E;hf | up)r et a faire intervenir le terme — pour des o, faibles. Nous
o

n
imaginons bien les conséquences quant a 'introduction de perturbations tres fortes dans
I’image reconstruite. Cette technique est issue de la méthode de régularisation de Tikhonov.

Dans la pratique, le terme 7 est pris de la sorte : 7 = (aog)?, avec a € [0,1] qui dépend
du probleme étudié et surtout du rapport signal a bruit pour le champ mesuré.

Note : En général, le terme o est le plus élevé. Cependant, pour des milieux homo-
) )

genes extérieurs avec des pertes et surtout dans le cas du scanner circulaire ce n’est

pas nécessairement le cas, comme nous avons pu le constater précédemment.

Finalement, nous montrons l'intérét qui peut étre porté a 1’étude spectrale de I'opérateur
de diffraction. Nous avons un outil tres simple, direct et rapide pour retrouver la carte des
courants induits pour une excitation ¢ donnée, a partir du champ diffracté par le diffuseur.
Néanmoins, la solution qui est retournée est celle des courants induits, ce qui fait intervenir
a la fois la carte de la permittivité et le champ total a I'intérieur de la zone D. Donc, si a
certains endroits de la carte, pour une incidence 7, le champ total a l'intérieur de la zone
de diffraction est nul, alors nous ne pourrons pas retrouver d’informations sur la carte de
permittivité a cet endroit. Il faut alors faire intervenir toutes les incidences afin de couvrir
le support de la zone du diffuseur.

Pour faire apparaitre le support complet de la zone du diffuseur et ne pas créer des in-
terférences électromagnétiques entre les différents courants reconstruits, nous sommons le
carré du module des solutions et non pas les solutions directement. Ainsi, en évitant les
interférences des courants induits par rapport aux différentes incidences, nous pouvons
retrouver le terme commun a tous les courants induits retrouvés, c’est-a-dire le support
du contraste de permittivité. Nous représenterons alors I’expression suivante :

Image reconstruite = Z |S;]2 (4.13)

(2

4.2.2 Résultats numériques sur I’imagerie qualitative

Nous tentons ici de mettre en évidence la validité de ce qui a été démontré dans toute cette
section. Nous présentons un cas ou le champ mesuré n’est pas bruité et qui sera généré de
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maniere synthétique par le code FEM qui a été décrit dans le chapitre 2.

Un objet de permittivité homogene supposée a €, = 70 4 110 est plongé dans l'eau qui
a pour permittivité e, = 80 + i3. L’objet est un tube de section circulaire, placé a la
position z = Ocm, y = —8 cm avec un rayon r = 4.5 cm. Le rayon de la zone D sera pris a
Rp = 15 cm, supposé suffisamment grand pour contenir le diffuseur.

Bien que les données (champ diffracté) ne soient pas bruitées, nous tronquons en prenant
l'ordre maximum de projection N = |kRp| = 13.

La Fig. (4.1) décrit I'expérience et renseigne sur la disposition des différentes incidences.
La Fig. (4.2) présente les cartes des énergies retournées pour différentes incidences dans
la zone D. Enfin, la Fig. (4.3) présente la somme des énergies pour toutes les incidences.

Antenne 17

Antenne 33 Antenne 1

Antenne 49

F1G. 4.1 — Dispositif de la diffraction par un tube homogene.

4.2.3 Conclusions sur I’imagerie qualitative

A partir de la décomposition de 'opérateur de diffraction en valeurs singuliéres, nous avons
montré comment il est possible de faire de I'imagerie qualitative rapide. Cette technique
pourrait étre développée pour étre couplée avec un algorithme d’imagerie quantitative afin
d’apporter I'information sur le support du diffuseur.

L’une des difficultés est de malitriser le parametre 7 qui va permettre, dans le cas ou
nous cherchons a imager le support du contraste de permittivité issu de mesures bruitée,
d’éliminer les composantes hautes fréquences du signal mesuré et ainsi de ne pas avoir de

problemes avec le terme —. Afin, de se dispenser du choix du parametre 7, nous nous
On
restreignons aux valeurs singuliéres comprises dans la largeur spectrale décrit pas le critere

2kRp.

Notons enfin que, partant de cette décomposition, il est aussi possible de faire des études
sur la sensibilité du systéme de mesure [8]. Par manque de temps, celles-ci n’ont malheu-
reusement pas été réalisées.
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F1G. 4.2 — Carte des énergies reconstruites pour une incidence particuliere.
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y (m)

-0. -0.05
X (m)

F1c. 4.3 — Somme des énergies reconstruites pour toutes les incidences.



60 4.3 Formulation de ’imagerie quantitative

4.3 Formulation de I’imagerie quantitative

Nous tentons de déterminer des informations issues d’un diffuseur a partir d’observations
expérimentales. Ceci suppose que nous prenions en compte le comportement du systéeme
de mesures qui va nous fournir ces observations.

4.3.1 Observations expérimentales

Les systemes de mesure fournissent des informations avec une précision donnée. Dans
la pratique, ces mesures sont sujettes a des bruits, appelés bruits de mesure, qui sont de
plusieurs natures. Nous ferons I’hypothese que dans notre configuration, le bruit de mesure
puisse étre assimilé a la somme de deux bruits additifs de type Gaussien sans biais. L’un
est associé a la partie réelle de la mesure, 'autre a la partie imaginaire. Ceci implique que
nous sommes surs de notre modélisation.

Note : Ce choix de représentation du bruit est pris de maniére arbitraire et dépend
de la configuration de mesure. Il faudra donc une étude systématique du bruit sur le
scanner circulaire pour ce choix. Néanmoins, d’apres le théoreme centrale limite, cette
hypothese est une des plus réalistes.

Une réalisation b, du bruit sera associée a la variable aléatoire By, qui suit une loi de
probabilité normale N (0,02,), de méme une réalisation by, sera associée i la variable
aléatoire Bj,, qui suit AV(0, aizm). De plus, nous ferons 'hypothese que 1’écart type est le
méme pour les deux bruits, o, = 03, = 0. Nous associerons le bruit complexe global de
la mesure a un vecteur aléatoire 2-uplet.

Nous supposons enfin que la modélisation du champ électromagnétique diffracté par un
diffuseur soit parfaitement établie, de sorte que nous puissions écrire en un point de mesure
et une incidence donnée :

PV =+ b, (4.14)

ou @™ est le champ diffracté mesuré en un point, ¢ le champ exactement diffracté en ce
point par le diffuseur et b une réalisation de B, bruit associé a cette mesure en ce point et
pour cette excitation.

Pour plus de clarté, dans la suite nous utiliserons la notation E pour un champ issu d’une
mesure et U pour un champ issu d’une modélisation. Ils seront précisés avec les exposants
inc (respectivement tot ou dif) pour un champ incident (respectivement un champ total
ou diffracté).

4.3.2 Considérations sur ’observable dans le cas de la diffraction

Dans la pratique nous disposons d’informations sur la diffraction par un diffuseur en un
nombre fini de points, pour un nombre fini d’excitations. Notons Ef ¥ un échantillon de
n, mesures a différents points pour une incidence i, avec i € [1,...,ns]. La quantité n,
est indépendante de 'incidence et sera prise constante dans notre cas. Nous formons ainsi
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une matrice de n x n, informations® sur la diffraction par un diffuseur :
di E(lﬁf
a1 - X . .
E' =] : |. avec:EY = [B% Ednf] (4.15)
B,

Une mesure correspondant a une incidence ¢ et prise en une position 7; associée a un
récepteur d’indice j sera alors notée Ef;-f, avec 1,7 € [1,...,mns] x [1,...,n,.]. Elle est
fonction des caractéristiques du diffuseur, c’est-a-dire la distribution de la permittivité e,
qui donne une diffraction déterministe et de la réalisation du bruit de la variable aléatoire
complexe B;; qui suit N(0, afj).

Soit une incidence i et un échantillon de mesures prises en n, points. Notons que cet échan-
tillon, pour une configuration donnée, ne dépend que de la distribution de permittivité
liée au diffuseur dans la zone d’investigation. Nous pouvons écrire la relation suivante :

EY —0M () + 8, (4.16)

ol b; est une réalisation du vecteur aléatoire bruit B; & n, dimensions de moyenne nulle
et associé au vecteur variance o;. Uid Zf(er) est le vecteur des valeurs exactes du champ
diffracté aux n, points de mesure, pour cette incidence. Ce dernier étant déterministe,
nous créons un vecteur aléatoire X; dont E;-i ¥ est une réalisation. Ainsi, en supposant que
pour une incidence ¢ donnée le bruit de mesures distincts sur deux récepteurs est décorrélé,
nous pouvons dire que le vecteur aléatoire :

B, =X, - UM, (4.17)

a une densité de probabilité égale au produit des densités de probabilité des variables
aléatoires B;; avec j € [1,...,n,], correspondant au bruit de mesure pour 'incidence i &
la position j.

Notons la matrice diagonale W;, qui sera appelée matrice de pondération :

Lo 0

Wi — Do : pour l'incidence 1. (4.18)
0 --- 1

ine

Cette matrice donne 'inverse de la matrice de variance-covariance du bruit. Elle est diago-
nale du fait de I’hypothése de la décorrélation de mesures. Alors la densité de probabilité

associée & une réalisation (Eld if ey Ef :{T) du vecteur aléatoire peut étre mise sous la forme :
_LEY_TM ()W, -(EY _TH (e )T
. w o AT e W E T )]
P (B ) =P (B, B ) = - — , (4.19)
(2m) 2 \/det(W;)~1
ou (E;-iif — Ujif (e:))! est le vecteur transposé conjugué de (Efif - Ugif(sr)).

2Les indices s et r sont associés respectivement & sources et récepteurs
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4.3.3 Meéthode du maximum de vraisemblance

Cette méthode a été développée par le statisticien et généticien Ronald Fisher entre 1912
et 1922 [31]. La vraisemblance d’un modele par rapport aux données est la probabilité de
I’observation dans le modele. Dans notre cas, la vraisemblance s’écrit :

LEY, . BY ) HPEM £ (4.20)

Maximiser la vraisemblance de L est une technique qui permet d’obtenir les valeurs des
parametres (ici la permittivité du diffuseur) les plus vraisemblables, c’est-a-dire, celles qui
ont les plus grandes chances d’avoir généré la réalisation obtenue. Ainsi, maximiser la
vraisemblance revient dans notre cas a rechercher :

min (i(E?i"—U?iﬂ )W, (B Ufif@r))*) (4.21)

ereM
" i=1

ou M est l'espace des parametres a optimiser (ou espace du modele). C’est un espace de
Hilbert qui donne ’ensemble des distributions de permittivité défini sur D. Nous revien-
drons par la suite sur les caractéristiques de cet espace.

Nous noterons :
idzf

d
ZJ e B, (4.22)
. e . . . —di L.
la fonction cott & minimiser, I'identification des J;(e,, E; g ) sera supposée évidente.

—dif
Les mesures étant données, nous omettrons la dépendance en E = et nous formulons notre
probleme sous la forme :

Jmin J(e) (4.23)

Nous faisons apparaitre dans ’Eq. (4.21) une forme de minimisation par la méthode des
moindres carrés pondérés. La présence de la matrice de pondération va apporter un poids
a la mesure. Ainsi, si nous savons parfaitement caractériser le systeme de mesure (connais-
sance parfaite des caractéristiques du bruit), nous obtenons alors un probléme d’optimisa-
tion clairement posé. Cette matrice apporte a notre probleme de minimisation un critére
de confiance, qui favorisera les informations peu bruitées par rapport a celles qui le sont
plus.

Nous verrons dans la section 4.8 et dans le chapitre 5 que cette matrice est capitale dans
les résultats d’inversion obtenus. En effet, nous verrons que ’apport d’informations brui-
tées dans le probleme d’optimisation change completement le résultat final. De plus, elle
a un role supplémentaire qui permet de garder une forme généralisée du probléeme a mini-
miser et ainsi, dans la pratique elle permet une facilité de manipulation des mesures. Par
exemple, si nous souhaitons annuler la contribution d’un échantillon complet de mesures
issu d’une source défectueuse, ou encore éliminer la contribution des récepteurs voisins
de 'antenne émettrice, il suffit d’entrer cette information dans la matrice de pondération
pour la prendre en compte dans l'algorithme.



4.4 Optimisation 63

4.4 Optimisation

Le probleme que nous cherchons a résoudre est donc de trouver la distribution de permit-
tivité e, € M qui permet de répondre a 'Eq. (4.21), probleme des moindres carrés. Nous
présentons ici comment notre probleme d’imagerie se traduit par un probléeme d’optimi-
sation.

4.4.1 Méthodes locales et globales

Plusieurs solutions s’offrent a nous, elles appartiennent soit & la famille des méthodes
locales, soit a la famille des méthodes globales [71].

Les méthodes locales. Comme nous I’avons souligné dans la section 4.1.2, il est possible
que notre fonction cofit soit non-convexe. En effet, nous traitons un probléeme non-linéaire
ce qui sera développé dans la section 4.4.2. Par conséquent, nous serons amenés a utiliser
des algorithmes basés sur les informations fournies par le gradient de la fonction cott.
L’inconvénient est que nous pouvons alors trouver des minimums locaux au lieu de trouver
le minimum global.

Les méthodes globales. Elles permettent d’éviter ce probleme, seulement elles sont
généralement plus cotliteuses et plus lentes que les méthodes locales. Elles sont utilisées
aussi dans le cas ou le calcul du gradient de la fonction coiit est difficile & obtenir.

Dans notre cas, nous verrons que le calcul du gradient peut étre réalisé et nous permet
d’utiliser une méthode locale. Pour cela, nous ferons ’hypothese que nous partirons d’une
situation (estimation initiale) ou la fonction cotlt est localement convexe. La Fig. (4.4)
montre 'allure de la fonction colit purement simulée pour la diffraction d’un tube homo-
gene diélectrique de permittivité €, = 65 + 115, de rayon 4.5 cm décentré, plongé dans de
leau. La fonction cout représentée ici est celle définie par Eq. (4.22). Elle donne la somme
des résidus en norme quadratique des champs diffractés par le tube réel pour toutes les
incidences (considéré comme le champ mesuré) et ceux issus d’un tube ayant les mémes
caractéristiques géométriques, dont nous faisons varier la permittivité (correspondant au
champ modélisé). Remarquons que celle-ci est convexe si tant est que nous choisissions
une estimation initiale pas trop éloignée de celle du tube réel. Bien évidemment ce cas est
assez simpliste par le fait que nous ne fassions varier que deux parametres, mais il permet
de donner une idée de ’allure de la fonction cott, méme dans un cas simple.

Fonction co(t

25
2
o 15
E 1
05
20 40 60 80 100
Re(sr)

Fi1c. 4.4 — Fonction colit de 'Eq. (4.21), associée & la variation de la permittivité d’un tube
homogene diélectrique, lors de la diffraction sans bruit. Le tube a une permittivité €, = 65 + i5.
Nous faisons varier la permittivité du tube inconnu, en conservant la taille et la position.
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4.4.2 Linéarisation, approximation de Born

Idéalement, si nous pouvions faire I’hypothése que nous nous trouvons avec un diffuseur
peu contrasté par rapport au milieu extérieur et peu étendu spatialement?, nous pourrions
alors faire une approximation sur le champ diffracté, dite approximation de Born. Ainsi,
le champ diffracté Ug I serait explicité sous une forme linéaire par rapport au contraste
Xr = €r — Eext, AVEC Eext pPermittivité relative extérieure supposée constante. Le champ
diffracté par le diffuseur éclairé par une incidence i et mesuré en une position j s’écrirait
alors :

U (ry) = /Dxr('r')wi(r,rj)dr, (4.24)

avec 1;(r, ;) indépendant des caractéristiques du diffuseur, c’est-a-dire du contraste. Dans
le cas de ’approximation de Born cette fonction est le produit de la fonction de Green avec
le champ incident. Mathématiquement ce dernier est souvent appelé opérateur intégral du
noyau. Dans ce cadre d’étude nous aurions alors un probléme linéaire, par rapport a x,,
qui se traduit par la résolution d’une équation intégrale de Fredholm de premiere espéece.
Généralement, la méthode des moindres carrés appliquée a ce type de formulation pour
le probleme direct s’identifierait a la résolution d’un systeme linéaire, s’il est possible
d’étendre le probleme sous une forme matricielle.

Seulement, dans notre cas, la dépendance du modele par rapport a &, est non-linéaire.

4.4.3 Minimisation d’un probleme non-linéaire

Comme nous 'avons spécifié précédemment, nous allons nous focaliser sur des méthodes
locales dans le cas d’une optimisation non-linéaire. Pour cela, il faut faire une étude des
informations que peuvent nous apporter le gradient et le Hessien de la fonction cout et
vérifier les conditions d’optimalité.

4.4.3.1 Conditions d’optimalité

Introduisons les conditions sur ces derniers qui permettent de répondre au probleme d’op-
timisation [71].

Condition nécessaire du premier ordre : Soit &, € M un point ou J atteint un
minimum. On a :

V., J(E)=0. (4.25)

Cette condition est suffisante uniquement si J est convexe. Si &, vérifie cette condition
nécessaire, alors a ce point, J peut étre un minimum, un maximum, ou un point d’inflexion.
Pour s’assurer d’avoir un minimum il faut vérifier la condition suivante :

Condition suffisante du second ordre : Soit &, tel que V. J(&,) = 0 et que le Hessien
de la fonction cott Vgrj en &, soit défini positif, alors 7 atteint un minimum local strict
en ce point.

Partant de I’hypotheése que nous pouvons obtenir les informations sur le gradient et le
Hessien de la fonction cott, nous disposons de plusieurs méthodes bien connues pour

3La taille du diffuseur est petite devant la longueur d’onde.
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résoudre notre probleme d’optimisation. Nous ne nous intéresserons ici qu’aux méthodes
itératives.

4.4.3.2 Les méthodes du second ordre

Cette famille de méthodes est largement utilisée, car tres efficace pour résoudre les pro-
blemes d’optimisation non-linéaires, ce qui est notre cas. Sous les hypotheses évoquées
précédemment, a savoir que localement notre probléeme est supposé convexe et que nous
effectuons une recherche locale, alors la résolution de Eq. (4.21) nous ameéne plutét a
résoudre Eq. (4.25).

La méthode de Newton : Supposons que nous traitons un cas quelconque d’une
fonctionnelle J que nous voulons minimiser par rapport & un parametre défini sur un
espace des solutions (ou des parametres), qui est un espace de Hilbert noté M. Sans
perte de généralités, la méthode de Newton proprement dite est basée sur la minimisation
de cette fonctionnelle & partir d’'une expansion de Taylor de celle-ci et de la condition
nécessaire du premier ordre. Partant d’une estimation 57(31) de I'espace M et connaissant le
gradient et le Hessien de la fonctionnelle en ce point, elle permet de donner une estimation
de la meilleure direction a prendre pour minimiser cette derniere, dans le cadre d’une

expansion quadratique. L’égalité qui suit est celle qui définie cette direction :

(VET(EM) ] (er =) = =V, T () (4.26)

avec (u | v) le produit scalaire associé a ’espace M.

Dans la pratique, I'espace des parametres M est de dimension finie. En effet, nous cher-
chons un nombre de parametres limité. Par exemple dans notre cas, ce que nous recher-
chons est la carte de permittivité du diffuseur, celle-ci étant discrétisée. Le cas le plus simple
sera alors de prendre comme vecteurs de base des fonctions constantes par morceau. Ainsi,
I’analyse qui est faite précédemment est transposée en une formulation matricielle. Dans
ce cas, la recherche de la direction est faite par une résolution d’un systeéme linéaire. No-
tons dp41 =€, — 67(~n) la direction a prendre a partir de ce point. Nous pouvons construire
un algorithme itératif permettant de converger vers la solution locale du probleme de
minimisation.

Dans le cas particulier d’'une optimisation par un probleme de moindres carrés, nous
pouvons explicitement décrire le Hessien de la fagon suivante [71] :

V2T () = QM) QM) + Z Ji(et) V2, Ji(el™) (4.27)
i=1

ot Q est la jacobienne de I'application vectorielle €, — (Ji(er))ic[,...n.]-

L’algorithme d’optimisation peut se mettre sous la forme suivante [68] :

(0)

Etape 0 Estimation initiale )., n =0
Etape 1 Résoudre le systtme Eq. (4.26), ce qui donne d™t1). Si |d("+1)‘ = 0, stop.

Etape 2 Chercher éventuellement o1 # 1 qui minimise J (a&”) + a1 gn+1)

Etape 3 Mise & jour du paramétre, e — )y (04D g0+ etourner Etape 1.
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Le calcul de a1 se fait par une recherche linéaire. Notons que cet algorithme sous-
entend que nous puissions calculer partout le gradient de la fonctionnelle 7 ainsi que son
Hessien. Nous montrerons que 1'un de ces points nous fera défaut ce qui rendra 'utilisation
de cette méthode impossible.

Les inconvénients de cette méthode sont les suivants [24] :

— la convergence n’est pas globale

— lalgorithme n’est pas défini aux points ou le Hessien est singulier

— lalgorithme ne génere pas nécessairement des directions de descente

— il faut calculer le Hessien a chaque itération et résoudre le systeme linéaire.

Ayant fait '’hypotheése que nous partons d’une estimation initiale pas trop éloignée de la
solution recherchée, nous pouvons modérer les premieres remarques sur les inconvénients.
En revanche, calculer le Hessien peut étre difficile a réaliser et résoudre un systeme linéaire
est réalisable a partir du moment ou le nombre de parametres n’est pas prohibitif. Sans
quoi nous devons faire face a des problemes numériques liés a la fois au stockage et au
temps de calcul du Hessien. Afin de palier certains de ces probléemes, des variantes de la
méthode de Newton permettent de garantir une meilleure convergence. Ce sont la méthode
de Gauss-Newton et les méthodes de quasi-Newton.

La méthode de Gauss-Newton : Cette variante consiste a approximer le Hessien par
le produit de I'adjoint du jacobien de la fonction vectorielle &, +— (Ji(er))ig[1,..n.]> avec
le jacobien de cette méme fonction vectorielle. Elle est valide tant que nous sommes prés
d’une solution locale de sorte que les termes J; de 'Eq. (4.22) soient suffisamment faibles,
c’est-a-dire que le probleme d’optimisation soit consistant. Effectivement, dans ce cas la
somme composant le terme de droite dans I'Eq. (4.27) peut étre négligée et alors nous
pouvons faire I’approximation du Hessien :

V2 (M) = Qf () Q™) (4.28)

Partant du principe que nos données sont bruitées et que le spectre du champ diffraction
est en général défini sur un support moins étendu que celui du signal bruité (a cause des
hautes fréquences), nous sommes quasi certains que la fonction cott de 'Eq. (4.22) ne
s’annulera pas.

Les méthodes de quasi-Newton [33, 85] : Sont des variantes qui font aussi l'ap-
proximation du calcul du Hessien. Elles sont plus généralement utilisées, en particulier
lalgorithme BFGS (Broyden, Fletcher, Goldfarb et Shanno) développée en 1970 [32]. Elle
a lavantage de lever les inconvénients cités précédemment. De plus, elle permet de cal-
culer (sous certaines conditions[38]) directement l'inverse du Hessien & partir de calculs
successifs du gradient, ce qui évite la résolution du systeéme linéaire Eq. (4.26), qui est en
général tres cotiteuse.

Conclusions sur les méthodes du second ordre Malgré ’aspect séduisant de cette
derniere méthode, se pose pour nous un probleme qui est celui du stockage. Nous avons vu
dans le chapitre consacré a la diffraction électromagnétique chapitre 2, que nous utilisons
un maillage assez fin pour bien représenter le champ électrique. En général, c’est-a-dire
dans le cadre d’étude classique défini dans la section 2.4, pour une zone d’investigation de
diametre d’environ trois fois la longueur d’onde, nous avons a peu pres 10000 triangles. Si
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chacun de ces triangles représente une inconnue, c’est-a-dire une permittivité complexe, le
stockage peut devenir un probléme. En effet, une matrice pleine représentant ’inverse du
Hessien comporterait alors 10% éléments, multiplié par 16 octets (stockage d’un nombre
complexe en double précision), nous nous retrouvons a devoir allouer un espace mémoire
de 1.6 Giga octets. Ceci n’est pas raisonnable pour fonctionner sur un ordinateur standard
et I’est encore moins pour ’étude d’un probleme en deux dimensions.

Note : Nous pouvons choisir une base de fonction plus adaptée a la décomposition
des parametres (ici la carte de permittivité) afin d’avoir moins de coefficients pour
former le Hessien, cette possibilité sera choisie seulement dans un deuxiéme temps,
dans la section 6.1.

Nous allons donc nous restreindre aux méthodes du premier ordre, qui reviennent a trans-
former I’'Eq. (4.26) en :

(er —et) = =V, T (), (4.29)

r

c’est-a-dire a supposer que Vgrj (55")) soit pris comme étant 1’identité.

4.4.3.3 Méthode de descente

Elle part du principe évident qui consiste a suivre la plus grande pente descendante dans
le cas ou nous recherchons un minimum. Typiquement, partant d’un point ou localement
la fonction cotlit est convexe, son gradient nous renseigne sur la direction ou celle-ci tend
a croitre de maniére la plus forte. Ainsi la direction la plus intuitive pour trouver le
minimum local, est de suivre la direction opposée au gradient en ce point. Il ne reste plus
qu’a calculer le gradient de la fonction colit en un point quelconque.

11 existe plusieurs fagons de calculer le gradient [57].

Les différences finies : C’est la facon la plus simple pour calculer le gradient en un
point dans le cas ou celui-ci est difficile & obtenir analytiquement. Elle a pour inconvénient
de donner un résultat approché et son cotit de calcul est linéairement dépendant du nombre
de parametres a estimer.

La méthode de sensibilité : C’est la méthode la plus naturelle pour calculer le gra-
dient. Il s’agit de calculer les dérivés explicitement par rapport aux parametres et d’utili-
ser la regle de dérivation classique. Contrairement a celle citée précédemment, celle-ci est
exacte. Seulement, elle a pour inconvénient d’étre dépendante du nombre de parametres,
car la dérivation se fait parametre par parametre, ce qui dans notre cas n’est pas réalisable.

La méthode de 1’état adjoint : Le calcul de I'état adjoint se fait a partir de la
dérivation des équations d’état par rapport aux données, qui correspond dans notre cas a
la dérivation de I’équation de Helmholtz par rapport au champ [57].

Il existe cependant des facons plus élégantes pour obtenir le calcul du gradient de la fonc-
tion cott dans le cas des éléments finis [37], en particulier en introduisant le multiplicateur
de Lagrange [1].
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4.5 Formulation Lagrangienne

Posons, dans un premier temps, le cadre dans lequel nous définissons nos variables et
parametres.

4.5.1 Les espaces de fonctions

Le champ total répondant a 1’équation de Helmholtz avec les conditions aux limites pré-
sentées dans le cas du scanner circulaire, section 2.1.4, est une fonction de R? dans C qui
appartient & un sous-espace de L?(Q). De méme, le parametre d’optimisation qui est la
permittivité, est une fonction de D dans C et appartient & un autre sous-espace de L?(D)
qui est noté M. L’équation de Helmholtz fait intervenir les courants (courants induits dans
le cadre d’une formulation en champ diffracté) qui seront pris aussi comme des éléments
d'un sous-espace de L2((2). Ainsi nous rappelons le produit scalaire usuel de deux vecteurs
u et v, représentant des courants induits sur 2 :

(] v)o = / w(r) v (r) dr- (4.30)
Q
Nous définissons également le produit scalaire sur la ligne de mesure I" par :

(u; |vi)r = /Ful(r) v (r) Wi(r) dr, (4.31)

ou la fonction de pondération W; s’écrit :

Ny

=y 2N or — TJ (4.32)

Jj=1

Nous retrouvons ici la matrice de pondération définie Eq. (4.18). Pour une incidence i, la
fonction cout s’écrit alors sous la forme d’un produit scalaire pondéré :

Ji(er) = (UM (e,) —EM | UM (e,) —EMyp =) UM (¢,) — B |2 (4.33)

Note : Remarquons que la dépendance en ¢, n’est faite que sur le champ total et non
pas sur le champ incident.

Il faut donc minimiser J; tout en gardant comme contrainte que :

Fi(e, Ul = H., (Ul°*) — S; =0, (4.34)

ol le parametre ¢, est la permittivité définie sur le domaine 2 et le champ Ul°* est le
champ total (et non diffracté) dans ce domaine de calcul. Nous faisons apparaitre dans
léquation d’état, I’équation de Helmholtz Eq. (2.18) ou tous les termes sont d'un coté
de 1’égalité, avec s; le terme source correspondant a l'incidence ¢. Les conditions limites
seront supposées incluses.
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4.5.2 Multiplicateur de Lagrange

L’idée pour calculer le gradient de la fonction cotit repose sur le théoreme du multiplicateur
de Lagrange. Modifions notre probleme d’optimisation de la maniére suivante, supposons
que les variables £, et U!* varient de maniére indépendante, et nous imposons ’équation
d’état (Eq. (4.34)) comme une contrainte. Nous obtenons alors un probleme d’optimisation
sous contraintes. La formulation a la forme suivante :

Ns
‘6(87‘7 UtOtv pre7pim) = Z ‘Ci(gTa U'fOta pgeapim) (435)
=1

avec ’abus de notation suivant :
Ut = (U;;Ot)ié[[l,..,ns]]a pre = (p;?e)ieﬂl,..,nsﬂ? pim = (p;m)ie[[l,..,nsﬂ

et

Li(er, Ui pi ™) = Jiler, Ui™) + (i | Re(Fi(er, Ui*))a + (0™ | Im(Fy(er, Ui*)))a

)

Le premier terme de cette équation est la fonction cotit associée au probleme d’optimisation
sans contrainte, le deuxieme terme est la somme des contraintes qui sont imposées a la
fois sur la partie réelle et la partie imaginaire de 1’équation d’état. pi® et pim sont les
pondérations automatiques de ces contraintes, aussi appelées multiplicateurs de Lagrange.
Ces derniers sont réels. Il est facile de montrer que cela revient a créer un multiplicateur
complexe p; = p;¢ — ip%m et de récupérer la partie réelle de la projection. Ainsi, nous
obtenons une fonction cout modifiée qui est de la forme [78] :

Ei(é‘r,UfOt,pi) = Ji(é‘r,UfOt) + R€(<pz‘ | Fi(Er, UfOt)>Q) (4.36)

Théoréme des multiplicateurs de Lagrange [81] : Conditions nécessaires du pre-
mier ordre.

Supposons que &, et un ensemble de vecteurs U™ vérifient 1'Eq. (4.23), alors il existe un
ensemble de multiplicateurs p tel que Vi € [1,..,ns] :

V., L&, Ul p) = 0 (4.37)
Ve Li(Er, UL 5) = 0 (4.38)
Fi(&, U = 0. (4.39)

Ces équations sont les conditions de Karush-Kuhn-Taker (KKT) [71]. &, Ut et p défi-
nissent le point selle de £. Ceci suppose que la différentiabilité de la fonction cout et de
la fonction d’état soit définie vis-a-vis de ces parametres [22] [44]. Nous utiliserons cette
propriété, en particulier son corollaire (Gateaux différentiabilité) afin de pouvoir calculer
les dérivations dans une direction donnée.

Eq. (4.38) : On peut montrer (voir annexe A.1) que cette équation implique la relation
suivante :

He, (p}) = 2W(BH — Uudly* (4.40)
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Eq. (4.37) : On peut montrer (voir annexe A.2) que cette équation implique la relation
suivante :

V., Ji(er, UPY) = —kgpi(UL)* (4.41)

Cette relation est vraie uniquement sur le domaine D, car nous cherchons l'effet de la
variation de la permittivité dans la zone d’investigation (g, € M) sur la fonction corit.

Finalement nous formons le gradient de la fonction colit compléete en sommant tous les
gradients fonctions de I'incidence.

Ns

V., J(er) = kg Y pi(U) (4.42)
=1

Comme pour 'Eq. (4.41), cette expression est vraie sur D uniquement.

Tentons de donner une approche physique a ce qui vient d’étre présenté, en particulier
pour I’'Eq. (4.40).

Dans la méthode de I’état adjoint, nous devons résoudre 1’équation adjointe pour calculer
p;. Ceci impose la connaissance de la dérivée de la fonction d’état par rapport au parametre
d’état, dans notre cas c’est le champ total. Dans la méthode présentée ici, le calcul de
I’adjoint se fait plus simplement dans la mesure ou il répond au calcul d’'un probléeme
de diffraction Eq. (4.40), ce que nous savons facilement faire a l’aide de la méthode des
éléments finis, développée dans le chapitre 2. Cette équation donne la solution conjuguée de
la rétropropagation du résidu pondéré champ modélisé/champ mesuré. C’est un probleme
de rayonnement avec les émetteurs qui deviennent sources et qui renvoie le résidu du
champ diffracté entre la simulation et la mesure.

Le gradient de la fonction cott Eq. (4.41) fait intervenir 1’adjoint, qui comme nous venons
de le dire, est une solution de rétropopagation de résidu, multiplié par le champ total
conjugué. Ce dernier terme contient le support du gradient, car celui-ci permet de pondérer
I'information 1a ou il y a du champ. Remarquons enfin, que si nous trouvons une solution
telle que le champ diffracté modélisé soit identique a celui mesuré, alors le terme source de
I’Eq. (4.40) s’annule. Ceci implique que le champ adjoint s’annule et de ce fait le gradient
aussi. Ceci montre bien que nous avons un probleme consistant, car nous avons bien un
gradient nul si notre champ simulé équivaut a notre champ mesuré.

4.6 Algorithme d’inversion

Comme il I’a été présenté précédemment, nous utiliserons une méthode de descente. Cette
section expose l'algorithme du gradient conjugué non-linéaire [82]. En réalité, nous utili-
sons la méthode de Polak-Ribiére qui est une variante de celle de Fletcher-Reeves et qui
s’applique dans le cadre d’optimisation non-linéaire [32].

4.6.1 Algorithme du gradient conjugué non-linéaire

Voici comment, de maniere structurée, se présente 1’algorithme itératif.

(0)

Choisir une estimation initiale &,
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Déterminer 70 = j(s&o)) et V., JO = Vgrj(ego))
Définir la direction d(© «— —Verj(o) etn<—20
while V. 7 £ 0
Calculer o™ et faire 5£n+1) = z—:q(nn) + Mg
Calculer V. J (n+1)

(Ve, T | (Ve, T — V., T™))p
Ve, T |3

drth) — v, gt 4 glntl) g(n)

pntl)

n«n-+1
end (while)

L’algorithme qui a été développé pour réaliser 'imagerie quantitative est légerement dif-
férent, comme nous le montrons par la suite, mais 'idée générale est bien celle montrée
précédemment.

Le diagramme associé a notre algorithme d’inversion est présenté Fig. (4.5).

Estimation initiale
——»] Probléme direct (FEM) |

Calcul du gradient

Construction direction descente
Calcul du pas

)

—| Mise a jour carte de permittivité

Fi1c. 4.5 — Diagramme utilisé pour I'imagerie quantitative, basé sur la méthode de gradient conju-
gué.

4.6.2 Recherche linéaire

Revenons sur Pétape qui consiste & calculer a(™. Comme présenté précédemment, la mise
a jour de la permittivité au cours des itérations est faite grace a la direction de descente
d™ agrandie d’un pas a(™. Si nous connaissons la direction dans laquelle le paramétre ¢,
doit évoluer, nous n’avons rien dit concernant la distance a parcourir pour optimiser cette
évolution.
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Nous pouvons montrer (voir annexe B) que o™ est calculé de la maniére suivante :

TR
;Re(@ 1K)

o™ — -
SR 2
=1

(4.43)

ol Rgn) = Uf i (e&”)) — BE% est le résidu des champs diffractés et KZ(-n) est la solution de
Helmholtz sujette aux conditions limites du scanner, ayant pour terme source —kg x d™ x
Utot (51(31))

: .

Ce résultat est issu d’une approximation faite sur le champ total. Il nous permet de faire
le calcul du pas o™ simplement en faisant un calcul de diffraction, ce qu’il est facile de
faire avec notre modélisation. Nous verrons dans la sous-section 4.7.1 que (™ peut étre
évalué rapidement, sans pour autant effectuer un calcul complet de diffraction.

4.6.3 Correction du paramétre 51

Dans le cas d’optimisation non-linéaire a variables réelles, la direction de descente fournie
par Polak-Ribiere n’assure pas systématiquement une direction de descente. Il peut arriver
que certains calculs fournissent un 3"+ < 0 ce qui voudrait dire que I’algorithme ferait
marche arriere. Pour s’assurer de prendre en compte la direction de descente précédente
dans le bon sens, on impose dans ce cas :

A" — max{3™, 0}. (4.44)

Dans le cas de notre probleme a variables complexes, nous devrions imposer :

si arg(ﬁ(")) > /2, alors B — 0, sinon laisser B tel quel. (4.45)

Dans la pratique, 'algorithme converge mieux lorsque nous autorisons une déviation moins
importante de la direction de descente, c’est-a-dire 7/4 au lieu de 7/2.

4.7 Mise en pratique de I’algorithme d’inversion

Le programme d’inversion est basé sur le programme de diffraction par la FEM, car il
est nécessaire de (re)calculer le champ diffracté par la carte de permittivité construite au
cours des itérations. De plus, le calcul de o™ nécessite le calcul d’un probléme direct avec
des courants induits au niveau de la zone d’investigation.

4.7.1 Temps de calculs du programme

Dans l'algorithme d’inversion une optimisation purement numérique a été apportée. Le
calcul du pas a(™ nécessite de faire un calcul de diffraction pour obtenir Kgn). Seulement,
a cette étape, nous changeons juste les termes sources du probleme et non la carte de

permittivité. Ainsi la matrice d’interaction définie par 'Eq. (2.45) reste inchangée. Lors
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de la résolution du systeme linéaire a l'itération précédente, nous sauvegardons la décom-
position LU, qui est une étape coiiteuse. Il ne reste alors plus qu’a appliquer la méthode
de descente/remontée pour résoudre le systéme.

En général, c’est-a-dire dans le cas ou nous avons une configuration semblable a celle
décrite dans la section 2.4, une itération s’exécute en environ 6 secondes, en parallele sur
quatre processeurs.

4.7.2 Criteres d’arrét

Dans l'algorithme présenté dans la section 4.6, un seul critere d’arrét permet de sortir de
la boucle d’inversion. Dans notre cas, nous pouvons en imposer quatre.

Le premier critére consiste a arréter le programme deés que la fonction cotit passe en dessous
d’un certain seuil. Le deuxiéme est de comparer la norme du gradient avec un coefficient
préalablement choisi en dessous duquel la variation représente un changement trop faible
pour continuer. Le troisieme consiste a évaluer 'allure de la fonction cott. Si elle atteint
un plateau, nous arrétons le programme. En effet, il peut arriver que I'algorithme converge
sans pour autant que la norme du gradient soit tres faible. Dans ce cas, on se trouvera
dans une zone qui ne contribue pas a la diffraction et donc ’algorithme peut faire varier
la permittivité sans pour autant changer la fonction cott. Enfin, nous fixons un nombre
d’itérations maximum afin de s’assurer de l'arrét du programme quoi qu’il arrive.

4.7.3 Estimation initiale

Dans la section 4.6.1 consacrée a ’algorithme d’inversion, la premiere étape consiste a
choisir une estimation initiale 57@. Nous avons montré dans la section 4.4.1 'allure de la
fonction cott Fig. (4.4) dans un cas simple. Nous supposerons en général que la fonction
cout est suffisamment convexe pour que nous puissions partir d’un fond homogene dans
la zone test. Nous verrons dans la partie consacrée aux résultats numériques que cette

hypothese suffit pour obtenir de bons résultats.

4.8 Résultats numériques, objets placés dans de ’eau

Etant donnée la quantité prohibitive de cas d’études qui peuvent étre menés et dans le
souci de rendre ce manuscrit concis, ne seront exposé que certains cas qui nous paraissent
important de rapporter.

Nous présentons dans cette section quelques résultats issus d’inversion sur des données syn-
thétiques, c’est-a-dire sur des données générées numériquement. Afin d’éviter de prendre
le méme systeme de diffraction (maillage) pour le probleme direct et inverse, celui-ci sera
changé tout en gardant la méme taille caractéristique pour la maille élémentaire pour ne
pas introduire un bruit numérique. Dans le cas contraire nous nous trouverons dans ce
qu’on appelle le crime inverse.

Les résultats qui seront présentés dans ce chapitre ne sont pas issus de données synthétiques
bruitées. En effet, disposant de mesures réelles au cours de ces travaux, les inversions
associées sont traitées dans le chapitre 5. Ceux traités ici, ont pour but de mettre en
évidence la convergence et les limites de 1’algorithme d’inversion.
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4.8.1 Inversion d’un objet homogene placé dans I’eau

Dans un premier temps, nous présentons les résultats d’une inversion sur des données
synthétiques, issues de la diffraction dans le scanner d’un tube placé dans I’eau. La per-
mittivité de ’eau est estimée a €, = 80 + i3, la longueur d’onde dans ce milieu est de
7.72cm. Le tube a pour caractéristiques son positionnement & * = —3cm et y = 2cm,
avec un rayon r = 3cm 4 et comme permittivité relative homogene €, = 654 i10. La zone
d’investigation est un disque de rayon de 10cm. Les résultats sont présentés, Fig. (4.6)
pour la carte de permittivité dans la zone d’investigation, Fig. (4.7) pour le profil suivant
laxe e, au niveau de y = 2cm et Fig. (4.8) pour I’évolution de la fonction cotit. Cette
derniére sera normalisée par rapport a la fonction cout calculée pour l'estimée initiale.
Dans ce cas d’étude, il est montré Fig. (4.9) une évolution de champ diffracté pris lors
de la premiere, dixieme et derniere itération lors du rayonnement de l'antenne placée a
T =r,cmet y=_0cm.
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Fic. 4.6 — Carte de permittivité obtenue par l'inversion de données synthétiques issues de la
diffraction d’un tube diélectrique plongé dans de l’eau. A gauche, nous représentons la partie
réelle, a droite, la partie imaginaire. Le cercle rouge représente la position exacte du tube, les
pointillés représentent I’axe que nous choisissons pour comparer les profils.

Fic. 4.7 — Profil de permittivité obtenue par inversion de données synthétiques issues de la
diffraction d’un tube diélectrique plongé dans de '’eau. En pointillés rouges est représentée la
permittivité exacte du diffuseur, en bleu est représentée la permittivité reconstruite.

4Le diameétre est un peu moins grand que la longueur d’onde dans le milieu extérieur.
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F1G. 4.8 — Evolution de la fonction coiit au cours des itérations lors de I'inversion de données
synthétiques issues de la diffraction d’un tube diélectrique plongé dans de I’eau. Elle est représentée
en échelle semi-logarithmique.

Module du champ diffracté Phase du champ diffracté
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Numeéro du récepteur Numeéro du récepteur
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Fic. 4.9 — Comparaison pour différentes itérations du module (a) et de la phase (b) du champ
diffracté, pour le rayonnement de la premiere antenne (x = r, et y = 0). Le module des champs
diffractés est normalisé et affiché en échelle linéaire.

Nous arrétons l'inversion au bout de 300 itérations®. Le type de maillage utilisé est celui
décrit dans la section 2.4, la zone d’investigation est alors constituée d’environ 10000
triangles, donc autant d’inconnues. L’estimation initiale sera prise comme étant de ’eau
dans toute la zone d’investigation.

L’allure de la fonction cott Fig. (4.8) nous montre qu’au bout de 300 itérations 1’algo-
rithme a correctement convergé. Nous pouvons constater une trés bonne reconstruction
du diffuseur en terme de localisation, contour et caractérisation. La bonne discrétisation
du milieu due & une modélisation en éléments finis apporte une régularité tres intéressante
dans la reconstruction de I'image. La Fig. (4.9) montre que les champs diffractés au cours
des itérations tendent vers celui diffracté par ’objet réel. Ceci confirme la bonne conver-

SEnviron 30 minutes de calculs en paralléle sur quatre processeurs.



76 4.8 Résultats numériques, objets placés dans de ’eau

gence de l'algorithme en ce qui concerne 'inversion de données non-bruitées. Enfin, nous
pouvons noter au vu de la Fig. (4.7) que 'opérateur de diffraction se comporte comme un
filtre passe bas, sachant qu’en plus nous nous trouvons dans un cas particulier ou le milieu
extérieur est un milieu a perte.

4.8.2 Inversion de trois objets placés dans ’eau

Il est présenté ici les résultats d’une inversion sur des données synthétiques issues de la dif-
fraction dans le scanner de trois tubes placés dans I’eau. Partant de la méme configuration
décrite précédemment, les tubes ont les caractéristiques suivantes :

Tube 1 : & 1 = —3cm et y; = 2cm, avec un rayon r; = 3cm et comme permittivité
relative homogene ¢,, = 60 + ib.

Tube 2 : & xo = 4cm et yo = 2cm, avec un rayon 79 = 2 cm et comme permittivité relative
homogene ¢,, = 65 + i4.

Tube 3 : & z3 = Ocm et y3 = —4cm, avec un rayon r3 = 2.5cm et comme permittivité
relative homogene ¢,, = 70 +i7.

La zone d’investigation est un disque de rayon 10cm et 'image présentée est celle obte-
nue au bout de 300 itérations. Les résultats sont présentés, Fig. (4.10) pour la carte de
permittivité dans la zone d’investigation, Fig. (4.11) pour les profils suivant les axes e, au
niveau de y = 2cm et celui passant par les tubes 1 et 3. La Fig. (4.8) montre I’évolution
de la fonction coiit normalisée.
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Fic. 4.10 — Carte de permittivité relative de l'inversion de données synthétiques issues de la
diffraction de trois tubes diélectriques plongés dans de ’eau. A gauche, nous représentons la partie
réelle, a droite, la partie imaginaire. Les cercles rouges représentent les positions exactes des tubes,
les pointillés représentent les axes que nous choisissons pour comparer les profils.

Nous pouvons faire la méme remarque que celle faite dans le cas d’étude précédent, concer-
nant la convergence de ’algorithme. Les tubes 1 et 2 sont séparés face a face de 2cm
(~ Aeau/4). Les tubes 1 et 3 sont séparés face a face de 1.2 cm (moins de Aeay/6). Il peut
étre noté la tres bonne séparation des tubes malgré une moins bonne caractérisation des
tubes 2 et 3 Fig. (4.10) et Fig. (4.11). Ceci peut s’expliquer par le fait que dans ce cas
précis, il existe un couplage assez fort di a la diffusion multiple et qui amene une plus
forte incertitude sur la permittivité, contrairement au cas précédent.
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F1c. 4.11 — Profils de permittivité de I'inversion de données synthétiques issues de la diffraction de
trois tubes diélectriques plongés dans de ’eau. En pointillé rouge est représentée la permittivité du
diffuseur, en bleu est représentée la permittivité reconstruite. Les courbes (a) et (b) représentent
la coupe horizontale de la carte de permittivité (tube 1 et 2), (c) et (d) représentent la coupe en
diagonale (tube 1 et 3).
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F1G. 4.12 — Evolution de la fonction coiit au cours des itérations lors de I'inversion de données
synthétiques issues de la diffraction de trois tubes diélectriques plongés dans de ’eau. Elle est
représentée en échelle semi-logarithmique.

Néanmoins, la possibilité d’éclairer et de mesurer tout autour du diffuseur permet de capter
les hautes fréquences spatiales de la carte des courants induits et ce malgré la présence
d’un milieu a perte. Remarquons enfin que le niveau de la fonction coit Fig. (4.12) a
I’itération 300 est tres faible, ce qui signifie que le diffuseur réel et celui reconstruit par
I’algorithme, diffractent sensiblement le méme champ et donc que nous ne pouvons pas
espérer mieux comme reconstruction.
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4.9 Difficultés pressenties avec le scanner existant pour ca-
ractériser la terre

Nous mettons en évidence dans cette section les difficultés que nous allons rencontrer avec
le scanner circulaire, tel qu’il est construit actuellement, lorsque nous allons chercher a
retrouver des informations sur la teneur en eau d’une colonne de sol. Au dela du fait que
nous partions d’une approximation forte d’étre dans une configuration en deux dimensions,
que nous allons négliger les interactions entre antennes, que nous aurons du bruit de
mesure, nous avons a prendre en compte deux phénomenes qui jouent sur la propagation
des ondes :

— limprécision que nous avons sur la valeur de la permittivité du liquide environnant,

— les fortes différentes de contraste de permittivité qui existent entre la colonne de sol et

le liquide environnant.

4.9.1 Controle de la permittivité du milieu extérieur

Si les parametres extérieurs ont été supposés parfaitement connus dans les sections traitant
de la modélisation du probleme inverse, en réalité ils ne le sont pas. En particulier, la
permittivité de I’eau n’est pas simple a estimer. La dépendance de cette permittivité est liée
a la salinité, la température, la fréquence de rayonnement etc. Montrons numériquement
les effets qui peuvent intervenir dans le cas d’une mauvaise estimation de la permittivité
de l'eau.

Dans le cas présenté ici, nous partons d’un probleme de diffraction d’un tube placé dans
I’eau dont la permittivité est imposée a €, = 80 + i3. L’objet a pour caractéristiques son
positionnement & £ = 0cm et y = —8 cm, avec un rayon r = 4.5 cm et comme permittivité
relative homogene e, = 60+4140. La zone d’investigation est un disque de rayon 20 cm. Dans
les images qui suivent nous montrons les résultats d’inversion obtenus en faisant varier
la permittivité du milieu extérieur, pour voir le comportement de I'algorithme face a une
mauvaise estimation de I’eau. Afin de pouvoir comparer les différents cas, la dynamique de
couleur est fixée par les mémes bornes pour toutes les images des cartes de permittivité.
Toutes les images sont arrétées a 50 itérations, sachant que globalement a ce stade les
algorithmes n’ont pas completement convergé.

Nous remarquons dans 'inversion Fig. (4.13) et comme cela I’a déja été noté précédemment
chapitre 3, que 'opérateur de diffraction se comporte comme un filtre passe bas du profil
de la permittivité. Nous pouvons voir les cercles concentriques autour de ’objet et qui sont
typique d’un phénomene de Gibbs. Selon l'erreur faite sur la permittivité de 1’eau, nous
obtenons une reconstruction qui est completement dégradée. L’algorithme a été arrété
volontairement au bout de 50 itérations, car la convergence se fait systématiquement vers
des résultats non-désirés. Il est a constater, en particulier pour la Fig. (4.14) que nous
obtenons des cercles concentriques centrés par rapport au centre de la cavité, et non sur
I’objet. Cela peut s’expliquer par le fait qu'une erreur amenée sur la partie réelle de la
permittivité induit pour 'onde lors des différentes rétropropagations Eq. (4.40) des retards
ou avances de phase qui font apparaitre le bord de la cavité plus ou moins loin. Nous avons
a nouveau le phénomene de Gibbs mais cette fois-ci par rapport au bord du scanner.
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Profil de permittivité Profil de permittivité

40 |
! 1
10- i !
30 p \
— — ~ |
E 0 E £
S = = 20
10 “ 10 | A
! 1
1 [ -
-20 55 Q
-20 a] 20 -20 -10 0 10 20 -20 -10 0 10 20
x [cm) y y

Fic. 4.13 — (a) Carte et (b) Profil de permittivité relative de I'inversion de données synthétiques
issues de la diffraction d’un tube plongé dans de ’eau connaissant parfaitement les caractéristiques
de 'eau &, = 80 + 13.
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Fic. 4.14 — Comparaison des cartes de permittivité pour différentes erreurs sur la partie réelle
de la permittivité de I’eau. La figure (a) représente I'inversion pour une estimation Re(e,) = 79 et
(b) pour une estimation Re(e,) = 81, la partie imaginaire étant supposée parfaitement connue.
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F1c. 4.15 — Comparaison des profils pour différentes erreurs sur la partie réelle de la permittivité
de leau. La figure (a) représente l'inversion pour une estimpation Re(e.) = 79 et (b) pour une
estimation Re(e,) = 81, la partie imaginaire étant supposée [parfaitement connue.
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F1c. 4.16 — Comparaison des cartes de permittivité pour différentes erreurs sur la partie réelle de
la permittivité de l’eau. La figure (a) représente l'inversion pour une estimation Zm(e,) = 2.5 et
(b) pour une estimation Zm(e,) = 3.5, la partie imaginaire étant supposée parfaitement connue.
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F1ac. 4.17 — Comparaison des profils pour différentes erreurs sur la partie imaginaire de la permit-
tivité de I'eau. La figure (a) représente I'inversion pour une estimation Zm(e,) = 2.5 et (b) pour
une estimation Zm(e,) = 3.5, la partie imaginaire étant supposée parfaitement connue.

4.9.2 Influence du contraste de permittivité sol/liquide

Bien que nous ayons présenté des cas ou l'inversion se passe bien, il existe d’autres cas
ou malgré le fait que les mesures ne soient pas bruitées, et méme si nous connaissons
parfaitement la permittivité du milieu extérieur, la solution finale ne soit pas celle désirée.
Ceci est due en grande partie a un manque de sensibilité du champ aux variations de
permittivité a 'intérieur de la colonne de sol.

A 434 MHz, la permittivité d’une terre moyennement humide (20% de teneur en eau) est
estimée entre 10 et 15 en partie réelle et entre 3 et 5 pour la partie imaginaire. Par exemple,
si nous prenons une colonne de terre ayant une permittivité relative de e, = 15 + 15, la
longueur d’onde associée a cette fréquence de rayonnement dans la terre est :

Aterre = =17.3cm. (4.46)

&
f1\/Erterel

Si nous étions en espace libre, en se basant sur I’étude de la sphere d’ Fwald, nous pourrions
montrer qu'il est possible d’espérer une résolution allant jusqu’a A/4, ce qui ferait une
résolution d’environ 4.3 cm. Rappelons que les prélevements d’échantillons de terre seront
des carottes cylindriques de diametre 20 cm, ce qui laisse présager d’une résolution spatiale
assez faible pour faire une étude détaillée de la teneur en eau dans le sol.
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Ensuite, nous devons remarquer que la différence de permittivité entre le milieu extérieur
(ici 'eau) et 'objet étudié est tres grande. Ce saut de permittivité fait que peu de champ
pénetre dans la colonne de terre. Ainsi, si nous cherchons & obtenir des informations &
I'intérieur de cette derniere, nous devons étre capable de mesurer un champ diffracté par
ce qui se trouve a l'intérieur d’une colonne de sol avec une trés grande précision, pour
pouvoir capter ce faible champ.

4.9.2.1 Sensibilité du champ électrique pour un objet fortement contrasté

Nous présentons tout d’abord les cartes du module du champ électrique total dans le
scanner. La premiere figure Fig. (4.18)(a) montre le module du champ électrique dans le
cas ou il n’y a pas d’objet a I'intérieur du scanner, ce qui constitue notre champ incident.
La deuxiéme figure Fig. (4.18)(b) montre la carte dans le cas ou il y a une colonne de
terre, prise a la permittivité homogene donnée précédemment (e, = 15 + i5). La figure
Fig. (4.19) donne le profil des champs suivant ’axe e, pour y = 0.
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Fic. 4.18 — Comparaison du champ incident et total simulé pour un tube de terre placé dans
de Peau (g, = 80 + i3). La figure (a) représente le champ incident, c’est-a-dire en I'absence de
la colonne de terre. La figure (b) représente le champ total avec une colonne de terre humide
(er = 15 +15), de diametre 20 cm centré.

Ce que nous pouvons noter a partir de ces résultats, c’est que le champ total a 'intérieur
de la colonne de terre est nettement plus faible que le champ incident excitateur. S’il
y a une variation spatiale de la permittivité a l'intérieur de la colonne de terre, alors
le courant induit (étant proportionnel au champ total) sera lui aussi tres faible. Ceci
implique que le champ rayonné par ce dernier sera aussi tres faible. Alors, la question qui
vient immédiatement a l’esprit est : De combien est-il faible ? La réponse se trouve dans
la question suivante : Est-on capable de mesurer de maniere significative, la différence
entre le champ total en présence d’une colonne de terre homogene et le champ total en
présence d’une colonne de terre présentant des zones plus ou moins humides, associées a
des variations spatiales de la permittivité?
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Comparaison du champ incident et total (dB)

- - -Champ incident
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Fi1c. 4.19 — Comparaison du champ incident et total pour une colonne de terre placée a I'intérieur
du scanner circulaire, sur une coupe. La position de la colonne est donnée par les traits noirs
pointillés.

Partant de la configuration décrite précédemment, nous rajoutons trois tubes avec des
permittivités différentes dans la zone du diffuseur D, afin de représenter des zones plus
ou moins humides. Méme si ce cas n’est pas nécessairement un cas réaliste au sens géo-
physique, cet exemple permet de donner une idée du comportement de la diffraction dans
cette configuration. Cependant, le choix des permittivités est effectué dans une gamme
raisonnable de permittivité associé & un sol plus ou moins humide, selon le modele de
Dobson. Les tubes ont les caractéristiques suivantes :

Tube 1 : a4 21 = —3cm et y; = 2cm, avec un rayon r; = 3cm et comme permittivité
relative homogene ,, = 18 +i7.

Tube 2 : & xo = 6cm et y2 = 2cm, avec un rayon 7o = 2cm et comme permittivité relative
homogene ¢,, = 12 + i6.

Tube 3 : a x3 = 0cm et y3 = —4.5cm, avec un rayon r3 = 2.5cm et comme permittivité
relative homogene ¢,, = 10 + i3.

La Fig. (4.20) présente la répartition des objets dans la zone D.

F1G. 4.20 — Configuration du diffuseur dans la zone D.

La Fig. (4.21) donne 'amplitude des champs totaux dans le cas oil nous avons une colonne
de terre homogene, une colonne présentant des variations de permittivité et I’amplitude
de la différence des champs totaux dans ces deux cas.
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Comparaison des champs totaux (dB)
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F1G. 4.21 — Comparaison du champ total mesuré sur les récepteurs pour une colonne de terre
homogene et du champ total pour une colonne présentant une variation de permittivité.

Méme en échelle logarithmique, il n’est pas possible de différencier le champ total dans les
deux cas. La différence des champs se trouve a un niveau tres faible. Ceci implique qu’il
faudrait pouvoir mesurer le champ avec une précision allant jusqu’a 60dB. Nous verrons
par la suite que le scanner en I’état actuel n’est pas encore capable d’atteindre une telle
précision de mesure.

Nous avons tout de méme essayé numériquement d’inverser les données synthétiques gé-
nérées dans le cas d’une colonne non-homogene. Si nous utilisons rigoureusement le méme
maillage qui a servi a décrire le probleme direct, nous arrivons a retrouver un bonne
reconstruction des tubes. Si nous sortons de la configuration de crime inverse, le bruit
numérique introduit par le changement de maillage est suffisant pour ne plus étre capable
de retrouver une information pertinente sur la colonne de terre. Néanmoins, des études
numériques ont montré qu’on pourrait améliorer la configuration en excentrant la colonne
dans le scanner et/ou en rajoutant une couronne d’adaptation d’impédance.

4.9.2.2 Inversion d’un objet fortement contrasté

Dans le cas présent nous cherchons a effectuer une inversion sur des données synthétiques
issues de la diffraction par un objet fortement contrasté par rapport au milieu extérieur.
Partant de la configuration décrite dans la sous-section 4.8.1, nous choisissons dans le
probleme direct de prendre un tube homogene dont la permittivité relative est £, = 104-i10.
L’algorithme d’inversion est arrété au bout de 600 itérations.

Les Fig. (4.22), Fig. (4.23) et Fig. (4.24) représentent respectivement la carte de per-
mittivité relative, reconstruite au bout de 600 itérations, la profil de permittivité a cette
itération et la fonction colt associée a ce cas d’inversion.

Lorsque l'objet est tres contrasté par rapport au milieu extérieur et qu’il a une taille de
I'ordre de la longueur d’onde®, alors I'objet reconstruit n’est pas celui souhaité. La partie
imaginaire oscille jusqu’a obtenir un maximum de l'ordre de Zm(e,) ~ 35. La partie réelle
devient négative au centre. Ceci peu s’expliquer par le fait que le champ pénetre peu dans

5Ce phénomene s’amplifie pour des objets plus petits
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le tube a cause du fort contraste, jusqu’a en avoir moins au centre, ce qui donne une
incertitude sur la permittivité au centre du tube. Il est alors nécessaire d’introduire des
informations supplémentaires afin de contraindre la solution. Une méthode permettant de
réaliser ces contraintes sera évoquée dans la conclusion générale.

Refs,) Im(e,)
10 10
80 %0
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- — 20
§ o 40 5§ o
> >
-5 20 -5 10
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-10 0 10 210 0 10
x (cm) X (cm)

Fia. 4.22 — Carte de permittivité relative de l'inversion de données synthétiques issues de la
diffraction d’un tube fortement contrasté plongé dans de ’eau. A gauche, nous représentons la
partie réelle, a droite, la partie imaginaire. Le cercle rouge représente la position exacte du tube,
les pointillés représentent ’axe que nous choisissons pour comparer les profils.
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Fi1c. 4.23 — Profil de permittivité obtenue par I'inversion de données synthétiques issues de la
diffraction d’un tube fortement contrasté plongé dans de I’eau. En pointillé rouge est représentée
la permittivité exacte du diffuseur, en bleu est représentée la permittivité reconstruite.

Il est possible que certaines zones appartiennent au noyau de 'opérateur de diffraction,
ce qui peut autoriser des permittivités non souhaitées, car ces parties ne contribuent pas
a la diffraction du champ.

Si nous utilisons rigoureusement le méme maillage qui a servi a décrire le probleme di-
rect, nous arrivons a retrouver un bonne reconstruction des tubes. Si nous sortons de la
configuration de crime inverse, le bruit numérique introduit par le changement de maillage
est suffisant pour ne plus étre capable de retrouver une information pertinente sur la co-
lonne de terre. Néanmoins, des études numériques ont montré qu’on pourrait améliorer la
configuration en excentrant la colonne dans le scanner et/ou en rajoutant une couronne
d’adaptation d’impédance.
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Evolution de la fonction co(t
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F1G. 4.24 — Evolution de la fonction coiit au cours des itérations lors de linversion de données
synthétiques issues de la diffraction d’un tube diélectrique trés contrasté plongé dans de ’eau.

4.10 Conclusions

Le modele mathématique et numérique d’imagerie micro-onde est valide dans le cas ot nous
partons d’une estimation initiale qui n’est pas trop éloignée de la solution finale au sens
de 'optimisation, c’est-a-dire au sens des moindres carrés. La condition la plus forte pour
que nous puissions obtenir des résultats satisfaisants est qu’il est nécessaire que la fonction
cout soit localement convexe et que l'estimation initiale soit dans ce domaine convexe.
L’avantage de la formulation en éléments finis est que nous avons une fagon tres simple
et tres rapide de calculer les grandeurs nécessaires pour faire de 'imagerie quantitative.
Aussi, la possibilité de mailler la configuration avec un grand degré de liberté, nous donne
des reconstructions qui sont tres régulieres et tres claires, ce qui n’est pas négligeable
lorsque nous faisons de I'imagerie quantitative. De plus, la facilité de parallélisation des
codes qu’apporte cette formulation, apporte un confort et un atout intéressant.

Nous avons vu que pour pouvoir faire de I'imagerie de colonnes de sols avec le montage
expérimental actuel du scanner, il va falloir obtenir des précisions de mesure tres im-
portantes. Un autre montage est d’ailleurs en cours d’étude afin d’améliorer le couplage
sol/milieu extérieur, ainsi que la résolution spatiale.

Dans tous les cas, nous devons rappeler qu’'une des difficultés liée a la configuration étudiée,
réside dans le fait de pouvoir maitriser correctement les informations sur la permittivité
du milieu environnant. Nous avons vu que si ce n’est pas le cas, nous induirons des phéno-
menes de cavité/mode dans le scanner. La méconnaissance des caractéristiques du milieu
environnant est une contrainte tres forte, car une petite erreur sur celles-ci induit de fortes
perturbations sur I'image finale.

Notons qu’un article met 'accent sur les différences entre des reconstructions synthétiques
issue d’une configuration en cavité et en espace libre [39].
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CHAPITRE 5

Imagerie a partir de mesures
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Afin de valider ’algorithme d’inversion, nous essayons de retrouver des objets avec leurs
caractéristiques dans l’eau, a partir du systeme réel de mesure. Nous avons montré dans
le chapitre 4 que nous arrivons a reconstruire la carte de permittivité d’objets, a partir de
données synthétiques, si tant est que nous soyons dans une gamme admissible en terme
de permittivité a reconstruire. Bien évidemment, pour ces exemples nous étions dans la
configuration la plus idéale qui soit, sachant que les données utilisées étaient non bruitées
et que ces données synthétiques étaient issues d’un code FEM qui a la méme formulation
et qui se base sur les mémes approximations (2D, fil source etc.) que pour le probleme
inverse.

Il sera décrit dans un premier temps les conditions expérimentales, dans lesquelles nous
avons mesuré les champs diffractés qui servent a l'inversion. Ensuite, nous expliciterons
comment ces données ont été calibrées pour coller au mieux au modele mathématique
et numérique établis pour décrire la diffraction dans le scanner. Enfin, nous présenterons
différents résultats d’inversion qui permettront de commenter les algorithmes mis en place.

Note : Les travaux présentés ici ont été réalisé en collaboration avec Jean-Michel
Geffrin de I'Institut Fresnel.

5.1 Configuration expérimentale

Nous rappelons brievement dans cette section la configuration de mesure, décrite dans
le chapitre 1. Le scanner circulaire est composé d’une frontiére électromagnétique défi-
nie par une bordure métallique de rayon R, = 29.5cm. Il est constitué de 64 antennes
pouvant émettre et recevoir séquentiellement. Elles sont placées sur un cercle de rayon
Rr = 27.6 cm. Le milieu extérieur est de I'eau, sa permittivité est proche de g, = 80 + i3,

87
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mais elle sera modifiée en fonction des mesures. La Fig. (5.1) présente une photo du sys-
teme de mesure avec un diffuseur a déterminer, placé a I'intérieur.

F1aG. 5.1 — Photo d’un diffuseur & déterminer, dans le systéme de mesure.

5.1.1 Protocole de mesure

La mesure se passe en quatre étapes successives.

— Le champ incident : Nous effectuons une premiere mesure en ne plagant aucun diffuseur
a l'intérieur du scanner.

— Le champ total : Le diffuseur est positionné a l'intérieur du scanner, et nous refaisons
un jeu de mesures.

— Le champ de référence : Un cylindre parfaitement conducteur de rayon r = 4.5cm est
positionné au centre de la cavité. Le jeu de mesures obtenu servira a définir un champ
diffracté de référence nécessaire a ’étape de calibration.

— Mesure de la permittivité des diffuseurs et de la permittivité de ’eau, grace a une sonde
a effet de bout, connectée directement a ’analyseur de réseau. Cette étape sert a la fois
a la modélisation (permittivité de I'eau) et & la validation des algorithmes d’inversion.

5.1.2 Les fantomes étudiés

Comme nous ’avons remarqué lors de I’étude sur les limitations de I’algorithme d’inversion,
les permittivités des diffuseurs doivent se trouver dans une plage de valeurs acceptables.
C’est pour cela qu’en général nous utilisons des tubes homogeénes de permittivités diffé-
rentes, mais qui vérifient Re(e,) € [40,80] et Zm(e,) € [0,45]. Les objets sont créés a
partir de mélange de différents liquides afin de pouvoir contrdler aussi bien la partie réelle
qu’imaginaire. Ces liquides sont contenus dans des tubes limités par une bordure mince
en PVC dont nous négligerons les effets électromagnétiques.

La fabrication des fantomes fait intervenir des liquides comme 1’eau, 1’éthanol, le propa-
nediol et le méthanol avec éventuellement un ajout de sel pour amener une contribution
dans la partie imaginaire. Dans la littérature nous pouvons estimer la permittivité de ces
matériaux [40, 65, 16]. Par exemple, pour I’éthanol pur nous avons &, = 21.73 +18.21 et
pour le méthanol €, = 33.65 + 14.29.
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5.2 Etape de calibration

Cette étape est tout aussi importante que les autres étapes du processus : Mesure - Cali-
brations - Inversion. En effet, nous allons adapter les mesures pour qu’elles correspondent
a la formulation théorique. De plus lors de cette étape, nous cherchons a détecter les émet-
teurs/récepteurs qui sont susceptibles d’apporter des informations erronées. En clair, dans
le formalisme inverse utilisé, critere de moindre de carré pondéré, nous devons fournir les

informations sur la matrice W décrite par 'Eq. (4.18).

5.2.1 Organisation de la matrice de mesures

Avant de rentrer dans le coeur de la calibration, il est nécessaire de définir certains points.
En particulier, nous devons préciser comment sont structurées les données. Il y a 64 an-
tennes pouvant jouer le role d’émetteur et de récepteur. Ceci correspond a un jeu de 64 x 64
mesures.

Note : Lorsque qu'une antenne émet, elle ne peut pas recevoir en méme temps. Ceci ne
pose pas de probleme particulier, nous supposerons qu’elle écoute un signal quelconque
avec une imprécision infinie et donc elle sera éliminée par la matrice de pondération.

Deux organisations de la matrice de mesure 64 x 64 sont utilisées pour la phase d’éli-
mination et de calibration, organisation classique et par voisin. Dans la premiere nous
considérons une numérotation absolue des antennes et des récepteurs, dans la seconde
nous considérons une numérotation relative des récepteurs par rapport aux émetteurs.

Pour illustrer ces organisations, nous présentons le jeu de 64 x 64 mesures, générées syn-
thétiquement. Dans le cas présent, nous considérons un tube métallique centré de rayon
r = 4.5 cm, plongé dans de I’eau estimée a e, = 80 + 3. La présentation de cet objet n’est
pas anodin, nous verrons pourquoi a la fin de cette section. Dans un premier temps, nous
éliminons volontairement les récepteurs qui sont les plus proches des antennes émettrices.
En effet, ces récepteurs sont plus sujets a étre perturbés par 'antenne émettrice et donc
a fournir des informations erronées. En général nous éliminons les 10 récepteurs les plus
proches, c’est-a-dire 5 de part et d’autre. Nous obtenons alors des mesures réduites. Par
exemple la Fig. (5.2) présente le module du champ diffracté par le tube métallique centré.
Dans cet exemple, nous affichons le module du champ diffracté recu par tous les autres
récepteurs lorsque ’antenne numéro 44 émet, avec et sans élimination de ses voisins.

Les Fig. (5.3)(a) et (b) donnent une illustration des organisations. Les pointillés sur la
Fig. (5.3)(a), représente la coupe utilisée pour représenter le champ diffracté dans la
Fig. (5.2). Nous voyons bien que pour une organisation en voisin(Fig. (5.3)(b)), toutes les
antennes qui regoivent voient le méme signal (relativement a ’antenne qui émet), puisque
nous avons une configuration symétrique, a condition bien str que 'objet diffractant soit
symétrique.

5.2.2 Procédé de calibration

La calibration et I’élimination des émetteurs/récepteurs défectueux est faite a partir de la
mesure d’un objet de référence. Pourquoi utiliser un objet de référence pour calibrer 7 Nous
pourrions effectuer la calibration directement en utilisant uniquement le champ incident.
Il y a deux raisons majeurs pour lesquelles nous ne le faisons pas :
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F1G. 5.2 — Module du champ diffracté simulé, lorsque ’antenne 44 émet. La numérotation des

antennes est absolue.
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F1c. 5.3 — Comparaison des organisations utilisées pour la calibration avec la représentation du
module du champ diffracté par un cylindre métallique centré. La figure (a) présente lorganisa-
tion classique, utilisée dans la formulation mathématique et numérique. Dans cette convention,
la numérotation est absolue. La figure (b) présente l'organisation en voisin, nécessaire pour la

calibration.

— Ce n’est pas parce que la calibration du champ incident est faite sur les antennes ré-
ceptrices I', que le champ incident sera correctement calibré dans la zone ou se trouve
le diffuseur D. L’utilisation du champ diffracté nous garantit la prise en compte totale
des phénomenes de diffraction, car celui-ci utilise le champ incident dans la zone test.

— Nous ne connaissons pas de maniere précise le diagramme de rayonnement de nos an-
tennes, il est vraisemblablement fortement éloigné de celui que nos modélisons a partir
de notre approximation par des fils sources. En revanche, étudiant des objets vertica-
lement étendus, la diffraction par ces derniers est, elle, plus proche de la configuration

bi-dimensionnelle que nous modélisons.
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Ce sont les raisons pour lesquelles nous utilisons un objet de référence pour faire la cali-
bration. Les caractéristiques de cet objet ont été choisies en conséquence :

— I1 est métallique, donc supposé parfaitement conducteur, afin de ne pas se soucier de
malitriser sa permittivité lors de 1’étape de calibration.

— Il est a géometre cylindrique circulaire et positionné au centre, ceci afin de pouvoir
utiliser a bon escient les propriétés de symétrie du champ diffracté obtenu.

5.2.2.1 Emetteurs et/ou récepteurs défectueux

Il peut arriver que des antennes soient défectueuses lors d’une expérience. Malheureuse-
ment, celles qui sont défectueuses, ne le sont pas en permanence. Une antenne qui fonc-
tionne un jour peut ne plus fonctionner le lendemain. De plus, une antenne peut ne pas
fonctionner en émission mais parfaitement en réception et inversement. C’est pourquoi il
est nécessaire d’effectuer un traitement d’élimination spécifique a chaque expérience.

Plusieurs explications peuvent étre apportées au dysfonctionnement des antennes, sachant
que le scanner circulaire a la particularité d’avoir des antennes qui sont plongées dans
I’eau. Premierement, il peut arriver que des bulles d’air se forment sur une antenne, ce qui
va alors changer completement son comportement que ce soit en émission ou en réception.
Deuxieme, il peut arriver que les soudures au niveau des antennes se corrodent, les rendant
déficientes. Il faut donc de temps en temps vérifier leur état pour éventuellement refaire
des soudures.

5.2.2.2 Etape d’élimination

Nous partons de la matrice de champ diffracté pour un objet de référence, pour des mesures
issues du scanner et de mesure simulées, organisée en voisin Fig. (5.3)(b). Pour chaque

7 , = VOoIsin
source qui émet, nous avons deux vecteurs de données : un de mesures E; et un de
, " T=voisin . . , , .
données synthétiques U, , qui donnent le champ diffracté par le tube métallique dans

les deux cas.

Premierement, nous cherchons le coefficient complexe C$*° tel que :

1

C;™ = argmin, ¢ <|| U;’Oism — oES" H2> . (5.1)

En supposant la différentiabilité en tout o € C de la fonction a minimiser, le coefficient
s’écrit alors :

Uyoisin Eyoisin
Cisrc = < - *Vojsinz > (52)
E 7

7

Ce coeflicient permet de savoir, de combien il faut amplifier le module et décaler la
phase du champ diffracté mesuré pour I'incidence ¢, pour qu’en moyenne les signaux me-
sure/simulation concordent. Les Fig. (5.4)(a) et (b) explicite le role de ce coefficient.
Attention, pour cette illustration le champ diffracté non calibré est en réalité un champ
simulé sur lequel nous avons ajouté du bruit.
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Fi1G. 5.4 — Role du coefficient C5™°. Les figures (a) et (b) présentent respectivement le module et
la phase d’un exemple type de champ diffracté mesuré (pour cette configuration), et les champs
simulé et calibré correspondants.

Ainsi nous obtenons un vecteur de coefficients de calibration sur les sources uniquement.
Apres avoir effectué ce balayage des incidences, nous calculons la valeur moyenne et la
déviation standard des 64 coefficients. Dans le cas idéal, ces coeflicients devraient étre
a peu pres égaux. Or, comme nous l'avons stipulé précédemment, certaines antennes ne
fonctionnant pas, vont donner un coefficient de calibration pour la source associée tres
éloignée de la valeur moyenne des coefficients de calibration. C’est a ce moment que nous
essayons de la détecter et de préciser dans la matrice de pondération, que cette source va
générer un champ diffracté trés incertain et donc toute la matrice W; sera mise a zéro.
Dans le cas contraire, nous faisons pleinement confiance & 1’émission de ’antenne 7 en
affectant la matrice de pondération a la matrice identité. Notons m la moyenne complexe
de I'ensemble des coefficients (C’Z-Src)ie[[lwm]] et o I’écart type. La décision d’éliminer un
coefficient est faite & partir du critere suivant : 'antenne est défectueuse si et seulement
si |C*¢ —m| > ao, ot « est un coefficient réel. Dans la pratique nous prenons a = 1.5.

Dans la Fig. (5.5) nous montrons la répartition des coefficients de calibration sur les
sources. Ces données réelles sont issues de la diffraction d’un tube métallique centré avec
un rayon 7 = 4.5 cm. Le cercle vert représente la déviation standard et le cercle en pointillés
rouges représente la zone acceptable des coefficients.

Finalement, cette premiere étape permet de calibrer les antennes en émission et éventuel-
lement d’éliminer des émetteurs.

Ensuite, nous repassons en organisation classique afin de figer la numérotation des émet-
teurs et des récepteurs. Partant de cette organisation, nous procédons exactement de la
méme facon pour obtenir les coefficients de calibration pour la réception er-ec et aussi
éventuellement éliminer des récepteurs défectueux.

Une fois ces étapes terminées, nous recommencons une deuxieme fois le processus d’éli-
mination émetteurs/récepteurs défectueux. En effet, lors de la premiere étape de calibra-
tion/élimination, les calculs des valeurs moyennes et des déviations standards pour les
coefficients de calibration, se faisaient avec les antennes défectueuses qui n’auraient pas
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F1G. 5.5 — Exemple type de la répartition des coefficients de calibration sur les sources, issues de
la mesure d’'un champ diffracté d’un objet métallique.

encore été éliminées. Ceci induit donc des erreurs dans ces calculs. En gros, le premier
processus enléve les émetteurs/récepteurs vraiment trop aberrants, le second enléve ceux
qui le sont simplement. L’expérience montre qu’une deuxieme élimination apporte des
améliorations et qu'une troisieme ne change rien a la matrice de pondération.

5.2.2.3 Calibration

Pour terminer, lorsque le processus d’élimination est réalisé, nous recalculons les coeffi-
cients de calibration sur 'objet de référence, ce qui nous donne les coefficients (C5™);c(1,...n,]

rec . . R . . , h
et (C’j )ie[[17..7n5]]. Nous appliquons ces coefficients a la matrice de champ diffracté mesuré

de I'objet inconnu.

E3 = CeCree By (5.3)

Ce processus de calibration sera appliqué a tous les exemples qui suivent.

5.2.3 Un exemple d’une mesure calibrée

Pour donner une idée au lecteur de I'allure des mesures issues du scanner circulaire, nous
présentons sur les Fig. (5.6)(a) et (b) les modules et phases des champs diffractés par un
objet, pour toutes les incidences, en organisation voisin. L’objet diffractant sera précisé
dans la section 5.3.1. En effet, ce sont ces données qui ont été inversées et dont les résultats
sont présentés dans cette section.

Dans cet exemple nous pouvons faire des commentaires sur plusieurs choses. Tout d’abord,
la calibration semble correctement jouer son role dans la mesure ol nous avons une bonne
régularité des mesures dans ’ensemble. Cependant a certains endroits, la dynamique du
signal mesuré pour deux émetteurs contigus peut étre visiblement différente, en particulier
sur la Fig. (5.6)(a). En revanche, la mesure de la phase semble étre bien plus stable que
la mesure du module. De la Fig. (5.6)(b) nous pouvons déja anticiper sur le fait que le
diffuseur n’est pas symétrique.
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5.2 Etape de calibration
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F1G. 5.6 — Les figures (a) et (b) présentent respectivement le module et la phase du champ diffracté
mesuré calibré, issu de la diffraction d’un objet décentré diélectrique. Les résultats d’inversion sont

présentés dans la section 5.3.1

Les traits horizontaux et diagonaux représentent des sources et émetteurs qui ont été
éliminés par le processus de calibration. Ces informations sont enregistrées dans la matrice
de pondération afin de ne pas introduire les mesures venant de ces récepteurs ou émetteurs.
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F1G. 5.7 — Les figures (a) et (b) présentent respectivement la comparaison du module et la phase
du champ diffracté mesuré et simulé, issu de la diffraction d’'un objet décentré diélectrique. Les

résultats d’inversion sont présentés dans la section 5.3.1

Les Fig. (5.7)(a) et (b) présentent une comparaison apres le processus de calibration,
du champ diffracté mesuré et simulé pour un diffuseur composé d’un objet. Dans le cas
présenté, I'antenne émettrice est la numéro 30, 'indice des récepteurs est relatif. Nous
pouvons remarquer qu’apres calibration la simulation et la mesure tendent & concorder. La
calibration de la phase montre une trés bonne allure comparée a celle de ’amplitude. Pour
les autres sources émettrices, en général, la comparaison entre la mesure et la simulation
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montre un écart plus important, surtout en ce qui concerne ’amplitude du champ diffracté.
Sur les figures nous voyons que, vers les récepteurs 40 a 60, la dynamique est différente
entre le champ calibré mesuré et simulé. Généralement la phase du champ diffracté contient
les informations relatives & la géométrie de 'objet, en revanche le module contient des
informations relatives a la quantification de la permittivité. Nous pouvons donc anticiper
le fait que la reconstruction par l'algorithme d’inversion du diffuseur, qui sera développée
dans la section 5.3.1, présentera une bonne géométrie et une caractérisation un peu écartée
de celle du diffuseur réel.

5.2.4 Configuration bruitée

Tentons d’expliquer pourquoi dans cette configuration les mesures sont plus susceptibles
d’étre bruitées que dans le cas de I'espace libre. En général, les mesures de champs dif-
fractés dans le cas de I'espace libre sont réalisées dans des chambres anéchoiques, avec des
antennes qui illuminent principalement le diffuseur. Comme il a déja été stipulé, nous fai-
sons 'approximation d’étre dans une configuration en 2D et de ce fait le rayonnement est
supposé contenu dans le plan de diffraction étudié. Or, les antennes ont un comportement
de rayonnement en 3D ce qui va générer des ondes qui se dirigent le long de ’axe e, du
scanner. Dans notre cas, il n’existe aucun dispositif permettant de limiter les réflexions
par le bas ou par le haut du scanner, ainsi les mesures peuvent étre perturbées par ces
réflexions.

Puis, le fait que dans le cas de 'espace libre les antennes soient directives, les récepteurs
qui sont hors de I’axe de rayonnement regoivent principalement du signal venant du champ
diffracté. Ceci implique que le bruit, étant proportionnel & la puissance mesurée, va per-
turber uniquement ce signal. Dans notre configuration, les antennes ne sont pas directives,
ce qui fait que tous les récepteurs captent le champ diffracté par le diffuseur et le champ
incident. Ce dernier étant en général plus puissant que celui diffracté fait que le bruit
de mesure (étant proportionnel & la puissance du signal mesuré) est susceptible de noyer
I'information relative a la partie diffraction.

Ensuite, dans le cas de 'espace libre, expérimentalement, le réseau de récepteur est en
réalité une seule antenne qui se déplace pour faire des mesures séquentielles. Alors que
dans notre cas tous les récepteurs sont présents, ceci implique un couplage probable entre
les différents récepteurs.

Enfin, le circuit électronique comporte un multiplexeur et un dé-multiplexeur. Lors de
I'envoi ou de la réception d’un signal, la sélection d’une voie précise (un émetteur ou un
récepteur) passe par plusieurs branches. Lors du trajet de ce signal, il est possible que
certaines branches interférent et viennent perturber le signal, aussi bien en émission qu’en
réception.

5.3 Résultats d’inversion issus de mesures

Dans cette section nous présentons les images obtenues a partir de I’algorithme d’inversion
développé dans le chapitre 4, sur des données issues du scanner circulaire. Dans ce cha-
pitre, aucun traitement spécifique n’est apporté, aucune information a priori n’est prise
en compte, aucune régularisation ou pénalisation n’est opérée, nous laissons ’algorithme
tel qu’il est présenté sur le diagramme Fig. (4.5).
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5.3.1 Un objet diffractant

Nous commengons par présenter le cas ou un seul objet compose le diffracteur. Cet objet est
un tube formé d’un liquide (mélange d’eau, de sel et de propanediol), dont la permittivité
relative est homogene et égale a e, = 58.44144.5 estimée a partir de mesures a ’aide d’une
sonde a effet de bout et dont le rayon est de 4.5 cm. Il est placé a la position z = Ocm et
y = —8cm. La permittivité relative de ’eau est estimée a e, = 80.5 4 13.5.

Note : La permittivité relative de ’eau doit étre estimée pour chaque expérience, car
elle est tres sensible aux variations de la température, donc nous ne pouvons la figer
pour toutes les inversions de données de mesure.

5.3.1.1 Imagerie qualitative

Avant de présenter les résultats sur I'imagerie quantitative, nous présentons ce que nous
obtenons comme image a I’aide de la méthode décrite dans la section 4.2 a partir de données
issues de mesures. La Fig. (5.8) montre la carte de la somme des énergies reconstruite pour
toutes les incidences.

Somme des énergies %10

052 -0.1 0 0.1 0.2

F1aG. 5.8 — Somme des énergies reconstruites pour toutes les incidences.

Nous remarquons que la méthode d’imagerie qualitative décrite a partir de la décompo-
sition de l'opérateur de diffraction en valeurs singuliéres permet de faire une tres bonne
localisation et une assez bonne description du contour de I'objet. Nous voyons sur cette
figure que les effets sur le non-controle de la permittivité du milieu environnant sont iden-
tiques a ceux qui ont été présentés numériquement dans la section 4.9.1.

Cependant, nous ne développerons pas plus de résultats concernant 'imagerie qualitative,
car des travaux encadrés par H. Tortel sont en cours au sein de l'institut Fresnel. De plus,
le but principal des travaux présentés ici porte sur la quantification des parametres.

5.3.1.2 Imagerie quantitative

La Fig. (5.9) représente les différentes fonctions cout. Ces dernieres donnent respecti-

vement lerreur entre le champ diffracté mesuré et celui qui est reconstruit (J (55«"))),
Ierreur entre la permittivité complexe reconstruite et la vraie permittivité de 1’objet
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F1G. 5.9 — Fonctions coiit sur les mesures et sur la permittivité. La figure (a) présente la fonction
colit normalisée sur les mesures. Les figures (b), (¢) et (d) présentent respectivement les fonctions
colt sur la permittivité complexe, la partie réelle et la partie imaginaire.

Tout d’abord, nous devons remarquer sur cette figure que méme si la fonction cout du mo-
dele sur les mesures converge vers un minimum local (convergence au sens des moindres
carrés), les fonctions cotit sur les parametres associées a la permittivité, divergent lorsque
nous laissons continuer l’algorithme. C’est un comportement bien connu dans le cas ou
nous traitons un probléeme d’optimisation numérique linéaire avec des données bruitées. En
effet, dans un premier temps, 'algorithme va inverser les composantes basses fréquences
du diffuseur, qui correspondent a la partie qui contribue le plus dans la diffraction et qui
produit le plus d’énergie dans le champ diffracté mesuré. Les hautes fréquences corres-
pondent aux composantes qui signent moins et de ce fait sont sujettes & se mélanger avec
le bruit!.

Dans cet exemple, nous sommes en mesure de présenter dans les Fig. (5.9)(b), (c) et (d)
les fonctions cout image, car nous connaissons l'objet qui a diffracté le champ mesuré.
Dans le cas général, ces fonctions ne peuvent pas étre calculées, car le but de I'inversion
est de retrouver des parametres qui ne sont pas connus. Elles montrent ici que, pour cette
inversion, la solution la plus proche du diffuseur réel est reconstruite vers la quatorzieme
itération.

Ceci est également mis en évidence par la convergence de ’algorithme d’inversion, comme
cela est visible Fig. (5.10)(a) et (b), respectivement le module et la phase du champ
diffracté mesuré et du champ diffracté par le diffuseur reconstruit a l'itération 1, 10 et
100.

Nous présentons alors Fig. (5.11) et Fig. (5.12) les cartes de permittivité reconstruites
respectivement pour les itérations quatorze et cent. La Fig. (5.13) montre le profil de la
carte de permittivité sur I’axe e, avec x = 0 cm, pour ces itérations. Dans les prochains cas,

'Rapport signal & bruit atteint
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Fi1c. 5.10 — Les figures (a) et (b) présentent respectivement le module et la phase du champ
diffracté mesuré et celui diffracté par I'objet qui est reconstruit a différentes itérations, lorsque
I’antenne numéro 1 émet.

nous exposerons uniquement les cartes de permittivité qui sont les plus vraisemblables,
ceci afin de coller au mieux & la réalité qui est de rechercher les caractéristiques d’un
diffuseur complétement inconnu. La zone d’investigation qui est choisie est un disque de
rayon Rp = 20cm, ce qui correspond a une zone de plus de cinq longueurs d’onde de
diametre.
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F1c. 5.11 — Carte de la permittivité reconstruite pour des données issues du scanner circulaire pour
litération quatorze. (a) et (b) représentent respectivement la partie réelle et la partie imaginaire
de la permittivité.

5.3.1.3 Commentaires

Nous remarquons que, globalement, pour une itération bien choisie (ici la quatorziéme),
I’algorithme permet d’avoir une trés bonne localisation et une reconstruction du contour
du diffuseur. En ce qui concerne la caractérisation du diffuseur, elle est bonne pour la
partie imaginaire et assez bonne pour la partie réelle. Il faut remarquer que le centre n’est
pas correctement reconstruit. Rappelons que ce résultat est donné pour l'itération 14.
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Fic. 5.12 — Carte de la permittivité reconstruite pour des données issues du scanner circulaire
pour litération cent. (a) et (b) représentent respectivement la partie réelle et la partie imaginaire
de la permittivité.

Re(sr)

F1c. 5.13 — Profils de la permittivité reconstruite pour les itérations 14 et 100, comparés au profil
réel. (a) et (b) représentent respectivement la partie réelle et la partie imaginaire de la permittivité.

Si nous laissons itérer, la valeur de la permittivité au niveau de la zone ou se trouve
I’objet devient de plus en plus précise et tend vers celle de 'objet réel. Cependant, autour
de celui-ci elle s’éloigne de plus en plus en apportant d’importantes perturbations. Nous
pouvons attribuer ce comportement aux deux probléemes suivants :

— Nous avons déja mis en évidence les effets qu’apportent une erreur sur la connaissance
de la permittivité du milieu environnant. De plus, I'algorithme integre de plus en plus
le bruit au cours des itérations, ce qui se traduit par des oscillations autour de 1'objet
plus importantes.

— Rappelons enfin que 'algorithme d’inversion est laissé libre d’inverser les données sans
que soit rajoutées d’informations a priori. Ceci peut expliquer le fait que, dans le profil de
la partie imaginaire, une partie de la permittivité devient négative et que dans la partie
réelle un partie puisse se trouver au-dessus de la valeur de celle du milieu environnant.

Remarquons sur les Fig. (5.11), Fig. (5.12) et Fig. (5.13), les oscillations centrées par
rapport a la cavité et non pas par rapport a l’objet. Elle sont semblables a celles qui
ont été présentées dans la section 4.9.1. En réalité, ces résultats sont issus des premieres
mesures qui ont été inversées. L’observation des images reconstruites nous a amené a
réfléchir sur les causes de cet effet. C’est 1a qu’il a été mis en évidence numériquement
dans 'inversion de données synthétiques, en se trompant volontairement sur la permittivité
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du milieu environnant par rapport a la configuration directe.

Enfin, sur ce premier exemple, il apparalt que la reconstruction de la partie réelle est
légerement plus étendue que celle de la partie imaginaire. Nous verrons que c’est aussi le
cas pour les inversions présentées dans la section 5.3.3.

5.3.2 Deux objets diffractant

Dans cette section, nous présentons les résultats d’inversion pour un diffuseur composé
de deux tubes tres proches. Cette fois, il ne sera pas montré la meilleure image estimée a
partir de la fonction colit image, nous faisons comme si nous ne connaissons absolument
rien sur le diffuseur et que nous cherchons a trouver l'itération qui se rapproche le plus de
la réalité.

Les deux tubes sont composés d’une partie réelle significative par rapport a celle de la
partie imaginaire. Ils sont composés d’un mélange? qui donne, & partir de mesures & 1’aide
d’une sonde a effet de bout, une permittivité relative qui vaut environ &, = 66 + i3.2.
Il est alors raisonnable de dire que la partie imaginaire ne contribue pas a la diffraction.
Cependant, comme il est précisé précédemment, nous laissons ’algorithme évoluer sans
injecter d’informations a priori et sans bloquer la partie imaginaire de la carte reconstruite.

Tube 1 : & 1 = Ocm et y; = Ocm, avec un rayon r; = 4.7cm et comme permittivité
relative homogene ¢,, = 66 +13.2.
Tube 2: a4 z9 = —6.4cm et yo = —2.8 cm, avec un rayon ro = 1.7 cm et comme permittivité
relative homogene ¢,, = 66 + i3.2.

Les tubes sont alors séparés centre & centre de 7cm et face & face de 1.58 cm3. La zone
d’investigation est un disque de diametre 30 cm, ce qui correspond a environ 4\, ou A est
la longueur d’onde dans le milieu extérieur (I’eau). La permittivité de ’eau a été mesurée
ae, =81.5+1i3.

La Fig. (5.14) donne I’évolution de la fonction cotit au cours des itérations. La Fig. (5.15)
et Fig. (5.16) représentent respectivement la carte et le profil de permittivité reconstruit
pour l'itération 20.

Tout d’abord 'allure de la fonction cotit sur la Fig. (5.14) est correcte et montre bien que
I’algorithme finit par converger.

Ensuite, la partie réelle du diffuseur reconstruit est tres intéressante dans la mesure ou
la gamme de permittivité retrouvée est tres correcte par rapport a celle du diffuseur réel.
Nous pouvons constater une tres bonne localisation des objets et une bonne reconstruction
des contours. Ce qui est dans cet exemple le plus important & noter, c’est que ’algorithme
d’inversion arrive a clairement séparer les deux tubes qui sont espacés face a face de
A/5. Nous pouvons faire la méme remarque que dans l’exemple précédent, c’est-a-dire que
I’algorithme semble avoir des difficultés pour reconstruire le centre de ’objet centré.

En revanche, la permittivité qui est reconstruite présente des phénomenes qu’il faut noter.
Malgré le fait que le diffuseur soit principalement constitué d’une partie réelle qui contribue
a la diffraction, curieusement la partie imaginaire reconstruite est loin de celle du diffuseur
réel. Elle présente de fortes oscillations autour de la valeur moyenne (qui est & la bonne

230% d’éthanol dans de eau
3ce qui correspond & environ A/5
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F1G. 5.14 — Fonction cotit sur les mesures.

Re,) Ime,)
15 85
20
10
\ 80
5 10
S = o
-5 / 70
0} -10
15 65
-10 0 10 -10 0 10
X (cm) X (cm)

F1a. 5.15 — Carte de la permittivité reconstruite pour des mesures issues du scanner circulaire
pour deux objets diffractant. La figure gauche et droite représentent respectivement la partie réelle
et la partie imaginaire de la permittivité.
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F1c. 5.16 — Profil de la permittivité reconstruite, comparé au profil réel pour deux objets diffrac-
tant. (a) et (b) représentent respectivement la partie réelle et la partie imaginaire de la permittivité.

valeur). De plus, cette partie imaginaire devient a certains endroits négative, ce qui n’est
pas possible physiquement*. Rappelons que 'algorithme d’inversion dans cet exemple n’est

4Création d’énergie.
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pas modifié avec ’ajout d’une information éventuelle sur le diffuseur.

Finalement, nous serions alors tentés de regarder le comportement de ’algorithme cette
fois en bloguant 1’évolution de la partie imaginaire (ajout d’une information a priori forte).
C’est ce qui a été fait et les résultats sont surprenants en certains points. C’est-a-dire que,
dans ce cas, méme si la reconstruction de la partie réelle est un peu meilleure® que celle
que nous avons lorsque nous laissons ’algorithme évoluer complétement seul, il se trouve
que la fonction colt converge tres vite vers un minimum local qui est plus élevé que dans
le cas précédent, ce résultat est illustré sur la Fig. (5.17).
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F1c. 5.17 — Comparaison des fonctions cotit sur les mesures, dans le cas ol 'algorithme est laissé
libre et dans le cas ou I’évolution de la partie imaginaire est figée.
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Fi1G. 5.18 — La figure (a) et (b) présentent respectivement le module et la phase du champ diffracté
mesuré par deux objets et celui diffracté par le diffuseur reconstruit a différentes itérations, lorsque
I’antenne numéro 1 émet.

Dans ce cas, nous pourrions remettre en cause la validité de ’algorithme d’inversion. Pour
s’assurer que ce phénomene n’est pas issu de l’algorithme d’inversion, nous regardons
I’allure des champs diffractés par les objets reconstruits dans les deux cas et les comparons

5Moins d’oscillations sur les bords
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aux champs diffractés mesurés. Cette comparaison est présentée sur la Fig. (5.18), dans le
cas ol c¢’est ’antenne numéro 1 qui émet. En moyenne le comportement est identique pour
les autres incidences. Nous remarquons alors que ’algorithme laissé libre, construit bien
un objet dont la diffraction correspond a celle qui a été mesurée, contrairement au cas ou
I'information a priori est imposée. Ceci conforte le comportement attendu de ’algorithme.

En conclusion, il ne faut pas nécessairement imposer une information a priori trop forte,
car elle ne prend pas en compte les effets de bruits et /ou de mauvaises modélisations (par
exemple la méconnaissance de la permittivité de I'eau).

5.3.3 Trois objets diffractant

Regardons maintenant un cas avec plus d’objets qui diffractent. Dans cette expérience le
diffuseur est constitué de trois tubes.

Tube 1:a x; = —4.5cm et y; = —6.2 cm, avec un rayon r; = 4cm et comme permittivité
relative homogene ¢,, = 69.8 +19.07. Le liquide composant ce tube est un mélange d’eau
avec 20% d’éthanol et 1g/1 de sel (pour la partie imaginaire).

Tube 2 : a x9 = 6.7cm et yo = 3.9cm, avec un rayon ry = 2.3cm et comme permittivité
relative homogene e,, = 64.5 +19.05. Le liquide composant ce tube est un mélange d’eau
avec 30% d’éthanol et 1g/1 de sel (pour la partie imaginaire).

Tube 3 : & x3 = —3.8cm et y3 = 6.7 cm, avec un rayon r3 = 1.8 cm et comme permittivité
relative homogene €,, = 64.5 +19.05. Le liquide composant ce tube est un mélange d’eau
avec 30% d’éthanol et 1g/1 de sel (pour la partie imaginaire).

La permittivité de I’eau a été mesurée a e, = 81 + i3.

La Fig. (5.19) donne I’évolution de la fonction cotit au cours des itérations. La Fig. (5.21)
et Fig. (5.22) représentent respectivement la carte et le profil de permittivité reconstruit
pour litération 5. C’est environ a cette itération que I'image semble étre la moins bruitée,
tout en fournissant suffisamment d’informations sur le diffuseur.

Evolution de la fonction co(t
10° ‘ :

r

J(e™) (normalisée)

20 40 60 80 100
Iteration

F1c. 5.19 — Evolution de la Fonction cotit sur les mesures par trois objets diffractant.
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5.3 Résultats d’inversion issus de mesures
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Fi1G. 5.20 — La figure (a) et (b) présentent respectivement le module et la phase du champ diffracté

mesuré par trois objets et celui diffracté par le diffuseur reconstruit a différentes itérations, lorsque
I'antenne numéro 1 émet.
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F1c. 5.21 — Carte de la permittivité reconstruite pour des données issues du scanner circulaire.

La figure gauche et droite représentent respectivement la partie réelle et la partie imaginaire de la
permittivité.

Tout d’abord, I’allure de la fonction cott sur la Fig. (5.19) a le bon comportement méme
si elle n’a pas completement convergé au bout de 100 itérations. Remarquons cependant

que, dans cet exemple, elle ne descend pas treés bas, contrairement aux résultats présentés
précédemment.

Pour cette expérience, la reconstruction est assez perturbée, méme si dans I’ensemble
les objets sont assez bien localisés. La caractérisation des objets sur la partie imaginaire
est trés bonne, en particulier sur les profils Fig. (5.22), si ce n’est qu'au centre de la
zone d’investigation D un creux se forme et qu’il y a des oscillations importantes. Sur la
Fig. (5.21), la partie imaginaire présente des effets de cavités (oscillations centrées) qui
sont beaucoup plus marqués que dans les cas précédents.

Concernant la reconstruction de la partie réelle, I’algorithme ne fournit pas une information
suffisamment proche du diffuseur réel. En revanche, si nous laissons ’algorithme évoluer
(rappelons que les résultats présentés sont pris pour la cinquiéme itération), 1’algorithme
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Fi1c. 5.22 — Profil de la permittivité reconstruite, comparé au profil réel. (a) et (b) représentent
respectivement la partie réelle et la partie imaginaire de la permittivité pour la diagonale passant
par les plus petits tubes (tube 2 et tube 3). De méme pour (c) et (d), cette fois, la diagonale est
celle qui passe par le gros et le petit tube (tube 1 et tube 2).

tend & reconstruire une permittivité dont la partie réelle des objets est plus proche de
celle de 'objet réel. Mais c’est au risque de permettre a ’algorithme d’inverser du bruit
en parallele qui, dans cette expérience, est bien plus fort que dans les cas précédents. Ceci
se manifeste par le fait d’avoir dés la cinquieme itération, des oscillations significatives sur
la reconstruction et aussi sur l'allure de la fonction cott qui décroit finalement tres peu.
La Fig. (5.20) montre que, dans ce cas particulier, le module du champ diffracté mesuré
présente de fortes variations contrairement aux autres fois.

Comme il I'a été remarqué dans la section 5.3.1, la reconstruction de la partie réelle
est légerement plus étendue que celle de la partie imaginaire. Nous n’avons pas trouvé
d’explications & ce phénomene.

5.4 Choix de la zone d’investigation

Il serait naturel de vouloir restreindre la zone d’investigation des lors que le diffuseur
est trés clairement localisé par une premiére inversion utilisant une zone d’investigation
grossiére. C’est ce que nous avons souhaité faire dans un premier temps lorsque, partant
d’un grande zone d’investigation, nous pouvions facilement localiser le diffuseur, alors nous
avons utilisé une seconde zone d’investigation resserrée sur le diffuseur.

Le résultat n’est pourtant pas celui attendu. En général, dans le cadre d’inversions de
données issues du scanner circulaire, les résultats sont plus bruités et moins interprétables
que dans le cas ol nous prenons une zone d’investigation assez grande. La raison avancée
est la suivante, le champ mesuré diffracté contient une quantité d’informations utiles et
une quantité perturbée. Si nous prenons une zone d’investigation resserrée autour du
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diffuseur, dans cette zone 'algorithme inverse les données utiles et bruitées, ce qui fait
que se mélangent dans cette méme zone, plusieurs informations dont celles qui ne nous
intéressent pas (le bruit). En revanche, lorsque nous prenons une zone d’investigation
étendue, le signal utile est clairement inversé et le signal bruité sera inversé dans toute
cette zone, ce qui va créer comme une sorte de diffusion du bruit dans la surface complete
et donc le diffuseur sera moins sujet a des modifications.

5.5 Conclusions

Faisons un état des lieux de l'algorithme d’inversion. Notons que nous disposons au sein
de I'équipe, d’autres mesures effectuées avec le scanner circulaire, mais devant 1'objectif
de rendre ce manuscrit concis il n’est rapporté ici que les résultats qui semblent les plus
intéressants.

Malgré le défaut de modélisation, c’est-a-dire malgré les approximations fortes qui sont
utilisées pour formaliser le probleme direct et inverse dans le scanner circulaire, globale-
ment nous obtenons des résultats satisfaisants. Le comportement général de ’algorithme
d’inversion est tres souvent en adéquation avec la réalité.

Il est tres important de rappeler certaines contraintes qui sont liées a la configuration.

— Premiérement, dans le cas du scanner circulaire le champ diffracté est plus sujet a étre
bruité, comparé au cas classique de I’espace libre.

— Puis la modélisation employée ne prend pas en compte les réflexions éventuelles sur les
différents bords® du scanner.

— Ensuite, nous sommes dans un cas particulier ot le milieu homogene environnant n’est
pas parfaitement maitrisé, ceci couplé au fait que nous soyons dans une cavité, rajoute
des cercles concentriques centrés sur la cavité. Il est possible d’interpréter ceci en disant
que nous créons en quelque sorte des modes de cavité. Ces modes font apparaitre des
interférences qui donnent lieu a des zones ou le champ total est quasi nul et donc méme
si la permittivité a ces endroits n’est pas bonne, elle ne contribue pas a la diffraction.

— Enfin, il existe certains phénomenes tels que le couplage entre les antennes, le bruit
électronique qui perturbent encore plus la configuration.

Toutes ces contraintes apportent des perturbations et des difficultés a ’algorithme pour
inverser les données. C’est la raison pour laquelle, il est nécessaire d’y ajouter des infor-
mations a priori pour aider la convergence.

Au dela des difficultés énoncées, finalement le socle sur lequel se repose le modele mathé-
matique et numérique d’imagerie quantitative, est valide jusqu’a certaines conditions.

5Supérieur et inférieur.



CHAPITRE 6

Régularisation - Intégration de
I’information a priori
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« No mathematical trick can make an inherently unstable problem stable »[29].

Cette citation de Engl signifie, en quelque sorte, que malgré le fait que nous souhaitons
stabiliser un probleme initialement mal posé, nous le ferons au prix de modifications du
probleme résolu et donc de la solution finale.

Nous avons présenté dans le chapitre 5 les résultats issus du scanner circulaire et nous avons
pu constater que les résultats souffraient, dans certains cas, d’'un manque de précision et
de stabilité. Comment pouvons nous tenter de remédier & cela? La chapitre 3 sur la
théorie spectrale de I'opérateur de diffraction nous renseigne sur le comportement de la
diffraction du scanner. En particulier, il précise le fait que, pour une configuration donnée,
nous disposons d’un nombre fixe de degré de liberté. Il met en évidence aussi le fait que
dans la zone du diffuseur, seule une partie des vecteurs de base, qui représente les courants
induits définis sur D, contribue de maniere significative a la diffraction. Enfin, il précise
que 'opérateur de diffraction est un opérateur passe bas, ce qui nous assure que nous ne
pourrons retrouver qu’une partie de 'information dans la zone du diffuseur.

Comment utiliser ces informations ? Tout d’abord, nous avons vu que les signaux mesurés
étaient bruités et nous savons également que la composante bruitée du signal se trouve
dans les hautes fréquences du signal mesuré. Alors il serait intéressant de décomposer
le signal sur les vecteurs décrits dans la section 3.1.2 appartenant & L?(I"). Si le rayon
de la zone D est connu, il est alors possible de connaitre les vecteurs sur lesquels il est
raisonnablement possible de projeter le signal. En particulier, a une zone d’investigation
donnée, est associé un certain nombre de vecteurs appartenant & L?(D) sur lesquels les
courants induits peuvent étre projetés, jusqu’a un ordre maximum.

107
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6.1 Représentation globale et degré de liberté

Dans un premier temps, nous nous intéressons a ce qui peut étre mis en oeuvre au niveau
de la zone d’investigation. Comme nous venons de le dire, les courants induits peuvent
étre projetés sur un sous-espace de L?(D). Cependant, la variable qui nous intéresse n’est
pas le courant induit, mais en réalité c’est la carte de permittivité sur le domaine D. Dans
le cadre de 'approximation de Born il serait judicieux de décomposer les courants induits
sur la base de Fourier-Bessel qui apparalt comme étant la base naturelle sur D au vu de
ce qui a été présenté dans le chapitre 3. N'étant pas dans ce cadre d’étude il n’est pas
nécessaire d’utiliser directement la base de Fourier-Bessel pour décomposer la carte de
permittivité.

Nous disposons des informations suivantes. La zone d’investigation est a support circu-
laire borné et I'opérateur de diffraction est un opérateur passe bas. Il existe deux bases
adaptées a la configuration, sur lesquelles il est possible de décomposer la carte de per-
mittivité. La base de Fourier Bessel est adaptée a une configuration circulaire, mais pas
nécessairement pour des supports bornés. La deuxieme base est la base des polynomes de
Zernike, qui est plus adaptée & un support circulaire borné. Notons toutefois qu’il existe
une correspondance entre ces bases, qui est mise en évidence dans 'article de Cerjan[15].

Notons que d’autres techniques similaires a celle présentée ici dans le but de réduire
le nombre d’inconnues ont déja été menées dans d’autres études et montrent ainsi les
avantages pour la stabilisation des parameétres reconstruits [6, 5, 48, 49, 11, 12].

6.1.1 Polynomes de Zernike

Commencons par un peu d’histoire. Initialement Frederik Zernike, inventeur éponyme des
polynomes, les a introduits afin de supprimer les aberrations dans les systemes optiques
avancés. Ces polynomes, formant une base mathématique de vecteurs orthonormés sur une
support circulaire borné, sont peu connus du grand public! du fait qu’ils ne sont utilisés
que dans ce cas particulier de géométrie.

D

F1c. 6.1 — Support de la zone d’investigation D.

Regardons comment sont définis ces polynémes. La zone d’investigation est un disque de
rayon Rp sur laquelle nous souhaitons décomposer la permittivité du diffuseur de la sorte :

e(r) =Y C:LanRLD) avec n,m € N. (6.1)

n>m

L Au sens des physiciens
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avec Z" un des polynémes de Zernike. La forme de ce polyndéme est décrite par :

T

ZM(o—
(Zg

n

) = Z7(p.6) = R} (p)e™ (6.2)

avec p la variable radiale normalisée, (p € [0, 1]).
L’expression du terme radial dans le polynoéme Z]*, est définie par la relation suivante.

Sin — m est pair alors :

(n—m)/2 ; ,
m (_1)Z(n_2)' n—21
R(p) = z; T w2 = D =z =" (6:3)
Si m — m est impair alors :
RMp) =0 (6.4)

Pour donner une idée de la forme de ces polynomes, nous présentons quelques exemples
pour différents ordres dans ’annexe C.

Comme nous le remarquons sur les images présentées en annexe, les ordres les plus bas
sont relatifs a de faibles variations spatiales et les ordres élevés sont eux, au contraire, liés
a des variations spatiales importantes. Ceci est tout simplement du au terme m6 dans la
partie angulaire et p("~2) dans la partie radiale.

6.1.2 Décomposition du gradient

En réalité, I'intérét que nous portons a cette base n’est pas de décomposer directement
la permittivité. En effet, I’évolution de celle-ci au cours des itérations dans ’algorithme
d’inversion, est controlée par le calcul du gradient de la fonction cout décrit par 'Eq. (4.42).
Ainsi, les informations relatives a la variation spatiale de la permittivité sont contenues
dans le gradient.

Nous pourrions recalculer le gradient de la fonction cofit, cette fois par rapport aux coef-
ficients o', ce qui présente finalement tres peu d’intérét, car partant de la forme actuelle,
c’est-a-dire celle décrite par I'Eq. (4.42), il est possible de facilement projeter celui-ci sur
la nouvelle base et obtenir ainsi directement les coeflficients nécessaires pour le décrire
compléetement sur la base des polynomes de Zernike. Rappelons que cette projection est
légitime car la base est orthonormeée, elle s’opere de la fagcon suivante :

Ve, J(en(r) = Y (Ve T(er) | Z7)p Zi(r)  (n,m) € N (6.5)

n>m

L’avantage donc de projeter le gradient de la fonction colit sur cette base, c’est qu’elle
permet de mieux controéler, sur le plan spectral, celui-ci. Finalement, nous choisirons de
projeter le gradient jusqu’a un certain ordre qui constituera la limite du rapport signal a
bruit. Puis nous reprojetons le gradient sur la base des fonctions constantes par morceau.

En définitive, cette décomposition permet d’éliminer de maniere élégante les hautes fré-
quences spatiales contenues dans le gradient et ainsi de construire une carte de permittivité
plus réguliere.
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Le schéma numérique de cette modification du gradient est donné par la Fig. (6.2). Le
diagramme de ’algorithme d’inversion, présenté sur la Fig. (6.3), est modifié en prenant
en compte le changement du gradient.

V&:Tj(gr> - Z ai]]-i

éléments

Nmax

Ve J(er)= ) ez

n>m

Ve, J(er) = Y ail;

éléments

Fi1c. 6.2 — Projection du gradient dans sur la base de Zernike, puis projection en retour sur la
base des fonctions constantes par morceau.

Estimation initiale
—»{ Probleme direct (FEM) |
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Fonction coat
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A
Calcul du gradient li
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Modification
du gradient

-

Construction direction descente |
Calcul du pas

)

—| Mise a jour carte de permittivité |

Fic. 6.3 — Diagramme de ’algorithme d’inversion pour la prise en compte de la décomposition
partielle du gradient sur les polynoémes de Zernike.

6.1.3 Degré de liberté - Ordre des polynomes de Zernike

Nous pouvons relier le nombre de coefficients nécessaires a la décomposition du gradient
avec l'ordre maximum de la représentation sur la base des polynémes de Zernike. Un
vecteur de la base est donné par un polynéme Z)* associé a un couple d’entier (n,m),
avec m < n. Le nombre de vecteurs N, mis en jeux pour un ordre de décomposition Ny ax
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donné est décrit par :

N,
g 2(M, + 1)2 si Nypax = 2M,
=2> (5 { 2( ) (6.6)

(Mo +1)(My+2) si Npax =2M,+1

ou [%} est la partie entiere de %

Il reste maintenant & déterminer le nombre de degrés de liberté que nous pouvons avoir
dans une configuration. Nous avons vu dans le chapitre 3 que, connaissant la zone du dif-
fuseur (en particulier le rayon Rp) et la permittivité du milieu extérieur, il est possible de
calculer la largeur spectrale et donc de connaitre le nombre de vecteurs v,, qui permettent
de décrire les courants induits dans D. Cette largeur spectrale est déterminée pour une
incidence et vaut 2|k|Rp. Il faut prendre en considération le fait que nous ayons la possi-
bilité d’éclairer le diffuseur avec plusieurs incidences tout autour, ce qui nous permet de
remonter a d’autres informations. Il est possible de montrer [10], dans le cadre de 'espace
libre, que la quantité maximale d’informations accessibles Nj,¢, est donnée par :

(2lk|Rp)?*

Ninfo = 2

(6.7)

Nous avons vu dans les résultats présentés dans la section 3.2 que la largeur spectrale est
identique dans le cas du scanner circulaire et dans le cas de ’espace libre. Ainsi, nous
supposerons que ce résultat est valide dans notre cadre d’étude.

En faisant I'hypothese que le nombre de coefficients/vecteurs utiles pour décrire les cou-
rants induits dans la zone du diffuseur est égale au nombre de coefficients/vecteurs pour
décrire la permittivité, nous pouvons connaitre ’ordre maximum de projection pour dé-
crire la permittivité a partir de la base des polynomes de Zernike.

6.2 Reésultats numériques avec la projection du gradient

Afin de garder une cohérence au cours de ce manuscrit, ne sont présentés ici que deux
exemples de projection du gradient a partir des cas mesurés montrés dans le chapitre 5.
Ceci permettra de comparer les effets de cette technique de stabilisation des parametres
(la permittivité).

6.2.1 Cas avec un objet diffractant

Reprenons le cas présenté dans la section 5.3.1. Partant de la méme configuration décrite
dans le cas ou nous ne faisions aucun traitement sur I'algorithme d’imagerie, nous ap-
pliquons l'algorithme modifié qui va projeter le gradient afin d’enlever les ordres les plus
élevés. Nous présentons les cas ou les ordres maximums de projection sont fixés a 8, 10 et
12. Les algorithmes sont arrétés au bout de 100 itérations.

Les Fig. (6.4), Fig. (6.5) et Fig. (6.6) représentent respectivement les évolutions des fonc-
tions cout, la carte de permittivité dans le cas ou l'ordre est fixé a 10 et les profils des
permittivités reconstruites pour la derniere itération.
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F1c. 6.4 — Comparaison des évolutions de la fonction coiit en échelle semi-logarithmique, lorsque
l’ordre maximum de projection est fixé a 8, 10 et 12.
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Fi1c. 6.5 — Carte de la permittivité reconstruite pour des données issues du scanner circulaire, en
utilisant une projection d’ordre 10 sur la base de Zernike. (a) et (b) représentent respectivement
la partie réelle et la partie imaginaire de la permittivité.
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F1G. 6.6 — Profil de la permittivité reconstruite, comparé au profil réel. (a) et (b) représentent
respectivement la partie réelle et la partie imaginaire de la permittivité.

Comme nous pouvons le remarquer, malgré le fait que nous choisissons la derniére itéra-
tion, nous obtenons une image qui est tres réguliere et qui conserve un sens vis-a-vis de
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I’objet réel. Rappelons que dans le cas ot nous laissons ’algorithme évoluer sans ajouter la
régularisation présentée ici, les images reconstruites deviennent de plus en plus bruitées au
cours des itérations, jusqu’a noyer 'image. Ensuite, la projection du gradient sur une base
adaptée, jusqu’a un certain ordre, permet visiblement de controler les variations spatiales
du parametre reconstruit et nous donne une image assez douce méme pour la derniere
itération. Cependant, nous pouvons constater que la caractérisation, elle, devient moins
bonne, en particulier pour la partie imaginaire. Ceci conforte en quelque sorte la citation
de Engl.

La Fig. (6.4) montre que, plus nous choisissons des ordres élevés, plus la fonction coit
descend, ce qui se traduit par le fait que nous autorisons de plus en plus le gradient a
représenter les informations hautes fréquences qui vont diffracter et le méme signal qui a
été mesuré.

6.2.2 Cas avec trois objets diffractant

Dans cet exemple, nous reprenons ’expérience décrite dans la section 5.3.3. Cette fois,
I'ordre de maximum de projection est 10.

Les Fig. (6.7), Fig. (6.8) et Fig. (6.9) représentent respectivement I’évolution de la fonction

cout, la carte et les profils des permittivités reconstruites pour la derniere itération.

Evolution de la fonction colt
10 T T

T

J(e™) (normalisée)

20 40 60 80 100
Iteration

F1G. 6.7 — Evolution de la fonction cofit.

La premiere remarque que nous pouvons faire c¢’est que, dans cet exemple, la permittivité
est fortement stabilisée par rapport aux images présentées dans la section 5.3.3. Les varia-
tions importantes ont été éliminées grace a la projection. Nous retrouvons alors une carte
tres réguliere aussi bien en partie réelle qu’en partie imaginaire.

Néanmoins, comme nous 'avons montré dans le cas précédant, la caractérisation de la
permittivité est beaucoup plus éloignée du vrai diffuseur. Dans la carte de permittivité
reconstruite sur la Fig. (6.8), la partie réelle donne une bonne localisation des diffuseurs.
En revanche, pour la partie imaginaire, il est plus difficile de différencier les objets du fait
qu’il apparait des zones étendues du diffuseur. De plus, au centre il y a toujours un trou
avec une permittivité négative qui rend la reconstruction délicate a interpréter.
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Re(gr) Im(gr)

20 —
82

10 80

76
-10 ° 74

/ 72
-20 :

-20 0 20 -20 0 20
x (cm) X (cm)

y (cm)
o
0
>
y (cm)

F1G. 6.8 — Carte de la permittivité reconstruite pour des données issues du scanner circulaire. (a)
et (b) représentent respectivement la partie réelle et la partie imaginaire de la permittivité.
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Fi1c. 6.9 — Profil de la permittivité reconstruite, comparé au profil réel. (a) et (b) représentent
respectivement la partie réelle et la partie imaginaire de la permittivité pour la diagonale passant
par les plus petits tubes. De méme pour (c) et (d), cette fois, la diagonale est celle qui passe par
le gros et le petit tube.

6.2.3 Conclusions sur les résultats issus de la projection du gradient

Nous avons montré comment il est possible de stabiliser les inversions issues des mesures
a partir d’une information sur le comportement passe bas de Iopérateur de diffraction et
la géométrie de la zone d’investigation. L’utilisation des polynémes de Zernike donne un
moyen de controler les composantes qui seront gardées dans le gradient et donc dans la
carte de permittivité reconstruite. Cette technique a I'avantage de ne pas imposer un gros
changement algorithmique, car étant donné que la base utilisée est une base orthonor-
mée, une simple projection numérique permet de décrire le gradient d’une base a l'autre.
De plus, elle dispense de se soucier de la divergence du résultat car, une fois les basses
fréquences inversées, les composantes hautes fréquences du gradient sont éliminées par la
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projection. Ainsi, le gradient modifié est quasiment nul et donc ne fait plus évoluer la carte
de permittivité.

Cependant, comme nous avons pu le remarquer, la citation de Engl est mise en évidence
quant a la limitation sur la solution finale. La solution est certes stabilisée, mais par
moment ne présente pas un résultat suffisamment précis. Elle ne permet pas également de
compenser les biais que nous avons toujours.

6.3 Dé-bruitage du champ diffracté mesuré et reconstitu-
tion de données

Comme nous ’avons remarqué lors de 'introduction de ce chapitre, il serait intéressant de
décrire le signal mesuré sur I', en fonction des vecteurs de base du sous-espace de L?(T")
qui représente le champ diffracté.

6.3.1 Représentation du champ diffracté sur une base adaptée

Reprenons les vecteurs décrits dans la section 3.1.2 :

(1) = dy |:Yn(k5Ra)Jn(k"l") - Jn(k:Ra)Yn(kr)} o

Jn(kR,)

ou les coefficients d,, s’écrivent :

- Yo (kRo)In(kRr) — Jn(kRa)Yn (kRr)
= (m‘ T () )

>_1 . (6.9)

Le terme se trouvant devant e"” étant un terme de normalisation, nous considérerons
uniquement les vecteurs sous la forme :

inf

- . LeinH
Un(r) = uy(0) = Vo (6.10)

Dans le cas ot nous aurions juste des données bruitées nous pourrions tout simplement
faire une projection sur ces vecteurs de base (uy)nez, car ces vecteurs sont orthogonaux.
De ce fait, une projection sur ces vecteurs décrivant le champ mesuré sur I" nous permet de
controler, de la méme fagon qu’avec les polynomes de Zernike, la répartition spectrale du
signal. En effet, les variations spatiales du champ diffracté sont représentées en fonction
de l'ordre n € Z. Plus le module de cet ordre est élevé (respectivement bas) et plus nous
représentons des variations importantes (douces) du champ par rapport a 6.

Seulement, il faut rappeler que le signal mesuré étant perturbé, il ne contient que des infor-
mations partielles sur I'; du fait que certaines antennes soient défectueuses, en particulier
en réception. Donc représenter le signal sur la base des (uy,),ecz en projetant directement ce
signal, revient a représenter les valeurs complétement erronées dues a certains récepteurs.
C’est la raison pour laquelle nous ne pouvons pas simplement projeter le champ diffracté
mesuré sur la base des (up)nez.
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La solution a ce probleme est alors d’approximer le champ diffracté au sens des moindres
carrés pondérés. Ici la pondération a un grand intérét, car nous pourrons facilement ap-
proximer le champ diffracté, en ne prenant pas en compte les valeurs erronées citées pré-
cédemment. Pour cela, pour une incidence i donnée, nous allons chercher les coefficients
(o) avec n € [—Nmax, --, Nmax] de sorte que le terme suivant soit minimal :

Nln'dx df
. i 2
oy, = argmin E | B — anun |7 ], (6.11)
Nn=—Nmax
ot la norme || . |4 est associée au produit scalaire pondéré par la fonction pondération

décrite par 'Eq. (4.32). Etant donné que nous possédons un ensemble discret de mesures
sur I', nous avons une écriture matricielle simple du probleme, & 'aide de la matrice de
pondération Eq. (4.18).

N,
oy, = argmin ( Z (thf — anﬁn) W, - (Efzf — anun>> . (6.12)

n=—Nmax

Rappelons que dans notre cas, la matrice de pondération est supposée étre purement réelle
diagonale ou les valeurs valent 0 ou 1.

Pour résoudre ce probleme facilement et rapidement nous utilisons MATLAB avec la
routine Isqcurvefit (Toolbox optimisation), en prenant comme estimée initiale un vecteur
nul.

6.3.2 Remarques

Finalement, nous avons remplacé un probleme de représentation par projection, par un
probleme d’approximation au sens des moindres carrés pondérés. Comme nous 1’avons
démontré dans le chapitre relatif a la décomposition spectrale de l'opérateur de diffraction,
seul un nombre limité de vecteurs singuliers sur D contribue a la diffraction du champ.

Enfin, approximation du champ par cette méthode d’optimisation, permet de récupérer
une approximation des valeurs qui sont perdues a cause des récepteurs défectueux. Donc
I'intérét est double. Premierement, nous pouvons espérer éliminer certaines composantes
hautes fréquences spatiales qui contiennent principalement le bruit de mesure et deuxie-
mement nous pouvons espérer récupérer une approximation du champ diffracté en certains
points ou nous ne faisions pas confiance initialement a la mesure.

6.4 Reésultats numériques sur ’approximation du champ élec-
tromagnétique diffracté

Regardons un exemple de récupération de points de mesures manquants et d’adoucisse-
ment du champ, a I'aide de ’approximation décrite dans cette section.

6.4.1 Exemples d’approximation du champ diffracté mesuré

Les Fig. (6.10)(a) et (b) et Fig. (6.11)(a) et (b) montrent les résultats issus de I’approxima-
tion du champ diffracté mesuré au sens des moindres carrés pondérés. Elles présentent le
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champ diffracté par un tube (respectivement trois tubes) lorsque I’antenne numéro 5 (resp.
63) émet, avec un ordre de projection Nyyap = 11 (resp. Nper = 10). La numérotation des
récepteurs est relative a ’antenne émettrice. Les ordres sont calculés ainsi, Ny,q = kRp,
avec dans les deux cas le nombre d’onde recalculé, car la permittivité de I'’eau n’est pas
identique.

|Ed"| (v.m‘l) arg(Ed") (rad)
0.03r v 3k
——Mesure A
- - - Approximation !
0.025¢ 2 i
1
1
1
0.02f 1 h
A 1
|} 1
\ 1
0.015} 0 '
0.01r -1
v,
0.005 ) A -2
‘I
1
. . ' -3 . . . .

10 20 30 40 50 60 10 20 30 40 50 60

Numéro du récepteur (relatif) Numéro du récepteur (relatif)
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Fi1c. 6.10 — Champ mesuré diffracté par un tube plongé dans 1’eau, décrit dans la section 5.3.1,
lorsque Pantenne numéro 5 émet. L’ordre Ny, est fixé & 11. La figure (a) représente le module,
la figure (b) représente la phase.
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Fic. 6.11 — Champ mesuré diffracté par trois tubes plongés dans 1’eau, décrit dans la section
5.3.3, lorsque I'antenne numéro 63 émet. L’ordre Ny, est fixé a 10. La figure (a) représente le
module, la figure (b) représente la phase.

Le choix de l'ordre maximal utilisé pour ’approximation au sens des moindres carrés
est défini par la relation donnant le nombre de coefficients significatifs pour décrire le
champ diffracté sur I'. Ce nombre est précisé dans le chapitre 3 sur la théorie spectrale
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(Nmaz = kRp), en choisissant Rp suffissamment grand pour englober le diffuseur.

6.4.2 Commentaires

Nous montrons dans ces exemples I'intérét d’approximer les champs diffractés. Dans un
premier temps, les points manquants (visibles sur les figures car valent 0) sont récupérés
grace a la régularité des fonctions de base qui sont utilisées pour I'approximation. Bien
évidemment, nous ne pouvons récupérer que les informations manquantes qui ne sont pas
trop proches des antennes émettrices. Dans un deuxieme temps, les variations que présente
le champ diffracté a cause du bruit de mesure sont gommeées, ceci grace a la limitation en
nombre de vecteurs utilisés pour I’approximation. De cette fagon nous pouvons éliminer une
partie des fortes variations causées par le bruit. Ceci est mis en évidence sur la Fig. (6.10)(a)
au niveau des récepteurs 30 a 40.

Cependant, nous pourrions espérer obtenir, a partir des champs approximés, de meilleures
images reconstruites avec 'algorithme d’inversion, ce n’est malheureusement pas le cas.
Les images reconstruites sont sensiblement identiques a celles qui sont obtenues avec les
points manquants et les variations du champ diffracté, c’est-a-dire les mesures initiales.
Plusieurs explications peuvent étre apportées afin de comprendre ce phénomene.

Tout d’abord, les variations gommées par ’approximation décrite ici ne sont généralement
pas représentées dans le champ diffracté par ’objet reconstruit. En effet, si ces variations
n’appartiennent pas a ’espace image de 'opérateur de diffraction, elles ne seront jamais
représentées par l'algorithme d’inversion. C’est pourquoi l'origine du bruit sur les images
ne vient pas de ces variations.

En regardant globalement le champ diffracté par les diffuseurs, il arrive que d’une antenne
émettrice a l'autre (contigué), la dynamique des champs diffractés differe sensiblement.
Ces différences seront conservées lors de I'application de la méthode de ’approximation
au sens des moindres carrées et vont se traduire par une image bruitée. Rappelons que
la méthode d’imagerie utilisée, fait intervenir la somme des champs rétro-propagés dans
la zone d’investigation par I'Eq. (4.42). S’il existe des différences dans la dynamique, le
module ou la phase, il se traduira des phénomenes d’interférence non désirés qui amenent
des objets fantomes dans la zone d’investigation. De méme, la ol il est nécessaire que les
champs interferent pour construire 'image, il y aura par endroit un défaut du champ qui
n’apportera pas les interférences nécessaires a cette inversion.

Ensuite, nous devons toujours faire face au fait que nous ne controlons pas exactement la
permittivité du milieu environnant. Ce probleme intervient encore dans la cas ou le signal
est approximé par un autre plus doux. Ainsi, les phénomenes de cavité (ou de mode)
apparaissent aussi dans ce cas. Il faudra néanmoins reprendre cette étude lorsque nous
saurons mieux modéliser le scanner.

6.5 Conclusions

Nous avons montré dans ce chapitre comment utiliser les informations disponibles afin de
les intégrer dans la modélisation qui est mise en place pour faire de I'imagerie quantitative.
Partant de connaissances fortes sur le comportement de I'opérateur de diffraction et sur les
géométries utilisées dans la configuration étudiée, nous les avons employées pour essayer
d’apporter une amélioration dans I'image reconstruite.
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La géométrie de la zone d’investigation et le caractere passe bas de 'opérateur de dif-
fraction nous a permis d’utiliser une base adaptée pour décomposer le gradient afin de
ne garder que la représentation passe bas de la permittivité. Le fait que 'opérateur de
diffraction soit a spectre limité nous donne la largeur spectrale accessible pour décrire le
champ diffracté par un diffuseur contenu dans une zone bien précise. Cette information est
utile pour approcher le champ diffracté sous une représentation en e™?. Cette représenta-
tion étant douce, continue et réguliere dans le cas ol les ordres ne sont pas trop élevés,
elle nous permet de récupérer des points manquants du champ diffracté mesuré et aussi
d’adoucir celui-ci.

Seulement, nous revenons une fois de plus a la citation de Engl pour appuyer le fait
qu’il n’y a pas de miracle si le caractére mal posé du probleme est fortement présent.
L’approximation en deux dimensions, le couplage entre les antenne négligé, les limites de
la calibration etc., tous ces parametres imposent une limite aux informations qui peuvent
étre retrouvées.
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Conclusion générale et
perspectives

Le but de ces travaux était d’apporter des outils modélisant mathématiquement et numé-
riquement les phénomenes de diffraction électromagnétique dans le scanner circulaire et
de créer les algorithmes d’imagerie associés. Dans cette partie, nous tentons de faire un
état des lieux de ce qui a été fait et de donner des orientations pour des recherches futures.

Conclusions du mémoire

e Apres avoir présenté les enjeux écologiques et économiques que représente ’étude de
la teneur en eau dans le sol, nous avons rappelé comment il est possible de lier I'hydro-
géophysique a ’électromagnétique a partir de modeles, en particulier celui de Dobson.

La description d’un systéme de mesure un peu ezxotique, actuellement en cours d’exploita-
tion a l'Institut Fresnel, nous permet de comprendre la configuration dans laquelle nous
souhaitons étudier un monolithe comprenant une plante et les contraintes algorithmiques
que cela va entrainer.

e Partant des équations de Mazwell, nous avons mis en place une formulation permettant
de décrire la diffraction dans le systeme de mesure étudié. De part la spécificité de la
configuration, de la simplicité de la formulation et de la souplesse attendue d’un outil pour
modéliser les phénomenes électromagnétiques dans le systeme, la méthode des éléments
finis a été choisie. Il a été mis en évidence la trés bonne adéquation entre cette méthode et
le calcul analytique de la fonction de Green, ce qui rend légitime 'utilisation de cet outil.
Ce dernier, étant tres efficace, permet de décrire le champ électromagnétique dans tout le
scanner circulaire en un temps trés faible pour un maillage tres dense et pour toutes les
incidences.

A partir de ce moyen numérique, il a pu étre montré les limites du scanner circulaire
existant pour étudier directement une colonne de sol. En réalité, nous devons faire face
ici a un probléme d’adaptation d’impédance. La configuration étudiée a la particularité
d’avoir des antennes qui émettent dans tout l’espace (en deux dimensions) ce qui fait que
les récepteurs doivent capter aussi bien le champ diffracté que le champ incident, qui est
en général beaucoup plus fort. Nous ’avons montré par un exemple, ce qui pouvait nous

121



122 6.5 Conclusions

permettre d’anticiper la difficulté d’extraire le signal voulu, c’est a dire un champ diffracté,
d’un champ total mesuré.

e Le phénomene de diffraction électromagnétique a pu étre étudié a partir de la descrip-
tion de 'opérateur linéaire mathématique associé. La décomposition de cet opérateur avec
I'identification d’un systeéme singulier (décomposition en valeurs singulieres) a pu mettre
en exergue la dépendance entre le champ électromagnétique diffracté et les courants in-
duits par une source excitatrice sur un diffuseur quelconque se trouvant englobé dans un
domaine que nous malitrisons.

La SVD g’avere étre un moyen tres puissant pour décrire en grande partie le comporte-
ment du scanner. Elle précise la quantité d’informations qui peut étre retrouvée a partir
de mesures d’un champ électromagnétique diffracté. Elle renseigne en plus sur la forme des
vecteurs représentant les courants induits qui vont contribuer de maniere significative a la
diffraction du champ électromagnétique. De ces informations, il a pu étre établi une mé-
thode pour faire de I'imagerie qualitative rapide. Cette technique d’imagerie peut s’avérer
utile pour faire de la localisation et surtout pour déterminer le support du diffuseur. Méme
cela n’a pas été traité au cours de ses travaux, remarquons qu’en plus cet outil permet de
calculer la sensibilité du systeéme.

Notons que cette méthode peut étre étendue en faisant le calcul des vecteurs singuliers
numériquement et ainsi permet de se dispenser de connaitre la fonction Green. En effet,
dans certaines configurations ou le calcul de cette derniere peut étre difficile a faire, nous
pouvons malgré tout numériquement caractériser le comportement électromagnétique dans
ces systemes, en utilisant le formalisme d’éléments finis.

Finalement, cette décomposition a permis de voir que nous sur-échantillonnons le champ
diffracté et captons toute I'information nécessaire. Si nous étions amenés a changer le sys-
téme, nous pouvons néanmoins conserver le multiplexeur et avoir plusieurs couronnes d’an-
tennes placées a différentes hauteurs, allant ainsi vers une vraie imagerie tri-dimensionnelle
rapide.

e La description de la teneur en eau dans le sol passe par la caractérisation de ce dernier
au sens de I’électromagnétisme. Le parametre macroscopique décrivant le diffuseur est la
permittivité. Nous avons montré que, pour retrouver ce parametre, nous devions faire face a
un probleme d’optimisation numérique non-linéaire. Notons que la description du probleme
d’imagerie quantitative est initiée par ’hypothese d’une perturbation de la mesure qui est
modélisée par un bruit additif Gaussien et ainsi exprimant le probleme d’optimisation
par une minimisation d’une fonction d’erreur pondérée. Les arguments ont été avancés
pour présenter la méthode du gradient conjugué comme étant le choix le plus adapté pour
résoudre ce probléme.

La formulation du calcul du gradient de la fonction coit & l'aide des multiplicateurs de
Lagrange permet d’avoir une forme tres simple et facile a calculer du gradient. Il a été
montré que ce dernier fait intervenir I’équation de propagation qui est résolue gréace a la
méthode des éléments finis qui sert tout aussi a décrire le probleme de diffraction.

Finalement, nous avons montré que cette méthode itérative permet de retrouver des in-
formations quantitatives sur le diffuseur dans le cas de simulations pures. Déja a partir
de ces résultats numériques, nous pouvions mettre en évidence le fait que I'opérateur de
diffraction est un filtre passe bas et donc qu’il n’est possible de retrouver qu’une partie



6.5 Conclusions 123

de I'information relative au diffuseur. Quoi qu’il en soit, afin de valider ’algorithme d’in-
version, il était nécessaire de le mettre en pratique avec des donnés issues de mesures
réelles.

e L’interfagage entre la partie expérimentale et la partie théorique est mise en place grace
au processus de calibration. Cette étape, présentée dans ce manuscrit, est tres délicate,
car une mauvaise calibration entraine des erreurs dans le champ diffracté que nous vou-
lons reconstruire. Lors de cette étape, il est possible de détecter des antennes qui sont
défectueuses en émission et/ou en réception et ainsi nous pouvons éviter d’introduire des
informations erronées. Il a été montré que, dans la configuration étudiée, un bruit de
mesure était assez présent, ce qui s’est traduit par des reconstructions parfois bruitées.

En plus du bruit de mesure lié a la configuration, nous devons faire face au bruit de
modélisation qui est di a la méconnaissance de la permittivité extérieure, de ’approxi-
mation du systéme en configuration en deux dimensions. De plus, le rayonnement des
antennes est modélisé a partir du comportement du rayonnement d’un fil source. De tous
ces problemes, nous insistons sur le fait que celui qui fait le plus défaut, est de pouvoir
correctement malitriser la permittivité du milieu environnant.

Malgré ces contraintes, nous avons pu reconstruire des diffuseurs avec en général une bonne
caractérisation, et ce, en laissant ’algorithme d’inversion évoluer sans I’ajout d’informa-
tions a priori. C’est a partir du manque de stabilité sur la solution finale, qu’il était alors
nécessaire d’y adjoindre des informations afin de contraindre I'algorithme sur un domaine
admissible de ’espace des parametres.

e [’ajout d’informations a priori dans ’algorithme d’inversion repose principalement sur
deux connaissances fortes. La premiere est que 'opérateur de diffraction est un opérateur
passe bas, la seconde est que la zone d’investigation que nous utilisons est a support cir-
culaire borné. Dans le cas idéal, ot nous serions dans ’approximation de Born, une base
de fonctions adaptée qui est celle de Fourier Bessel, serait le choix le plus judicieux pour
décrire la permittivité. Cependant, n’étant pas dans cette configuration, il n’est pas néces-
saire d’utiliser cette base, en particulier parce que celle-ci ne donne pas un controle évident
de l'ordre de projection par rapport a la variation spatiale du parametre (la permittivité).
C’est la raison pour laquelle les polynémes de Zernike ont été introduits.

Cette base orthonormée forme une base de choix pour controler I'ordre de projection du
gradient afin de ne garder que les variations spatiales douces et ainsi reconstruire des cartes
de permittivité régulieres. Il a pu étre montré avec des exemples issus de champs diffractés
mesurés, que cette projection permet d’éliminer les composantes bruitées du parametre
recherché.

Enfin, la connaissance de la forme des vecteurs de base décrivant le champ diffracté au
niveau des antennes et de la connaissance du nombre de vecteurs significatifs qui peuvent
le décrire, nous amene, a l'aide d’une méthode d’optimisation, a approximer le champ
diffracté. Cette approximation va permettre la aussi, en controlant 'ordre des vecteurs
utilisés pour approcher le champ, de ne garder qu’un profil doux du champ mesuré bruité.
De plus, cette méthode autorise la reconstitution partielle du signal manquant du fait des
antennes qui pourraient étre défectueuses en réception.
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Ce qui n’a pas été traité

Par souci de clarté et aussi par manque de maturité, certains aspects n’ont volontairement
pas été traités dans le manuscrit. Il est énoncé ici les deux principales idées qui pourrons
faire I'objet d’études complémentaires.

e La pénalisation. « Cette théorie et ces phénomenes nous montrent comment on peut
amener autrui & modifier ses comportements sans recourir & 'autorité, ni méme a quelques
stratégie persuasive, mais par des moyens détournés. »(J.-L. Beauvois et R.-V. Joule.
« Petit traité de manipulation a l'usage des honnétes gens »)

Nous avons pu constater, au vu des résultats présentés, que par moment la permittivité qui
est reconstruite atteint des valeurs qui n’ont pas de sens physique. En particulier, lorsque
la partie imaginaire devient négative, ou lorsque la partie réelle devient supérieure a celle
de I'eau, alors que nous savons que le diffuseur a une permittivité inférieure. Un terme de
pénalisation peut étre mis en place pour corriger ce phénomene, en rendant la fonction
cout plus convexe dans un domaine de parametres admissibles [45].

Cette technique a été implémentée et permet de forcer 'algorithme a rester dans un espace
admissible des parametres. Cependant, elle est tres instable et nécessite un approfondis-
sement quant aux choix des fonctions qui sont utilisées pour rendre la fonction cout plus
convexe et arriver a choisir le coefficient de pénalisation de facon non supervisée.

e Imagerie en temps. L’idée pour faire de I'imagerie en temps, c’est d’utiliser I'image
reconstruite a un instant ¢ pour 'intégrer comme estimée initiale pour I'inversion relative
a une évolution de I’écoulement pour I'instant ¢ + 1. Cette méthode est assez simple a
implémenter et c’est ce qui a été fait. En effet, des données de simulation d’écoulement
d’eau dans le sol ont pu étre fournies a 1’équipe par Stéphane Ruy (de 'INRA Avignon)
pour tester la progression dans le temps. Les cartes de teneur en eau ont été transformées
en carte de permittivité par le modele de Dobson et le champ diffracté associé a été simulé
a ’aide du code d’éléments finis. Nous avons utilisé deux stratégies pour prendre en compte
les estimées précédentes de 'imagerie en temps : soit ’estimée initiale est prise comme la
reconstruction a t, soit elle reste identique et prise comme une constante.

Cependant, étant données les variables actuelles mises en jeu, c’est-a-dire la permittivité, la
fréquence de rayonnement etc. ces stratégies étaient comparables. Pour observer I'intérét de
I'utilisation de ’estimée précédente, il faudrait suivre I’évolution du parametre permittivité
dans le cas ou la fonction cout varierait de maniere significative par rapport & une évolution
en temps, relative & un écoulement. Typiquement, pour espérer avoir une trés bonne
résolution de la permittivité dans la zone test et avoir un champ plus sensible a la variation
de la permittivité, il faut monter la fréquence de rayonnement.

Perspectives

Malgré la mise en place des modeles mathématiques et numériques attendus, il reste tou-
tefois a approfondir des axes de recherche.
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e Modélisation du probleme direct. La formulation des éléments finis peut étre
améliorée dans un premier temps en utilisant une base de fonctions plus évoluée. Par
exemple, prendre des polynomes de Lagrange d’ordre 2 autoriserait un maillage beaucoup
moins lourd tout en gardant une trés bonne précision des calculs en ayant un temps de
calcul relativement faible.

Des améliorations d’ordre numérique peuvent étre apportées pour la manipulation de
la matrice d’interaction, surtout en ce qui concerne le ré-arrangement de celle-ci pour
minimiser la « Bandwidth ». Des algorithmes de type Cuthill-McKee seraient adaptés a
cette tache [23].

Au cours de la résolution du systéme linéaire qui apparait dans le probleme direct, les
vecteurs de permutation de lignes, utilisés pour la factorisation symbolique de la matrice
d’interaction, pourraient étre stockés car ’organisation de cette matrice ne change pas
(méme maillage), mais en général I'impact de cette sauvegarde est significatif en trois
dimensions. Une parallélisation plus complete du code peut améliorer le temps d’exécution,
mais les temps qui sont déja offerts sont nettement supérieurs a ce que nous pouvions
attendre.

Une modélisation du scanner circulaire en trois dimensions serait certainement I'une des
évolutions la plus importante. En effet, nous faisons ’approximation pour ces travaux
d’étre en deux dimensions, ce qui induit des erreurs de modélisation en particulier sur le
comportement du rayonnement des antennes. Ensuite, il faut rappeler que ’objectif final
est de caractériser un milieu qui en réalité n’a pas d’axe d’invariance. C’est la raison pour
laquelle une modélisation plus réaliste du scanner serait souhaitable. Les algorithmes mis
en place ici pourraient servir de socle pour une imagerie 3D.

e Optimisation numérique. Nous avons explicité pourquoi la méthode du gradient
conjugué pouvait étre le meilleur choix pour faire de I'imagerie quantitative dans notre
cas. Si les perspectives précédemment décrites sont mises en place, alors nous aurons un
nombre de parametres beaucoup plus faible que dans le cas présent. Ainsi, il serait possible
de passer a une méthode plus évoluée, par exemple en utilisant une méthode d’optimisation
numérique non-linéaire de second ordre [41]. Une méthode de type quasi-Newton peut alors
étre envisagée. Cependant, si la convergence mathématique de ce type de méthode est plus
rapide comparée a celle du gradient conjugué, la convergence réelle en terme de temps de
calculs ne donne pas nécessairement ’avantage aux méthodes du second ordre. En effet,
le calcul du Hessien peut s’avérer suffisamment long pour les rendre inintéressantes.

e Le systeme de mesure. Le scanner circulaire existant permet de retrouver des infor-
mations sur des diffuseurs dont la permittivité est dans une gamme acceptable, ¢’est-a-dire
aux environs de celle du milieu extérieur. Etant donné le saut de permittivité entre 1'eau
et la terre, il est nécessaire de concevoir un nouveau systeme de mesure. Grace a 'apport
de la décomposition en valeurs singuliéres de 'opérateur de diffraction, nous pouvons étu-
dier le comportement de la diffraction dans une configuration quelconque. En particulier,
nous pouvons chercher a optimiser les parametres (taille du scanner, nombre d’antennes,
permittivité du milieu environnant, etc.) pour avoir un systéme completement dédié a
I’imagerie micro-onde de 1’écoulement de ’eau dans le sol.

Les modifications attendues reposent principalement sur la possibilité d’augmenter la fré-
quence de rayonnement afin d’obtenir une meilleure résolution spatiale. Ensuite, il fau-
dra définir le liquide environnant pour adapter 'impédance électromagnétique entre les
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milieux. De plus, calculer le nombre d’antenne nécessaire a la description du champ per-
mettrait d’éviter un sur-échantillonnage qui a pour conséquence de créer un phénomene
de couplage si les antennes sont trop rapprochées. Enfin, une analyse plus adapté de la
mesure, en faisant une étude exhaustive du bruit de mesure avec des campagnes répéti-
tives, permettrait de voir si 'hypothese de bruit Gaussien est valable pour nos algorithmes
d’inversion. Cette étude permettrait également de savoir si le couplage entre les antennes
est un élément perturbant ou non dans notre systéme.



ANNEXE A

Calculs de dérivations du
Lagrangien

En référence avec le chapitre sur 'imagerie quantitative, en particulier, a la section 4.5.
Nous partons du théoreme de Karush-Kuhn-Taker et des équations qu’il implique :

V. Li(&, U pi) = 0 (A1)
Ve Li(&, U pi) = 0 (A.2)
Fi(£,U") = 0 (A.3)

A.1 Dérivation suivant le champ

Quelque soit la direction, la dérivée du Lagrangien £; par rapport ¢ U°* est nulle. Utilisons
les propriétés de différentiabilité, en particulier le fait que L£; soit Frechet différentiable
par rapport é U’ Soit v € S une direction, calculons la dérivée du Lagrangien indicée 1,
en (g, Ul p;), avec (n € R), suivant cette direction :

oL, 1 )
<6UW> (er, U’ p;) = }]lﬂ%g x [Li(er, U +nu, pi) — Li(er, UL, ;)] (A4)

Calculons la dérivée du premier terme de L; :

1
lim — [Ji(e,, U +1v) — Ji(er, U] =

n—0m
lim ; [(Uf’f + v —EM | U 4 o — By — (U g8 | Ut S| =
(| UM —E#yp 4 (U B | p)p = 2Re(UH — EH | v)p (A.5)

Le deuxieme terme de la dérivée est :

Limy 717736 [(pi | He, (U +1v) = sida — (pi | He, (Uj*) = si)a] = Re((pi | He, (v)))
(A.6)
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Nous obtenons donc I’égalité :

2Re(UM —EM | v)r + Re((pi | He, (v))o) =0 (A7)

En développant les produits scalaires et en conjuguant le terme de gauche de 'intégrale
on fait apparaitre ’expression :

Re (/ 2(Ufif - E?if)*Wiv +pr5T(v)> =0 (A.8)
Q

En supposant que les conditions limites du scanner sont incluses dans les équations d’état,
c’est-a-dire les conditions de Dirichlet et en appliquant deux fois le théoréme de Green-
Ostrogradski, le deuxieme terme de l'intégrale, on obtient 1’égalité :

Re ( /Q (2(Ugﬁf By W, + ng(p:)) v> =0 (A.9)

Cette équation est vraie pour toutes les directions v, alors nous avons la relation :

He, (p}) = 2(B — U2y W, (A.10)

A.2 Dérivation suivant la permittivité

Quelque soit la direction, la dérivée du Lagrangien £; par rapport é €, est nulle. Utilisons
les propriétés de différentiabilité, en particulier le fait que L£; soit Frechet différentiable
par rapport é ¢, € M. Nous cherchons é calculer la dérivée par rapport aux vecteurs
de l'espace des parametres M. Fabriquons un vecteur v, représentant une fonction de
permittivité définie sur Q C R? dans C telle que :

v/p e S
v(ir) = 0sir¢D

En effet, seule la variation de permittivité dans le domaine d’investigation D nous intéresse.

Calculons la dérivée du Lagrangien indicé i, en (g, U, p;), avec (n € R), suivant cette
direction :

oL; o 1 o o
(52) nUtm) = B S (2o U ) — £ U )] (A1)
T/ v

Sans perte de généralité, nous pouvons affirmer que le premier terme de cette dérivée
s’écrit sous la forme suivante :

(gi)v = (Ve Ji[v)a (A.12)
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En développant la fonction d’état, c’est-a-dire en utilisant 1’équation de Helmholtz, le
deuxieme terme de la dérivée s’écrit :

lim — x [(pi | Filer + m)ba — (i | Filer))al = (s | v x U)g (A.13)

n—0mn

En sommant Eq. (A.12) et Eq. (A.13), nous avons :
(Ve Ji | v)a + (pi | Kjv x U)o = / (Ve Ji(er, UP) + ki x pi x (Uj)*) x o”
Q

N / (Ve, Jiler, Ui?) + ki x pi x (UF)*) x v*
D
= 0 (A.14)

Cette équation est vraie pour toutes les directions v définies précédemment, alors nous
avons la relation suivante uniquement vraie sur le domaine D :

V., Ji(er, Uty = —k2 x p; x (ULH)* (A.15)
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ANNEXE B

Recherche linéaire

En référence avec le chapitre sur 'imagerie quantitative, en particulier, a la section 4.5,
nous cherchons le meilleur pas o™ qui est tel que :

o™ = m>118.7( " 4+ ad™) (B.1)

Nous devons calculer I'influence de la variation de la permittivité sur le champ total. Soit
1 un indice correspondant & une incidence :

Ji(e + ad™) =|| UM (e + ad™) — B4 ||E=| U (M + ad™) — UPe — B4 |
(B.2)

Ceci nous amene a calculer le terme Uf”t(sfnn) + ad™). Pour cela, nous repartons de
I’équation de Helmholtz scalaire sur le champ électrique, en supposant que nous n’avons
pas de milieu anisotrope, ni magnétique. Pour plus de clarté sur la notation, nous notons
¢§n) la solution de notre probleme de diffraction sujette aux conditions limites décrites

(n)

dans le chapitre 2, pour une permittivité du diffuseur prise a e,

[A +E2(eM 4 ad(">)] " = g, (B.3)
ce qui donne la relation :
[A + kgz-:g”)} "D = 5 — akZd™ "D (B.4)

Alors nous pouvons écrire que :

ou Kgn) est la solution de :
[A + /-c(%s,{")] K™ = —ak2d™g{"Y. (B.6)
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Nous avons alors une équation auto-consistante que nous ne pouvons résoudre directement

. (n+1) |
car nous ne connaissons pas ¢, :

Nous ferons alors ’approximation suivante :

Y~ M)y KM (M), (B.8)
Ainsi 'Eq. (B.2) devient :
Ti(e™ + ad™) =|| ULt (M) + oK™ — U — B4 |2, (B.9)

Notons Ri(n) = U;i if (z-:,(«n)) —E% e résidu des champs diffractés & Pétape n. En décomposant
la norme, la fonction cout s’écrit alors :

T +ad™) = a? | K |} —20Re (R [K)r) + | R E (B.10)

Ceci est vrai Vi € [1,..,ns], donc nous pouvons écrire :

TEM +ad™) =a? 3 K™ B 203 Re (R 1K)r) + 30 IR 2 (B11)
i=1 i=1

=1

La recherche d’un a qui répond & Eq. (B.1), revient a trouver le minimum d’une équation
du second degré. Ainsi la solution s’écrit :

T —
S (0 160

am — _
SR 2
=1

(B.12)




ANNEXE C

Exemples de polynomes de
Zernike

Présentons 'allure de quelques polynomes de Zernike dans le cas ou les ordres sont bas
ou élevés. La zone d’investigation est un cercle de rayon Rp = 10cm.

La Fig. (C.1) et Fig. (C.2) représentent, des polynémes pour des ordres faibles. La Fig. (C.3)
et Fig. (C.4) représentent, des polynémes pour des ordres plus élevés.

Re(2,) ) Re(Z) ImZ?)

y (em)
y (cm)

Fic. C.1 — Polynomes de Zernike. Les figures (a) et (b) représentent respectivement les parties
réelles et imaginaires pour les polynomes Z{ et Z9
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Re(Z)) Im(Z)) Re(Z)) Im2))

y (em)
y (em)
y (em)
y (em)

Fia. C.2 — Polynomes de Zernike. Les figures (a) et (b) représentent respectivement les parties
réelles et imaginaires pour les polynémes Z3 et Zi

Re(Z)) ImZ) Re(Z)) Im(2))

y (em)
y (em)
y (em)
y (em)

Fia. C.3 — Polynomes de Zernike. Les figures (a) et (b) représentent respectivement les parties
réelles et imaginaires pour les polyndmes Z% et Zis

Re(Z)) ImZ) Re(Z) ImZ)

y (em)
y (em)

Fia. C.4 — Polynomes de Zernike. Les figures (a) et (b) représentent respectivement les parties
réelles et imaginaires pour les polynomes Z% et Z%;
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