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Introduction

Contexte

Ces derniéres années, les évolutions technologiqaepintes de l'informatique et des
téléecommunications ont conduit a une modificationofgnde dugt paysage de la
communication sur Internet :

* Les types de trafic et d’applications distribuéed évolué passant d’applications
textuelles de type transfert de fichiers ou échadgemail entre utilisateurs et
serveurs fixes, a des applications multimédia @uddeo) temps-réel, distribuées,
coopératives ou mobiles (voix sur IP, vidéo a lanadede, visioconférence, jeux
interactifs, etc.). Ces applications présententndeyeauxsbesoins en qualités de
service (QoS) exprimables notamment en termes dédebpassante garantie ou de
délai de transit borné.

» Parallelement, I'internet est devenu la selutiomtgrconnexion de toutes les
technologies réseaux (fixes ou mobiles, a €cheltalé ou grande distance), et sa
gestion est désormais assurée par de nembreuxteydraappliquant de fagon
indépendante des politiques de routage, de sécuiitde gestion des ressources.
L’Internet apparait donc aujourd’hui comme une ricbv@nexion réseaux multiples
qui s’appuient sur des technologies hétérogenesrédeaux sont gérés dans le cadre
de domaines indépendants vis & vis (enyparticutler)a gestion de la qualité de
service offerte sur les transferts des/onneesuds tlients.

Problématique

Concu a la base pour des appligations sans cotesaile debit ni de délai sur le transfert des
données, le service offert par I'lnternet,(au nivéRd), connu sous le nom test-effort ne
permet pas de prendre en compte la QoS requisdepanouvelles applications. Deux
modeles précurseurs (IntServet DiffServ) ont ébppses par 'lETF pour que de nouveaux
services soient offerts.

Le modéle DiffServ, seul envisageable a grande ligchiaisse cependant ouverts deux
problemes importants, qu’il'est necessaire de drsopour offrir des garanties de QoS de
bout en bout :

* le premier“‘prebléme, qui concerne le provisionnemenst relatif au
dimensionnément des ressources de chaque domaiiles’qgit d’adapter aux
besoins des clients potentiels.

» le second prableme est relatif & la disponibiligs dessources sur le chemin de
donnéé;.sa solution nécessite qu’un contréle disglon (CAC) soit mis en place
au seinde chaque domaine.

A I'échelle de plusieurs domaines, le provisionnetred le CAC sont plus difficiles a mettre
en geuvre car.:

» “lessdomaines traversés par les données n'offrenigsamémes performances et le
provisionnement doit tenir compte des caractenstgdes services sur chaque
domaine ;
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* le CAC doit étre effectué sur chaque domaine etlesidiens inter-domaine pour
assurer la disponibilité des ressources de bobban;

» enfin, provisionnement et CAC nécessitent I'échatgelonnées de contrdle tout au
long du chemin emprunté par les données. Il est datessaire de définir les
protocoles d’échanges de ces données définissamti’or appelle la signalisation
intra ou inter-domaines.

Contributions

Les travaux décrits dans ce mémoire s’inscrivensdztte problématique de la gestion de la
QoS dans l'Internet multi-domaine et multi-techrgio Ils visent a répondre au besoin de
maitrise de la QoS, incluant la signalisation Httemaine, qui couplée au provisionnement
et au CAC permettent d’offrir des garanties de Q@ bout en bout aux nouvelles
applications distribuées dans I'Internet.

Nous détaillons la conception, la spécificationmnplémentation et la validation d'une
architecture de signalisation pour la QoS dans mwvirennement Internet multi-domaine
hétérogene. Plus précisément, nos contributiorntsmosur :

* la proposition d’'une architecture de signalisatioter-domaine qui a pour objectif
d’installer et maitriser une QoS de bout-en-bgut ;

* la proposition d'un modele de provisionnement a damande basé sur la
signalisation précédente qui vise la découvertdaesélection automatique des
services disponibles le long du chemin de données ;

» une étude pour I'extension de notre signalisat@msduin environnement mobile ;

* |'adaptation et I'intégration de nos propositiorend le cadre défini par le groupe
NSIS (Next Step In Signaling) de I'lETF;

* lintégration de nos propositions dans l'architeetgénérale proposée dans le cadre
du projet européen EuQosS ;

* limplémentation et le déploiement de nos proposii sur des plateformes réelles,
en particulier a échelle européenne dans le cadpeajet EuQoS ;

* des expérimentations et des mesures de performaiszed a valider le bien fondé
de nos propositions.

La solution soutenue repose sur I'hypothése daskemce de plusieurs classes de services
(au sens DiffServ) en plus du service best-effoaditionnel sur chague domaine. A

l'intérieur de chaque domaine, les ressources soipposées étre gérées de maniere
indépendante et l'administration est déléguée a anBté logique, qui possede la

connaissance des politiques internes, de la dibpibdides ressources, et qui réalise un
contrdle d’admission basé sur ces politiques.

La maitrise de la QoS de bout en bout s’appuieusuprotocole de signalisation inter-
domaine, laissant libre aux administrateurs lexkiei I'implémentation d’'une solution intra-
domaine. Par ailleurs, nous prenons en compte intipe fondamental des réseaux de
nouvelle génération, consistant en la séparatioplau de service (description des services
en termes de composants logiciels, de leur composat de leur représentation) du plan de
contréle (signalisation mise en place pour la gestt la maintenance du réseau).
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Plan du mémoire

Outre I'introduction, ce mémoire s’articule autalér quatre chapitres :

Le chapitre 1 présente un état de I'art des pradiposi récentes qui visent a garantir
une QoS dans l'Internet. Il donne un apercu defgcdifés liées a I'hétérogénéité
d’un environnement multi-domaine. Nous introduist@ssnotions essentielles liées a
la QoS ainsi que les perspectives des réseauxuwel®génération. Un état de I'art
détaillé de la signalisation dans I'Internet estafement fourni ainsi que le
positionnement de nos travaux.

Le chapitre 2 développe les contributions prin@patle cette thése a savoir : une
architecture de signalisation inter-domaine pour Q@S intégrée dans une
architecture de communication, une proposition aadtion du protocole NSIS
standardisé a I'lETF pour les domaines a QoS adinés par des entités spécifiques
et une proposition de provisionnement dynamiquerdssources qui repose sur la
signalisation précédente.

Dans le chapitre 3, nous présentons l'instanciad®motre proposition dans le cadre
du projet européen EuQoS. Nous décrivons l'architec générale du projet,
'implémentation des protocoles que nous avonscefée, ainsi que leur intégration
a cette architecture.

Le chapitre 4 décrit les tests et les mesures tidatian. Ces tests ont été réalisés
d’'une part sur une plate-forme d’expérimentationLdAS-CNRS, et d’autre part
sur un réseau de test européen (via le réseau GEANdliquant les différents
partenaires du projet EuQoS.

En conclusion générale, nous résumons les contitsitde nos travaux et nous
dégageons les perspectives de cette these.






1. Etat de 'art sur la gestion de la qualité de se  rvice
dans les réseaux de nouvelle génération

Dans un premier temps, ce chapitre introduit lexcepts généraux liés a la qualité de service
(section 1.1). Nous présentons ensuite les carstagéies relatives a la technologie sous
jacente, au routage et au niveau transport deefitiet (1.2). La section 1.3 présente les
modéles précurseurs congus pour offrir des gasadgeQoS, a savoir IntServ et DiffServ. Par
la suite (sections 1.4 et 1.5), nous décrivons re&canismes associés a la QoS: le
provisionnement des ressources, le contréle d’alams en détaillant la signalisation. La
section 1.6 illustre les propositions d’architeesiiconceptuelles pour la mise en place de la
QoS dans les réseaux de nouvelle génération aiesies projets de recherche internationaux
menés ces dernieres années.

1.1 Concepts fondamentaux sur la QoS

1.1.1. Evolutions de I'Internet

Ces derniéres années, les évolutions conjointes W@ndomaines de l'informatique et des
télécommunications ont conduit a une transformatismbstantielle du monde des
communications et par conséquence de I'Internet.

Le trafic Internet a profondément changé, passardahnées essentiellement textuelles a des
données qui manipulent plusieurs médias (textejoawddéo). Ainsi, de nouveaux types
d’applications, a la fois multimédia, multi utilisairs et coopératives se sont développés. Ces
applications présentent des caractéristiques etcdesaintes nouvelles et de ce fait, elles
demandent des services de communication autrescgue offerts par l'internet actuel.
Comparativement aux applicatiordassiques ces nouvelles applications présentent des
besoins exprimables en termes de délai borné obadde passante garantie, mais peuvent
parfois tolérer des pertes de part la nature coatdles média qu’elles manipulent. En quelques
années, I'Internet, multi-technologie et multi-donga(au sens opérateur du terme), est devenu
une plate-forme incontournable pour le transfertideormation. A titre illustratif, la Figure 1
montre I'évolution de I'Internet dans la derniérécdnnie, en nombre d'utilisateurs et en
quantité du trafic véhiculé.

Millions of users

AREN Internet Growth

1000 -
800 —d
400

200 _ //

D - T — Ll Ll 1 T T T Ll T
1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005

] Mggabils Per Sgcon_gl

Figure 1 : Croissance de I'Internet
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Cependant, I'architecture de I'Internet (TCP/IR)tialement congue pour assurer le transfert
fiable des données et sans déséquencement poappl&sations sans contraintes particulieres
de délai ni de débit (transfert de fichiers, weltigue, messagerie électronique), présente
clairement une inadéquation au nouveau contextiécapip La volonté d'offrir de nouveaux
services de communication et d’optimiser I'utilisatdes ressources des réseaux sous jacents a
motivé nombreux travaux de recherche, dont ceugemtés dans ce mémoire, dans le but
d’offrir de nouvelles garanties de QoS.

1.1.2. Qualité de service (QoS) : définitions ette  rminologie

Différentes propositions ont été apportées pouinatda notion de QoS offerte par un réseau.
La QoS peut étre définie selon plusieurs critemgerformance, disponibilité, fiabilité, sécurité,
etc. Plusieurs définitions de la QoS ont étée prépsspar les divers organismes de
standardisation ainsi que par la communauté IntekaeQoS a été définie par le standard ISO-
9000 [ISO9000-00] comme « le degré pour lequel nsemble de caractéristiques inhérentes
satisfont les exigences». Un autre standard, I18@ §1SO8402-00], définit la QoS comme
« la totalité des caractéristiques d’'une entitépguitent sur ses aptitudes a satisfaire les besoins
applicatifs fixés ou implicites». La recommandatiditJ-T X.902 [ITU-T-Rec.X.902-95] la
définit comme «l'ensemble des qualités liées ampmrtement collectif d’'un ou plusieurs
objets ». La recommandation ITU-T E.800 [ITU-T-Re800-93] introduit le concept
utilisateur / service par « I'effet collectif deparformance du service qui détermine le degré de
satisfaction de l'utilisateur de service ». Pattem@ment dans le domaine de l'informatique et
des systemes de communication, la QoS est défomene « I'ensemble des caractéristiques
qualitatives et quantitatives d'un systéme multimédistribué nécessaires pour accomplir les
fonctionnalités requises par une application » [&16§].

Par ailleurs, une grande majorité de la communsacigntifique définit la QoS suivant deux
points de vue :

* le point de vue utilisateur : les caractéristiggeantitatives et qualitatives attendues et
percues d’un service ;
* le point de vue fournisseur : la qualité prévueftgctivement fournie.

Dans [GozdeckiO3], les auteurs donnent une vuesdiable sur la terminologie QoS dans les
réseaux IP et rappellent les définitions les pltikssées dans la littérature, notamment les
standards ITU  (International = Telecommunications ddji ETSI  (European
Telecommunications Standard Institute) et IETFefinét Engineering Task Force). Le modéle
général adopté de la terminologie est celui de difat] qui propose trois notions de QoS :
intrinseque, percue et évaluée.

* la QoS intrinseque résulte des choix techniquextfés dans le réseau ;

* la QoS percue résulte de I'expérience des utilisatéElle reflete donc une composante
subjective. Une QoS avec les mémes parametremnsatjues peut étre pergue
différemment par les divers utilisateurs.

* la QoS évaluée apparait quand le client continueau d’utiliser un service, ce qui
dépend de plusieurs facteurs (prix, relation awedolrnisseur, service apres vente
etc.). Aucun des organismes ITU, ETSI ou IETF meté&'essent a ce type de QoS.

L’ITU et 'ETSI se focalisent principalement sur @oS pergue, en introduisent la notion de
« performance réseau » pour la partie technique. ttavaux de I'lETF visent la QoS
intrinseque, résultant de ses objectifs de dévelmgmt de I'architecture Internet. La notion de
QoS considérée par I'lETF est similaire a cellepgeformance réseau définie par I''TU et
'ETSI.
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1.1.3. Parametres et métriques de QoS

Lorsque les besoins en QoS des utilisateurs sqrine&s dans un langage non-technique, la
QoS intrinseque est représentée par l'intermédderparametres. Dans les réseaux de paquets
(notamment IP), les paramétres suivants sont lesrppandus :

la bande passante, terme du domaine électronidlie ypar abus de langage, qui

indique le débit d’information, exprimé généraleinem octets par seconde (B/s) ou en
bits par seconde (bit/s ou bps) ;

le délai subi par les paquets, de bout en boutiourse portion du réseau, exprimé en
millisecondes ;

la gigue, qui exprime la variation du délai de sfent des paquets ;

le taux de pertes, défini généralement comme lparpentre le nombre de paquets
perdus et le nombre total de paquets émis.

Les exigences des applications multimédia peuvieatspécifieées en termes de ces parametres
de base. Le Tableau 1 décrit les exigences propgssrela recommandation ITU-T G1010
[ITU-T-Rec.G.1000-01] pour les principaux typesdimnées.

Medium Application Degree of Typical Key performance parameters and target
symmetry amount of values
data
One-way Delay Information
delay (Note) variation loss
Data Web-browsing Primarily ~10 KB Preferred<2s N.A. Zero
— HTML one-way /page
Acceptable < 4 s
/page
Data Bulk data Primarily 10 KB-10 Preferred <15 s N.A. Zero
transfer/retrieval one-way MB Acceptable < 60 {
Data Transaction Two-way <10 KB Preferred <2 s N.A. Zero
services — high Acceptable <4 s
priority e.g.
e-commerce,
ATM
Data Command/contrgp Two-way ~1KB <250 ms N.A. Zero
I
Data Still image One-way <100 KB Preferred < 15[s N.A. Zero
Acceptable < 60 g
Data Interactive Two-way <1KB <200 ms N.A. Zero
games
Data Telnet Two-way <1KB <200 ms N.A. Zero
(asymmetric)
E-mail (server Primarily <10 KB Preferred <2 s N.A. Zero
Data access) one-way Acceptable <4 s
Data E-mail (servertq Primarily <10 KB Can be several N.A. Zero
server transfer) one-way minutes
Data Fax ("real-time") Primarily ~10 KB < 30 s/page N.A. <1BER
one-way
Data Fax (store & Primarily ~10 KB Can be several N.A. <10° BER
forward) one-way minutes
Data Low priority Primarily <10 KB <30s N.A. Zeer
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transactions one-way
Data Usenet Primarily Canbel Can be several N.A. Zero
one-way MB or more minutes

Tableau 1 : Cibles de performance pour les applicains

D’autres caractéristiques peuvent étre associaggparametres de QoS :

» la portée : de bout-en-bout ou locale ;

» la granularité : par flux, par session, par agrégat
» ladirection : unidirectionnelle, bidirectionnelle

* la garantie : absolue, statistique.

Les parametres de la QoS percue sont plus diffiélexprimer et quantifier. Nous pouvons en
citer : le support pour le service, la sécuritgitponibilité, le temps de connexion etc.

Les Classes de Service (Class of Service - Co$¢septent une modalité de gestion du trafic

dans un réseau en regroupant les types de fluxagies. Les classes ainsi considérées seront
traittes de maniére unique en termes de paramég&eservice. Les classes de services
constituent une maniere simple et évolutive pouemée trafic. Divers types de classes de

services sont définis a différents niveaux de Kaecture Internet : application, réseau, etc.

Le groupe de travail «IP Performance Metrics »I'tleTF vise a définir des meétriques
standard de QoS, performance, fiabilité dans lesfeat de données sur Internet. Ces métriques
sont la connectivité, le délai et les pertes dansaul sens et aller-retour, la variation du délai,
les pertes, la réorganisation des paquets, la tapues liens, etc.

La recommandation ITU-T Y.1541 [ITU-T-Rec.Y.1541}@finit des parametres similaires a
ceux décrits par IETF, dont les principaux sont :

» IPTD (IP Packet Transfert Delay) : le délai de $fart d’'un paquet ;

« IPDV (IP Packet Delay Variation): la variation dielai entre deux paquets
consécutifs;

e IPLR (IP Packet Loss Ratio): le rapport entre lanboe de paquets perdus sur
I'ensemble des paquets transmis ;

 IPER (IP Packet Error Rate) : le rapport entre denbre de paquets erronés sur le
nombre total de paquets transmis.

La recommandation ITU-T Y.1541 défini les objectife performances réseaux pour
différentes classes (Tableau 2).

Network Nature of QoS Classes
performance perr]feot:':ﬁ;ﬁce Class 5
parameter objective Class0| Classl| Class2| ClassB Class ‘bnspecified

IPTD Upperboundon | 154 o 400ms| 100mg 400ms  1s u
the mean IPTD

IPDV Upper bound on
the 1- 10
quantile of IPTD 50 ms 50 ms U U U U
minus the
minimum IPTD)

IPLR Upper bound on
the packet loss 1x10° | 1x10°| 1x10° | 1x10°%| 1x10° U
probability
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IPER Upper bound 1x10% U

Tableau 2 : Les performances des classes réseau41

1.2. Caracteristiques de I'Internet multi-domaine

1.2.1. Introduction

Par définition multi-technologie, l'Internet estjawrd’hui de fait multi-domaine, chaque
fournisseur et administrateur assurant chacun g fautonome la gestion de leur réseau et de
leurs services. Cette indépendance renforce letéseahétérogene de I'internet, et accroit la
difficulté de maitriser la QoS pour des communaraitraversant plusieurs domaines.

Aprés avoir précisé la notion de domaine, cettei@ecprésente les caractéristiques de
I'Internet multi-domaine relatives a ses technatsgiéseau support ainsi qu'a ses principaux
protocoles de niveaux réseau et transport de i@atare OS! .

1.2.2. Notion de domaine et de systeme autonome (AS )

Un domainereprésente un ensemble d’ordinateurs et équipasndaris un réseau gérés de
maniére unigue par une seule entité administrative.RFC 1136 [Hares89] définit un
domaine administratif comme un groupement d’hatasteurs et réseaux dans I'Internet gérés
par une seule organisation.

Un systeme autonomgAS : Autonomous System) est un ensemble de rgseaws
'administration d’'une seule entité qui a une pglie de gestion (notamment de routage)
commune et spécifique. Cette notion est donc adinative et I'indépendance de gestion
concerne en premier lieu la politique de routagawWkinson96], mais s’applique aussi aux
politiques de sécurité ou de gestion de la QoSomotu’'un numéro d’AS unique est attribué
par I'l[ANA (Internet Assigned Numbers Authority) ghaque AS, son utilisation principale
étant dans la mise en ceuvre du routage inter-d@main

Les systémes autonomes se classent en trois dat&gaivant leurs interconnexions et leurs
opérations :

e Un AS Multihomeest un AS qui a des connexions avec plusieurga#t, mais ne
permet pas de transférer de trafic entre ces AS ;
* Un AS stubest un AS qui n'est connecté qu’a un seul autre lA&Strafic est soit
génére, soit terminé dans un tel AS ;
* UnAS de transiest un AS qui fournit des connexions aux diffése@seaux sépares.
Dans la suite de ce mémoire, nous utiliserons denf&quivalente, les termes de « systeme
autonome » et de « domaine ».

1.2.3. Technologies sous-jacentes

Pour mettre en place linfrastructure nécessaies, dpérateurs s’appuient sur différentes
technologies filaires et sans fil. Nous décrivornig\®ment dans les paragraphes suivants celles
gue nous avons utilisées dans nos travaux.

! Modéle OSI («Interconnexion de systémes ouved$mjerconnexion en réseau des systémes ouvems est
modéle de communications entre ordinateurs propas€lSO (Organisation internationale de normailisg
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1.2.3.1. LAN, Ethernet

Ethernet est un standard de transmission de dorpoégsun réseau local, normalisé sous le
nom d’'IEEE 802.3 et classé dans la couche liaisordahnées du modele OSI (bien qu'il
implémente des fonctionnalités de la couche physidioutes les machines du réseau Ethernet
sont connectées a une méme ligne logique de coneation, toute information envoyée par
un équipement étant recue par tous les autres, rseoedte information était destinée a une
seule machine. Les postes connectés sur un réskeaun& doivent donc filtrer ce qui leur est
destiné ou non.

1.2.3.2. xDSL

Le terme DSL signifie Digital Subscriber Line (lignnumérique d’abonné€) et regroupe
I'ensemble des technologies mises en place pouramsport numérique de l'information sur
une simple ligne de raccordement téléphonique.éeigést de mettre a profit la partie non
utilisée du spectre d'une ligne téléphonique (dtntvoix n’utilise qu’'une partie) pour
transporter des données. Les technologies xDSLdsaistes en deux grandes familles, suivant
le rapport entre bande passante ascendante, ilisatatr vers le réseauyload et bande
passante descendante, du réseau vers l'utilisélenvnload : celle utilisant une transmission
symétrique (SDSL) et celle utilisant une transnoissisymétrique (ADSL).

1.2.3.3. Wi-Fi

Wi-Fi est une technologie sans fil normalisé IEER.81 dont le nom est promulgué par Wi-Fi
Alliance qui veille a l'interopérabilité des equipents certifiés. La norme définit les deux
couches basses du modele OSI (physique et liasaoanées) en utilisant des ondes radio sur
la fréequence de 2.4 GHz. Concgu pour les réseawaujosans fil (WLAN), cette norme permet
des communications entre différents dispositifhaats débits (de 11 Mbit/s en 802.11b a 54
Mbit/s en 802.11a/g et jusqu'a 540 Mbit/s théorgymur le futur 802.11n). Il existe deux
modes de connexion et d’exploitation dans un résszal sans fil : le mode infrastructure (les
postes équipés d'une carte Wi-Fi sont connectés eak via un ou plusieurs Points d'Acces -
AP- ou hotspots qui agissent comme des concentsyt@t le mode ad-hoc (connexion directe
entre les équipements Wi-Fi, sans utiliser un neltéers).

1.2.3.4. Satellite

Les systémes satellitaires sont déployés de plydusndans des zones ou l'infrastructure de
communication est peu développée, peu habitéesienu difficile a couvrir par les autres
technologies. Grace a ses avantages (couvertubalgloflexibilité d’'utilisation de la bande
passante, déploiement pratique des services)ediiation du satellite comme composant d’un
Internet s’appuyant sur des réseaux physiquesdygtées a une légitimité. Les inconvénients
principaux sont le colt de départ relativement &lda fiabilité réduite en cas de contexte
exceptionnel (interférences, conditions climatiquetsle délai de propagation de l'ordre de
600 ms aller-retour. Les débits sur un lien satété peuvent aller jusqu’a 100 Mbps en
réception et 2 Mbps en émission.

1.2.4. Le routage dans l'Internet

Le routage représente le processus qui permetodeetr le chemin que doit emprunter une
information sur un réseau afin de parvenir a sairt®n. Le routage est un mécanisme vital
pour Internet car il permet de passer les paquetprdche en proche pour arriver a la
destination. Chaque dispositif intermédiaire, appeduteur, posséde une table de routage
(remplie statiguement ou le plus souvent dynamicréjnqui est utilisée pour retrouver le
meilleur chemin vers la destination. Nous distingaideux types de protocoles de routage :

6
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* Interior Gateway ProtocollGP), utilisé a l'intérieur d’'un systeme autonome
» Exterior Gateway ProtocolEGP), utilisé pour échanger des informations déage
entre systemes autonomes.

1.2.4.1. Routage intra-domaine

Les protocoles de type IGP se divisent en deuxgoats : a vecteur de distance (distance-
vector) et a état de lien (link-state). Les protesa vecteur de distance utilisent I'algorithme
de Bellman-Ford ([Bellman58] et [Ford62]) et lesuuteurs n'ont pas la connaissance de la
topologie compléte du réseau. D’autre part, posirpl®tocoles a état de lien, chaque routeur
posséde la cartographie complete du réseau, ltemeilroute étant calculée localement.

1.2.4.1.1.RIP

Routing Information Protocol (RIP) est un protocaleecteur de distance qui utilise comme
métrique le nombre de sauts. Défini initialemensain de I'lETF dans la [Hedrick88], il a été
redéfini dans les nouvelles versions : RIPv2 [Maiid] ou RIPng [Malkin97]. Il présente
quelques inconvénients (temps de convergence, gessbéchelle, nombre maximal de saut)
qui font que RIP est remplacé soit par EIGRP (Enkdrinterior Gateway Routing Protocol,
propriétaire CISCO), soit par des protocoles addien (OSPF ou IS-1S).

1.2.4.1.2.0SPF

OSPF (Open Shortest Path First) est un protocoteutage pour IP issu des travaux du groupe
IGP de I'lETF (la version standardisé la plus réeasst RFC 2328 [Moy98]). Un réseau OSPF
est hiérarchique et il peut étre divisé en zonesnectées a une zone centrale (Area 0). Il
utilise une variante de I'algorithme de Dijkstraiji3tra59] pour calculer la route optimale a
partir de I'arbre de plus court chemin. Chaqueeougarde une base de données, mise a jour
périodiquement, qui contient la topologie du résdaette base, appelée LSDB (Link State
DataBase) est mise a jour périodiquement sur esisduteurs. La derniere version d’OSPF est
OSPFv3 [Coltun99] et présente la compatibilité arb.

1.2.4.1.3.1S-IS

IS-IS (Intermediate System to Intermediate Systed®yeloppé par Digital Equipement
Corporation, est également un protocole IGP adsdten standardisé par I'OSI [ISO10589].
Etendu pour l'internet IP, il a été intégré pak&llF [Oran90] et [Callon90]. Plusieurs entités
coexistent dans un réseau IS-IS: les systemesin@um (End System), les systemes
intermédiaires (Intermediate System — les routeues) zones (ensemble de routeurs) et les
domaines (ensemble de zones). Par rapport a I'QBPE&st utilisé plutdt dans les réseaux des
grandes entreprises, IS-IS est adopté particulieénepar les fournisseurs.

1.2.4.2. Routage inter-domaine

Les protocoles de type EGP permettent d’échanger idirmations de connectivité et
d’accessibilité des réseaux dans l'internet enygesnes autonomes (AS). Actuellement, le
seul représentant réellement déployé de cette |ttt le protocole BGP (Border Gateway
Protocol).

1.2.4.2.1.BGP

BGP est le protocole utilisé pour échanger desrimfitions de routage entre les systemes
autonomes. La version actuellement standardis@’lgarF ([Perkins07]) est BGPv4. BGP
supporte I'agrégation pour limiter les tables detage et aussi le routage sans classe (Classless

7
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Inter-Domain Routing - CIDR). Les métriques ne spas les mémes que celles utilisée en
IGP, mais elles dépendent de la route, des podiiqles opérateurs ou bien des diverses régles
réseau.

Les voisins BGP sont les routeurs avec lesquelsession BGP est établie. lls sont configurés
manuellement et la connexion utilise le protoco&PTsur le numéro de port 179. Deux entités
BGP échangent des messages pour ouvrir et mairésnparametres d’'une session. BGP ne
nécessite pas de mise a jour périodique des tal@ledputage ; des messages sont envoyeés
lorsque la table de routage change. En revancheputeur BGP doit retenir la totalité des
tables de routage courantes de tous ses pairstdetamps de la connexion. BGP est constitué
de deux parties : quand il est exécuté entre deuteurs au sein du méme systeme autonome,
il s’agit d’'IBGP (Interior BGP) ; d’autre part, EBG(Exterior BGP) est le nom donné quand la
session est établie entre systeme autonomes difé&feir Figure 3).

Session
(%)

Figure 2 : Protocole BGP

Les paragraphes précédents permettent de soulign@oint important du déploiement des
protocoles adaptés au multi-domaine. En effet, BSPdéployé indépendamment de 'GP
choisi au niveau des domaines.

1.2.4.3. Routage a QoS

Le routage a QoS (QoS Routing) est une des pigteecherche dans le cadre de I'ETF.
L’objectif principal ce ces travaux et d'intégres Imétriques de la QoS et les critéres de choix
d'un chemin dans les différents protocoles de gmutxistants. La RFC 2386 [Crawley98]
évoqgue trois évolutions envisageables des protscoée routage : (1) supporter différentes
classes de service, (2) éviter les changementadrgg de routes et (3) profiter de I'existence
de routes alternatives.

Le routage a QoS détermine les routes a la foidgpannnaissance des ressources disponibles
dans le réseau et les demandes en QoS d'un flexpiltaocoles de routage a QoS présentent
des mécanismes dynamiques qui ajoutent des crilér€oS au processus de choix des routes.
Les techniques de routage a QoS sont utiliséesoicb@ment avec des mécanismes de

réservation de ressources, contréle d’admissiongeénierie de trafic.

[Boucadair05] présente une proposition de routager-domaine a QoS, Q-BGP (QoS
Enhanced BGP). Ce protocole repose sur la versorbase de BGP pour échanger des
informations sur les performances relatives a 18 (Iest une version enrichie de ce protocole
qui a été retenue dans l'architecture du projet @Qrésenté dans le chapitre 3, dans lequel
nous la présentons plus en détalil.
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1.2.4.4. MPLS et Traffic Engineering

L’acheminement traditionnel des paquets dans lateuwns s’effectue suivant l'adresse IP de
destination contenue dans lI'entéte des paque3dRs un souci de simplification et de rapidité
du routage, un groupe de travail a I'lETF a propasénouveau protocole : MPLS (Multi
Protocol Label Switching) [Rosen01]. MPLS est uotpcole de commutation des paquets
(basé sur un protocole CISCO de commutation dég,tggs utilise des labels (étiquettes) pour
acheminer les paquets.

Un label de 20 octets identifie le trafic a I'ingrr d’'un réseau MPLS. Ce label est associé a un
groupe de paquets acheminés de la méme manieie, mé@me chemin et qui suivent le méme
traitement, ce qui constitue une classe spécifitpidrafic appelé « Forwarding Equivalence
Class » (FEC). Une FEC correspond a une plage ebads destination, a un certain type de
trafic, une priorité etc. Le mécanisme de commartate labels doit étre associé a un controle
d’admission pour garantir un niveau de qualité kiéfini. Les frontiéres d'un réseau MPLS
sont régies par des routeurs spéciaux appelés Ealgel Routers (LER). Les LERs appliquent
un label aux paquets entrants dans le réseaunévent a la sortie. Les routeurs du cceur d’'un
réseau MPLS, appelés Label Switch Routers (LSR)watent les paquets suivant les labels et
le chemin ainsi suivi porte le nom de Label Switthath (LSP). La Figure 4 présente un
exemple de domaine MPLS :

Application
des Labels

Extraction
des Labels

Figure 3 : Réseau MPLS

MPLS présente I'avantage de différencier les diflers de données (association des étiquettes
différentes) ce qui le rend trés attractif pour fesrnisseurs et son utilisation est répandue
principalement dans le coeur du réseau.

MPLS est utilisé conjointement avec des mécanismd@sgénierie de trafic (Traffic
Engineering - TE). L'ingénierie de trafic définiehsemble des techniques appliquées afin de
contrdler et de réguler la distribution du trafiand un réseau. L'objectif des opérateurs est
d’optimiser I'utilisation des ressources (bandespase) afin de mieux dimensionner le réseau,
d’éviter les congestions, de récupérer apres wferditionnement etc.

1.2.5. Les protocoles de Transport dans I'Internet

Pour répondre aux exigences des nouvelles applisafiex. multimédia et temps réel), deux
approches d’optimisation des protocoles sont egess dans les différents travaux de
recherche :
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» la premiere approche consiste a s’adapter, au umidea couches hautes (Transport,
Application) de I'architecture TCP/IP, a la varidtéi des ressources du réseau ;

* la deuxiéme approche propose une révision de [taatre TCP/IP en vue de
maitriser les probléemes de bande-passante et die dél

Une des pistes de recherche explorées a été dessspda complexité vers les extrémités de la
communication (terminaux utilisateurs) et par coos®it d'introduire des mécanismes

d’adaptation dans les couches hautes de l'architedhternet : application et transport. Ces
solutions visent a répondre aux exigences descgioins et a s’adapter aux caractéristiques
(type des flux, contraintes temporelles, fiabilitBlotons que ces solutions n’offrent aucune
garantie, ni temporelle ni de débit, sur le trartisle données.

De nombreux travaux se sont attachés a proposapulecaux protocoles et mécanismes de
niveau transport. Les protocoles initiales (Trarssmin Control Protocol - TCP et User
Datagram Protocol - UDP) présentent des limitexceptuelles qui les rendent inadéquats aux
applications temps réel. Les mécanismes de refdasperte et le contréle de congestion de
TCP engendrent une augmentation non maitrisée ldil eéaussi une variation importante du
débit d’émission. D’autre part, UDP ne met en ceuvrdes mécanismes de gestion de I'ordre
ni de la fiabilité et de ce fait ne répond pas besgoins des applications multimédia.

SCTP (Stream Control Transmission Protocol [Stedvdret DCCP (Datagram Congestion
Control Protocol [KohlerO6]) sont actuellement déppés a I'lETF, pour répondre aux
limitations ou enrichir les fonctionnalités destoanles UDP et TCP.

Le protocole ETP (Enhanced Transport Protocol [BXp03]), concu au LAAS-CNRS, vise a
permettre I'assemblage dynamique dacro-protocoles dédiés chacun a une fonction
spécifiqgue (contrble des pertes partiellement &aldontrole de congestion TCP-friendly
[Floyd06], ...). Il permet ainsi d’offrir les servisale transport les plus adaptés aux besoins des
applications et au contexte réseau sous-jacent. £ B instancié dans EuQoS de sorte a
fournir un ensemble de services EQ-ETP adaptéscksses de services réseau considérées
dans EuQoS, dans le but d’optimiser la QoS desfeas de données.

Sur ces bases, la section suivante présente leslesqarécurseurs de gestion de la QoS qui ont
été proposeés pour 'Internet, en soulignant legtdisnet les problémes ouverts.

1.3. Modeles précurseurs pour la garantie de la QoS

L'IETF (Internet Engineering Task Force) a créécassivement deux groupes de travail,
IntServ et DiffServ pour I'étude et la propositides nouveaux services IP. Ces propositions
essayent de répondre (en tout ou partie) aux paunsi problémes comme le provisionnement
des services, la signalisation nécessaire, etc.

1.3.1. IntServ

1.3.1.1. Présentation générale

L'IETF a d'abord créé le groupe de travail « Intgtgd Services » (IntServ). Ce groupe a
introduit une extension de l'architecture Interoeimposée d’une part d’'un modéle de service,
appelé modéle IS (Integrated Services) et d’autme g'un cadre d’implémentation pour la
mise en ceuvre de ce modele [Braden94]. Deux typesilice ont été proposés pour répondre
aux besoins des applications temps réel (garapsiré).
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Pour la mise en place de ces services, une résemnadds ressources est nécessaire dans tous
les routeurs au long du chemin de données. Cait®gure est réalisée par I'intermédiaire d’'un
protocole de signalisation appelé RSVP (ResourcgeR&tion Protocol), présenté dans la
section 1.5.3.1.1.

Le modele IntServ définit une architecture capaldgorendre en charge la qualité de service
sans toucher au protocole IP. Dans un réseau int@erflux de données identifie un ensemble
de paquets qui recoivent une certaine qualité dacgeet qui est défini par une « session »
déterminée par les adresses IP destination, |®qoiat de transport et les numéros de port.
Chaque flux peut étre servi par différentes clasteservice implantées dans les routeurs
traversés. Le trafic best-effort ne recoit aucumtément spécifique dans les routeurs, et les
paquets sont acheminés suivant la disponibilitérelesources.

Le cadre dimplémentation proposé par le groupeSdnt repose sur quatre fonctions
principales, I'ordonnancement des paquets, le éntd’admission, la classification des
paguets et la signalisation :

* |'ordonnanceur est en charge de I'acheminementfi&sents paquets ;

* le «classifieur » réalise une correspondance &etdveau de QoS requis pour les
paquets appartenant a différents flux ayant comjectf le contréle de trafic ;

* le contréle d’admission comprend la décision d'@beeou de rejeter un nouveau flux
par rapport a la QoS demandée. Cette QoS est iggdodr un ensemble de paramétres
appelés FlowSpec. On distingue deux parties dand-leevSpec: le TSPEC
(spécification du trafic) et le RSPEC (spécificatioe la requéte, les garanties
nécessaires pour le flux). Ces informations soahdportées par le protocole de
réservation RSVP qui a pour but de créer et mainkes états spécifiques pour chaque
flux dans les hotes terminaux et dans tous legewstau long du chemin ;

* la signalisation mise en place permet de réseegrdssources le long du chemin de
données dans les routeurs.

Dans le cadre d’IntServ, deux nouvelles classesatgice en plus du best-effort ont été
définies : Guaranteed Service (GS) [Shenker0O2]oettiGlled Load (CL) [Wroklawski97a].

* GS propose un service exprimable de maniere gatiwéiten termes de bande passante
et de délai maximal. Il garantit que tous les pésjaeiveront avec un délai maximal et
ilIs ne sont pas perdus dans les files d’attentesasrtde congestion (si le flux respecte
les parametres réserveés). Il est a remarquer que'di& aucune garantie sur le délai
moyen, mais seulement sur le délai maximal. Ce typeservice se préte a des
applications temps réel avec des contraintes fariete délai de transmission.

» CL propose un service de bout-en-bout exprimablmdeiere qualitative en terme de
bande passante : il garantit un transfert de denégeivalent a un réseau peu chargé,
non-congestionné. Les garanties offertes par lesGht d’ordre statistique et les
applications qui utilisent ce service doivent faunume estimation du trafic qu’elles
vont générer (dans le TSPEC). Les applicationsepiddes d’utiliser ce service sont
sensibles aux conditions de surcharge du réseaanguiine une dégradation sensible
de la qualité.

Le niveau de QoS fourni par les classes de serstg@rogrammable pour chaque flux (per-
flow) suivant les requétes des applications. Cgaéts sont passées aux routeurs en utilisant
un protocole de réservation tel que RSVP. L'ARSVP [Braden97] permet de préciser le

2 Application Programming Interface (Interface ded?ammation Applicative)
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profil de trafic qui nécessite la réservation dessources ainsi que le service IP requis (GS ou
CL).

1.3.1.2. Limites des propositions IntServ
L’approche IntServ présente plusieurs limites ingates.

* Tous les routeurs au long du chemin ainsi que ystgmes terminaux doivent étre
capables de fournir des requétes de QoS en utilsgmotocole RSVP. L'inconvénient
principal de RSVP provient du fait qu’il oblige aamtenir des informations d'état sur
chaque flux dans chaque nceud du chemin liant lténretu récepteur. Lorsque le
nombre d'usagers (flux) augmente, le nombre d'é&atent conséquent, et le trafic est
d'autant plus saturé que les rafraichissements emtiteurs deviennent importants. Le
maintien des états dans les routeurs ainsi quer&ate d’admission augmentent les
besoins en ressources et rajoutent de la compldaité les nceuds du réseau. Cela nuit
aux performances du systéme dans son enser@ldst pourquoi IntServ est plus
adapté a des réseaux de petite taille comme lesvdslocaux (LAN)

e Dautre part, IntServ ignore la structure multi-dmme de l'Internet. L’existence de
plusieurs domaines administrés indépendamment hss des autres, impose une
gestion locale de maniére autonome vis-a-vis des Ipalitiques internes, du routage,
de la sécurité et bien sir de la qualité de serditférente qui devient difficile a
déployer.

1.3.2. DiffServ

1.3.2.1. Présentation générale

Le modéle DiffServ [Blake98] a été concgu pour répreraux limites d’IntServ. L'idée de base
est de fournir une qualité de service non par flomais par classe de paquets IP tout en
repoussant (le plus possible) la complexité diuemaént en bordure du réseau afin de ne pas en
surcharger le cceur. DiffServ définit la notion delasse » comme un ensemble de paquets
identiquement marqués. Afin d’éviter le problemepdissage a I'échelle inhérent aux solutions
IntServ, le choix a été fait de traiter un nomlimateé de classes (agrégats).

Pour l'identification des classes, DiffServ définit champ de remplacement dans I'en-téte IP,
champ appelé DiffServ Code Point (DSCP) qui renwlas champs déja existants : Type of
Service (TOS) dans I'en-téte IP version 4 ou Tca€@ilass dans I'en-téte IP version 6. Plus
exactement, seulement six bits sur 8 sont utilisés.deux autres bits (réservés) sont utilisés
pour la notification explicite de la congestion.

Dans les paragraphes suivants, nous présentonsrd’dbux autres notions importantes de la
proposition DiffServ : la notion de domaine et lation de contrat de service (SLA). Nous
décrivons ensuite les principes généraux, de lisacture DiffServ.

1.3.2.2. La notion de domaine DiffServ

Par définition, I'Internet est constitué d’'une mt@nnexion de réseaux. Cependant, plusieurs de
ces réseaux sont souvent rassemblés sous une méneadministrative (par exemple dans
les grandes entreprises, les centres de rechetebasjiversités, ...) et constituent un domaine.
[Nichols98] désigne par domaine, un ensemble dedecthbtes et routeurs) administrés de
fagcon homogeéne.

Dans un domaine, on distingue les nceuds interrles ateuds frontiéres : les premiers ne sont
entourés que de nceuds appartenant au domainegaleries seconds sont connectés a des
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nceuds frontieres d’autres domaines (Figure 4)nSiomsidére le sens de communication de la
source vers la destination, les nceuds de frontipeeswent étre d’entrée (ingress) dans le
domaine ou de sortie (egress).

. Neeud frontiére du domaine

Nezud intemne du domaine

Neeud frontiere d'un autre domaine

Figure 4 : Distinction des nceuds d’'un domaine Diff&v

1.3.2.3. La notion de SLA (Service Level Agreement)

L'utilisation des services DiffServ implique powr tlient la souscription d’'un contrat avec le
fournisseur des services : ce contrat s’appell8emice Level Agreement (SLA).

Contrairement a ce qui se passe avec RSVP, ceatasr signé avant toute connexion au
réseau, et non a I'établissement d’'une sessiomli@tane session RSVP revient en effet a
passer un contrat avec les routeurs intermédiaipeis,garantissent certaines propriétés du
transport de données tant que le trafic respectetain profil). Les spécifications techniques
du SLA sont contenues dans le SLS (Service Lev@ci8pation). Le SLA contient les
informations suivantes :

» le trafic que l'utilisateur peut injecter dans éseau fournisseur (en termes de volume
de données, de débit moyen, d’hbtes source owndést, ...) ;

» les actions entreprises par le réseau en cas dessipent de trafic (rejet, surtaxe,
remise en forme du trafic) ;

* la QoS que le fournisseur s’engage a offrir audrgénéré ou recu par l'utilisateur (ou
les deux). Celle-ci peut s’exprimer notamment emés de délai, de bande passante,
de fiabilité ou de sécurité.

Pour le moment, seuls des contrats statiques;a@iseé peu susceptibles de changer dans le
temps, sont établis, la gestion des contrats dyaqasi dont les caractéristiques varient
rapidement étant plus complexe.

1.3.2.4. La notion de comportement (PHB : Per Hop Behavior)

Au sein d’'un domaine DiffServ, tous les nceuds eéterouteurs) d’'un domaine implémentent
les mémes classes de service et les mémes compatteau Per Hop Behavior: PHB vis-a-vis
des paquets des différentes classes. Un comportémcért le routage, les politiques de service
des paquets (notamment la priorité de passage ouejge en cas de congestion) et
eventuellement la mise en forme du trafic entraarisdle domaine. Les noeuds internes ne
doivent pas conserver d’états en mémoire (contrearg a la proposition IntServ) ; ils ne font
que transmettre les paquets selon le comportengimi gour leur classe. Nous verrons dans
les chapitres suivants qu'il est possible, sousvedude certaines hypotheses concernant le
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trafic global, de caractériser (au moins statigigant) les services obtenus entre deux nceuds
frontiéres. Les nceuds frontieres se chargent dguaades paquets selon le code réservé a
chaque classe, comme nous allons le voir dangiie gaivante.

La RFC 2475 [Blake98] définit le PHB comme le comipment d’acheminement observable
de l'extérieur qui s’applique aux données dans aeud DiffServ. Le systéme marque les
paquets conformément aux codes DSCP et tous |lee{sagyant le méme code seront agrégés
et soumis au méme traitement particulier.

Plusieurs PHB standard ont été définis :

* Le PHB par default (default PHB, défini en [Nich@sg) : spécifie que les paquets
marqués avec la valeur DSCP « 000000 » utilisesgteice « traditionnel » best-effort
dans un nceud DiffServ. De plus, si un paquet adamrs un nceud et son code DSCP
ne correspond a aucun PHB, ce paquet recevra lepRH8efault

» Assured Forwarding (AF) PHB (défini en [HeinanenQ9tablit une méthode pour
laquelle I'agrégation détermine différents niveadiassurances sur I'acheminement
des paquets. Quatre classes AF1, AF2, AF3, et AR4ét® ainsi définies avec des
différents niveaux de traitement (rejet) en casalgyestion du réseau.

* Expedited Forwarding (EF) PHB (défini en [Jacob€jh9 a pour but d’offrir un
service robuste avec peu de pertes, avec giguélait pktits et une bande passante
garantie (service premium). Pour assurer I'effigadu systeme, ce service devrait étre
réservé pour un certain type d'applications (cuiéis, multimédia, temps réel). La
valeur recommandée pour le code DSCP EF PHB e$1 1(D.

1.3.2.5. La notion de Bandwidth Broker

La RFC 2638 [Nichols99] introduit la notion de Bandth Broker (BB), entité définie comme
ayant la connaissance des politiques et de la diisititc des ressources d’'un domaine. De
plus, il alloue la bande passante en tenant codipteensemble de régles et stratégies. Il est a
noter qu’'un BB est en charge d’'un seul domaine anatif (ou d’'une portion de domaine).
Pour avoir des garanties de QoS au long du cherairdahnées qui traverse plusieurs
domaines, il est nécessaire d’avoir une commumicantre les BBs adjacents ce qui permet de
construire le chemin de bout-en-bout sur la baseSd®\ établis entre les domaines.

Plusieurs types d’architectures de déploiement &étproposés pour les BBs [Schelen98],
[Nichols99], [Terzis99], [Qbone01]. Elles peuvetre&lassées de la fagon suivante :

» une seule entité est en charge de la gestion daidem

* un BB est distribué entre plusieurs entités. Lebda effectuées par ces entités peuvent
étre identiques ou hiérarchisée ;

e une structure hybride est également envisagée @ubine les avantages des deux
architectures précédentes.

L’efficacité d’'un BB dépend de linteropérabilitée dses composants. Les fonctions sont
distribuées horizontalement (entre tous les donsaimpliqués sur le chemin de données) et
verticalement (au sein de chaque domaine). A titexemple, la Figure 5 illustre les
principaux composants du BB proposé pour le QBQ#ojhe01] ; elle comporte :

* une interface d’'acces pour les utilisateurs etnfiedistrateur, afin de gérer les
différentes requétes provenant de l'intérieur dondime;

e un module qui réalise le contrdle d’admission ;

» des composants pour la communication intra et-thbenaine ;
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* une base de données qui contient toutes les infamsaconcernant la topologie du
réseau, les contrats établis avec les clientsseldenaines adjacents, les politiques, les
ressources disponibles, les allocations actuelles, informations relatives a
I'authentification, I'autorisation, la comptabiligi la tarification ;

* les informations liées au routage ;

» un systeme de gestion de politiques et du réseau.

Adjacent Adjacent
BB ‘ & .- BB
Inter Domain
PM
Interface
Application
Server Simple
\ Policy
Services NMS
User / User/App
Host ¢ » Interface i
Network /
Operator
Data Store Routing Info
Intra Domain
Edge % Edge
Router(s) e _ Router(s}

Figure 5 : Architecture du Bandwidth Broker propose pour le QBone

1.3.2.6. Problemes ouverts

La proposition DiffServ est actuellement considé&rémme la plus adaptée pour la gestion de
la QoS dans I'internet. Cependant, elle présenisigulirs problemes (paramétrage des PHB,
établissement des accords entre administrateurglitfésents domaines, ...). Le passage au
multi-domaine (Figure 6) accroit les difficultés gestion de la QoS pour plusieurs raisons :

* Dans un premier temps, le provisionnement est ptusplexe, car il inclut aussi le
dimensionnement des ressources de chaque domaireppart aux contrats SLA/SLS
avec les domaines adjacents.

* Ensuite, le contréle d’admission doit étre prolorsgé les liens inter-domaines pour
assurer la disponibilité des ressources de bohbah

* Finalement, les domaines de I'Internet étant h@imes, ils peuvent offrir des services
différents. En conséquence, une signalisation rdoltnaine doit étre donc mise en
place pour gérer la continuité de la qualité deviser pour une communication

traversant plusieurs domaines.
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SLA p1oz

Domaine D2

Domaine D1

Figure 6 : Internet multi-domaine

Nous précisons ces difficultés et les besoins &&saans la section suivante.

1.4. Provisionnement et contréle d’admission pour | a QoS

1.4.1. Provisionnement des ressources pour la QoS

Le provisionnement de service consiste a accorgedirhensionnement des ressources du
réseau en fonction des contrats établis avec \esgiclients et du trafic véhiculé. On considére

un service bien provisionné si le réseau est capdibssurer le transfert de la communication

d’'un point d’entrée (souscription de contrat) vens(ou plusieurs) point(s) de sortie dans les

conditions spécifiées dans la souscription toutespectant les performances annoncées. Le
probleme de provisionnement comporte deux parties :

» Dans le cas intra-domaine, le provisionnement sbagiour I'administrateur a définir
l'infrastructure (les ressources) nécessaire paumlse en ceuvre des contrats de
services avec les clients. Ces clients peuvent é&tes particuliers, des
entreprises/universités ou bien d’autres fournissedous précisons que nos travaux
n'abordent pas cet aspect, le choix des mécanigtaes libre pour les administrateurs
de domaines.

» La deuxieme découle de la nature multi-domaine’ldéetnet. Il est a noter que les
domaines traversés par une communication n’offrenes méme capacités, ni les
méme performances. Il est donc nécessaire de d¢omrab caractéristiques des
services fournis par les domaines impliqués le dunghemin de données pour faire un
choix de concaténation de services (un par domaoe)le chemin suivi par les
données, qui répond aux besoins en QoS.

L’objectif du provisionnement est d’ajuster le dim@nnement des ressources du réseau a
partir des contrats souscrits avec les divers tslidre provisionnement comporte deux aspects :
mono-domaine (lié a la gestion des ressourceiesgar chague domaine) et multi-domaine (lié
a la découverte des services et au choix d’'uneaténation qui satisfait les exigences du
trafic). Nous présentons dans la section suivaegedifférentes approches pour répondre au
probleme de provisionnement.

1.4.1.1. Surprovisionnement

Une des solutions considérées pour assurer unééjdel services est le surprovisionnement.

Une politique de surprovisionnement consiste assi@s que les capacités des liens sont
supérieures au volume de trafic a écouler suriées.| Dans le cas du mono-domaine, cette
opération se traduit par un ajustement adoptéepfrurnisseur sur le surdimensionnement des
ressources qui engendre la disponibilité des resssuPour le multi-domaine, le probleme est
plus complexe car il s’avéere que le surdimensiorergm’est pas envisageable a cette échelle.
Outre le fait que cette solution est trés coltquser les opérateurs, elle engendrerait une
explosion des accords de pairs. Cette approcheggmn seulement la volonté d’optimiser la
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bande passante mais aussi n'offre pas de solutan lp développement des services futurs.
Ces remargues nous aménent a conclure que le smsionnement n’apporte pas une réponse
aux problemes de garantie de Qo0S. Avec les nowvaflplications et les nouveaux usages qui
se développent, tels que les applications interestila visioconférence ou la voix sur IP, les
tres gros transferts de fichiers, il devient impottde ne plus seulement provisionner les
ressources, mais aussi d’adapter la maniere derddenées sont transportées dans le réseau.
Ceci est de plus vrai dans les réseaux sans fidelnoc déployés dans des situations d’urgence
(médicales, militaires) ou la qualité de servidepesnordiale.

1.4.1.2. Provisionnement intra-domaine

Une des solutions pour le provisionnement intra-giomn repose sur une approche basée sur
des politiques. Cette vision, fortement étudiéesdbn cadre de I'lETF (groupe de travail
« Policy Framework » http://www.ietf.org/html.charters/OLD/policy-chartetml) permet
'administration des réseaux a base des reglesagtestqui spécifient dans un langage de haut
niveau ce que le réseau doit faire au lieu de a&omment le faire. Cette architecture offre
une large flexibilité et repose sur un serveuratgas qui met en place les politiques a adopter
[Pujole04]. Deux entités s’échangent des infornmstiolans cette approche : un serveur de
regles (Policy Deployment Point) et ses clientsliipdEnforcement Point) qui exécutent les
politiques et les décisions. Dans [TrimintziosO8jilisation de politiques de haut-niveau vise
I'ingénierie de trafic et elles sont utilisées pailoter les algorithmes de mise en ceuvre des
solutions DiffServ sur MPLS. Dans [Cortes03], leditigues sont appliguées dans chaque
domaine par un Resource Mediator, sauvegardéesddarizases de données et ensuite utilisées
a plusieurs niveaux de l'architecture.

Toutes les solutions présentées sont statiquesa edufée de validité des services est
relativement longue. Pour répondre a ce problert@ddadou06] présente une architecture qui
a pour objectif de prendre en compte le provisiomerg pour des services a court terme en
étendant le protocole COPS (décris dans la sedi6br3.2.2) et introduisant une entité
supplémentaire de signalisation dans le PDP (pl@récision).

Dans [Engel03], la gestion n'est pas assurée paelmédiaire de politiques : une gestion
globale est réalisée a I'aide d’un agent de coati@s ressources (RCA) qui est en charge de la
surveillance, du contrdle et de la distribution tessources dans le domaine.

1.4.1.3. Provisionnement inter-domaine

Dans le cas d’'un environnement multi-domaine, tbfgme est plus difficile car la portée du
service implique plusieurs domaines hétérogénegésis par différents fournisseurs. Ceci
rejoint le besoin de découvrir et de composer éegices offerts par chagque domaine au long
du chemin de données pour assurer la QoS requése Epints de vue ont été adoptés dans la
littérature :

e un provisionnement « statique », qui suppose quietmuverte et le choix sont faits
préalablement a la requéte de service.

e un provisionnement « dynamique », qui a pour oljelet construire dynamiguement,
au moment de la requéte, le service de bout-en-leomtieux adapté aux besoins
applicatifs.

Dans [Mantar0O4] les auteurs proposent une soludgjon établit préalablement des tunnels
(appelés « pipes ») de bout-en-bout a l'aide d'totgeole de signalisation basé sur SIBBS
(voir section 1.5.3.2.1 pour les détails de ce quole). Les tunnels sont construits entre le
routeur de bordure de sortie du domaine sourcesetduteurs de bordure d’entrée dans les
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domaines destination ; il est possible de metjauasa capacité suivant le volume de trafic a

écouler. Les pipes sont préétablis et dimensiomméavance et ne concernent qu'une série
limitée de services prédéfinis et identiques, cé spuppose une forte homogénéité des

domaines. De plus, I'automatisation des pipes rpastconsidérée, ce qui rend cette approche
plutbt statique.

Dans un contexte multi fournisseurs, [HowartO5}aduit les concepts de c-SLS (customer

SLS) entre un client et son fournisseur et p-SLER(BLS) entre deux fournisseurs. Le modeéle,
repris en détail dans [Howart06], définit aussnddion de classe QoS locale (I-QC) et de classe
de bout-en-bout (e-QC). Une e-QC est obtenue peorgosition de deux I-QC adjacentes, la

concaténation pouvant ainsi étre étendue par ta.sui

D’autres propositions font I'hypothese que les peniances et la portée des services ne sont
pas définies a I'avance. Il est donc nécessairdébeuvrir les services disponibles et leurs
performances le long du chemin de données, puchdisir ceux les mieux adaptés et enfin de
les invoquer.

[FlzesiO3] propose une architecture (Network Amgttiire for Inter-Domain Services - NAIS)
qui sépare la fourniture du service de I'invocatitinservice. Dans ce contexte, les opérateurs
s’échangent et négocient des services similaireiacuits virtuels ou réseaux privés virtuels.
Ces services ont pour but d’agréger le traficsebiit une longue durée, de plusieurs mois ; en
revanche, leur mise en place peut prendre augsinps considérable.

[Yang05] propose un provisionnement réalisé sumalse d'un vecteur de service obtenu par la
composition des services disponibles dans chaquéeuo sur le chemin de données.
L’architecture impose a l'utilisateur de récupééetaide de messages de test « probe » les
services et a chaque routeur de marquer les pasuigtnt le choix effectué. Pour autant, cette
proposition ne prend pas en compte I'hétérogédite contexte multi-domaine.

[Gao04] présente une architecture congue sur tigeaux (gestion, contréle et données) qui
vise a résoudre les problémes liés a I'hétérogémétamment dans un environnement mobile
en utilisant le méme mécanisme de sondage (« prothe réseau.

[Auriol04] introduit une architecture de communioat capable de récupérer les services
disponibles et de prendre en compte aussi le nivBansport dans I'évaluation des
performances. Une requéte exprime les besoinsppdisations en termes de QoS sans préciser
la classe de service. Les services disponibles caug Ides domaines ainsi que leurs
performances sont découverts par l'intermédiainene’ signalisation appropriée. Le choix
d’'une concaténation des services disponibles ésttaé en fonction des besoins en QoS a
satisfaire. Il est suivi par la réservation desoesces correspondantes sur chaque domaine.
Nous considérons aussi le cas d’'un provisionnemgmamique a la demande, en étendant les
résultats illustrés en [Auriol04] pour optimisemmvisionnement inter-domaine.

1.4.2. Contrble d’admission

Le provisionnement ne suffit pas a garantir la dispilité des ressources a tout instant sur le
chemin de données. Pour garantir que le traficirdgoservice adéquat un mécanisme de
contréle d’admission (CAC) de connexion doit étrés nen place. Les performances se
détériorent rapidement si les demandes dépassenapacité du réseau : pour éviter ce
probleme, le CAC assure qu'un nouveau flux de desnadmis ne provoque pas une
dégradation de la QoS. En d’'autres termes, chaqueeau flux susceptible de recevoir une
QoS est soumis a un contréle d’admission qui désideelui-ci est accepté ou rejeté. Ce
mécanisme assure la limitation de la charge et ddfisation que les ressources sont
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disponibles pour satisfaire les besoins d’'un nouxdlux sans pénaliser les communications
existantes. Le CAC doit étre complété par un méraaide protection du trafic conforme qui
garantit qu’'une nouvelle connexion ne pénalise pesformances des communications
existantes. Le CAC concerne les équipements résapliqués sur le chemin de données
(bande passante, buffers) et distingue deux aspkrtsontréle de la disponibilité a I'intérieur

d’'un domaine ainsi que sur les liens inter-domadass le cas du multi-domaine.

Il est a remarquer que la décision peut étre migeant différentes techniques, un schéma
générique pour le contrdle d’admission étant ifiisin [Soldatos05].

A l'intérieur d’'un domaine, le CAC consiste a assuea disponibilité des ressources entre un
point d’entrée et les points de sorties. Pour Isspge au multi-domaine, le controle
d’admission doit étre prolongé sur les liens itemaines au regard des accords de pairs
« peering » entre les domaines et de I'état cowtesiréservations.

[Mykoniaty03] adopte un contréle d’admission oriemesures qui est basé sur une estimation
périodique de la disponibilité des ressources. dlati®n repose sur une séparation de la
souscription et de l'invocation. La disponibilitéesd ressources est estimée en utilisant des
fonctions de l'ingénierie de trafic sur une matride disponibilité de ressources (RAM -
Resource Availability Matrix). Les ressources es#s ne sont pas réservées physiquement, ce
probleme étant laissé ouvert. L'application dedrpolitiques est utilisée en fonction de la
charge du réseau : (1) la situation nominale ctasisaccepter une nouvelle requéte qui selon
I'estimation n’engendre pas une congestion ; (Jeleonde politique est appliqguée suite a une
congestion rejette tous les nouveaux flux et (3tamirdle plus restrictif est effectué dans une
situation de relaxation précédant le retour a ul@tson nominale.

[Engel03] propose un contrble assuré par un mosheeifique appelé Resource Control Agent
(RCA). Le RCA interagit avec les agents de contbsimission (ACA — Admission Control
Agent) qui se situent en bordure du réseau. Les A@i8sent indépendamment et réalisent un
CAC dans les limites d'un trafic d’entrée / sorieceptable pour chaque classe au niveau des
routeurs de bordure.

[Yang03] présente une architecture ou le contrédelrdission est effectué par les systemes
d’extrémités. La solution, couplée avec le provisiement illustré dans [Yang05], repose sur
le choix d’'un vecteur de service (services recup@rec des paquets de test du réseau). Les
auteurs mettent en avant le degré de satisfactesn pgerformances de bout-en-bout et la
diminution du codt pour les utilisateurs finaux.

[KellyOQ] suit la méme optique d’utilisation des ssages de test (« probe ») pour effectuer un
contréle d’admission dans les équipements de berouies terminaux utilisateurs. Les auteurs

proposent un modéle mathématique applicable cethat par le marquage des paquets de test
par exemple en utilisant les informations de coige®xplicite dans I'en-téte IP.

[Jiang06] adopte un contréle d’admission impliaik@ns les domaines DiffServ basé sur les
informations contenues dans le champ DSCP de &nHP. La solution consiste a effectuer un
CAC sur chaque routeur, spécifique pour chaguesela§ et AF.

Pour une communication qui traverse plusieurs doewiil est nécessaire d'effectuer le
controle d’admission sur les liens inter-domaimesjs aussi de le prolonger de domaine en
domaine. Une premiere approche consiste a pouesliapproche IntServ en impliquant les

routeurs de bordure dans le CAC. Cette approché adoptée par [Salsano03] qui propose
I'utilisation d’'un protocole qui étend BGRP [Pan00]
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Une approche hiérarchique pour répondre au probléen€€AC repose sur le concept de
gestionnaires de domaines de type Bandwith Brakevduit dans [Nichols99]. En considérant
les domaines fortement hétérogénes, ce sont deserjui ont la connaissance des
disponibilités de ressources et sont en chargeuteglestion d’'une maniére plus hiérarchique,
les routeurs n'ayant plus cette responsabilité. thramunication (signalisation) entre les BB
est nécessaire pour mettre en ceuvre le CAC inteathe le long du chemin de données
(Figure 7).

Figure 7 : Architecture multi-domaine a base de Badwidth Broker

Dans cette approche, le contréle d’admission esttghisé a I'intérieure d’'un domaine et un
échange des messages est nécessaire entre legaBi®snjances du service, information sur le
trafic, disponibilité, etc.). Cet échange constitusignalisation inter-domaine.

[MantarO4] répond au probleme du CAC par l'étaleliieent et le dimensionnement au
préalable des tunnels (pipes) prédéfinis. Une nvequéte recue par le BB du premier
domaine implique juste la vérification de la disgdlité suivant la destination et la classe de
service requise. Ce premier BB ne communique pas aes BB pairs, et le contrOle reste
local. Une nouvelle réservation est envisageablecas d'échec, ce qui implique une
signalisation appropriée et aussi un fort couplagte les domaines réalisé dans la phase
initiale de provisionnement.

L’architecture présentée dans [JiaO1] utilise tatgola notion de Bandwidth Broker et un

protocole de signalisation basé sur SIBBS (protmddcrit dans la section 1.5.3.2.1). Pour le
contrdle d’admission, les auteurs proposent unrilgne a contraintes multiples fondé sur la
méthode Bellman-Ford (MCBF) [Bellman58] [Ford62}ea la signalisation associée.

Dans la section suivante, nous présentons en sié¢silconcepts de la signalisation pour la
qualité de service dans I'Internet.

1.5. Signalisation pour la QoS

1.5.1. Introduction

La signalisation est un concept clef dans les tchires qui visent a offrir de la QoS. Les
diverses propositions convergent vers la néceg&iéir une signalisation intra-domaine et
inter-domaine. La signalisation concerne plusieaspects comme le routage, la sécurite, la
surveillance (monitoring), mais nous ne traitonsigdaos travaux (et par la suite dans ce
mémoire) que la signalisation pour la qualité devise. Dans un environnement multi-
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domaine, une signalisation est requise pour lauléate des services et de leurs performances
le long du chemin de données, ainsi que pour li&atan de la disponibilité des ressources.

Deux axes de recherches sont suivis pour réponted@soins en signalisation des solutions
pour le provisionnement et le contrdle d’admission

e une signalisation couplée au chemin de données-fath ») dont le représentant le
plus abouti est RSVP ;

e une signalisation découplée du chemin de donnéeff-path »), que nous adoptons
aussi dans le cadre de nos travaux, qui impligue épiipements en charge de la
gestion de la Q0S, notamment les entités de type\Biath Broker.

L’approche couplée au chemin de données assumehom®généité de bout-en-bout de
I'architecture Internet et le fonctionnement idgog des équipements sur le chemin de
données. Ses principaux inconvénients sont le gasaal’échelle (car ils introduisent une
consommation des ressources importante des roptetrshypothése d’homogénéité des
domaines. De plus, des états doivent étre gardésateque routeur au long du chemin.

L’hétérogénéité de I'Internet et I'environnementlthidomaine ont favorisé le découplage de
la signalisation intra-domaine (pour réserver ssources a l'intérieur d’'un domaine) de celle
inter-domaine (pour la réservation entre domain€slte séparation (illustrée dans [Vali04])
conduit a une plus grande flexibilité dans le psscs d’allocation des ressources. Dans nos
travaux, nous nous intéressons particulieremerd signalisation inter-domaine, laissant le
choix aux opérateurs d’implanter la solution laui@daptée a l'intérieur du domaine.

Apres avoir introduit les concepts généraux sursignalisation, nous donnons dans les
paragraphes suivants un panorama des protocol@es#® pour supporter ce besoin. Nous
différencions dans un premier temps les protocpteposeés pour le niveau applicatif de ceux
Proposeés pour le niveau réseau.

1.5.2. Protocoles de signalisation de niveau applic  atif

Les mécanismes de signalisation peuvent intervanplusieurs niveaux de l'architecture
Internet. Au niveau applicatif, une signalisatist eécessaire entre les clients pour négocier
une série de parametres pour la mise en place dtonemunication : les capacités des
terminaux (en particulier les codecs), la localsatdes terminaux (adresses IP, numéros de
port), les protocoles transport utilisés etc. Npré&sentons succinctement dans les paragraphes
suivants, les protocoles de signalisation les ptilisés actuellement : SIP, RTSP et H323.

1.5.2.1. SIP

SIP (Session Initiation Protocol) [Rosenberg02]uesprotocole utilisé pour établir, modifier et
fermer une session applicative sur les réseaull #3t indépendant du protocole de transport
sous-jacent et il a été congu pour interopérer akaatres protocoles de I'lETF : RTP (Real
Time Transport Protocol [Schulzrinne03]), SDP (8esPescription Protocol [Handley98]),
DNS (Domain Name System [Mockapetris83]) etc. SdRAcfionne selon le modéle client-
serveur et les messages échangés ont un format lextcorps des messages contient les
informations relatives a la session et utilise géleénent le protocole Session Description
Protocol (SDP [Handley98])

1.5.2.2. RTSP

RTSP (Real Time Streaming Protocol) est aussi otopole de niveau applicatif utilisé pour
des applications multimédia dans le but d'établirde contrbler des flux synchronisés
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[Schulzrinne98]. L’envoi et le transfert des dommée font pas partie de RTSP, qui par contre
propose des mécanismes pour choisir les canauspwan(UDP, UDP multicast, TCP).
L’ensemble des meédia est défini dans une desanipsimndard de type SDP ou SMIL
(Synchronized Multimedia Integration Language -pittvww.w3.org/AudioVideo/). RTSP
offre des fonctionnalités permettant aux utilisesefinaux d’accéder directement au contenu
multimédia et d’en contréler la diffusion (lectuexance rapide, suspension etc.).

1.5.2.3. H.323

H.323 [ITU-T-Rec.-H323-06]fait partie d’'un ensemble de recommandations staliges par
IITU-T ayant pour but de définir des protocoles demmunication pour des applications
multimédia sur des réseaux a commutation de pagde3@3 spécifie une pile de protocoles
qui incluent la signalisation, la négociation, lansport des données vidéo et audio. La
signalisation dans H.323 est basée sur le protdRAl® (Registration Admission Status) pour
I'enregistrement et [lauthentification et sur laceenmandation ITU-T Q.931 pour
I'initialisation et le contréle d’appel. Pour la getiation des codecs, le protocole utilisé est
H.245.

Bien que H.323 soit le précurseur des protocoles (s sessions multimédia, SIP s'impose de
plus en plus dans le monde Internet grace a saleaitgpréduite et a sa ressemblance avec
HTTP (HyperText Transfer Protocol [Fielding99]).

1.5.3. Protocoles de signalisation de niveau réseau

Pour assurer la QoS dans le réseau, une signatisadi nécessaire pour la configuration des
eéquipements, le CAC,... Suivant le modele de gestfa Qo0S, la signalisation se décline en
deux catégories : couplée au chemin de données-gath ») et découplée du chemin de
donnés.

1.5.3.1. Signalisation couplée au chemin de données

Cette section présente une série de protocolesigialisation pour la QoS qui adopte

I'approche couplée au chemin de données. Dansami@r temps nous décrivons le précurseur
de ces protocoles, Resource Reservation Proto&@VIR issu des travaux du groupe IntServ.
Ensuite nous décrivons brievement d’autres projposit qui ont essayé de répondre aux
limitations de RSVP (en particulier lié au passagéchelle vis a vis du nombre de flux a

traiter).

1.5.3.1.1.RSVP

Dans le modele IntServ, la qualité de service astrgie par I'intermédiaire d’une réservation
préalable des ressources dans chaque routeur shemein de données. Afin de réserver les
ressources réseau (bande passante et mémoire jam@oessaires a l'obtention de ces
services, l'approche IntServ utilise un protocole téservation de ressources: RSVP
[Braden97]. Ce protocole propage la demande devadsen a tous les routeurs sur le chemin
des données (de fagon dynamique afin de s’adaptecteangements de route). Chaque routeur
est en charge d’accepter ou non la réservatioreeant compte des ressources disponibles
localement et de la caractérisation du trafic feuavec la réservation. Une API a été définie
pour accéder a ces services, la RAPI.

Les applications qui demandent les services GS lod’'lDtServ utilisent le protocole RSVP
pour réserver les ressources et configurer lepéments sur le chemin de données. Dans un
premier temps, le message PATH est envoyé parlicabion émettrice vers le récepteur (voir
Figure 8). Ce message contient une spécificatiotrafic (TSPEC) a QoS qui sera utilisé par
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I'application. Chaque routeur sur le chemin de d@mwntraite ce TSPEC et achemine plus loin
le message PATH. Une spécification additionnellBSREC) peut étre ajoutée par les routeurs
pour signaler certaines contraintes sur les resssurUne fois le signal PATH arrivé au

récepteur, il répond avec le message RESV. Ce Isggranet de réserver effectivement les
ressources au retour. Le message RESV contienpdeification des ressources réservées
(RSPEC). Une fois le chemin configuré, la transmissles données (du flux pour lequel les
ressources ont été réservées) peut commencer. [@sunuteurs classifient chaque paquet
rentrant pour lui fournir le service adéquat. Cettassification est basée sur plusieurs
informations : adresse source et destination, nosnge port, etc.

Recepteur

Figure 8 : Fonctionnement du protocole RSVP

Les réservations RSVP sont unidirectionnellesjéed par le récepteur, les communications
bidirectionnelles nécessitant des réservationsréépalne autre caractéristiqgue importante de
RSVP est le maintien des états (appelés « so#i-sjalans tous les routeurs. Les réservations
mémorisées dans les routeurs expirent si ellesomé gas rafraichies par des messages
périodiques. Outre les messages PATH et RESV, doqole RSVP utilise les messages
TEARDOWN (pour libérer explicitement les ressourcesns attendre I'expiration des
minuteurs - « timers »), ERROR et CONFIRMATION pajouter de la fiabilité.

Les inconvénients principaux de RSVP résident dsmscomplexité et son manque de
résistance au facteur d’échelle (une des limitesnddeéle IntServ). Rappelons que tous les
routeurs au long du chemin doivent implémenter R®¥¢Mnaintenir un contexte méme si
aucune réservation n’est effectuée. Plusieurs travesent a proposer des protocoles basés sur
RSVP en simplifiant ses mécanismes.

1.5.3.1.2.YESSIR

Le protocole YESSIR (YEt another Sender Sessiogaret Reservation) [Pan98] propose un
mécanisme de réservation des ressources au lorghetin de données en simplifiant le
modele RSVP (réduction du contrble et du traitem#exkibilité au niveau utilisateur). Les
requétes de réservation sont initiées pas I'émettmidirectionnelles et de bout-en-bout.

1.5.3.1.3. Boomerang

Boomerang [Feher99] est un protocole de réservaldressources qui utilise un seul type de
message pour l'installation et la libération dessceirces. Tous les mécanismes de gestion de la
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réservation sont concentrés dans le nceud initigtliyr Il supporte la réservation initiée par
I'émetteur ainsi que celle initiée par le réceptdig multicast n’est pas supporté et le seul
mode de réservation possible est celui unidirentbn

1.5.3.1.4. BGRP

BGRP (Border Gateway Reservation Protocol) [Pas@Qyropose d’agréger la réservation des
ressources inter-domaine pour des flux unicastbjeif est de réduire la charge, le nombre
d’états et la bande passante. BGRP construit ure ggbur chaque domaine et réunit les
réservations de toutes les sources dans le réseauimiter les informations retenues dans les
routeurs, particulierement dans les domaines du.d8&RP est déployé dans les routeurs de
bordure et il utilise également des soft-states praintenir les réservations.

1.5.3.2. Signalisation découplée du chemin de données

1.5.3.2.1.SIBBS

Le protocole SIBBS (Simple Inter-domain BandwidttoBer Protocol) [QBone01] a été défini

par le groupe de travail signalisation de QBonea lpour objectif d’étre utilisé dans un

environnement DiffServ basé sur I'existence de Badth Brokers. Dans la plate-forme

QBone, chaque réseau DiffServ supporte un ou plissiservices. SIBBS est un protocole
simple dont le but est de communiquer entre lesi®aith Broker. Il est basé sur 'échange de
deux principaux PDUs (Figure 9) :

* RAR (Resource Allocation Request) ;
* RAA (Resource Allocation Answer).

Le message RAR inclut I'identifiant du service ggldes informations relatives a la requéte
de qualité de service (classe de service, bandmpiay, les adresses IP source et destination,
un champ d’authentification et d’autres paramethesservice. Le message RAA contient la
réponse a un PDU RAR. La communication entre lesd&th Brokers est supposée fiable,
assurée par exemple par le protocole TCP.

Figure 9 : lllustration du protocole SIBBS

Recevant un message RAR, un Bandwidth Broker uthemtifie la requéte comme provenant

d’'un pair ; i) vérifie que la requéte recue regpdes SLS existant, iii) évalue la disponibilité

des ressources a l'intérieur de son domaine pqanicie aux besoins du flux de données et iv)
accepte cette nouvelle connexion si toutes lesitond relatives aux politiques internes du

domaine sont respectées.

Si une requéte est acceptée, le message RAR gsagérade maniere récursive vers sa
destination par tous les Bandwidth Brokers des doesaimpliqués le long du chemin de
données. En supposant les ressources disponibldsyiier Bandwidth Broker répond avec un
RAA positif, message qui est acheminé jusqu’au Badith Broker d’origine, qui conclut a
'admission de la requéte. Le maintien des resssurest assuré par des messages de
rafraichissement émis périodiquement.
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Pour la configuration des différents équipemendstgurs), SIBBS ne spécifie pas un protocole
particulier mais il peut s’appuyer sur les proposis de SNMP, DIAMETER ou COPS. De
plus, SIBBS ne précise pas comment identifier telpain Bandwidth Broker.

1.5.3.2.2.COPS et COPS-SLS

COPS est un protocole basé sur le schéma clieetvews, destiné aux réseaux basés sur des
politiques. Les composants du protocole COPS $&mDP (Policy Decision Point) et le PEP
(Policy Enforcement Point). Le PDP est I'entité tcale en charge de prendre les décisions
(pour lui et pour les autres nceuds du réseau). He &st le point ou les politiques seront
appliguées, un routeur par exemple (voir Figure. H)) cas d’absence d'un serveur de
politiques, un PDP Local (LPDP) peut étre utilisé.

COPS est un protocole de type requéte-réponseeguigt a un PEP (routeur) d’interroger son
PDP sur les actions a réaliser suite a I'apparitiim événement (par exemple I'arrivée d’'un
message de signalisation).

Serveur des politiques

Moeud du réseau

PDP

Figure 10 : Protocole COPS

COPS-SLS [Nguyen02] et [Nguyen03] est une extendiomprotocole Common Open Policy

Service (COPS) [Durham02] pour la gestion des Si&\ce Level Specification) dans un

environnement multi-domaine. COPS-SLS a le mémepooi@ment que SIBBS : une requéte
est propagée d’'un Bandwidth Broker a un autre swhemin de données. Chaque Bandwidth
Broker a un double rdle :

* PDP pour le domaine précédent, Bandwidth Brokeequoie la requéte ;
* PEP par rapport au domaine suivant.

Par rapport a SIBBS, le protocole COPS-SLS, ajaptelques fonctionnalités comme la
renégociation des classes de service dans le ca® dlemande d’admission échouée. Par
contre, COPS-SLS ne précise pas comment décowyriBandwidth Broker suivant ou
I'identification des routeurs de bordure.

1.5.4. Signalisation générique — NSIS

1.5.4.1. Introduction

Le besoin en signalisation dans I'Internet ne comegas uniguement la qualité de service,
mais également la sécurité, la mobilité, ou la olégie. Pour répondre a ces différents
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besoins, le groupe de travail NSIS (Next Step ign&ing) a été crée a I'IETF
(http://www.ietf.org/html.charters/nsis-charter.trdans le but de définir un cadre générique
pour la signalisation.

Ce groupe de travail mene une activité importante la standardisation d’une solution
générale pour la signalisation. Dans [BrunnerOd]deécifications principales sur les besoins
des protocoles de signalisation et le comportemead-vis de la mobilité sont définies. Le
groupe a aussi spécifié un cadre générique pousignalisation dans I'Internet, solution qui
distingue deux niveaux :

* le niveau NTLP (NSIS Transport Layer Protocol) etdié au transport de la
signalisation entre les entités NSIS, indépendammdenl’objet de la signalisation
(QoS, sécurité, mesures, etc.) ;

* le niveau NSLP (NSIS Signaling Layer Protocol) gisécifique aux applications de
signalisation qui ciblent un certain objectif. Chae de ces applications définit ses
propres messages et leur enchainement de messages.

Cette approche découple le transport de la sigtalis d’objet de la signalisation proprement
dite. L’architecture NSIS est présentée dans lareid 1 :

NSIS Signaling Signaling |
Layer Protocol Signaling Application 2 Signaling
(NSLP) Application 1 | Application n
GIST

Transpoﬁ Layer Security
NSIS Transport

Layer Protocol

(NTLP) CP SCTP DCCP

<l/ IP Layer Secunty\l>

I
IP et couches basses

Figure 11 : Architecture NSIS

La philosophie de NSIS est de réutiliser les méraas de RSVP. Ainsi, dans sa version
actuelle, NSIS suit I'approche couplée du chemirddenées (« on-path ») qui implique que
les entités de signalisation se trouvent sur lenth@&le données. La signalisation est effectuée
saut par saut entre les entités NSIS (NE), lesodisfs ne supportant pas NSIS acheminant
simplement les messages sans les traiter. La Fit@irdécrit le fonctionnement de NSIS.
Chaque héte et aussi une partie des routeurs shetain de données implémentent une entité
NSIS (NE) qui échange des messages de signalisation
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NE NE NE NE

NE Entité NSIS

........... Chemin de données

Message de signalisation

Figure 12 : Signalisation NSIS

1.5.4.2. NTLP : le protocole GIST

Au niveau NTLP, un protocole appelé GIST (Generdkrhet Signaling Transport) a été
spécifié [Schulrzine06]. GIST est responsable dngfert des messages entre les entités de
signalisation. Le fonctionnement de GIST est levaoii : suite a la réception d'un message de
signalisation (comprenant les informations relatiae flux de données), le niveau GIST prend
en charge de transférer ce message vers la preckaiité NSIS. Pour établir une association
GIST entre deux NE, une séquence de négociatianoenétapes (« three-way handshake »)
est utilisée. L’association ainsi créée pourra Bitgilisée pour différentes sessions ultérieures.
En réception, GIST achemine le message directedatprochaine NE ou il transfére ce
message au niveau NSLP pour traitement. Noton$Gd8€& ne regarde ni ne modifie la charge
utile (payload) du message NSLP. GIST utilise dexaxles de fonctionnement :

* |e mode datagramme (D-mode) pour encapsuler dis petssages peu fréquents ;

* le mode connexion (C-mode) utilisé pour les proesode transport orientés
« stream », comme TCP et plus récemment SCTP, cearmet de rajouter des
fonctionnalités comme la fiabilité et la sécuri@dc TLS par exemple sur TCP).

Comme RSVP, GIST garde des états relatifs & ursosedes « soft-state ». Chaque état se
voit associé un minuteur (« timer » en anglaisgnedrré a chaque mise a jour d'état. Si un
timer expire, I'état est supprimé et les ressouasciées sont relachées. GIST garde deux
tables d’états : MRS (Message Routing State) pesrflux individuels et MAS (Message
Association State) pour les associations entrenéges NSIS pair.

1.5.4.3. NSLP

NSLP est spécifique pour divers types de signabisatindépendants les uns des autres.
Plusieurs protocoles de niveau NSLP ont été défiarss le cadre du groupe de travail NSIS,
en particulier :
*  QOSNSLP [Manner06] fournit des fonctionnalités sainés a RSVP par I'installation
des états au long du chemin de données en vuentiéleo la QoS de bout en bout;
* [Stiemerling06] propose une signalisation pour lanfiguration des entités de
translation d’adresse (NAT) et pare-feux (Firewalljvant les besoins des flux.

1.6. Architectures conceptuelles

Sur les bases précédentes, plusieurs architeainte&é proposées pour la mise en ceuvre des
mécanismes de gestion de la Qo0S. Nous présentanemment dans la section suivante les
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modeles des réseaux de nouvelle génération (NGi$) gue plusieurs projets de recherche
conduits dans un contexte international.

1.6.1. Les réseaux de nouvelle génération (NGN)

1.6.1.1. Présentation générale

A la fin des années ‘90 les acteurs de télécommatioit ont introduit les concepts
fondamentaux des réseaux de nouvelle génératioredaammandation ITU-T Y.2001 [ITU-T
Y.2001] définit les réseaux de prochaine génératem accord avec le projet Gll (Global
Information Infrastructure), comme « réseaux en enpaguet, en mesure d'assurer des services
de télécommunication et d'utiliser de multipleshtemogies de transport a large bande a qualité
de service imposée et dans lequel les fonctiores l@ux services sont indépendantes des
technologies sous-jacentes liées au transport 20p4]. D’autre part, ETSI a proposé pour
définition dans [ETSI/GA38(01)18]: « NGN est unncept pour définir et déployer des
réseaux qui, a cause de leur séparation formelf@esieurs niveaux et plans et de l'utilisation
des interfaces ouvertes, offrent aux opérateufeughisseurs de service une plate-forme qui
évolue pas-a pas pour créer, déployer et géresateies innovants ».

Les caractéristigues communes des réseaux de togeéelération, globalement agréées sont :
la généralisation des réseaux a commutation dasepme@t la convergence vers « tout IP », la
séparation nette entre les fonctions de contréleestfonctions de transport, le découplage
service / transport, l'ubiquité, la flexibilité kt convergence des fonctions de gestions.

1.6.1.2. Architecture NGN ITU-T

L’architecture fonctionnelle des réseaux NGN décpar I'I'TU-T dans la recommandation
Y.2012 est illustrée dans la Figure 13. Il est inamuer que la définition des différentes
fonctions dans chacun des plans de services etadspbrt est clairement séparée. L’ANI
(Application Network Interface) fournit un pointatcés entre les applications et les éléments
NGN. De la méme maniere, l'interaction entre ligakeur et les réseaux NGN et entre les
réseaux NGN se réalise par I'intermédiaire des (IMler Network Interface) et NNI (Network
Network Interface).

Les services fournis aux applications (utilisatesmt assurés, grace aux fonctions de support
d'application et de service, comme des fonctionsalemande connexes. Les opérations des
fonctions de commande de service incluent I'entegjisent, I'authentification et I'autorisation,
sur la base des profils utilisateurs stockés dapshase de données.
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Figure 13 : Architecture NGN ITU-T

Les fonctions du plan de transport impliquent tassniveaux horizontaux en distinguant les
fonctions de réseaux d'acces, les fonctions deuserdes fonctions transport central et les
fonctions passerelle. Le plan transport fournitcdanectivité (IP) des composants NGN sous le
contréle des fonctions de commande de transpotdmmaent les fonctions de commande de
rattachement au réseau (NAQ¥etwork Attachment Control Functiprainsi que les fonctions
de contrdle de ressources et d'admission (RAGISource and Admission Control Funcjion
RACF assure le contrdle en fonction des politiggegestion, des mécanismes d’admission et
de la disponibilité des ressources.

Les fonctions de gestion (Management Functionsktiiolent une composante de base de
I'architecture NGN, afin d’offrir le niveau de sére attendu. Ses actions se retrouvent au
niveau des deux plans de service et de transpaoreprennent divers champs : gestions de
performance, de configuration, de sécurité, desigude taxation etc.

1.6.1.3. Architectures IMS

IMS (IP Multimedia Subsystem) propose un cadre iggctural pour des applications
multimédia sur IP, défini initialement pour les géax mobiles par 3GPP (3rd Generation
Partnership Project) pour la norme UMTS. Ces cascept été repris par 3GPP, 3GPP3 et
TISPAN et actualisé pour prendre en compte d’auypss de réseaux. Selon 3GPP [3GPP],
IMS n’a pas pour but de standardiser des applicgtimais de permettre le déploiement sur
une infrastructure commune filaire ou sans fil (@ngence fixe-mobile). Pour faciliter
l'intégration avec Internet, IMS propose l'utiligat des protocoles standards IETF tel que SIP
[Rosenberg02] ou Diameter [Calhoun03]. L'IMS n’gshs un réseau unique, mais une
interconnexion de plusieurs réseaux avec infragtras différentes interopérables grace aux
éléments IMS.

Les travaux communs avec ETSI-TISPAN ont condiib@verture de I'lMS vers les réseaux
fixes. Cette convergence fixe-mobile (FMC) est I'des axes principaux des domaines des
télécommunications. TISPAN étend l'architecturdiahe IMS en rajoutant des composants
spécifiques pour supporter I'interopérabilité eriféerents réseaux.
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Les architectures NGN fournissent un cadre poumike en ceuvre des services évolués avec
des caractéristiques innovantes : QoS, souplesketdeation, intégration et convergence fixe-
mobile.

1.6.2. Projets de recherche

1.6.2.1. Introduction

Du fait de la convergence vers un réseau uniqueaemunication, dont la principale
caractéristique est I'hétérogénéité, I'objectif fttio d’autres services en dehors du classique
« best-effort » impose une remise en cause du matiEkervice des paquets IP et du modele
architectural de I'Internet. Nous avons identifé brincipaux axes des recherches pour la QoS
correspondant aux besoins associés que nous awmss suivis dans nos travaux: le
provisionnement des ressources, le contrble d’alamset la signalisation. De nombreux
travaux ont traité ces problémes soit de manier@épandante, soit dans le cadre
d’architectures, souvent issues de grands prajetsnationaux.

Plusieurs initiatives (Internet2 aux Etats-Unid'laitiative « Next Generation Networks » en
Europe) ont été menées depuis quelques annéesisamdk la réalisation de grands projets. Le
groupe Internet2 QoS (http://qos.internet2.edu/wa/)eu pour mission de supporter le
développement et le déploiement des applicationgatinologies réseaux avancées avec un
trafic IP différencié. L’Initiative NGN (www.ngnimg/qos/htm), sponsorisée par la
Commission Européenne a démarré en 2001 et soaigairobjectif a été d’encourager les
groupes de travail pour mieux préparer la transiti@ I'Internet actuel vers un réseau de
nouvelle génération qui offrira des services évelagec un niveau élevé de qualité de service,
de performance et de sécurité. Dans ce contexisiepks projets de recherche ont eu pour but
d’élaborer des propositions sur la QoS principal@ndans un environnement DiffServ.

1.6.2.2. QBone

Le projet QBone (gbone.internet2.edu) [QboneOlhcdaen 1999 aux Etats-Unis est un
pionnier qui avait pour objectif le déploiementestest des mécanismes de QoS évolutifs dans
un environnement Internet multi-domaine. QBone itis@ mise en oceuvre d'un service
Premium (équivalent & une ligne louée) a I'échdbel’Internet. Le projet n’a pas abouti aux
résultats initialement ciblés et a ensuite viséoljectif de service moins performant ne
nécessitant pas de mécanismes complexes ([QBos¢eilj®Bone-ass]).

En Europe, trois projets menés conjointement dangddre de « Premium I[P cluster »
(http://st.inf.tu-dresden.de/aquila/files/pip-clustém), AQUILA, TEQUILA et CADENUS
ont proposé les premieres architectures fonctidemelans le but d’offrir une QoS de niveau IP
dans I'Internet multi-domaine.

1.6.2.3. AQUILA

Les objectifs principaux du projet AQUILA (« Adafitee Resource Control for QoS Using an
IP-based Layered Architecture » - www.ist-aquilg)orvisaient la conception et
'implémentation d’'une architecture de QoS dansomironnement IP. La solution AQUILA
est basée sur la proposition d’'un niveau de canmtd#s ressources en privilégiant une
architecture de type DiffServ. De plus, AQUILA pasge I'utilisation d’'une boite a outils pour
faciliter la mise en place de la QoS par les wiésrs finaux. Pour répondre au probleme de
provisionnement, AQUIILA adopte une approche ogeagent qui configure automatiguement
les équipements a partir d'une base de donnéesolltion, décrite en [Engel03], propose une
gestion globale d’'un domaine via un agent qui arp@le de surveiller et controler les
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ressources. Pour le contrble d’admission, AQUILAogmse une vue qui implique
principalement les routeurs de bordure d'un domadmeouteur de coeur ne gardant que des
états par agrégat. [Salsano03]

1.6.2.4. TEQUILA

Le projet TEQUILA (« Traffic Engineering for Qualitof Service in the Internet at Large
Scale » - www.ist-tequila.org) visait a obtenir d@santies quantitatives de QoS en étudiant la
définition des services et des outils d’'ingénielgetrafic. Les axes principaux de recherche de
Tequila comprenaient la spécification des SLS at stthémas d’ingénierie de trafic intra et
inter-domaine. Le provisionnement des ressources d&QUILA repose sur une approche
basé sur des politiques qui visent a l'ingénierge tehfic pour gérer la mise en place des
solutions DiffServ sur MPLS [Trimintzios02] et [fmintzios03]. Concernant le contrdle
d’admission, TEQUILA adopte une approche orienté&sume, basé sur une estimation et une
prédiction de la charge qui conditionne I'acceptati’'une nouvelle requéte.

1.6.2.5. CADENUS

Le projet CADENUS (« Creation and Deployment of Ersgr Services in Premium IP
Networks » - wwwcadenus.fokus.frankhofer.de) ciblaiconception et le développement des
solutions pour la configuration et le provisionn@ndes services pour les utilisateurs finaux
avec des garanties de QoS dans un environnememiupnelP. L’'architecture CADENUS
propose un ensemble des modules fonctionnels ggseag a l'interface entre I'utilisateur et le
fournisseur. CADENUS adopte également une apprdidse sur des politiques pour le
provisionnement : ces politiques sont déployéegyas niveau des équipements réseau
[Cortes03].

1.6.2.6. MESCAL

Le projet MESCAL (« Management of End-to-end Quatif Service Across the Internet et
Large » - www.mescal.org) a étendu les résultatspchjet TEQUILA en étudiant plus
spécifiguement le probleme du provisionnement dansontexte multi-domaine. La solution
proposée vise a valider une architecture baséeusunouveau concept de contrat client-
fournisseur et d’accords de pairs qui permettedel@doiement et la fourniture de la QoS inter-
domaine. Les objectifs de MESCAL couvrent la prapms de «business model », la
spécification et I'implémentation des algorithne¢gprotocoles de I'architecture inter-domaine,
I'évolution des protocoles de routage existantiagiroposition d’une approche qui s’appuie
sur des politiques et ingénierie de trafic. MESCAdpprofondit les solutions de
provisionnement étudiées dans TEQUILA, dans unecdatmulti-domaine en proposant un
modéle de concaténation en cascade entre les desnaitjacents. La solution repose sur
I'utilisation du protocole Q-BGP et sur la défiomi de classe de QoS étendue (e-QC) définie
récursivement comme la concaténation d'une clags®d (I-QC) et d’'une e-QC d’un domaine
adjacent [Boucadair05], [Howart06].

1.6.2.7. ENTHRONE

Le projet ENTHRONE (« End-to-End QoS through Intdégd Management of Content,
Networks and Terminals » - www.ist-enthrone.orgyeade les problémes de génération,
protection, distribution et utilisation de contemasltimédia et la gestion des ressources dans
un environnent géographiquement distribué. Le prpjepose une solution intégrée pour la
gestion de divers services audio-visuels incllapirotection du contenu, la distribution sur le
réseau et la réception au niveau des terminaugaigurs dans le but d’offrir une QoS de bout-
en-bout sur des domaines hétérogénes. ENTHRONEogeopin modele qui sépare les
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fournisseurs de contenu (CP), les consommateur$, (ECfournisseurs de service (SP) et les
opérateurs réseaux (NO) [KourtisO4]. Les opératasorg en charge du provisionnement de
service par le biais des techniques d’ingénieri¢raliic dans un contexte IMS. L’architecture
détaillée dans [Ahmed04] impligue I'engagement dEssources suite a la souscription d'un
SLA et le provisionnement s’applique pendant deslesy périodiques (la possibilité d’'un
provisionnement dynamique étant en cours d’étude).

1.6.2.8. NETQOS

Le projet NETQOS (Policy Based Management of Hegfeneous Networks for Guaranteed

QoS www.netqos.eu) a pour objectif le développendante solution automatique de gestion

de la QoS basée sur des politiques qui vise urramement hétérogéne mono-domaine. Le
but est de proposer une architecture autonome;caumfogurable qui repose sur des politiques
de gestion, capables de répondre aux besoins dgonamide QoS des utilisateurs qui peuvent
évoluer pendant une communication.

1.6.2.9. DAIDALOS

Le projet DAIDALOS (Designing Advanced network Irfeces for the Delivery and
Administration of Location independent, Optimisestgpnal Services www.ist-daidalos.org) a
pour but de proposer une nouvelle architecturdPu orientée utilisateur, flexible et facile a
administrer. DAIDALOS vise a intégrer des technadsgréseaux hétérogénes qui permettent
aux fournisseurs de services et aux opérateurfid’dés nouveaux services performants. Les
activités du projet se concentrent particulieremsmt les réseaux mobiles 3G, mais les
technologies complémentaires sont aussi envisagées.

1.6.2.10. EuQoS

Sur la base de plusieurs contributions, le projgbgéen EuQoS (« End-to-end Quality of
Service support over heterogeneous networks » - wuagos.eu), dans le cadre duquel ont été
menés les travaux décrits dans ce mémoire, a pgoutEveloppé et testé une architecture
globale de gestion de la QoS de bout-en-bout dansnyironnent Internet multi-domaine
hétérogéne. EuQoS concentre I'effort sur la sigaéibn intra et inter-domaine, et sur le
contréle d’admission spécifique aux différenteshietogies sous-adjacentes. Nous allons
discuter en détail la solution EuQoS dans le chafit

Le Tableau 3 résume ces principaux projets de rebhe

Nom Projet Mots clefs Références
http://qos.internet2.edu/wg/dogu
: ments-informational/draft-i2-
QBone [B)?ggytgigr:gﬁg;tion inter-domaine | doone-arch-1.0/
’ http://gbone.internet2.edu/bb/pa
rameter-requirementsV2.html
AQUILA Controle d’admission, multi-domaine| [Salsano02], [Engel03],
BGRP [Nikolouzou03], [Dabrowski03]
TEQUILA Traffic engineering, end-to-end [Trimintzios02], [Flegkas02],
provisioning, SLS [Trimintzios03]
CADENUS prpvisionnement, médiation de servi¢dCortes03]
middlebox
MESCAL QoS inter-domaine, ingénierie de [Howart05], [Levis05],
trafic, composition de CoS [Boucadair05], [Howart06]
ENTHRONE services audio-visuels, fournisseurs (de oujis2004]
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contenu, MPEG-21 [Ahmed04]
DAIDALOS | mobilité, identité virtuelle, ubiquité | LCAd€ron06], [Roussakioz],
[Doolin08]
NETQOS automatisation, adaptation de la QoS,[Miloucheva06]
politiques, mono-domaine [Chassot06], [VanWambekeO7]
EUQOS QoS de bout-en-bout, signalisation, | [Dugeon05], [Masip-Bruin07]
réseaux hétérogénes, multi-domaine| [Cordeiro08]
Tableau 3 : Projets de recherche
1.7. Conclusion

Nos travaux visent a proposer une architecturegi®@bsation qui a pour but la maitrise de la
qualité de service dans un environnement Internaticiomaine hétérogene. Le contexte ciblé
est celui de la convergence sur IP du monde désam@munications et celui des réseaux, dans
une architecture unifiée. Ce chapitre a présentétainde I'art des propositions associées a la
problématique ciblée dans nos travaux :

* Les évolutions de I'Internet et les besoins des/athess applications ;

» Les parametres et les métriques de la qualité decse

* La maitrise de I'hétérogénéité d’un environnemeuttihidomaine ;

» Les architectures de nouvelle génération ;

» La signalisation inter-domaine comme support peuprovisionnement et le contréle
d’admission.

Le Tableau 4 résume les différentes propositionsastiles critéres dégages précédemment : le
provisionnement, le contrble d’admission et la algation. Nous rappelons ensuite le
positionnement des travaux décrits par la suites d@xmémoire. Les limitations principales de
ces propositions se manifestent dans un premiepgetans l'ignorance du contexte multi-
domaine et sur les considérations de ’homogérsitdes équipements au long du chemin de
données. Les mécanismes de réservation de ressmecgont pas couplés avec un contréle
d’admission ou un provisionnement dynamique a lanalele. Les solutions proposees
privilégient la mise en place au préalable des adigiis qui fixent les services et les
performances sur le chemin des données.

Provisionnement Controle d’admission Signalisation
Applicative :

- Statique : basé sur « SIP

politiques : projets . H323

TEQUILA et CADENUS ;| - Basé estimation « RTSP

Agent de contrdle : projet| [TEQUILA], agent de
AQUILA, tunnels (pipes) | controle [AQUILA];

- Couplée au chemin
[Mantar04], Classe de up u [

Travaux services étendus - CAC sur les de d.onnRe ;S/P

connexes [Howart05], ENTHRONE | systémes d’extremité . NSIS '
- Dynamique : [Kelly00], [Yang04] ; ,
intra-domaine * YESSIR,
[Hadadou06], inter- - Centralisé * BGRP
domaine [Fiizesi03], aved [Nichols99] [Jia01] | - Pécouplee du
des messages de probation chemin de données :
[Yang03] « SIBBS,

» COPS-SLS.
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- Signalisation
. Contréle d’admission| complétement
- Provisionnent iy . . . :
. X hiérarchique, découplée du chemin
. dynamique, a la demande .~ - “° . !
Positionnement .| distribué, basé sur la| de données, entre les
- Dans le cadre du projet | . .
de nos travaux réservation des BBs
EuQoS, « loose model » et . L .
ressources avec une| - signalisation hybride
«hard-model » B . &
basé de données dans le contexte NSIS,
HyPath

Tableau 4 : Résumé état de l'art

Bien que la communauté de recherche soit tréeseastiv les protocoles de signalisation, le
déploiement multi-domaine dans les réseaux restigéli D’une part les obstacles techniques
ont retardé la mise en place, d’autre part la eétte des opérateurs qui préferent encore
attendre et s’appuyer sur le surprovisionnement agavancées dans la fibre optique. Il est a
noter aussi que les modeles de marché (« businadsisn») actuels ne sont pas encore adaptés
pour une négociation dynamique de la QoS.

Les travaux décrits dans cette thése s'articulemdua du théme de la signalisation inter-
domaine, signalisation qui vise le provisionnemgrie contréle d’admission. Nous traitons la
signalisation inter-domaine en étendant le modéete Bandwidth Broker (BB). Cette
communication entre les BB pose un probléme d’ifleation du prochain BB sur le chemin
de données. L’'avantage d’'une telle approche esllguermet d’avoir une vision globale sur
la disponibilité des ressources au niveau de chdgo®ine. Une deuxieme contribution de nos
travaux a été proposée dans le cadre de NSIS (ntenjment avec I'Université de Coimbra) et
vise a répondre au probleme d’hétérogénéité damsmvinonnement multi-domaine lorsque ces
domaines n'implémentent pas tous la solution NSIS.

Une contribution importante de cette thése a &ésée dans le cadre du projet EuQoS, en
particulier sur l'approche de signalisation. Nougores participé a la spécification, a

implémentation et aux tests des solutions propsséar I'architecture EuQoS. Ces

contributions seront détaillées dans les chapirets4.

Notre solution vise a offrir et maitriser une qtelile service et se positionne sur les différents
points suivants :

* Sur le plan du provisionnement des services, rnowposition repose dans un premier
temps sur l'invocation dynamique de services biennas (General Well Known
Services - GWKS) dans le cadre du projet EuQoS.sDan deuxieme temps, nous
étendons ce contexte en considérant que les semideurs performances ne sont pas
connus a I'avance, donc une découverte est népessaivi du choix et de I'invocation
de la concaténation la mieux adaptée ;

» Concernant le contréle d’admission, nos travaux’mgéressent pas particulierement
aux algorithmes de mise en ceuvre ; nous proposoIGAC hiérarchique et distribué
sur les domaines traversés, basé sur un dépotrimiseances (base de données qui
contient une représentation de la topologie du doshades ressources, qui vise a
répondre rapidement a une requéte de service sanséserver physiquement. Ce
mécanisme consiste a avoir une vision haut-nivealadisponibilité des ressources
dans le domaine entre chaque paire de points deetrde sortie.

e Sur le plan de la signalisation, nous proposongnatocole de signalisation « off-
path » entre des entités en charge de la gest®mamaines (AS). Ce protocole est
intégré dans une architecture dont font partie neanismes évoqués aux points
précédents. De plus, nous avons participé aveavdssité de Coimbra dans le cadre
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du groupe de travail NSIS de 'lETF a la proposit@iune solution qui a pour but de
répondre au probleme d’hétérogénéité des domainesmplémentent le protocole
NSIS et de ceux qui le font pas.

Nos propositions ont pour but aussi d'introduire renimum de contraintes pour les
administrateurs de domaines par le découplage ideslisations intra et inter-domaine, le
contrble d’admission basé sur une cartographie @t miveau de la disponibilité des
ressources, et la définition des interfaces sarnsoser une implémentation spécifique a
I'intérieur du domaine.
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2. Contributions a la signalisation pour la qualité de
service dans I'Internet multi-domaine

Ce chapitre présente nos contributions a la siggiidin pour la QoS dans I'Internet multi-
domaine. Ces contributions consistent en :

une proposition de protocole de signalisation dplgsi du chemin de données
(signalisation « off-path ») ;

une proposition de protocole de signalisation ddgra la fois couplée (« on-path »)
et découplée (« off-path ») du chemin de donnésanta permettre la coexistence
de domaines NSIS et non-NSIS. Cette propositiamssfit dans le cadre du groupe
de travail NSIS de I'lETF et a été mené conjointetravec I'Université de Coimbra,
Portugal ;

une proposition de provisionnement a la demande gse a découvrir
dynamiquement les services disponibles au long ltkman de données, puis a
sélectionner la séquence de classes de servicep@urdomaine et non forcément la
méme pour 'ensemble des domaines impliqués) la atlaptée aux besoins en QoS
et aux exigences / préférences des utilisateudesdournisseurs de service ;

une étude pour le déploiement de la signalisatiécgulente dans un environnement
mobile. Ces travaux récents visent a répondre aligme de la continuité de la QoS
suite a la mobilité en y intégrant la signalisatpmur la réservation des ressources.

Les deux premieres propositions ont été appliqdées le cadre du projet EuQoS (présenté
dans le Chapitre 3). La troisieme proposition estié des travaux antérieurs du groupe OLC
du LAAS-CNRS que nous étendons par : 1) la forratibs d’'un modele de découverte et de
concaténation des classes de services, 2) l'adaptde la signalisation pour la prise en
compte des besoins associés et 3) I'évaluationimulaion des bénéfices induits. La
guatrieme contribution concerne des travaux récagisés dans le cadre d'une
collaboration avec I'Université de Santa CatarinaBdésil.

Ce chapitre est structuré de la maniére suivante :

La section 2.1 expose d’abord le contexte et lgmotigses sous jacentes a nos
travaux, puis présente le cadre architectural tamsel s’'inscrivent nos propositions.
La section 2.2 présente la proposition de protodelsignalisation « off-path » et sa
spécification en UML 2.0 ;

La section 2.3 présente notre approche de provisiment de service dynamique qui
repose sur la signalisation précédente.

En section 2.4, nous présentons notre propositien s@nalisation hybride
couplée/découplée du chemin de donnée dans le dad\SIS.

Enfin, la section 2.5 présente des travaux en cauisvisent a intégrer la
signalisation proposée dans un contexte de mabilité

2.1. Contexte des travaux

Actuellement, aucune des propositions existantas thalittérature ne répond complétement
au probleme de la garantie de qualité de servios Hmternet. La difficulté provient d’une
part de la diversité des applications (et par cgmsit de leurs besoins) et d’autre part de la
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structure de I'Internet, hétérogéne a plusieurgaux. Par définition multi-réseau et multi-
domaine, I'Internet actuel (et futur) est devendtirtachnologie et multi-service. Garantir la
gualité de service nécessite de tenir compte detlare trés hétérogéne et dynamique de
'Internet. De plus, il est essentiel de définir deuveaux systémes et mécanismes dans
I'Internet pour prendre en compte et maitriser ¢5Q

Notre proposition est basée sur quelques regletafoantales de conception :

* Un tel systéeme complexe ne peut pas étre déevelsgupe concevoir I'architecture de
maniere globale en définissant a la fois les compies fonctionnelles et leurs
interfaces ;

« Etant donné la distribution géographique et I'négénéité de I'Internet, une solution
identique pour tous les sous-systemes ne peuttpasedenue ; il est par exemple
nécessaire de prendre en compte I'hétérogénéittedesologies sous-jacentes dans
chaque domaine.

 Dans la réalisation de l'architecture, seulemest ilgerfaces principales seront
définies dans le but de laisser un degré de libgg#gificatif aux opérateurs, aux
administrateurs des domaines, mais aussi aux ctewsples solutions.

2.1.1. Définitions
Exposons d’abord quelques définitions sur lesgsiedposent nos propositions.

1. Domaine a QoSUn domaine a QoS est un domaine qui offre deangias de qualité de
service (par exemple sur le débit borné, sur létdéta.).

2. Domaine sur provisionné (Over provisionned Domalif domaine « surprovisionné »
est un domaine capable d’acheminer toute commumicaters le domaine suivant en
introduisant une modification bien définie et adéepdes propriétés de QoS. Par conséquent,
le domaine dispose des ressources nécessairesgpomdre aux besoins de tous les flux le
traversant, quels que soient les points d’entréke sbrtie.

Soit ;

R I'ensemble des routeurs de bordure du domaine D ;
N le nombre de routeurs de bordure ;
R et R, deux routeurs de bordurg, j 0{1..N};

C I'ensemble des communications qui traversent feaioe D ;
C, (K) (respectivementC, ; (k )) une communication qui rentre (respectivement

sort) du domaine D ;
Prop (CIN (k)) les caractéristiques de la communication rentr@nigk) ;

Il vient alors que :
OR,OR;,0C,, (k) avecProp (C,, (k) alors
Ay = (Prop, (Cour (K))) = F; (Prop, (Cyy (K))) < 4,
ou la fonction F définit une modification des caéaistiques de la communication fetd,
sont les seuils définis et garantis. En d’autremés, quel que soit le point d’entré& d'une

communicatiorC,, (k ) qui a les propriétéd3rop, (CIN (k)), le domaine est apte a transférer
cette communication vers les prochains domainesivipoint de sortieR; en insérant une
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modification des caractéristiquds (Prop, (C,y (k))) bornée. Par exemple, le délai entre les
routeursR et R, est borné, garanti et inférieur a une valeur bigimie.

3. Domaine Controlé (Controlled Domainyn domaine contrdlé n’est pas surprovisionné
mais il dispose d’'une fonction de contrdle qui petrde filtrer et de sélectionner un sous
ensemble de toutes les communications entranteseqdemaine est capable d’acheminer
avec une modification connue et acceptée.

Sous les mémes hypothéses que dans le point précédeconsidére un sous ensemble de
communication€™ [ C tel que :

OR,0R;,00C" w (k) avecProp (C"w (k)
A, <F,(Prop € w (0)) < 4,

Il en résulte qu'un domaine a QoS est soit un domaur provisionné, soit un domaine
contrélé. Pour garantir la QoS sur le chemin dendes, tous les domaines traversés doivent
étre des domaines a QoS (soit contrdlés soit sugonés). Dans I'Internet, la séquence
des domaines suivis par les données est obtenuke gaotocole BGP (Border Gateway
Protocol), le protocole de routage inter-domaine-tatto» de I'Internet. Par conséquent,
afin d’étre facile a déployer, nos propositionsosgnt sur l'utilisation des informations du
protocole BGP, en patrticulier celles relatives s&séguence des domaines traversés par la
communication. Notons cependant que nos proposisont indépendantes de la version de
BGP.

2.1.2. Internet multi-domaine a base de Bandwidth B roker

Notre approche de la signalisation repose sur utehead’Internet multi-domaines qui étend
le concept de Bandwidth Broker (BB), entité déjardé dans la section 1.3.2.5. Le role
principal d'un BB est de contrdler la QoS au seencHaque domaine (en particulier dans les
domaines contrdlés présentés dans les paragrapeeEsipnts).

Les fonctionnalités remplies par un BB sont reksia :

» la gestion des requétes de QoS et 'allocatioredsaurces ;

» laréalisation du contrdle d’admission inter etardomaine ;

* la mise en ceuvre de la signalisation nécessaireljrtatallation et la maitrise de la
QoS dans tous les domaines sur le chemin de données

Notons que le chapitre 3 illustre un modele évaleéBB, implémenté dans le cadre du
projet européen EuQoS et appelé Resource Manager.

2.1.3. Représentation de la topologie sous-jacente

Un de nos objectifs est de pouvoir implémenterpropositions de signalisation sur tous les
domaines indépendamment de la technologie soust@cafin de nous affranchir de la
dépendance technologique, nous en proposons urésegpation abstraite (cartographie).

Notre proposition d’abstraction repose sur desatnavantérieurs [Chassot03] [Auriol04] qui
caractérisent les performances a l'intérieur d'wmédine par un ensemble de parameétres
définis entre chaque couple de routeurs de bordue® performances des services (réseau)
sont caractérisées par une fonction de répartdiwrdélai. Notons que le choix de cette
caractérisation ne modifie pas le fonctionnementatee protocole de signalisation. De plus,
nous ne formulons pas ici de proposition d’alganighspécifique de contréle d’admission,
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mais laissons ouvert le choix d’'un tel mécanismer p@s administrateurs du domaine. Nous
considérons donc une représentation de haut-nivEada topologie réseau physique
(équipements et liens). Cette représentation égfpendante de la technologie sous-jacente
et elle est sauvegardée dans une base de donnéespgé le Bandwidth Broker. Nous
réduisons la topologie d’'un domaine aux seuls tostde bordure et aux liens intra et inter-
domaines les reliant, en considérant les perforesmde ces liens. Ceci permet par la suite
d’effectuer un contréle d’admission plus rapid@at conséquent d’accélérer le processus de
signalisation et de réservation des ressources.

Considérons la topologie d’'un domaine (systeme remmt®) constituée de routeur®
(routeurs de coeuR. et routeurs de bordurR;), des liens entre ces routeurs et des liens

inter-domaines avec les routeuRy des domaines adjacents,(; et L.,, respectivement).
En conséquence, la topologie est composée d'umdahsale routeurs et liens :

T:{R,L}={<RC )RB>1<L|NT’ LEXT>}

Figure 14 : Représentation de la topologie sous-jante

Nous considérons une représentation de cette tgigotéelle obtenue par I'élimination des
routeurs et des liens internes. Dés lors, nous nobt une topologie abstraite

Tp :{RB, L, L} ol L* désignent I'ensemble des liens entre les routderbordure (c.a.d.
tous les chemins possibles entre chaque paireuteurs de bordure), voir Figure 14.

Mathématiquement, nous décrivons cette correspaadantre les deux topologies comme
une projection de la topologie :

7, = Projectiof7/{R., Ly;})
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Notons que cette abstraction de la topologie réeliemise de maniére significative le
volume de données permettant de représenter |diaréseau et la disponibilité des
ressources a un moment donné. Ceci résulte dgdaitnous sauvegardons les valeurs des
différentes propriétés (métriques) entre chaqueepi@ routeurs de bordure et non pas toute
les valeurs intermédiaires entre tous les routetiesnes. Evidement, a l'intérieur de chaque
domaine, la cohérence entre les deux représergatminétre gardée.

Considérons un ensemble de propriétés (bande pessddiai, taux de pertesy sur
I'ensembler , notéP(r).

Ces propriétés doivent vérifier la relation suieant
P (r.)=P(r)

Cela signifie que la validité d’'une propriété validur la topologie abstraite, implique la
méme propriété appliquée sur la topologie rédﬂg(z(A) est bornée, par exemple le délai est

inférieur a une certaine borne max). Notons queatétude de la correspondance entre les
deux topologies dépend de la modélisation réaliseée détails d’une telle approche peuvent
étre trouves en [Htira07] qui décrit un algorithdieptimisation d’'une telle correspondance.

2.1.4. Controle d’admission

Le contrdle d’admission est une des taches majejuese Bandwidth Broker doit effectuer,
dans le but de décider si une nouvelle requéteate [fgut étre acceptée ou non. Le contrble
d’admission peut s’appuyer sur des algorithmeséseaet utiliser différentes métriques telles
gue le délai, le taux de perte ou la gigue. Poyromdre au probleme de contréle
d’admission, nous avons suivi une approche basédesuéservations.

Cette approche présume une réservation (par fluganiclasse) dans certains équipements
réseau. Un nouveau flux est accepté si les ress®gant disponibles pour le transférer en
tenant compte des réservations existantes.

Concernant I'activation de la réservation, dewesyde requétes sont considereés :

* les requétes immediates : la réservation des ressowest effective juste apres le
résultat de la réservation ;

» les requétes en avance : les ressources sonté&esguour une utilisation ultérieure
(dans un futur proche ou bien une activité périodjcet de ce fait ne demandent pas
une installation immédiate. L'exemple classiquesdénario qui utilise ce systeme de
requéte est la planification (périodique ou norg dedio et visioconférences.

Nos travaux se centrent principalement sur le pgemthéma ; néanmoins, la signalisation
gue nous proposons permet de gérer les deux dassibi

Dans notre approche, nous divisons le contrélerdission en deux étapes :

« Etape 1: & partir des informations disponibles sddm base de données et
d’'informations de routage (topologie réseau, didpbte des ressources, chemin
emprunté par les données), un contréle d’admis#@ohaut-niveau est réalisé sur la
base de la représentation topologique illustrées disection 2.1.3. Nous désignons
ce procédé sous le terme de « pré-réservation mnt@odeécrit auparavant, nous
supposons que les indications fournies par la ba@sdonnées sont cohérentes et
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fiables vis-a-vis de I'état physique d’occupatia@sdessources sur le réseau dans le
domaine (et sur les liens inter-domaines).

* Etape 2 : aprés avoir eu confirmation de la didpité des ressources sur tous les
domaines impliqgués dans le chemin de données arbiais du protocole de
signalisation qui propage les requétes de BB en BB)¢servation est confirmée et
les équipements réseau, en particulier les roytsorg configurés pour garantir les
ressources au niveau dépendent de la technologie.

2.2. Signalisation découplée du chemin de données

2.2.1. Concepts géneéraux

Tel gu’introduit dans le chapitre 1, plusieurs msiions visant a offrir la QoS ont été
avancees. Le point commun a ces propositions esetessité de mettre en ceuvre un
protocole de signalisation entre les équipementdigmés dans la gestion de la QoS, en
particulier les BB dans le modele d’Internet mdibmaine que nous considérons.

Plusieurs activités ont été menées dans le contiesteleux perspectives suivantes, illustrées
dans la Figure 15 :

* la premiére, qui prolonge la vue RSVP, repose sumulplage fort entre le chemin
de données et le chemin suivi par la signalisatidams cette approche, les entités
impliquées dans le processus de signalisatiorosgent forcement sur le chemin de
données. On parle de signalisation couplée au chéendonnée ou « on-path » ;

* la deuxieme découple ces deux chemins de donnéis sgnalisation et prend en
compte une gestion plus hiérarchique des domaires.entités de signalisation
peuvent ne pas étre situées sur le chemin de demmaées ont la connaissance de
celui-ci. On parle de signalisation découplée dentin de donnée ou « off-path » ;

Dans nos travaux, nous avons adopté l'approcheaiff-en considérant des domaines
hétérogénes (vis-a-vis de la mise en place de |& ®aivant la technologie, de la
signalisation NSIS ou non, des services, etc.)datimistrés par un équipement central, le
Bandwidth Broker.

Pour la signalisation découplée du chemin de dané@esolution actuellement explorée
dans NSIS [HancockO5b], consiste a détourner lgagia de signalisation vers des entités en
charge du contréle du réseau. En entrée d’'un demtont routeur de bordure intercepte les
paquets de signalisation et les transmet a cetigd.eAprés traitement, une réponse est
retournée au routeur, et la signalisation repremes§age vers la prochaine entité NSIS).

Notre proposition est différente : elle permet woenmunication directe entre les BB, et
repose sur une utilisation des tables BGP, suppas#mssible par les BB. Notons que nous
avons proposé avec I'Université de Coimbra une ey hybride qui vise a combiner les
deux concepts, couplé et découplé du chemin deédsnrdans le cadre de NSIS. Cette
contribution est présentée dans la section 2.4.

Rappelons aussi que notre proposition est égalemeé@pendante de la solution de routage
intra-domaine et de la technologie réseau sousyace
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Figure 15 : Signalisation multi-domaine « on-path >et « off-path » dans I'Internet a base de BB

Notre proposition s’appuie sur les hypotheses siiés:

* homogénéité du modele de gestion de la QoS a lléctie multi-domaine. Un tel
modeéle comprend une méthode pour offrir des gasmur un flux de données. II
inclut des mécanismes de provisionnement, de dentddadmission et une
architecture. Il définit aussi le comportement daegécanismes de gestion des
ressources. Nous pouvons citer des exemples dmteléles : IntServ, DiffServ, ou
bien ceux définis dans le cadre de NSIS [Bader@3h(8].

e connaissance, au niveau de chaque BB, de la diEptindes ressources ainsi que
des services supportés pour tout couple de routeub®rdure ;

* unicité de décision du BB au sein chague domaine.

Les équipements impliqués dans la signalisatioh:son

* les entités qui initient la requéte de ressouraglies sont supposées clientes des
domaines d’acces respectifs. Ces entités peuvenkeéterminal utilisateur, un proxy
ou une « home gateway prHomeGatewayInitiative08] ;

* les Bandwidth Brokers de chaque domaine ;

* les équipements réseau a configurer (en particldieputeur de bordure d’entrée
dans un domaine type DiffServ).

2.2.2. Découverte du prochain Bandwidth Broker

Le mécanisme de signalisation proposé repose écihdhge de messages entre les BB de
chaque domaine. Du point de vue d’'un BB, l'identifion du prochain BB est nécessaire
dans le but de lui acheminer les messages de sigtah. Dans le cas d’une signalisation
découplée du chemin de donnée avec interactiontdides BB, nous considérons que cette
information est disponible dans une base de dorlpéake sans précision supplémentaire sur
les mécanismes dont cette information est acqbises donnons dans cette section quelques
solutions possibles pour lI'obtention de 'identifigadresse IP) d’'un Bandwidth Broker.

Dans le cas d’'une signalisation couplée au chemirdahnées, ce probleme est résolu
simplement, car les entités se trouvent sur le ahesnivi par le message. Plusieurs
approches sont possibles dans ce cas :

 utilisation de messages de tests « probe » (coapkégrotocoles de routage) ;
» utilisation des fonctionnalités évoluées des proies de routage (par exemple la
distribution des capacités des noeuds dans OSPF) ;

% Un « Home Gateway » définit un équipement soggkiion du fournisseur de service qui connecteééseau
domestique (notamment un environnement a domigiléhternet (www.homegatewayinitiative.org).
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* emploi d'un mécanisme de découverte de service. (SelPvice Location Protocol)
[Guttman99] est un candidat pour ce type de retieercar il permet la découverte
des service dans un réseau local sans avoir utiguation préalable.

Dans le cas d’'une signalisation découplée du chelainionnées, le prochain Bandwidth
Broker sur le chemin de données se trouve dandateaines distincts (notés AS dans ce qui
suit), administrés par des entités différentes. thiaboration entre les AS est donc requise
dans ce cas; il s’agit donc de trouver l'identifigadresse IP par exemple) du BB dans le
prochain AS. Rappelons que le chemin, en terme$ ¢i&courus par les données, est trouvé
par le biais du protocole BGP.

Chaque AS est identifié par un numéro unique atfrilpar IANA (Internet Assigned
Numbers Authority). L’enchainement des AS entradarce et la destination est découvert
en interrogeant les routeurs BGP, via le champ ®AS ».

Plusieurs solutions sont alors envisageables pidentification du prochain BB :

* passage de l'identifiant du BB lors de la mise Bt des accords de peering entre
les AS et de leur enregistrement dans la base deéds gérée par ces BB. Cette
solution simple ne nécessite pas l'interrogatiantiés externes au domaine ;

» utilisation basée sur des mécanismes type DNS (DorName Service), qui
permettent la récupération des informations (ppé&cgiquement d’'une adresse IP) a
partir d'un nom de domaine :

o introduction d'un nouvel espace de nom (tel queppsé dans CASP
[Schulrzine03]) de type NUMERO_AS.as.nom_AS (par emgple
2200.as.renater). Plus exactement, cette proc@dunect de trouver I'adresse
du BB en charge d’un domaine (AS) a partir du nunuér cet AS.

o utilisation des enregistrements définis par DNSPNR [Mealling00] et SRV
[Gulbrandsen00] (exploités par le protocole SIRAPTR (Naming
Authority Pointer) donne acces a des regles décrigure de l'information,
permettant des correspondances entre un nom deirdomiaune ressource
(dans notre cas le service offert par un Bandwidloker). Les
enregistrements SRV permettent de définir de margénérale les serveurs
des services dans un domaine.

Le choix d’'un tel mécanisme n’'a pas dimpact sus poopositions de signalisation. En
conséguence, nous n'optons pas pour une solutidicydgere, laissant libre I'utilisation de
celle la mieux adaptée du point de vue des fougnisset concepteurs de services.

2.2.3. Spécification et modélisation UML

2.2.3.1. PDU etrégles d’échange

Cette section présente les différents PDU (ProtBath Unit) de notre protocole ainsi que
leur enchainement. Précisons que nous ne défirissomue les principales informations

transportées par ces messages. Le contenu de cRBilisera présenté dans le chapitre 3
qui fournit les détails de I'implémentation réalt#@ns le cadre du projet EuQoS.

Notre protocole de signalisation inter-domainemégix PDU :

* RESERVE : utilisé pour demander la réservation desources. Il contient les
informations nécessaires pour I'identification tixfet la QoS requise ;
* MODIFY : utilisé pour mettre & jour une réservatmxistante ;
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RESPONSE : utilisé pour répondre a un message REEBR MODIFY ;
REFRESH : utilisé pour rafraichir une réservatiaistnte.
RELEASE : utilisé pour libérer les ressources n&ses.

Trois types d’échanges sont distingués :

le premier type concerne les échanges entre #ieitir de la requéte de réservation
(terminal client, proxy ou home-gateway) et le pesmBB sur le chemin de
données. Ces échanges sont effectués a l'intatiearéme AS.

le deuxieme type impligue les BBs de chaque domaindong du chemin des
données.

le dernier type d’échanges intervient a I'intérides domaines afin de configurer les
équipements réseaux pour réserver les ressourcessagres. Ce type d’échange
peut étre implémenté a I'aide de protocoles statslaomme COPS (Common Open
Policy Service [Durham02]), SNMP (Simple Network magement Protocol
[Harrington02]), TELNET (TErminaL NETwork [Postelg3ou bien des solutions
spécifiques en fonction de la technologie sousrece

Concernant les échanges entre l'initiateur de dué&te et le BB de son domaine, plusieurs
possibilités sont illustrées dans la littératur@ubl avons étudié et implémenté différentes
solutions :

utilisation des services web basé sur le protoS@&P/XML (réservation a partir
d’'une page web) ;

utilisation de la technologie JAVA RMI (Remote Methinvocation) ;

utilisation d’une API qui s’appuie des échanges MTERsockets) ;

utilisation du protocole NSIS.

Notons que ces solutions ont été étudiées danadee au projet EuQoS également, les
services web étant retenus pour accéder aux fomeibés du plan de services et le
protocole NSIS pour la communication avec le RM.

La Figure 16 illustre le déroulement d’une requiteaboutit positivement :

la vérification de la disponibilité des ressouradsle contréle d’admission sont
effectués durant la phase 1.

suite aux réponses des BBs, la réservation estirddépar la configuration des
équipements au retour, une fois les réponses agivé

la phase 3 montre le maintien d’'une réservatiorresup’un BB qui propage des
messages REFRESH.

Le mécanisme de mise a jour des ressources e&lisindi celui de réservation.
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Figure 16 : Enchainement des messages de signalisat

Une des propriétés de notre protocole est le supgpaur la réservation initiée par le

récepteur. Ce type de réservation est nécessaire rppondre aux besoins de plusieurs
applications courantes qui se développent de plugples sur Internet. Le scenario de
réservation s’adapte par exemple a la vidéo a lmadde (le récepteur initie la

communication avec le serveur qui envoie flux derg@s) ou bien pour les réservations
bidirectionnelles (visioconférence). Ce scénaridlkstré dans la Figure 17.
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Figure 17 : Réservation initiée par le récepteur
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Dans le cas d’'une communication bidirectionnelts, échanges pour la réservation dans les
deux sens se déroulent en paralléle, en gardadeatifiant de session.

Nous avons choisi de spécifier et de modélisereratchitecture un utilisant UML 2.0. Cette
spécification a été réalisée a I'aide de I'outiuG2 de la société Telelogic. Notons que cet
outil a été retenu également pour la spécificadians le projet EuQoS.

Nous introduisons dans un premier temps les pranoigoncepts liés & UML.

2.2.3.2. UML (Unified Modeling Language)

UML est un langage de modélisation graphique tt#isé) standardisé par 'OMG (Object
Management Group www.omg.org qui repose sur I'approche objet pour la des@ipties
systemes. Le formalisme UML est arrivé a la verstoh.2 (novembre 2007) et TOMG
travaille a présent sur la version 2.2. UML esbdatissement de la fusion de plusieurs
langages objet existants (Booch, OMT, OOSE), etdsreloppent continu est soutenu par
une grande communauté d’industriels et cherchdugst a noter qu’'UML ne se limite pas a
la modélisation des logiciels, mais couvre un gpettés large de domaines comme la
modélisation du processus, l'ingénierie des sysserae encore d’autres métiers par
I'introduction de profils définis dans la norme 2(8ysML — Systems Modeling Language
ou Domain Specific Modeling).

La modélisation objet consiste a concevoir un modkl systéme a réaliser suivant une
approche qui décrit des objets et les relationseeziix. Ce modele repose sur la définition
des éléments du monde réel et des concepts praprésmaine applicatif auquel fait partie

le systeme (indépendamment de sa mise en ceuvrd).dffké un cadre générique et visuel

de modélisation, d’analyse et de conception itéeatet incrémentales, qui guide I'utilisateur
a laide d'un formalisme graphique extensible (métedeéles, profils, stéréotypes).

[OMGLO7]. Remarquons qu’'UML n’est pas une méthode Ipi-méme, il propose un cadre

général sur lequel se déploient differentes métlogikes, la plus connue étant Unified

Process [Kendall02].

Le modele UML est composé de 13 diagrammes dépendaérarchiguement qui se
completent pour donner différentes vues du systemedéliser (voir Figure 18) :
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Figure 18 : Digrammes UML 2
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On distingue trois types de diagrammes : strudurebmportementaux et d’interaction
décrits brievement dans les paragraphes suivants :

» Diagrammes Structurels ou Diagrammes statiquesdtdie Diagram) :

o Diagramme de classes (Class diagram) : il décrtracture du systéme, les
classes et leurs relations ;

o Diagramme d'objets (Object diagram) : il sert ar@spnter les instances de
classes (objets) utilisées dans différents consgxdssibles ;

o Diagramme de composants (Component diagram) : ringe d’illustrer le
systeme divisé en composants (fichiers, bibliotesgbases de données...) ;

o Diagramme de déploiement (Deployment diagram)seit a représenter les
éléments matériels (ordinateurs, périphériques,eatés systemes de
stockage...) et la maniere dont les composantystaree sont répartis sur ces
éléments matériel ainsi que leurs interactions ;

o Diagramme des paquetages (Package Diagram) : unefaag étant un
conteneur logique permettant de regrouper et disgales éléments dans le
modeéle UML, ce diagramme sert a représenter lafttiie des paquetages
ainsi que les dépendances entre paquetages ;

o Diagramme de structure composite (Composite Streddiagram) : il permet
de décrire la structure interne des classes (btateche) et les relations entre
les sous-composants d'une classe ;

» Diagrammes Comportementaux (Behavior Diagram) :

o Diagramme des cas d'utilisation (Use Case Diagrahpermet de délimiter
le systéme, d'identifier les fonctionnalités qaldit fournir et les possibilités
d'interaction entre le systeme et les acteurs r{ietants extérieurs au
systeme) ;

o Diagramme états-transitions (State Machine Diagraiinpermet de décrire
sous forme de machine a états finis le comportehesysteme et I'évolution
de ses composants.

o Diagramme d'activité (Activity Diagram) : il perméé décrire sous forme de
flux ou d'enchainement d'activités le comportenduntsysteme ou de ses
composants.

» Diagramme d'interactions ou Diagrammes dynamiques, sous-ensemble de
diagrammes comportementaux (Interaction Diagram) :

o Diagramme de séquence (Sequence Diagram) : repaisanchronologique
du déroulement des traitements et des messagesgéshantre les éléments
du systéme et/ou de ses acteurs ;

o Diagramme de communication (Communication Diagranmmgprésentation
simplifiée des informations combinées du diagrandeelasse et de séquence
se concentrant sur les échanges de messagesesnbtgéts ;

o Diagramme global d'interaction (Interaction OvewiBiagram) : permet de
décrire les enchainements possibles entre les rsa®naréalablement
identifiés ;

o Diagramme de temps (Timing Diagram) : permet deigéte comportement
des objets ou données au cours du temps.

Ces diagrammes sont d'une utilité variable selos t&rconstances et ne sont pas
nécessairement tous produits lors d’une modélisabe plus amples détails sur I'utilisation
d’UML sont disponibles dans [Doldi03] [Roques06].
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Nous présentons ci-apres la spécification de nmioposition de protocole de signalisation
en utilisant dans un premier temps les diagramreesad d’utilisation, de séquence, et d’état
transition, les plus utilisés en UML. Dans les dtrap suivants, nous décrivons aussi les
diagrammes de classe, de paquetage ainsi quedeagtime de structure composite utilisé
par I'outil TauG2 dans la simulation de notre medél

2.2.3.3. Spécification des cas d'’utilisation

Dans un premier temps nous présentons le diagramhesieas d’utilisation. Ce diagramme a
pour objectif de délimiter le systeme et d'illusties interactions avec le monde extérieur
(voir Figure 19).

Use case diagraml package Signaling {1/4}
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Figure 19 : Diagramme de cas d'utilisation BB

Une application peut demander au systeme de rés€RESERVE) ou de libérer
(RELEASE) les ressources nécessaires a ses be8wins. les cas d’'une communication
bidirectionnelle ou bien pour certaines applicaialont le flux de données est descendant
(d’'un serveur vers un client, telle que les appiices de vidéo a la demande), la réservation
est initiée par le réecepteur des données. Le BB quessi étre invoqué par un autre BB (d’'un
domaine avec lequel il a un contrat de service).

Notons que des sous cas d'utilisation peuventvater dans les processus de réservation ou
libération : contréle d’admission, configurationsdéquipements, mise a jour des bases de
données.
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2.2.3.4. Spécification des diagrammes comportementaux

L’enchainement des messages entre les BB est dfsmg les diagrammes de séquence
suivants. La Figure 20 décrit les PDU échangésdesr BB des domaines impliqués dans la
communication (nous prenons également un exem@e &wis domaines identique a celui
illustré dans les paragraphes précédents).

Suite a linvocation du service de réservation (&g RESERVE), chaque BB évalue la
disponibilité des ressources sur son domaine (éeteinter-domaine). Les requétes sont
acheminées ensuite jusqu’au BB du dernier doma&reng du chemin. Les confirmations
(RESPONSE) sont ensuite propageées et la réponsetaetrnée a l'entité qui a initié la

réservation (application ou proxy).

sd interaction RESERVE J Sequence diagraml {1/1}

<<actor>>

Proxy : Bandw idthBroker : Bandw idthBroker : Bandw idthBroker

UserService::reserveQoS(

QoSService::RESERVE()

alt [CAC="0K"] ) QoSService::RESERVE()

al[CAC="DK']

al[CACS'OK] J QoSService::RESPONSE("OK")

QoSService::RESPONSE("OK") %i a

UserService::resultQoS("OK")

QoSService::RESPONSE("KO")

c
&
@
<
(7]
@
ot
<.
(=]
@
=
@
7}
=%
9
[%]
=
X
Q
—

UserService::resultQoS("KO")

Figure 20 : Diagramme de séquence: réservation

Le diagramme précédent (Figure 20) expose égalefeentas ou la réservation n’'a pas
abouti (requéte non conforme au contrat, ressouroasdisponibles, etc.). Dans ce cas, le
BB informe I'émetteur de I'échec — le message REBEAKO) en remonte jusqu’au
domaine d'origine — et toutes les pré-réservatieost relachées. Nous remarguons
également l'activation d’'un minuteur apres chagéservation les états étant rafraichis
périodiquement. Cette procédure ainsi que cellgbéeation de ressources est illustrée dans
la Figure 21.
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sd interaction REFRESH Sequence diagraml  {1/1}

<<actor>>
Proxy

Bandw idthBroker : Bandw idthBroker : Bandw idthBroker

alt

loop /UserService::refresthS( : :

X .

QoSService::REFRESH()
%( a

X .

QoSService::REFRESH()

‘X &
ReleaseResources

ReleaseResources

‘X &
ReleaseResources

UserService::releaseQoS(]

ReleaseResources

QoSService::RELEASK()

ReleaseResources

QoSService::RELEASK()

ReleaseResources

Figure 21 : Diagramme de séquence libération desssources

Le comportement de chaque BB est décrit par legrallames d’état de la Figure 22 qui
reprend le comportement dans le cas d'une résernvati illustre les transitions entre les
différents états du BB. Suite a la réception d’'wequéte de réservation de ressources,
chaque BB effectue les actions suivantes :

« il vérifie que la requéte respecte le contrat deise entre son domaine et le client
émetteur de la requéte ;

» il évalue la disponibilité des ressources dans domaine et sur le lien inter-
domaine ;

e dans le cas ou les ressources sont disponiblegréngservation des ressources est
mise en place ;

» il identifie le prochain BB et lui propage la retgi@e réservation.

Dans le cas d'une réservation réussie dans tousldesaines, une réponse positive —
RESPONSE(OK) — est remontée de proche en prochehazmue BB. La réservation est
entérinée (via le module d’allocation) ce qui eimigaune configuration des différents
éguipements réseau pour garantir la QoS pourdggdispectifs.
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State machine diagraml statemachine {1/2}
Ba@dwidthBroker :: initialize

v
QoSService::RESERVE()

v

AC= performAdm ssi onControl ();

<>
B e

|
4

QoSService::RESPONSE("KO")
lastBB
v v
[ true ] [ false ]

v v
ratifyReservation(); preReserve();
set(timerResa());

v
QoSService::RESPONSE("OK") QoSService::RESERVE()

w aitConfirmation
reserved

QoSService::RESPONSE(QoSresp)

rati fyReservation(); rol I Back();
set(timerResa()); \

Figure 22 : Diagramme d'état réservation

Le rafraichissement et la libération des ressousm# décrits dans le diagramme état
transition illustré dans la Figure 23.
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State machine diagram2 statemachine BandwidthBroker ::  {2/2}
initialize
i v v v
QoSService::RELEASKE() QoSService::MODIFY () QoSService::REFRESH()
timerResa()
v v
QoSService::RELEASE() reset(timerResa());
updat eResour ces() ; . .
| set (timerResa()); reset (timerResa());
y
rel easeResources(); [ ‘

Figure 23 : Diagramme d'état — comportement de BB

2.2.4. Prise en compte des domaines surprovisionnés

Dans cette section, nous montrons comment géreprike en compte de domaines
surprovisionnés. Ces domaines disposent des regsonecessaires pour assurer la QoS,
mais ne sont pas nécessairement administrés @anawidth Broker.

Si un BB est configuré dans un domaine surproviggofayant comme fonctionnalité par
exemple d’accepter toutes les requétes entrantes, le@s considérations d’autorisation,
authentification et sécurité adjacentes), toutesofgérations décrites dans la section 2.2.3.1
restent valables. La signalisation détaillée prén#&dent s’applique sans aucun changement
(Figure 24).

Figure 24 : Domaine surprovisionné avec Bandwidth &ker

Si un domaine surprovisionné n'est pas géré parB@y alors plusieurs difficultés
surviennent : ce domaine ne participe pas a laabgation inter-domaine, découverte d’'un
BB d’'un domaine non adjacent, contrble d’admissonles liens inter-domaines.

Une premiére solution repose sur la capacité d’BraBécupérer I'adresse d’un Bandwidth
Broker d’'un domaine non adjacent (en utilisant @e@mple un des mécanismes présentés
dans le paragraphe 2.2.2). A partir de la connaigsdes types de chague domaine (contrélé
ou surprovisionné) au long du chemin, un BB peoppger les messages de signalisation a
un autre BB aprés un domaine surprovisionné. Rappeajue la succession des AS traversés
jusqu'a la destination est obtenu par le biais mwhtopole BGP. La signalisation est donc
transparente au niveau des domaines surprovisidqumaig-igure 25). Toutefois un contrble
d’admission reste a la charge des deux BB pourdes inter-domaines. Notons que le trafic
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injecté dans un domaine est soumis aux contraispesifices dans les SLA entre les
domaines.

Figure 25 : Domaine surprovisionné sans Bandwidth Bker

Une autre solution repose sur la participationvacties domaines surprovisionnés. Il s’agit
de créer des tunnels (MPLS par exemple) entre desathes qui encadrent les domaines
surprovisionnés. Ces tunnels, actives a la misepkxce des SLAs ou bien créeés
dynamiquement, sont établis entre les routeursodgube des domaines controlés. La Figure
26 illustre cette approche.

Figure 26 : Domaines surprovisionnés avec tunnel

Un tunnel ainsi créé peut étre interprété comme lien inter-domaine (avec des
caractéristiques de QoS bien définies) entre lesafltes 1 et 3, les deux domaines étant
considérés comme adjacents du point de vue duqmietale signalisation. Les messages de
signalisation sont donc échangés entre les BB dedoaaines, configurés préalablement
pour prendre en compte ce changement. Plus dedsdétai la mise en place d'une telle
solution (mise en place des tunnels avec de pedioces bien définies entre les routeurs de
bordure de deux AS) sont fournis dans le chapitrequ8 présente l'approche du
provisionnement dite « hard-model », étudiée damsdjet EuQoS.

2.3. Sélection dynamique des classes de services

Cette section aborde le provisionnement dynamiceee skrvices dans un environnement

multi-domaines. Nous y proposons une solution gpiose sur la signalisation précédente,

dans un contexte de routage non orienté QoS. Loapyer est de construire, au moment de la
requéte d’invocation, le service le mieux adapgtltant de la concaténation des classes de
service (CoS) offertes par les domaines situétesthiemin de donnée.

2.3.1. Introduction

Afin de garantir une QoS de bout-en-bout dansdiimét, il est impératif de prendre en

compte I'hétérogenéité des services offerts padéesaines au long du chemin de données.
Il en résulte qu’un choix de concaténation desisesvrépondant aux besoins en QoS des
utilisateurs doit étre fait. Ce choix est une madu provisionnement des services et fait
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I'objet de cette section. Notre proposition nédesgiadapter la signalisation pour permettre
la découverte des classes de services (CoS) squelttbmaine. Le choix de concaténation
de ces CoS est fonction des besoins en QoS aas&tisdt des différents criteres de
préférences (orientés utilisateur ou fournisseur).

Comme présenté dans le chapitre 1, deux solutiams &tudiées pour considérer le
provisionnement de bout-en-bout :

* la premiere adopte une approche statique, danglladas fournisseurs offrent des
services avec des performances prédéfinies ;

» la deuxieme solution suit une approche « a la demanet veérifie dynamigquement
les propriétés du service de bout-en-bout qui répphaux conditions requises par
les applications. L’idée est d'invoquer au momeatl’dxpression de la requéte, le
service qui répond le mieux aux nécessités de QoS.

Notre proposition s’inscrit dans le deuxieme palatvue, en considérant une concaténation
des services basée sur I'expression quantitatisebdsoins en QoS. Nous proposons un
modele de provisionnement dynamique, qui permeragatrier les caractéristiques des
services au long du chemin, de choisir la concéitimda mieux adaptée et d’invoquer

ensuite le service ainsi obtenu.

Par rapport a la section 1.4.1, notre contributdfere de [FlizesiO3] qui propose aussi un
provisionnement dynamique, par le fait que le cla@xconcaténation est effectué au moment
de la requéte de QoS et non a la souscription. IDg, mous décrivons un modele de

caractérisation des services applicable a I'échéllemulti-domaine. Nous suivons une

approche similaire a [Yang05] mais dans un contexitti-domaine hétérogéne.

Le provisionnement dynamique S’appuie sur un paloae signalisation couplé a un
algorithme optimisé de sélection de la meilleuracadénation de service qui (1) répond aux
besoins en QoS des flux et (2) respecte un ensaidelpeéférences bien définies qui guide le
choix. Apres avoir présenté la formalisation deraogproposition, nous décrivons les
changements nécessaires apportés a la signaligaieantée dans ce chapitre ainsi qu’une
instanciation possible de cette contribution.

2.3.2. Formalisation
Notre proposition de provisionnement dynamique sepsur les hypothéses suivantes :

* modéle d’'Internet multi-domaine a QoS a base del®alth Broker ;

e sélection d’'un seul chemin inter-domaine (donnég®@P, sans routage a QoS) ;

» existence de plusieurs classes de services (CaS)opaaine et possibilité de faire
un choix parmi ces CoS ;

* connaissance de la disponibilité des ressouragssgperformances pour chaque CoS
entre tout couple de routeurs de bordure du domaine

Au sein d’'un domain®, chaque Co$est caractérisée par :

* une bande passante disponiBe, ;
* un codt pour l'utilisateuC,, ;
» une fonction de Qo%qos, qui représente la caractérisation de la QoS fewntre

chaque couple de routeur de bordure. Nous illustpar la suite un exemple d’'une
telle fonction issue des travaux de [Auriol04] ;
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Pour répondre au probleme de provisionnement dyqeninous proposons une approche
qui :

e découvre au moment de la requéte de QoS des se(@oS) et leurs disponibilités
sur les domaines impligués dans la communication ;

» évalue dabord les performances de bout-en-bouttodis les choix possibles
résultant de la concaténation de ces services ;

* puis choisit et invoque celui le plus adapté qporé les besoins en QoS exprimés
dans la requéte en respectant au mieux un enselalgeéférences. Ces préférences
portent sur plusieurs criteres, groupés en dewdgoaies : orientées utilisateurs (par
exemple codt le moins cher), et orientées fournis§ear exemple maximisation du
profit, optimisation de l'utilisation des ressowselLe probleme du choix se pose
ainsi sous la forme d’'un probléme d’optimisation.

Nous illustrons dans la suite I'approche qui chidaiconcaténation la moins colteuse pour
I'utilisateur, tout en respectant les exigenceQe® (Figure 27).

Figure 27 : Exemple concaténation des classes deviee

Supposons une communication qui traverse N domair@@sS, chacun offrant un maximum

de M classes de service. En prenant en comptededitons requises par la requéte

utilisateur (en termes de bande passante et dsapimeametres de QoS), les relations a
remplir par la concaténation des CoS choisies:sont

N
1Bandwidths Min(Bw,, )
2) Ftarget > (quS_D ° qusgD 0..0 FqOSND)

ol « 0 » représente une relation de compositiorergée entre fonctions (une instanciation
spécifiqgue sera donnée dans les paragraphes s)ivant

Ces conditions traduisent le fait que la bandegraes« Bandwidth » requise pour le flux a
transmettre doit étre disponible sur chaque domBinet que les besoins en QoS§, ()

sont satisfaits par la concaténation choisie. léotif est de choisir un vecteur [CoS1, CoS2,
..., CoSN] (une CoS sur chaque domaine impliqué tmmhemin de données) qui remplit
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les conditions 1) et 2) et qui de plus, maximisee danction QoS(D) concernant les
préférences exigées.

MgleoS( D)

Dans notre instanciation, la fonction qui minimisecodt (en tenant compte en méme temps
des contraintes précédentes) est :

MaxQoS(D) = i '\{“'jl”(cij )

2.3.3. Exemple

La caractérisation usuelle des performances d'uwicge DiffServ (de I'entrée a la sortie

d’'un domaine) est souvent donnée en termes de beup€rieure sur le délai et

éventuellement de gigue [GodeO1l]. L'inconvénientcgemodeéle est qu’il conduit & une
caractérisation « sous optimale » lorsque I'on #re le service de bout en bout fourni par
plusieurs domaines consécutifs.

Dans des travaux précédents [Chassot03], [Auripl@3jaractérisation des performances du
service IP entre deux routeurs de bordure est mdgripar une fonction de répartition du
délai de transit. En considérant le délai de ttaxXisie chaque paquet entre deux routeurs de
bordure comme une variable aléatoire, la fonctian répartition Fx est définie par

F, (t)=P(X <t) : ot P représente, pour un paquet quelconqueplzabilité que son délai
de transit soit inférieur &t

Cette caractérisation présente un intérét poueéwdfits types de besoins applicatifs, par
exemple :

* pour un besoin en fiabilité partielle indépendamment du temps (streaming vidéo
sans contrainte forte sur le délai), la QoS regesesatisfaite si; < lim F(t— o) ;

e pour un besoin en fiabilité partiellay, et une contrainte de délai borné
supérieuremert (jeux distribués), la QoS requise est satisfaiterg< F() ;

* pour un besoin en gigue bornget en délai de transit moyen borné supérieurement

dm (audio), la QoS requise est satisfaite gi= k.o et d <X, X et o désignant
respectivement la valeur moyenne et I'écart typedéiai observe, k étant une
constante dépendant de la loi de probabilité daidél

Notre étude s’appuie sur une telle caractérisagimine chaque paire de routeurs de bordure
de tous les domaines. La procédure de concatéregtatécrite dans les sections suivantes.

2.3.3.1. Adéquation au contexte du mono-domaine

Des mesures réalisées dans un environnement Diff@@no-domaine nous ont permis
d’enregistrer la distribution du délai de trangsgaquets entre deux routeurs de bordure, et
d’estimer ainsi la fonction de répartition. En @Jtnous avons montré que pour les classes de
services autres que le BE, une telle fonction pit@tee considérée comme indépendante (1)

* Cette fonction peut capturer I'information relatiau taux de pertes : un paquet perdu eut étrédéoés
comme acheminé avec un délai infini.
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de la quantitg de flux & QoS circulant dans le réseau, et (dpdepologie de celui-ci, pour
une charge en trafic BE donnée et une route doj@téessot02] [Auriol03] [Auriol04].

Dans la suite, nous supposons que cette informasbrdisponible au niveau de chaque
domaine (au sein d’'une entité telle qu’'un BB), ptmws les couples possibles de routeurs de
bordure.

2.3.3.2. Composition inter-domaines

Dans un contexte multi-domaine, il s'agit de ca¥dser les performances résultant de la
concaténation de plusieurs classes de servicentp daun chemin de données impliquant
plusieurs domaines (Figure 28).

Figure 28 : Composition multi-domaine

Dans le cas de deux domaines successifst D,, soientX; et X; les délais de transit d’'un
méme paquet traversant chacun des domainé&g(tgtet F,(t) leurs fonctions de répartition
respectives. Sous [I'hypothese d’indépendance erbapiiité des délais de transit
expérimentés dans chaque domaine, la fonction mrtron F; »(t) du délai de transit de
bout en bouk; » = X3 + X, est égale a la dérivée du produit de convoluties fonctions de

répartition de chacun des deux domaines traversg$t) :%(Fl(t)DFZ(t)).

La généralisation a la traversée mielomaines se fait a partir du résultat obtenu awelc
domaines grace a la propriété d’associativité dayit de convolution :

R ()= 2= (R (O 0F, ().

ou :F,(t) désigne la fonction de répartition du délai deguess traversant les domairies,
D2‘, ey Dn‘.

Ainsi, il est possible d’obtenir pour chacun desvises résultant de la concaténation des
classes offertes dans chague domaine, une casati@ni des performances que I'on peut
espérer observer de bout en bout. Ce résultat pefemvisager qu’'une application puisse
déterminer la ou les concaténations de classe®gandent a ses besoins en QoS.

2.3.4. Signalisation associée

La mise en ceuvre de la récupération des dispdpibitie classes de service sur le chemin de
données, nécessite (en dehors de I'algorithme deaténation présenté précédemment) un
mécanisme de signalisation. Nous allons analyses datte section les implications sur la
signalisation présentée précédemment pour premdcerapte le modeéle de provisionnement

®> Nombre et charge
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dynamique. Nous définissons un nouveau PDU dangrédocole de signalisation :
REQUEST. Il permet d’'interroger les Bandwidth Brokeur le chemin de données et de
récupérer les services disponibles et leurs carsiiggles dans chaque domaine.
L’enchainement des messages de signalisation aggéditans la Figure 29. Nous distinguons
trois phases dans cette approche: (1) la décauwdat services disponibles, (2) la
réservation du service le mieux adapté et (3pkrdition des ressources.

=
L
; &
Client BB2
Application Signaling
-
REQUEST
- — REQUEST
- .-.. REQUEST
............... > tep 1)
- Service Discovery
RESPONSE - End to End service characterisation
RESPONSE i ~mmmmmemeem———- - Service Composition and selection
RESFONSE -* ---------------
RESERVE Step 2)
o el RESERVE - Resource reservation
LT T PP PR o RESERVE
............... E
Nk Device . Nk Device
RESPONSE RESERVE Nk Device | geserve
e = = = [T RESERVE | = |========- [
: DATA
RELEASE
G .
Step 3)
.-..EE'ZE.A.SE-.-.-... - Resource release
. RELEASE
RELEASE
. TR [ R
RELEASE RELEASE
--------- [ 2 o o o o

Figure 29 : Signalisation modifiée pour le provisianement dynamique

Le choix de concaténation se résout en trois étapes

1) découverte des classes de service et de leursrparioes aupres de chacun des
domaines du (des) chemin(s) inter-domaine(s) :

2) évaluation par le biais de la convolution, du med## performance (i.e. la fonction
de répartition du délai de transit) de I'ensemlids dlasses disponibles de bout en
bout sur le(les) chemin(s) ;

3) choix de la classe la moins colteuse qui sati$&iQoS requise ; l'algorithme
correspondant s’appuie sur les principes introdprgsscédemment au travers d’une
représentation approximée de la fonction de réjanti

Le contrdle d’admission est couplé au choix prénéde

e durant I'étape 1 précédente, une pré-réservatia rdgsources necessaires est
effectuée au niveau du BB de chaque domaine, gmoune des classes disponibles
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sur le chemin de donnée ; chaque BB vérifie la@onité de la requéte vis a vis du
contrat souscrit en entrée, compte tenu de I'é@atant d’utilisation de ce contrat ;

* a lissue du choix de l'étape 2, les pré-réservetipour la classe retenue sont
confirmées, et les autres sont libérées.

Nous avons proposé une solution au probleme duxctiei concaténation des services
permettant de satisfaire une requéte de QoS paudal@nées applicatives ayant a traverser
plusieurs domaines. Comparativement aux autreausg\notre proposition vise & minimiser

l'utilisation des ressources du réseau en deécotuvies performances des services
disponibles sur le chemin de données au momera aEjLéte applicative, et en effectuant le
choix de la concaténation de service répondant lasi prét aux besoins applicatifs, en

prenant compte en méme temps d'un ensemble dergméés orientées utilisateur ou

fournisseur .

2.3.5. Evaluation des bénéfices du provisionnement dynamique

2.3.5.1. Spécification

Nous présentons dans cette section les simulatiatisées pour évaluer notre proposition de
provisionnement de service dynamique. Notons ques @¢&s simulations, nous illustrons
I'approche qui cherche a minimiser le codt poutilisateur sur les concaténations retenues.

Nous comparons notre algorithme a celui classiqueagsocie statiquement (c'est-a-dire a
'avance) une classe de service a un type d’apjiic&t essaye de réserver les ressources au
long du chemin pour cette classe. Rappelons que miatne approche, une requéte de service
ne spécifie pas une CoS spécifiqgue mais contieengemble de paramétres de QoS.

Les spécifications de nos tests sont les suivantes

e nous considérons trois types d’applications ayast lesoins en QoS bien définis ;
chaque requéte de QoS formulée I'est pour I'unedetgpes d’applications ;

* nous considérons que chaque domaine implantedessrtrémes classes de service
(CoS1, CoS2 et CoS3) et nous considérons que fastgs en QoS de ces classes
suivent la relation : QoS(Co0S3)> QoS(CoS2)> QoS{Joke colt de ces CoS suit
la méme relation, ce qui signifie que le prix declasse CoS3 sont plus important
gue celui deCoS2 et que le prix de CoS2 est plpsitant que celui de CoS1 ;

* Nous considérons trois scénarios d’allocation dealade passante pour chaque CoS
(identique pour chaque domaine) :

0 Sceénario 1:80% CoS1, 10% CoS2 et 10% CoS3
0 Scénario 2 : 60% CoS1, 20% CoS2 et 20% CoS3
0 Sceénario 3:40% CoS1, 30% CoS2 et 30% CoS3

* le nombre de requétes de QoS applicatives powscgmrios est de 300000 reparties
uniformément sur tous les domaines et I'arrivéecds requétes suit une loi de
Poisson. La durée de chague communication suitaimmiforme de moyenne égale
a trois minutes (cf. études sur www.onetel.fr). ;

» chaque requéte de réservation traverse plusiemnsides (la destination est choisie
aléatoirement).

Notre algorithme de test a été implémenté en Javaurée des tests est de 24 heures avec
collecte de résultats toutes les secondes.
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2.3.5.2. Résultats et analyse

Dans un premier temps, nous analysons le nombadietds acceptés sur chaque domaine.
Nous appelons « client » une requéte de serviceneinge sur chaque domaine (BB) par les
requétes applicatives initiales. Ainsi une requéte QoS pour un flux donné conduit a
plusieurs « clients » si le flux traverse plusiedwsnaines.

Les résultats illustrés dans la Figure 30 et laifle@1 présentent le nombre de clients dont la
requéte de QoS a été acceptée et le nombre totletds ayant effectué une requéte sur
chaque domaine.
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Figure 30 : Nombre de client acceptés
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Figure 31 : Nombre Total de clients sur chaque BB

Nous pouvons observer gu'avec notre modele, le nerdb clients acceptés ainsi que le
nombre total de clients est plus grand sur chagBecBmparativement a l'algorithme
classique (respectivement 0.7%, 1% et 6% - 2%, B¥4%). Ceci s’explique par le fait que
plusieurs requétes, potentiellement satisfaisalsiest engendrés et recues par le BB dans
notre approche. Une requéte de QoS de notre soluigofait pas référence a une CoS
particuliere est cherche les services et leur difpldés sur chague domaine. Dans,
'approche classique, la CoS est fixé en amoni &ssressources ne sont pas disponibles
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pour cette CoS, la requéte n’est pas propagéecahgine BB. Comparativement au modele
général classique, notre solution ne se résumeapashoix d’'une seule CoS au long du

chemin de données, mais acquiert les performareésuties les CoS disponibles et cherche
a trouver la meilleure concaténation. Cette flditéexplique aussi le fait qu’'un nombre plus

grand de requétes peut étre traité et satisfaitn@gbre dépend également du choix de
I'algorithme de composition des services. Avec e@pproche, nous pouvons choisir des
CoS distinctes dans chaque domaine (pas las mérSBes@otous les domaines) ce qui

engendre une répartition différente de la dispditéhiles ressources.

L’arrivée d’'un nombre plus petit de clients suptemier BB s’explique par le fait que nous
avons fait le choix de repartir les clients sur tiess domaines et le chemin suivi par les
données est du domaine 1 vers les domaines 2 et 3.

Les résultats suivants illustrent I'occupation debhnde passante sur chacun des domaines.
La Figure 32 illustre 'occupation de la bande pass totale (toutes les CoS confondues) sur
les BB. Nous remarquons qu’avec notre approches ombtenons une meilleure occupation
de la bande passante, ce qui implique que les usveles fournisseurs peuvent étre
augmentés.
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Figure 32 : Occupation de la bande passante totale

Nous avons également analysé I'occupation de laldgrassante pour chaque classe de
service (CoS) séparément. La Figure 33 montre Uipation de la bande passante pour la
CoS1, les résultats pour les CoS2 et CoS3 étainiasies (la différence est plus évidente si
les proportions de chague CoS sont grandes).

Nous avons effectué par la suite un ensemble delaiions en changeant la proportion de
chaque CoS. Les effets sont comparables, notreepproffrant des meilleurs résultats en
termes de nombre de clients, de requétes satskitdoccupation de la bande passante.
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Figure 33 : Occupation de la bande passante par CQS

2.3.6. Conclusion

Dans cette section, nous avons décrit les simulatiqui ont permis d’évaluer notre
proposition de provisionnement dynamique. Nous av@mmparé notre algorithme qui crée
dynamiguement le service par la composition desseka disponibles au long du chemin de
données avec l'algorithme classique qui choisitiaripune classe de service et réserve les
ressources pour cette classe sur les domainesdésve

Nous avons montré qu’avec ce type de provisionngnelegré de satisfaction des clients
est amélioré (le taux de rejet est inférieur), re¢ meilleure occupation de la bande passante
est constatée. Les fournisseurs bénéficient ainsiedaugmentation des profits liés au
nombre accru de clients acceptés et d’une meilletilisation de leurs ressources.

2.4. HyPath (Hybrid on-path off-path for end-to-end signaling
across NSIS and non-NSIS domains)

2.4.1. Introduction

Cette section présente l'intégration du protocosenté dans la section 2.2 dans le cadre de
NSIS de P'ETF, afin d’étendre le déploiement ukér. Ces travaux ont été meneés
conjointement avec la Faculté des Sciences et Déuhies de I'Université de Coimbra,
Portugal. Les contributions issues de ces étudéset@nprésentées lors des réunions de
l'IETF, sous la forme de plusieurs versions d'umffjrarrivé actuellement & la sixieme
version.

Dans cette étape, nous nous placons dans le cexdhigeatural défini par NSIS. De plus,
nous considérons un environnement multi-domaine gpeénd en compte d'une part
I'existence des Bandwidth Brokers et d’autre pas domaines qui n'implémentent pas une
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signalisation NSIS (que nous appelons par la slaiteaines non NSIS). Nous proposons une
solution hybride pour la prise en compte d’'une aligation couplée et découplée du chemin
de données. Nous présentons une approche quigséntians le framework NSIS pour la
signalisation des domaines contrélés par de BaridwRBroker et aussi qui associe
l'interconnexion des domaines NSIS et non-NSIS.

Nous avons évoqué auparavant la nécessité d’ameisignalisation découplée du chemin de
données dans le but d’interagir et d’échanger diesmations entre des entités particulieres
au sein d’'un domaine. Ces entités (Bandwidth Big)kgerent les ressources du domaine en
suivant des politiques et regles autonomes et teffat les réservations pour les flux
acceptés. La solution actuellement explorée dan$ fi$ancock05b] consiste a détourner
les paquets de signalisation (identifiés avec éoedau RAO - Router Alter Option [Katz97])
vers une autre entité du domaine. Nous proposoresapproche de signalisation hybride
(couplée/découplée du chemin de données) qui repase€e concept d’interception : en
entrée d’un domaine, tout routeur de bordure iefatee les paquets de signalisation et les
redirige vers le BB (qu'il est supposé connaitigjpres traitement, le BB retourne ces
paquets au routeur, qui continue la signalisatiandialogue entre les BB s’effectue donc
sans nécessiter de leur part la connaissance ixpdie leur adresse respective. Le besoin
d’une signalisation hybride (couplée-découplée lienun de données) n’est pas résolu dans
NSIS tel qu'il est défini actuellement a I'lETF. Isignalisation des BB n’est pas considérée
spécifiguement, la version courante de NSIS n’épast adéquate pour notre approche car
elle suit la solution couplée (« on-path ») au cinede données.

Le challenge de notre proposition est de ce faitéb®ndre au besoin suivant : comment
réaliser la signalisation entre tous les BandwiBtbkers des domaines sur le chemin de
données dans le cadre NSIS, et de plus commenichéste probleme d’'une hétérogénéité
avec des domaines ne supportant pas NSIS. Nousoappeette solution de signalisation
plus générale hybride « HyPath » (Hybrid on-patlpath for end-to-end signaling across
NSIS and non-NSIS domains). Nous précisons que gjproche suppose pour une garantie
de bout-en-bout, I'existence des domaines a QoB $eation 2.1.1, notamment contrblés)
au long du chemin de données.

HyPath est donc nécessaire dans les Bandwith Byoedes routeurs de bordure pour
répondre aux besoins d'une signalisation hybrideugtée et découplée du chemin de
données) de bout-en-bout. Les principales fonctabt@s de HyPath sont :

» Dans le Bandwidth Broker

o Pilotage de la signalisation hybride ;

0 Récupération et analyse des messages ;

o Découverte de routeurs de bordure ;

o Propagation des messages vers les Bandwidth Bvokens ;

o0 Interaction avec des modules externes : base deédenroutage ;
» Dans le routeur de bordure

o Possibilité d’initier la signalisation ;

0 Interception des messages de signalisation ;

o Déviation de la signalisation vers le Bandwidth l&xo;

0 Réception de la réponse du Bandwidth Broker et icoation de la

signalisation.
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2.4.2. Proposition HyPath

Rappelons que NSIS est spécifié suivant une saluiodulaire a deux niveaux (voir section
1.5.4) : le niveau transport de la signalisatioTI(R) et le niveau signalisation applicative
(NSLP). Cette approche permet la séparation dgpan des messages de signalisation de la
signalisation proprement dite. De plus, cette cptioa facilite la création de plusieurs types
de protocoles au niveau NSLP et l'utilisation dulSI$our différents objectifs : QoS,
sécurité... La solution que nous avons proposeée stengiétendre les mécanismes de base de
NSIS avec une nouvelle fonctionnalité appelée HyPaiais I'insertion de HyPath ne doit
pas interférer et changer le comportement de laifsgation actuelle du NSIS, et donc doit
transparente dans l'architecture NSIS.

Nous avons fait le choix de concevoir HyPath conume extension du niveau NTLP,

notamment comme une nouvelle méthode de routagenissages (Message Routing
Method) dans GIST [Schulzrinne05] (Figure 34) : vessions du draft présentées a I'lETF
détaillent notre proposition de traitement et deEmimement des messages HyPath. Le
fonctionnement HyPath est présenté dans les pafa@gauivants.

De plus, une interaction avec des modules extdareparticulier BGP) est nécessaire pour
prendre en compte les contraintes de routage daeraine.

Bandwidth Broker

A

NSIS

NSLP

BGP and
external
function

- NTLP (GIST) + HyPath Extension -

Figure 34 : Proposition architecturale HyPath

HyPath est instancié dans les routeurs de bordues 8andwidth Brokers ; les échanges en
HyPath ont lieu donc entre ces entités ; les aufi@ipements NSIS qui ne sont pas
configurés avec HyPath doivent transporter et aamemles données (appelés objets)
HyPath de maniére transparente, sans les traiteFigure 35 illustre ce mécanisme dans
lequel les routeurs de bordure (BR) implémentenPddlp, et les routeurs intermédiaires
internes ne supporte pas HyPath.
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NEIS Signaling Path

—e  BR-BB NSIS Signaling

Figure 35 : HyPath a l'intérieur d'un domaine NSIS

Un message recu par Rcl est acheminé apreés traiteers Rc2 comme un message NTLP
(GIST) standard. Cette approche permet le trandéstinformations HyPath par les routeurs
qui n'implémentent pas cette fonctionnalité¢ sans $eipprimer. De plus, le traitement
classique GIST n’est pas affecté par I'introductignHyPath.

Le fonctionnement HyPath est décrit dans la sedigmante. Nous présentons d’abord le
fonctionnement entre domaines NSIS. Ensuite noemdéns la proposition pour un
environnement hétérogene NSIS et non-NSIS.

2.4.3. Fonctionnement dans les domaines NSIS

L’objectif principal de notre proposition HyPatht esétendre la spécification actuelle du
NSIS avec des nouvelles fonctionnalités pour pdarmé signalisation entre les Bandwidth
Brokers. Avec HyPath, la signalisation découpléecdemin de données (off-path) devient
transparente.

La Figure 36 présente le déroulement du protocelesignalisation avec le mécanisme
HyPath intégré dans la suite NSIS et implémentésdas routeurs de bordure et les
Bandwidth Brokers.

e NSIS Signaling Path

—e  BR-BB NSIS Signaling

e 3 -‘ Data Path
Host =

Figure 36 : Processus de signalisation HyPath

Dans le cas de la signalisation HyPath, le probldme&écouverte du prochain Bandwidth
Broker est résolu par I'interception des messages te routeur d’entrée du domaine et leur
déviation vers son Bandwidth Broker, de la mangreante. Quand un utilisateur effectue
une requéte de réservation des ressources, lefiofumalités de base de NSIS, i.e. les
réservations dans les routeurs, ne doivent pasraickfiées. En méme temps, le protocole
NSIS doit étre capable de « signaler » tous lesdd®atith Brokers des domaines impliqués
dans le chemin de données. Pour ceci, les pageedgjaalisation NSIS sont envoyeés vers la
destination. Les routeurs de bordure en entrée hdgue domaine (qui implémentent
impérativement HyPath) interceptent les messagesigihalisation. Ensuite, ces messages
sont réorientés vers le Bandwidth Broker (dontrésde est supposée connue) au lieu de
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suivre les opérations du NSIS classique (voir Fegsé). Apres le traitement du message
recu (similaire a celui détaillé dans la sectio)2le Bandwidth Broker continue la
signalisation, en renvoyant un message NSIS aweuoute bordure. Celui-ci reprend la
signalisation NSIS classique sur le chemin de desivérs le prochain nceud pair NSIS (et
par la suite vers le prochain domaine et la destimp Ce mécanisme se déroule dans
chaque domaine, jusqu’au dernier et les ressosmdséservées de bout-en-bout au long du

chemin de données.

L’architecture proposée remplit toutes les exigsrmeur réaliser une signalisation de bout-
en-bout dans un contexte NSIS. En outre, aucunggment dans la définition des niveaux
NSLP et NTLP n’est nécessaire, l'insertion de HpR&tant transparente. De cette maniere,
les messages de signalisation suivent le chemidodeées et de plus tous les Bandwidth
Brokers des domaines sont « signalés ».

2.4.4. Extension pour l'intégration des domaines no  n-NSIS

Proposons dans cette section une solution hybedérgjue qui gere a la fois les domaines
NSIS et non-NSIS, c.a.d. généralise les deux appso@récédentes : la solution NSIS
étendue avec HyPath est utilisée dans les dombiSé&S, et dans le cas des domaines non-
NSIS, I'interception des messages ne pouvant étlesées dans les routeurs de bordure, une
communication directe entre les Bandwidth Brokeni$ étre utilisée. Rappelons que HyPath
est implanté dans les routeurs de bordure et les\Bidth Brokers et que I'échange des
messages pour les domaines non NSIS peut se teseen NSIS-HyPath.

L’inconvénient de I'approche décrite dans la sectwécédente réside dans le fait que les
routeurs de chaque domaine (en particulier leetratde bordure) et les Bandwidth Brokers
doivent implémenter NSIS. En pratique, cette hyps¢hforte est difficile a déployer a cause
de I'hétérogeénéité des solutions de signalisatiter iet intra-domaine. Cette réflexion nous a
conduit a proposer une solution plus générale, watéqgdans un contexte multi-domaine

hétérogene, capable d’'interconnecter des domair®dS Mt des domaines non-NSIS (qui

n’utilisent pas NSIS comme protocole de signalsgti

L’hypothese NSIS dans tous les routeurs de bordcagtée, le mécanisme de signalisation
repose sur une communication directe entre les \Biaitldl Brokers. La Figure 37 illustre la
signalisation dans un environnement non-NSIS (goiutiétaillée précédemment dans la
section 2.3) :

@ Bandwidth Broker

Chemin de signalisation
- bl N
- N

-
T -‘Chemm de données
-

Figure 37 : Signalisation dans les domaines non-NSl

Les messages de signalisation sont acheminés dsnHEB directement, cette solution étant
completement découplée du chemin de données. balsigtion passe par conséquent par
les BBs des domaines, et ne suit pas le méme clogmifes données (en revanche elle passe
par les mémes domaines).

Cette solution doit étre cohérente avec les fonotiités externes au protocole de
signalisation : découverte des routeurs de borairedu prochain Bandwidth Broker,
interaction avec les protocoles de routage, BGPperiiculier. Par conséquent, nous
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proposons une solution hybride qui permet la sigagbn de bout-en-bout dans un
environnement multi-domaine NSIS et non-NSIS.

La Figure 38 présente les détails de la signatisdtybride proposée :

—le-  NS|S Signaling Path ———  BB-BE Signaling

-
——> BREBNSISSignaling Tw e ® & o DataFah

Figure 38 : Signalisation hybride

La difficulté d’une telle approche hybride résidenpipalement dans la continuité de la

signalisation entre deux domaines qui implémendestsolutions différentes : NSIS et non-
NSIS. Par exemple, lors d'un passage d'un domaiB¢&SNa un domaine non-NSIS, le

routeur de bordure ne supportant pas HyPath, |lesagesn’est pas intercepté et n’est pas
redirigé vers le Bandwidth Broker.

Pour palier ce probleme, le Bandwidth Broker d'wmaine NSIS doit vérifier la nature du
domaine suivant (NSIS ou non-NSIS), avant de caetifa procédure de signalisation. Cette
information est disponible suite aux accords d'esdmn entre les domaines (agréments-
SLA). Si le prochain domaine est un domaine nonSN& message sera envoyé directement
a son Bandwidth Broker. Dans le cas contraire,éeanisme NSIS-HyPath sera utilisé (voir
section 2.4.3). La redirection des messages off-paensuite leur réinsertion sur le chemin
de données sont effectuées dans les domaines NSIS.

2.4.5. Prise en compte de domaines surprovisionnés

Dans la proposition NSIS, le probléeme de domaingprevisionnés trouve une solution
directe. Ayant la certitude que tous les domaine®ag du chemin sont a QoS, les messages
NSIS traverseront de maniére transparente les d@masurprovisionnés. lls seront
interceptés dans le routeur de bordure en entréeatinain domaine NSIS et la signalisation
reprend les opérations HyPath. Evidement, pourcéssdes domaines hétérogénes (NSIS,
non-NSIS), la solution repose sur I'étude préseds#s la section 2.2.4.

2.4.6. Conclusions

La proposition HyPath, menée conjointement aveaiversité de Coimbra dans le cadre du
groupe de travail NSIS de I'lETF, a eu pour objedtenrichir le framework NSIS avec la
capacité de supporter une signalisation hybrideplée et découplée du chemin de données
et de faciliter par conséquent linteraction avexs ddlomaines qui ne supporte pas la
signalisation NSIS. Elle nécessite une configuratitendue de NSIS dans les routeurs de
bordure et dans les Bandwidth Brokers de chaqueanth@m Pour répondre au probleme
d’hétérogénéité de la signalisation, notre solutitiise :

* L'’interception et le déroutement des messages dréeerdu domaine vers le
Bandwidth Broker dans les domaines NSIS ;

« Une communication directe entre les Bandwidth Brekentre les domaines non-
NSIS.
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Cette spécification a été présentée dans le cadmgralipe de travail NSIS de I'IETF, le
concept étant approuvé et accepté pour une anailigge. Un draft Internet qui est arrivé a
la sixieme version présente I'avancement de laipatton. Pour supporter ces travaux, une
implémentation est réalisée par I'Université derilwmia, avec également une implémentation
du GIST (utilisée en particulier dans le cadre thjgt EuQo0S).

2.5. Signalisation et mobilité

2.5.1. Contexte de mobilité considéré

Dans les dernieres années, les réseaux mobileanstfé ont connu un grand essor en
matiére d’'implantation et de couverture, ces tygeséseaux étant de plus en plus répandus
(Bluetooth, GSM, Wi-Fi...). De plus en plus, les apglions deviennent distribuées,
coopérative et mobiles. La gestion de la mobil#é terminaux est un challenge imposé par
les applications aux réseaux de nouvelle génératiancontinuité de service est un des
objectifs, ce qui implique le maintient de la coctngté quand un terminal mobile passe
d’'un point d’acces a un autre (handover), qui pewdduire des perturbations sur les
communications en cours. Par conséquent, assurequidité de service dans un
environnement mobile représente un des défis actugjuel il faut répondre.

Plusieurs problemes inhérents issus de l'assoniaidre QoS et mobilité ont été évoqueés
dans la littérature [Chaskar03] : délai importamtiple rétablissement de la réservation aprés
hand-off, duplication possible des réservationgnantation de la probabilité de blocage,
augmentation des couts pour fournir la QoS. Ladioation entre la gestion de la mobilité
et celle de la QoS constitue I'axe de notre étudenée dans le cadre d’'une collaboration
avec I'Université Fédérale de Santa-Catarina (UEFSBYgsil. Nous allons présenter
brievement quelques scénarios de mobilité et lefluence sur la QoS des communications
existantes. Le but de cette étude est d'analyssglalisation présentée antérieurement dans
le cadre de la mobilité, mais aussi dans le cahdrgement de route (suite a une défaillance
par exemple). Les scénarios choisis visent lesgdraents topologiques d( a la mobilité des
terminaux et traitent a la fois la micro mobilitg (intérieur d’'un domaine) et la macro
mobilité (entre domaines différents).

Ce travalil s’intéresse a I'impact de la mobilitthslain modele de gestion de la QoS inter-
domaine de bout-en-bout en analysant le maintienréleervations déja établies et montre
comment la continuité de service peut étre obténllede d’'une signalisation adéquate.

2.5.2. Scénarios de mobilité examinés

Rappelons dans un premier temps le mécanisme ddBil&ltel que décrit dans [Perkins02]
sans optimisation de route. Un nceud mobile (MN)cemmunication avec un noceud
correspondant (CN) maintient une adresse IP appelée@me address >HOA) et il est
susceptible de changer de point d’acces dans kextende mobilité. Chaque MN recoit une
nouvelle adresse, appelée « care-of addres®A)(@ssociée avec le sous-réseau visité. La
gestion de la localisation est a la charge de @dgexts, « Home et Foreign AgentHhA(et
FA). Chaque nouvell€oA est reliée a I#oA et enregistrée dans une table maintenue dans
le HA (voir Figure 39). Le HA agit au nom du MN en capiutrles paquets a destination de
son HoA et en les acheminant vers sa nouvelle CGAtte configuration est la

« triangulation standard » illustrée en [Perkins@2¢c une CoA associé a un FA. Tous les
paquets en provenance du CN vers la HOA sont dépisle HA vers le FA (par le biais
d’un tunnel) et ensuite acheminés au MN. Le FA mtétre éliminé du schéma si le MN
utilisait directement une CoA allouée par DHCP [De97] par exemple. Les paquets de
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MN vers le CN sont envoyés directement, bien queendécanismes de « reverse-tunneling »
puissent étre mis en place. Cette procédure peatporer des instruments d’optimisation de
route pour le chemin entre CN et MN afin d’évitertunnel HA-FA-MN qui risque d’étre
pénalisant autant lors de sa création (encapsunliigur IP) que par ses performances.

MN = Mobile Node

CN = Correspondant Node
HA = Home Agent

FA = Foreign Agent

HoA = Home Address

CoA = Care-of-Address

ha = Address of HA

fa = Address of FA

Flow (ha, fa)

HoA > CoA & f§ TUNNEL
Figure 39 : Mécanisme de triangularisation IP Mobié

Présentons l'impact de la (micro et macro) mobsiié la QoS et sur la signalisation par trois
scénarios différents, illustrés dans la Figure 40.

'.--
e
s
‘

Corespondant
Node

Node

Figure 40 : Scénarios d'étude pour la mobilité

e Scenario 1 : un nceud mobile (MN) en communicatiecain noeud correspondant
(CN) change de point d’acces, d’AR11 a AR12, adireur d’'un méme domaine ;

e Scénarios 2 : Le MN change de point d'acces, d'ARIAR21, AR21 se trouvant
dans un autre domaine, et le nouveau chemin étenpartie du chemin initial ;

e Sceénarios 3: Le MN passe du point d’acces AR1lInaauveau point d’acces
(AR51) dans un autre domaine ce qui engendre ureaauchemin inter-domaine
vers la destination (I'introduction de nouveaux @mas sur le chemin des données).

Pour simplifier, considérons le terminal mobile coelinitiateur de la signalisation pour la
QoS et que dans cette étude, nous n’examinons gmsphoblemes lies a I'AAA
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(authentification, autorisation accounting). Lansijsation que nous avons proposée se préte
a deux approches envisageables pour la résenddg®mnessources sur le nouveau chemin et
la libération sur I'ancien :

* La premiere repose sur le mécanisme de soft-giataécessite le rafraichissement
périodique des réservations. Une maniere simpdeghnte de prendre en compte la
mobilité est de réserver les ressources sur le ichéépendant du nouveau point de
rattachement du terminal sans se soucier des aregegservations. Celles-ci seront
libérées suite a l'arrivée a I'échéance des minstéiimers) sur I'ancien chemin de
données. Les performances de ce mécanisme dépelediantconfiguration du timer,
son ajustement pouvant limiter la double résermatio

» La seconde approche implique une libération explides ressources (I'envoi d’un
message RELEASE).

Remarquons que dans les deux solutions, la nouueslervation est associée a la méme
session existante avant le handover (méme iderttifia session). Evidement la solution la

plus simple consiste a libérer les ressources’ancien chemin et a réserver le nouveau
chemin lors du changement de point d’acces. Cettdien n’est pas optimale (en termes de

temps et de nombre d’opérations effectuées) etudedans un environnement mobile peut
conduire a une coupure du service. En outre, mdarvation pour le nouveau chemin, peut
se faire a I'avance (mécanismes de prévision)utditg de service peut étre assurée lors du
handover. L’inconvénient de cette procédure esbtaplexité et le colt de sa mise en ouvre
(maintien des anciennes réservations jusqu’a léiromation sur le nouveau chemin, modele

de QoS qui admet une double réservation). Notoedajuéservation sur le nouveau chemin
pourrait ne pas étre garantie due a I'absenceedssurces.

2.5.2.1. Scenariol

Le premier scenario impligue la mobilité au seinrdméme domaine. Une fois que le MN

détecte le changement de rattachement du pointc&adl envoie un message a son
Bandwidth Broker (nouveau message MODIFY par exen@di le chemin inter-domaine (et

les routeurs de bordure) reste inchangé, aucunalsgtion inter-domaine n’est nécessaire.
Notons que cela conduit & un nouveau chemin irgraaine et de plus peut engendrer une
modification du chemin inter-domaine (suivant leditmgues du domaine prises en compte
par le protocole BGP) mais nous ne traitons pageceier point ici car il sera discuté par la
suite dans le scénario 3. Pour les réservatioma-gimaine (dans les deux sens), il est
nécessaire de (1) réserver les ressources assatiéesuveau point d'acces du terminal
(AR12), (2) maintenir les réservations pour lessicommuns et (3) libérer ceux qui sont
plus utilisées.

Concernant le sens de communication du CN versNe &adcune signalisation inter-domaine
n’est nécessaire, car le CN continue a utilisé¢fdd du MN comme destination. Le chemin
de CN vers MN est composé de deux parties : CN-HAIA-FA-MN. Comme pour la
portion CN-HA, les ressources sont déja réservééalgblement, et la réservation doit
seulement étre mise a jour pour HA-FA-MN, en irdoanaine donc.

2.5.2.2. Scenario 2

Apres le rattachement du terminal au point d’acsB1, le chemin inter-domaine change
pour les deux sens de communication. Nous supppgons ce scénario, que le nouveau
chemin est une portion du chemin initial, le caségél étant traité dans le scénario 3. Dés
qgue le MN repére le changement, il envoie un mesgsiODIFY) au Bandwidth Broker 2
pour la mise a jour des réservations associéescammnunications en cours du terminal.
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Concernant le sens MN-CN, aucune réservation neéti@ effectuée du point de vue inter-
domaine. Par contre les ressources entre '’ASTAS?2| doivent étre libérée (message
RELEASE du BB2 au BB1). De la méme maniere qu’anado précédent, le BB2 gere la
libération et la réservation intra-domaine sur I'AS

En ce qui concerne les flux du CN vers MN, deuxprzssibles sont a traiter :

» Suivant le schéma sans optimisation de route gesources pour le tunnel HA-FA-
MN doivent étre réservées (AS1 et AS2 sont implju&ne signalisation est mise
en place donc entre les Bandwidth Brokers respgectif

* Si un mécanisme d'optimisation de route est prie@npte, la signalisation suit la
procédure standard (signalisation inter-domaingémipar le récepteur, voir section
2.2.3) pour la réservation sur le nouveau chemitaelibération des anciennes
réservations qui ne sont plus utilisées (AS1).

2.5.2.3. Scenario 3

Ce scénario, le plus général, porte sur la mobik#&s un autre domaine avec changement du
chemin inter-domaine. Suite a la détection de ch#ment au nouveau point d’acces
(AR51), le MN initie une procédure de réservatiaprés du Bandwidth Broker 5. Une
signalisation inter-domaine doit étre mise en plpoer la réservation des ressources sur le
nouveau chemin et la libération des anciennes nitieéas. Pour le sens CN-MN, dans la
situation de la triangulation sans optimisationrolate, les ressources entre CN et HA sont
maintenues et une nouvelle réservation est lancéelp portion HA-FA-MN (similaire au
scenario 2). Dans le cas contraire, une signadisaiandard est requise pour I'établissement
du nouveau chemin et la libération des ancienrssoteces.

2.5.2.4. Optimisation de la signalisation

Ce meécanisme de réservation et libération tout ang Ildu chemin (inter-domaine) de
données peut étre colteux en temps d’exécutiorn. iBpandre a ce probléme, le groupe de
travail NSIS propose une solution qui utilise Iésarvations existantes sur le chemin et
essaye de minimiser les nouvelles opérations déraliton / réservation. L'idée dans
'approche couplée au chemin de données est deetrdeli routeur « cross-over ». Le routeur
cross-over est le premier nceud commun entre l'aretiée nouveau chemin. Pour optimiser
la procédure de signalisation, les ressources mm@rvées jusqu’au routeur cross-over et
libérées juste sur la portion non utilisée. Nous@us une approche similaire a celle-ci, mais
a I'échelle du domaine. Nous cherchons donc a deicda premier domaine cross-over sur
le chemin de donnée (Figure 41), en supposant guedte du chemin inter-AS reste
inchangeé.
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Corespondant
Node

Figure 41 : Domaine « Cross-Over » dans le changentale la signalisation

Ce modéele permet donc d’optimiser la gestion desawrces suite a une macro mobilité (la
micro mobilité étant confinée a l'intérieur d’'un rdaine). Les ressources seront donc
réservées jusqu’au Bandwidth Broker du domaineseover et relachées sur la branche qui
n’'est plus utilisée par la suite. Il est a notee dgs domaines cross-over pour le trafic en
amont et en aval peuvent étre difféerents (du faitla non-symétrie des chemins). Une
procédure de signalisation (et recherche du don@awss-over) doit étre donc entamée aussi
suivant le schéma initié par le récepteur, telle décrite dans la section 2.2.3.

2.5.2.5. Conclusions

Cette section a traité le probleme de la signatisgbour la QoS dans un contexte multi-
domaine qui vise a assurer la continuité du sersigee a la modification de la topologie
causée par la mobilité. Elle a illustré une étuder pa faisabilité de I'approche proposée qui
est de mettre en place des mécanismes de sigimalisadnceptuellement simples qui
étendent la signalisation initiale afin de garanar QoS de bout-en-bout dans un
environnement mobile.

2.6. Conclusions

Les travaux présentés dans ce chapitre visent gopeo une architecture de signalisation
pour la garantie de la qualité de service dans nuiranent multi-domaine hétérogene.
L'objectif était d'optimiser d'une part l'utilisatn des ressources du systeme de
communication et dautre part d’introduire le minim de contraintes pour les
administrateurs et les fournisseurs de services.

Nous avons tout d’abord défini le modéle multi-doameaqui constitue le support pour
I'architecture de signalisation. Dans un secondpgemous avons présenté I'enchainement
des PDU et la spécification en UML2.0 de la sigalon proposée. Nous avons participé
avec I'Université de Coimbra aux travaux qui ontipobjectif de proposer une signalisation
hybride couplée et découplée du chemin de donrées-path/off-path ») dans le cadre du
groupe de travail NSIS de I'lETF. Enfin, nous avoesrit une proposition ayant pour but de
mettre en place un provisionnement de service dimasra la demande qui récupere dans un
premier temps les services disponibles au long ltkmin de données et qui choisi une
concaténation qui répond aux besoins en QoS emispat diverses préférences orientées
utilisateur ou fournisseur.
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Comparativement aux autres signalisations qui suivent la méme approche, notre proposition
répond non seulement aux besoins de contréle d’admission mais aussi prend en compte
'hétérogénéité de I'Internet a plusieurs niveaux (multi-domaine, multi-technologie et
signalisation) et les domaines surprovisionnés. De plus, nous répondons aussi aux problemes
liés au provisionnement dynamique des services par un mécanisme de découverte des classes
de services et de leurs performances au long du chemin de données.

Les deux premiéres contributions ont été réalisées en partie dans le cadre du projet européen
EuQoS. Dans les chapitres suivant nous illustrons leur application, les intégrons dans
I'architecture proposeée par le projet, et donnons les résultats obtenus suite a leur déploiement
sur une plate-forme de test.

| Rﬁgg@fﬁ- gfﬂf(lffﬂﬂm %}
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3. La signalisation dans le projet EuQoS

Ce chapitre présente dans un premier temps letm@ojepéen EuQoS (www.euqos.eu) qui a
constitué le cadre contractuel de cette théseadfidlensuite comment notre proposition de
signalisation hybride HyPath a été intégrée daaxlhitecture du projet. Les principales
contributions des travaux de cette these dansdie chu projet EuQoS sont :

» la participation a la définition et a la conceptaml'architecture générale ;

» la spécification d'une partie de cette architect{ge particulier la signalisation) et
son intégration en vue de la simulation avec leclep TAU du modele UML du
systéme EuQoS dans la premiére phase du projet ;

* la contribution a la conception de la structurelalbase de données du RM (RM-
DB) ;

* limplémentation du composant CallController guepd en charge la signalisation et
le contréle d’admission dans l'architecture EuQoS ;

* limplémentation de l'interface EQ-SAP qui décrit $ervice de QoS a la demande
offert par EuQoS.

* L’installation, I'administration et la validation'whe plate-forme européenne de test
(« testbed ») au LAAS (décrite en détail dans kpitine 4).

» La participation active a 'intégration et au tdstcode sur la plate-forme distribuée
de mise au point du projet ;

La structure du chapitre est la suivante :

e dans un premier temps (section 3.1), nous intradgises objectifs et I'organisation
du projet. Nous décrivons son architecture généralerécisant les concepts et les
mécanismes utilisés ;

» La section 3.2 donne une vue globale de la commatiait entre les sous-systemes et
les modules d’EuQoS. L'objectif des solutions preges est de réduire la
complexité du systeme en considérant plusieurs anive (verticalement et
horizontalement) et en définissant de facon détlks interfaces entre ces niveaux.

» La section 3.3 présente en détail la signalisadioisystéme EuQoS, sa spécification
et son intégration dans I'architecture définie dansrojet.

3.1. Architecture EuQoS pour la garantie de QoS

3.1.1. Présentation du projet

EuQoS (« End-to-end Quality of Service support ousterogeneous networks »)
[Dugeon05] est un projet européen 31 sixiéme Programme Cadre pour la Recherche et
le Développement. La motivation principale du pragst liée a l'utilisation croissante de
I'Internet comme infrastructure globale de commatian et a la volonté des opérateurs
d’offrir de nouveaux services a valeur ajoutée &ye8 garantie.

L'objectif principal d’EuQoS a été de concevoir, développer, dimplémenter et de
démontrer une architecture permettant de garantjuhblité de service de bout-en-bout dans
un environnement le plus général possible, mulérafeur, multi-service et multi-

® Information Society Technologies
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technologie. De plus, EuQoS a visé un éventaikla’gpplications nécessitant de la QoS, a
savoir : voix sur IP, vidéoconférence, vidéo-stremntélé-enseignement, télé-engineering
et télé-médecine. Le résultat du projet est lesté&3ye EuQoS », déployé sur un ensemble de
plates-formes de tests européennes, hétérogengmidu de vue des technologies sous
jacentes, et interconnectées par I'intermédiaireéseau GEANT et desréseaux nationaux
pour I'enseignement et la rechergt™REN National Research and Education Netwaplar
exemple le réseaBENATER pour la France). Rappelons que le projet GEANTresié par

un consortium constitué de 32REN et de l'associatioTERENA (Trans-European
Research and Education Networking Associgtitacoordination du projet étant assurée par
DANTE (Delivery of Advanced Network Technology to Eujope

Le consortium du projet EuQOS se compose de 24ares :

» 5 opérateurs télécommunication : Telefonica I&D),IFrance Telecom (FTR&D),
Portugal Telecom Inovacao (PTIN), Polish TelecomIR&TRD) Polska Telefonia
Cyfrowa (PTC-ERA) ;

e 6 corporations : Siemens Business Services (C-LAS)S Soluziona, Datamat,
Juniper, Ericssons, Hospital Divino Espirito SafH®ES);

« 5 PME : Matrtel, Silogic, RedZinc, Telscom AG, Peir@om;

» 8 laboratoires de recherche et universités: LAABRS, University of Bern,
Technical University of Catalonia (UPC), Warsaw Uérsity of Technology
(WUT), University of Paderborn (UoP-CLAB), Univergiof Coimbra (UoC),
University of Rome (UoR/CRMPA), University of PifaPR).

EuQoS a concu, déployé et validé une architectiotgate, qui integre un large ensemble de
mécanismes divers et cohérents, totalement intégréstorisation, authentification,
négociation de service, contrble d’admission, digadon, surveillance et métrologie,
ingénierie de trafic et optimisation des ressources

L’organisation des tache®Vork Packages - WR été la suivante :

« WP 1 - Business Model and System Desifja réle du WPL1 était de concevoir le
systeme EuQoS en prenant en compte les technolegistantes ou en cours
d’étude. D’une part, le WP1 a identifié et conc¢w léléments principaux de
I'architecture (les fonctions, les composants,itésrfaces) et a étudié le modele de
marché (« Business Model ») pour créer des nowsvedliations entre les utilisateurs
et les fournisseurs de réseaux et de services.

« WP 2 - Validation of the EuQoS Systelnobjectif de ce WP était double: d’'une
part valider les capacités du systéme a garan@ol@ par I'intermédiaire des outils
de simulations développés par les partenaires oetprd’autre part, proposer des
outils de surveillance et de mesure pour validechitecture déployée sur une plate-
forme européenne.

« WP 3 - Implementation of the EuQoS Systdnobjectif principal du WP3 a été
'implémentation de I'architecture EuQoS. Ces travant été menés en plusieurs
étapes qui ont conduit a 5 prototypes intégrésjogép et démontrés lors des
diverses revues.

« WP 4 - Adaptation of ApplicationsLes travaux de ce WP ont porté sur la
conception des applications et/ou leur adaptationsysteme EuQoS, avec trois
objectifs : (1) l'identification des besoins en Q@S8ur les applications; (2) le
développement des modules d’adaptation pour lelicappns existantes dans le but

" GEANT est le réseau pan-européen a trés haut détiiié a la recherche et a I'éducation en Europe.

76



CHAPITRE 3 : Projet EuQoS

de prendre en compte le systeme EuQoS et (3) diiat®n dans I'architecture
EuQoS de nouvelles applications multimédia déplsyéar différents réseaux
d’'acceés.

« WP 5 - EuQoS Pan European trial@P5 a défini le déploiement, les tests et les
mesures sur une plate-forme européenne (en relaien les WP3 et WP4). Le role
de ce WP est d’identifier les types d’environnem@seaux a utiliser (« testbeds »),
de les configurer, de réaliser leur interconnexi@nune plate-forme paneuropéenne,
de mener des campagnes des tests et de mesunatysea les résultats.

« WP 6 - Dissemination, Standards and Trainings objectifs du WP étaient
multiples: (1) développer un ensemble d’outils goimpose un environnement
d’enseignement a distance pour différents typepulidic ; (2) concevoir et adapter
le contenu des enseignements a fournir ; (3) pubtieendre accessible le contenu
des divers cours; (4) disséminer les résultatsnsfigues et techniques; (5)
contribuer aux activités de standardisation, etiquaier a I'lETF.

« WP 7 - Project Managemerite role du WP7 était la coordination interne dajet
et son administration.

Les travaux décrits dans cette thése s’inscrivantipalement dans les WP1, WP3, WP5 et
WP6, mais nous avons également participé dansile clu WP2 aux travaux de surveillance
et de mesure, et dans le WP4 a l'intégration dedicapions réalisées avec la signalisation
d’EuQosS.

3.1.2. Architecture générale

Cette section a pour objectif de présenter leseptisgyénéraux de I'architecture EuQoS. Elle
introduit les notions utilisées, la structure et t®mposants du systeme global. Par rapport
aux travaux précédents, l'architecture EuQoS a gdour intérét d’offrir une solution
générale, qui integre dans une vision globale wemble de mécanismes : signalisation,
contréle d’admission, surveillance, ingénierie dafi¢ allocation des ressources, etc. De
plus, le systtme EuQoS, en prenant en compte tgmgitions et les standards existants, a
développé une solution modulaire multi-niveau, docttaque composante a des
fonctionnalités précises. EuQoS a permis de redérsi et de concevoir sur des nouvelles
bases les propositions architecturales antérieiresplus, il les a étendu pour les intégrer
dans une architecture complete, cohérente et muvert

L’architecture du projet repose sur les principgsants (Figure 42) :

* La prise en compte d’'un contexte général, multi-diom, ces domaines étant tous
hétérogeénes du point de vue de leurs technologiesjacentes ;

» La gestion du domaine par une entité fonctionnéliendant les Bandwidth Brokers,
appelée Resource Manager (RM) ;

» La distinction de trois plans pour la gestion dgualité de service : Plan de Service,
Plan de Contrdle et Plan de Transport ;

* La définition des « Classes de services Réseaulsodeen-bout, multi-domaines
(end-to-end CoS), qui seront alors associees dametles d’application dont les
valeurs des parametres de QoS sont bien définies ;

e L'utilisation d’'un mécanisme de routage prenantcempte la QoS, le protocole
utilisé étant EQ-BGP, une variante enrichie duguole BGP standard ;

» La distinction des deux entités dans le cadre dtesye, le client EuQoS (logiciels
situés dans le terminal utilisateur) et le serniew®oS (le cceur qui met en place les
mécanismes pour la garantie de QoS tout au lorah€eonin des données) ;
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» L’adaptation ou I'extension de protocoles standamdsn cours de développement
(en particulier ceux de I'lETF), reconsidérés pprendre en compte les besoins de
garantie de Qo0S. Ainsi dans le cadre d’'EuQo0S devemux protocoles ont été
congus et développés, tels que EQ-SIP, EQ-NSISZBEP.

3.1.2.1. Les plans de gestion et de déploiement de la QoS

L’architecture du systéeme EuQoS a été concue summrprincipe modulaire qui vise a
réduire sa complexité et a coordonner efficaceraestsous-systemes : le modéle de gestion
de la QoS a été divisé verticalement (Plan de 8erlan de Controle et Plan de Transport)
et horizontalement (suivant les domaines et le$eByss Autonomes). Ce modeéle est donné
dans la Figure 42.

| Application Signaling '
licat |
ooy _ . . || Application

Application || : SERVICE PLANE .|
Signaling S \| Application
é_ 35 AQ-SSN % Signaling

QCM
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CONTROL PLANE

Network Technology Independent Layer (NTI)
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4

EQ-NSIS
)

Transport ’ . _ g & g . Transport
Protocols i Wi i AR o AR i Protocols

Figure 42 : Architecture générale EuQoS

Le plan de serviceoffre différents interfaces pour accéder aux sesviproposés par EuQoS

(communication directe pour les applications tateat compatibles EuQoS, interface WEB
ouverte, extension du protocole NSIS). Il permet ples de déclencher le processus
respectivement de choix et de réservation des uess® applicatives et réseau (voir section
3.3). En outre, ce niveau est aussi responsabléa decurité, de l'authentification, de

I'autorisation et de la tarification (SAAA). Parllaurs, il fournit un mécanisme de filtrage

des requétes de QoS selon les profils et droitsitlesateurs.

Le plan de contrdle assure la gestion de la QoS tout au long du che®sndonnées. I
implémente des mécanismes pour la translation deasmetres de QoS fournis par les
niveaux supérieurs en parametres spécifiques auehdgmaine et gere les processus
réservation des ressources sur ce chemin. Damhitacture EuQoS, le plan de controle a
été divisé en deux niveaux :

* Un niveau générique, indépendant de la technolegies jacente (NTI-Network
Technology Independent) ;

* Un niveau dépendant de la technologie sous jaddii®-Network Technology
Dependent), donc spécifique a chaque type de réseau
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Cette séparation vise a faciliter l'interconnexid@ nouveaux domaines et des nouvelles
technologies par leur intégration simple au nivé8lD, niveau réalisé et implanté par
chaque concepteur ou administrateur de domainenat@ere optimale en fonction de la
technologie. Le niveau NTI, qui constitue l'idéejenae du projet EuQoS, est ainsi défini
comme générique pour tous les domdinasin de fournir les interfaces nécessaires pesir |
interconnexions avec les domaines adjacents (comeation horizontale) d’'une part et avec
les composants spécifiques a l'intérieur de chadomaine (communication verticale)
d’autre part.

Le plan de transport est composé d’'un ensemble de mécanismes et éqnpemui sont
gérés par les entités du plan de contrdle. Leddlelan de transport est de « construire » le
chemin suivi par les données et traversant plusidomaines et technologies. Ce chemin
porte le nom d’EQ-Path, sa création étant détailéas la section 3.1.3 relative au
provisionnement dans EuQoS.

3.1.2.2. Composants logiciels

La Figure 43 détaille les composantes de I'architecEuQoS, leur localisation (coté client
ou serveur), ainsi que les méthodes de communicaidre ces différents composants,
notamment les protocoles utilisés pour transpditgormation.

Le client EuQoS, localisé sur I'équipement utilesat est constitué des modules suivants :

* ['application qui exprime des besoins en QoS ;

* le module « Application Signaling » qui permet dianger des informations de
signalisation entre les terminaux utilisateurs.

e le module QCM (Quality Control Module), qui prend eharge I'adaptation des
parametres au systeme EuQoS et I'invocation ducsenoffert par le serveur. Tous
ces composants appartient au plan de service ;

* le module « Transport Protocols », situé dans da e transport et dans la couche
OSI transport (voir section 1.2.5), qui fournit, plus des protocoles classiques
(TCP, UDP) des mécanismes, des protocoles et deiseseenrichis (tel que ETP,
présenté dans la section 1.2.5), pour le trandéedonnées.

8 1l est a remarqué que certains fonctionnalitésNdii peuvent dépendre de l'implémentation spécifigue
chaque domaine (les mécanismes de métrologie, éiiege de ftrafic, etc). En revanche, pour facilite
I'interconnexion, les interfaces ne doivent pae @todifiées, seule leur implémentation étant végiab
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Figure 43 : Composants de l'architecture EuQoS

Le serveur EuQoS implante les trois plans détgilésédemment :

le plan de service est composé de trois sous madule

o

(@)

AQ-SSN (Application Quality Service Signaling Neigdibn) qui offre
I'accés au service EuQoS pour ses utilisateufmulinit une interface basée
sur SOAP (Simple Object Access Protocol - http:Mw3.org/TR/soap/) ;
CHAR (charging), qui prend en compte la tarificatdu service ;

SAAA qui est en charge de l'authentification, dmukorisation des utilisateurs
et de la comptabilité. Il communique les donnéeltées au module de
tarification (CHAR) et échange des messages aveSAN par le protocole
Diameter ;

le plan de contrle est constitué des niveaux N NTeD :

o

Le niveau NTI comprend deux composants principaexResource Manager
(RM) en charge de la gestion du domaine et le Ratmputation Element
(PCE) [Farel06] en charge du provisionnement rés€as deux éléments
communiquent par I'intermédiaire du PCEP (Proto€BE).

Le niveau NTD implante des fonctionnalités liéda gestion spécifique de la
QoS suivant la technologie sous-jacente ; il esstitué de deux modules, le
Resource Allocator (RA), en charge du traitemerst iguétes de QoS et le
Monitoring et Measurement System (MMS), pour asslarsurveillance et la
métrologie du réseau. La communication entre leslules RM et RA
s’effectue par le biais du protocole EQ-COPS.

le plan de transport a pour but d’assurer le texhsies données sur le chemin

traversant plusieurs domaines. Il présente desfaots avec les composants du

NTD (RA et MMS) et intervient dans le transfert disinées du client. Ses modules
n'étant pas indispensables a la compréhension detrawaux, ils ne seront pas
donnés ici.

Toutes ces composantes fournissent les fonctionsipales du systeme EuQoS [D121] :
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» Signaling and Service Negociation (SSN), qui perlaetégociation des services et
I'installation des ressources en utilisant une aligation adaptée.

* Connection Admission Control (CAC), qui décide sieunouvelle connexion est
acceptée en fonction de la requéte de QoS et @ #étuel du réseau.

* Monitoring, Measurement, Fault Management (MMFM)j gssure la surveillance
du réseau, rassemble des informations sur la tg@olet la disponibilité des
ressources pour soutenir le CAC, et gére les tkfais.

e Trafic Engineering and Resource Optimisation (TERfNt I'objectif principal est
de contrdler et d’'optimiser le processus de routdeaitilisation des ressources.

3.1.2.3. Les classes de service de bout-en-bout d’EuQoS (62eS)

Afin de garantir les propriétés de QoS, EuQoS amudééns le réseau des classes de services.
Ces classes sont associées a des familles d'ajpmtisaet leurs paramétres de QoS ont une
portée de bout en bout pour les réseaux (e2e Quftl), tous les domaines. La solution
proposée consiste donc a définir des e2e CoS suemmbjectifs de QoS et les profils de
trafic associés (real time - RT, non real time —-TNR.).

L'implémentation de ces e2e CoS s’appuie sur laenga place de garanties sur la
communication, qui doivent étre spécifieées de manjgiantitative en termes de parametres
techniques, et traduites en difféerentes actions mweau des équipements. Une
correspondance entre ces e2e CoS et des classaaxé&pécifiques (telles que AF et EF de
DIffServ par exemple) est réalisée au sein de ahatpmaine. La Figure 44 illustre la
correspondance proposée entre les différents niveans I'architecture EuQoS.

APPLICATIONS VolP VTC Tele-Medecine Tele-Engineering ...

eZe eze e2e
EuQoS CoS 1 CoS 2 CoS n
L el e e S s
MAPPING
Intra domain Inter domain
Network Services Network Services

M@C@b

IP Wi-Fi LAN xDSL

i Satellite
Ethernet HNTS

Figure 44 : La correspondance des classes de seesaans l'architecture EuQoS

De fait, EuQoS s’appuie sur les définitions de WFT [ITU-T-Y.1541] et de I'ETF
[Babiarz06] pour ses CoS, ainsi supposées connaesleg applications (utilisateurs),
implémentées et maintenues par les fournisseuwlgpendamment du type de réseau sous
jacent.

Ces e2e CoS constituent donc des valeurs bieniefpour les paramétres de QoS et
déployées dans les réseaux, pour toutes les dife&rdechnologies, et en particulier celles
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étudiées dans EuQoS (xDSL, LAN, Wi-Fi, UMTS, Satelbu réseau de cceur). Le Tableau
5 résume la solution adoptée, la dénomination @es@oS, les types de trafic (agrégats)
associés, les objectifs de QoS visés ainsi queofeespondance pour les applications
développées dans EuQoS :

oS Obijectives EuQoS Applications
) End-to-end Q ! Q bp -
Trafic Class Of Medigraf
Aggregate . Nex | Vol | VT Vo Coll | Data
ggreg Service IPLR Mean IPTD IPDV w | P | c| b |yre| S| Damy
ation fer
Network -3
CTRL Control 10 100 ms 50ms
100/350 ms
Telephony 1073 (localllong 50ms X
distance)
Signalling 103 100 ms u
MM -3
Real Time | Conferencing 10 100 ms 50ms
100/350 ms
RT Interactive 1073 (localllong 50ms X X X
distance)
Broadcast 3
Video 10 100ms 50ms
MM -3 1s non
Streaming 10 critical U X
Non Real Low Latency -3
Tire Data 10 400 ms U
(Assured OAM 1073 400 ms U
Elastic) High
Throughput 1073 irsitir::(;rl] u X
Data
Standard U U U X
Elastic Low Priority U U U
Data

Tableau 5 : Les Classes de Service de bout-en-balsins EuQoS

Le délivrable [D113] fournit de plus amples détaly les e2e CoS EuQoS. Une mise en
ceuvre pour chaque technologie considérée est dégagéement dans I'annexe du [D113].

3.1.2.4. Définition des EQ-Path

Un des objectifs principaux d’EuQoS étant la caraties chemins a QoS garantie, de bout-
en-bout, a travers plusieurs domaines (AS), legp@jdéfini la notion de chemins, les « EQ-
Path ». Un EQ-Path est donc un chemin entre le sh@rsmurce et le domaine destination
qui offre des garanties de QoS. Chaque EQ-Pathssstié a un ensemble de paramétres de
QoS, en patrticulier a une e2e CoS.

3.1.2.5. Protocole EQ-BGP

Afin de définir ces chemins, EuQoS a adopté un rieode routage a QoS, considérant une
route inter-domaine pour chaque CoS requise. Ddaite il propose l'utilisation d’'un
protocole de routage inter-domaine a QoS, EQ-BGRhdkRced QoS Broder Gateway
Protocol) [D111], [D113], [Masip07]. EQ-BGP est umariante enrichie du protocole de
routage inter-domaine utilisé actuellement damgdinet, BGP-v4, décrit dans le chapitre 1.
Son objectif est d’établir et d’annoncer des rouwjas assurent la continuité du service et
répondent aux besoins des différentes e2e CoS.detayrun routeur EQ-BGP annonce a ces
voisins les destinations joignables et fournit tiesgles informations sur les CoS disponibles,
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ceci avec des parametres de QoS (IPDV, IPTD, IPER)prenant en compte les politiques

et les capacités intra et inter-domaine, EQ-BGPisithta route considérée comme la

meilleure (notée « best ») et la propage a sesngoiEn conséquence, EQ-BGP fournit des
chemins a QoS entre les paires de domaines sotumestnation. Ces informations sont

ensuite utilisées dans le processus d’invocatian rdesources pour : (1) vérifier dans un
premier temps s'il existe un chemin (enchainemestdbmaines) vers la destination, chemin
qui offre la CoS considérée, et (2) découvrir lechain domaine sur le chemin de données
pour acheminer la requéte.

En outre, ces informations peuvent étre utilisegdgpmodule TERO pour I'optimisation des
routes. Il est a remarquer que le protocole EQ-B®fnet également d’établir des routes
disjointes pour chaque CoS de bout-en-bout entiples de domaines.

3.1.3. Provisionnement

De maniére globale, le provisionnement a pour laitcdnstruire les EQ-Path a travers
plusieurs domaines dans le cas le plus générak Ba@QoS, ce processus suit deux modeles,
respectivement appelés «loose model » et « hardelmo Nous exposons dans les
paragraphes suivants ces deux approches et ensugdes comparerons.

3.1.3.1. Provisionnement Loose Model

Dans I'approche «loose model » I'EQ-Path est caitspartant du chemin fourni par le
protocole de routage inter-domaine EQ-BGP. Suil@rtloose model », les ressources sont
provisionnées indépendamment a l'intérieur de chatpmaine, et une signalisation devra
étre mise en place au moment de la requéte de o&ebsus d’invocation) afin d’associer
des ressources a 'EQ-Path.

Le principal avantage du «loose model » est datiloduit un couplage minimal entre les
domaines impliqgués sur I'EQ-Path. Il n'implique qliexistence d’accords entre les
domaines pairs et la possibilité de mettre en placgignalisation EuQoS. L’inconvénient
majeur du « loose model » consiste dans le nombrmessages de signalisation échangés
lors d’'une réservation/libération des ressourcesagjue requéte de QoS.

3.1.3.2. Provisionnement « Hard Model »

La deuxieme approche proposée dans EuQoS adopteisian des opérateurs de
téléecommunication et est fondée sur le concept dlE®. Un EQ-Link est un lien virtuel
entre deux routeurs de bordure, potentiellements ddas domaines non adjacents
(mécanisme de tunnel). L'EQ-Link présente des ¢armstiques de QoS bien définies entre
ces deux nceuds: les EQ-Links sont associés a ws dpécifique pour laquelle les
ressources sont réservées en avance. Ainsi, unaQpeut étre construit dans le processus
de provisionnement par la demande d’établisseniantEQ-Link entre deux de ces réseaux
(domaines). Les EQ-Link qui traversent plusieursdimes sont considérés comme des liens
inter-domaines par les autres modules de l'architec Par la suite, nous verrons que le
mécanisme de signalisation n’est pas affecté pardation des EQ-Links. En pratique, les
EQ-Links EuQoS sont établis en tant que tunnels, e@@mple DiffServ MPLS-TE, et
peuvent traverser plusieurs AS. La mise en placprduisionnement « hard-model » repose
sur l'architecture Path Computation Element (PQH),groupe de travail dans le cadre de
PIETF [http://www.ietf.org/html.charters/pce-charthtml]. L'annexe de [D122] détaille le
mécanisme d’établissement des EQ-Link dans EuQoS.
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L’approche de provisionnement « hard model » prtésde bonnes propriétés vis-a-vis du
facteur de passage a I'échelle : il réduit le namde messages de signalisation échangés. En
fait, la signalisation n’est nécessaire que dandolmaine d’acces, a I'entrée de I'EQ-Link
(pour le contréle d’admission). Néanmoins, ce tgpeprovisionnement nécessite une forte
coopération entre les AS et sa mise en place astqumplexe. De plus, il n’est applicable
gue dans certains réseaux de coeur, e.g. ceux @lénmantent des mécanismes de type
DiffServ MPLS-TE.

3.1.3.3. Comparaison entre les approches « loose » et « hasd

Le Tableau 6 résume les principaux avantages ebnu@nients des solutions de
provisionnement adoptées dans le projet EuQoS.

Loose Model Hard Model

- Couplage minimal entre les - Résistance au facteur de passage a
domaines ; I'échelle (signalisation réduite, dans
- Contraintes minimales concernarés domaines d'acces et CAC gen
Avantages le déploiement sur les différenteentrée de 'EQ-Link)
technologies et politiques opérateurs Optimisation du provisionnement
en profitant des chemins multiples
possibles sur la base des CoS

- Un contréle d’admission par-flux- Procédure de mise en place
et nécessaire dans les RM de chagcemplexe
Inconvénients | AS sur 'EQ-Path - Fort couplage entre les domaines
- Volume important des messages| de
contr6le d’admission échangés

Tableau 6 : Comparaisons «loose model » - « hard mhel »

L’architecture finale du projet EuQoS, capable tgrer les deux approches, propose ainsi
un cadre général et flexible, qui permet I'adoptien I'intégration des deux solutions
exposees précedemment. En général, les EQ-Linksmtepas établis de bout-en-bout (entre
deux domaines d’acces), mais ils couvriront undigorde I'EQ-Path. Par conséquent, un
EQ-Path peut étre construit, de maniere soupléj\ags segments qui alternent les modeles
« loose » et « hard ». En outre, la présence deinkQdans 'EQ-Path est transparente dans
le processus de réservation, en particulier powgigaalisation et le contréle d’admission,
comme nous allons le voir.

3.1.4. Contrble d’admission (CAC) dans EuQoS

3.1.4.1. Introduction

Le contrble d’admission est un élément clé de haecture EuQoS, compte tenu de la
diversité des technologies couvertes. Pour atteisdn but, EuQO0S considére plusieurs types
de CAC, repartis sur les niveaux NTI et NTD :

« Un CAC intra-domaine, inter-domaine et de bout-entb(e2e) indépendant des
technologies réseaux sous jacents. Le processw®rdieation des ressources est
réalisé sur les données présentes dans une bdsarmes.

« Un CAC lié a la technologie sous jacente, qui immale contrble d’admission
spécifiqgue a chaque type de réseau. Le processuérifieation de la disponibilité
met alors en ceuvre des algorithmes dépendants tkeHaologie réseau. (LAN,
xDSL, Wi-Fi, UMTS ou Satellite).
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De plus, les modules de CAC manipulent des paraséte QoS a plusieurs niveaux. Ces
parameétres, précisés dans les contrats (SLA, gotia; 1.3.2.3) établis avec les clients, sont
spécifiés dans les SLS (Service Level Specificatioin section 1.3.2.3). Différents aspects
des SLS ont été définis dans l'architecture propasis EuQoS :

* a-SLS : parametres recus par le RM, en particldipremier sur 'EQ-Path;

e e-SLS : paramétres du SLS relatifs au chemin dédodout ;

» d-SLS : parametres a QoS concernant le domainepgéié RM (intra-domaine) ;
e |-SLS : parametres liés a la partie inter-domaine ;

e r-SLS : parametres passés au prochain RM.

En tenant compte de cette structure, le CAC aigigéden sous-modules répartis de maniére
hiérarchique dans les composantes RM et RA. Ceslle®dont le CAC de bout en bout
(End-to-End CAC), le CAC a l'intérieur d’'un domaifi@tra Domain CAC), le CAC inter-
domaine (Inter Domain CAC) et le CAC de la techgaosous-jacente (UN CAC). La
portée de chacun de ces types de contréle d’admisst illustrée dans la Figure 45.

End-to-End CAC

Inter Domain Inter Domain

Intra Domain + Intra Domain + Intra Domain +
UN CAC UM CAC UN CAC

Figure 45 : Portée du contrdle d'admission

3.1.4.2. CAC de bout en bout (End-to-end CAC)

Ce module prend en charge la vérification de l&xise d’'un chemin de bout-en-bout (EQ-
Path) correspondant a la CoS e2e requise danatdasptres de QoS. Notons que 'EQ-Path
est examiné une seule fois pour trouver la séquelecelomaines entre la source et la
destination. Bien que le module e2e CAC soit im@até par tous les RM, il est sollicité
seulement dans le RM du premier domaine sur le chdendonnées.

3.1.4.3. CAC intra-domaine (intra domain CAC)

Méme si un EQ-Path qui répond aux besoins en Q@é® drouvé, il est possible qu'au
moment de la requéte les ressources ne soieniggmibles tout au long du chemin.

Le CAC intra-domaine est spécifique a chague doenaihest donc difficile de définir un
mécanisme générique efficace applicable a toutestdehnologies. Une solution serait
d’adopter une démarche similaire a celle que noasisaproposée dans le chapitre 2, en
tenant compte que ce module agit au niveau indgmende la technologie. L'approche
adoptée en EuQoS a été de laisser I'implémentdiore module a chaque administrateur de
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domaine qui pourra aussi tenir compte du type dead sous jacent, par exemple en
délégant le CAC au RA.

3.1.4.4. CAC inter-domaine (inter domain CAC)

Pour garantir la QoS de bout en bout, le CAC do& prolongé sur les liens inter-domaines.
EuQoS défini un module spécifique qui prend en@héda vérification de la disponibilité des
ressources sur ces liens inter-domaines (sur cHaqude peering du « loose model » et sur
chaque lien virtuel crée du « hard model »).

3.1.5. Principe de signalisation dans EuQoS

La signalisation jouant un réle primordial dans B&Qintroduisons dans cette section les
notions de base, sur lesquelles nous reviendrodgtail dans la section 3.3. Le processus de
signalisation intervient dans les phases de résenvaransfert ou libération des ressources
et peut étre initié par les terminaux utilisateudss proxys applicatifs (AQ-SSN, Home
Gateway) ou des éléments réseaux (routeurs ayaribdetionnalités avancées).

EuQoS divise la fonction de signalisation, app&&& (Signaling and Service Negotiation)
en trois parties afin de gérer au mieux la QoS pliption SSN (A-SSN), Resource
Manager SSN (RM-SSN) et Resource Allocator SSN FG&N).

3.1.5.1. Signalisation Applicative (A-SSN)

A-SSN geére la signalisation de niveau applicatif,particulier sur le premier et le dernier
domaine. Pour établir, maintenir et fermer desigassavec des garanties de QoS, il est
nécessaire que les applications expriment leurihesb pour cela qu’elles interagissent avec
le systéeme. Les principales fonctionnalités rensgliar les modules du niveau A-SSN sont :

» [identification des exigences en QoS ;
* la négociation et la définition des caractéristgjantre les terminaux utilisateurs ;
» Tlinitiation et la libération des ressources catéveur.

Pour répondre a ces besoins, une interaction avgitah de contrdle est impérative, en
particulier avec le RM. Par ailleurs, EuQoS perdigttégrer des applications utilisant leurs
mécanismes propres de signalisation.

3.1.5.2. Signalisation niveau indépendant de la technologi@&M-SSN)

RM-SSN fournit les mécanismes nécessaires pouida em place de la réservation sur tous
les domaines au long du chemin de données : ledidos de signalisation agissent de RM

en RM (au niveau indépendant de la technologie).maoglule en charge de piloter ces

mécanismes est le CallController (module détaidlésdla section 3.3.2), qui utilise, pour la

signalisation un protocole appelé EQ-NSIS. EQ-N®i8t en ceuvre une signalisation

découplée du chemin de données et repose sur lanmewe HyPath présenté dans le
chapitre 2.

Les principales fonctionnalités du RM-SSN sont :

» ['activation et la négociation des parametres aklec domaines adjacents pour
atteindre le niveau de QoS requis ;

» la vérification de la disponibilité des ressourfga le CAC) ;

e le support pour les modules MMFM et TERO ;

* la gestion des sessions en cours ;
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* |a libération des ressources.

3.1.5.3. Signalisation niveau dépendant de la technologie /RSSN)

RA-SSN assure le support pour la signalisation eetCIAC intra-domaine au niveau
dépendant de la technologie. La communication detie@A et le RM utilise le protocole
COPS, et pour configurer les équipements difféseafmproches sont envisageables : COPS,
SNMP, CLI.

La Figure 46 identifie les modules et les difféemntpproches de signalisation exposées
précédemment.

Application

I Application Signaling
ProXy ~ aAssN
; SIP, H323,
EQ- NSIS

LDAP‘

Technology
Independent
Policies

EQ-NSIS
RM-SSN - e

Technology
Independent
Rules

EQ COPS

Low-level
Policies

Low-level

-BGP
Rules EQ-8e

QoS
Domain

H_JL(_J

Figure 46 : Signalisation dans EuQoS

Attirons l'attention sur la terminologie utiliséeuts le projet : A-SSN, RM-SSN et RA-SSN
désignent les fonctions de signalisation, qui Soiges en oeuvre respectivement par les
modules AQ-SSN, RM-SSN et RA-SSN.

3.2. Définition des interfaces entre les composante s EuQoS

3.2.1. Concepts généraux

Afin de présenter synthétiqguement les modulesg cgtttion introduit une représentation
hiérarchique simplifiée de l'architecture EuQoS. fi@eiveau modele, structuré en couches
(Figure 47,) cache la complexité de la structuterite de chaque couche (composantes et
algorithmes) par une vue boite noire, et seulegnliesactions et les interfaces (services)
offertes par chaque niveau sont illustrées.

Chaque niveau réalise ses protocoles et interagiicalement avec les niveaux adjacents, et
horizontalement avec le niveau correspondant damaine adjacent. Observons qu’il n'y a
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pas de recouvrement de niveau (cross-layeringguehaiveau offrant le service de niveau
«N» au niveau supérieur (« N+1») et utilisant dervice fourni par le niveau
immédiatement inférieur (« N-1 »). De la méme miamides messages échangeés entre les
différents domaines ne le sont qu’entre les entigésiveau « N ».

™ app 7
U Admic T |
[ o pplication :
B Level AQ-SSN

| QcM | A
| D |

— EQ-NSIS —

—I_; EC-SAP :

Po== o . ——
| frus =]
| Terminals 4 NTI RM
| P J £

_—— EQ-COPS

|
NTD RA i
|

= Tachnology Specific |

Underlying

Metwork I

Ki :

Figure 47 : Modéele Architecture EuQoS

Quatre niveaux sont représentés dans la Figure 47 :

Le niveau Applicatif regroupe les modules AQ-SSXe@QSSN et SSM), SAAA et
CHAR. Il recoit les requétes d’invocation des taraux clients et interagit avec le
niveau inférieur, le NTI.

Le niveau NTI, représenté par le RM et le PCE,leestoeur du systéme EuQoS. Il
communique horizontalement avec le niveau NTI| desaines adjacents, et peut
recevoir les requétes des terminaux ou proxys Wdetface EQ-SAP (EuQoS
Service Access Point, détaillé dans la sectior2382. Sur le plan vertical, il offre
des services au niveau applicatif et utilise ceuxtriis par le niveau NTD.

Le niveau NTD correspond au modules RA et MMS. Nstqu'il n'a pas
d’interaction horizontale et qu’il offre des semgcau niveau NTI.

Le niveau technologie réseau couvre le plan desp@m physique du systeme
EuQoS. Il assure les connexions réelles entre desathes et fournit le support
technologique pour le transport de I'information.

3.2.2. Description des interfaces entre les modules EuQoS

Décrivons maintenant les services et les interfatfsts par chaque niveau ainsi que les
protocoles utilisés pour la communication entredéfrents composants, en détaillant les
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interfaces a l'intérieur du niveau NTI car nous @ @articipé activement a leur définition et

implémentation.

Cette architecture permet de gérer plusieurs aadisition pour I'invocation du service de

QoS:
e Cas 1: par des applications qui peuvent s’'intégasrs 'architecture EuQoS en

utilisant le protocole EQ-SIP ;

Cas 2 : par des applications ayant leur propre giatjon applicative et qui peuvent

s'intégrer dans l'architecture EuQoS en utilisantlodule QCM ;

Cas 3 : par toute autre application (notammenesealgja existantes) qui ne s’intégre

pas directement dans EuQoS mais qui peut utilisee &ntité afin de réserver les

ressources a sa place via une interface WEB ;

Cas 4 : par des entités dites « de confiance »lintarface EQ-SAP implémentée

par le CallController dans le RM.

Nous allons décrire dans un premier temps le seecQoS a la demande offert pas EuQoS.
Rappelons que le service de QoS a la demande pefgtablir, modifier et fermer une
session EuQoS. Il supporte des transactions regégomse et fournit un transfert fiable des
messages. Dans ce contexte, deux points d’accéddfioms pour utiliser le service :

L’interface fournie par AQ-SSN aux clients, impléme&e en utilisant le protocole
SOAP.

L’interface RM-API (EQ-SAP) fournie par le RM (plusxactement le module
CallController décrit dans la section 3.3.2) awxni@aux ou proxys connus comme
étant « de confiance » (par exemple une home ggtéwanie par 'opérateur) qui

utilise le protocole EQ-NSIS. Cette méme interfase utilisée pour recevoir les
messages du plan de service (AQ-SSN) et pour comgeremavec les RM adjacents.

Le Tableau 7 résume le service offert par EuQ0S ptablir des sessions a QoS. Ce service
de QoS a la demande peut étre invoqué soit viankesfaces exposées par le niveau
applicatif (AQ-SSN) en utilisant le protocole SOAF®jt plus directement via l'interface EQ-
SAP, en utilisant le protocole EQ-NSIS.

Application QoS Service EQ-SAP
Mod.ule qui fourni le AQ-SSN RM (CallController)
service
QCM et administrateur viaAQ-SSN et terminaux dg

Module qui utilise du

. « home
service

confiance
gateway »)

une interface web (e.g.

Conditions requises

Ce service doit offrir de
transactions requétes-répor
et fournir un transfert fiabl
des messages

sCe service doit offrir de
deansactions requétes-répor
pet fournir un transfert fiabl
des messages

Ul

se

11%

- QoSAnswer pour
« perform » et « modify »

Requétes : Requétes :

- PerformReservation - PerformReserveCommit

- ModifyReservation - ModifyReservation
Informations - StopReservation - StopReservation
échangées Réponses : Réponses :

- Confirmation ou la
disponibilité des ressources

- résultat de l'arrét de la

pour « perform » et
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réservation « modify »
- Pas de réponse pour stop, la
libération étant considérée
réussie

Tableau 7 : Service offert par le systeme EuQoS

3.2.2.1. Interface fournie par QCM

L’interface fournie par QCM (Quality Control Modylaux applications est donnée dans la
Figure 48. Les premiers services sont utilisés dansas 1, les autres dans le cas 2. Les
détails des parametres ainsi que les diagrammekasiges sont présentés dans [Track 2-06].
Pour le cas 4, I'invocation du service fournit g&p-SAP se fait par des entités authentifiées
et autorisées (telles que le « home gateway >{ipvpaotocole EQ-NSIS.

«interface»
IBQCM

registerUser(String, String) : void

registerUser(String, String, String, String) : void

deregisterUser() : void

forceDeregisterUser() : ConnectionCharacteritics

establishSession(String, ConnectionCharacteristics) : void

establishSessionWithld(String, ConnectionCharacteristics) : String

closeSession(String) : void

setQcmListener(QCMListener) : void

performReservation(String, String, ConnectionCharacteristics) : ReservedConnectionCharacteritics
performReservation(QoSRequest) : QoSAnswer
modifyReservation(ReservedConnectionCharacteristics) : ReservedConnectionCharacteritics
modifyReservation(String, QoSRequest) : QoSAnswer

closeReservation(String, String, List) : void

closeReservation(String, String) : void

R I I EE R T T e S

Figure 48 : Interface fournie aux applications parEuQoS

Les services offerts sont les suivants (les 4 pesmdans le casl, les autres dans le cas 2) :

» registerUser permet I'enregistrement d’un utilisateur EuQo&glke systeme ;

» deregisteretforceDeregistesont utilisés pour le dé-enregistrement ;

» establishSessigompermet a un utilisateur enregistré d’établir session ;

» closeSessignutilisé pour fermer une session en cours ;

« performReservatignpermet a une application, qui met en place saafigation
propre, de réserver les ressources ;

* modifyReservatigrmpermet de modifier les paramétres d’'une résemati

» closeReservationtilisé pour fermer une session et libérer lesaas®s.

Pour une description compléte des parametres éébafifrack 2-06] contient les autres
diagrammes, notamment ceux de classe qui décrigetype et le nombre de parametres.
Nous reproduisons dans la Figure 49 le diagramméadse qui détaille les parametres de
QoS requis par le systeme EuQoS pour réserver desources. Nous retrouvons les
parameétres spécifiques utilisés dans les messagegydalisation pour mettre en place le
contrdle d’admission : le débit, le délai, la giglestaux de pertes.
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Serializable
Cloneable

SessionUserdos

Serializable
Cloneable

ConnectionCharacteristics

- requesiUserClass: String
- applicationType: String

3.2.2.2. Interface fournie par AQ-SSN

La Figure 50 présente le service et les primitfeegnis par le module AQ-SSN. Ce service
est accessible via une page web ou une implémentSOAP.

- sourcelP: String

- destinationIP: String

- userQosRegusest SessionUserlosS
- medialist: List

I

Serializable
Cloneable

MediaDescription

- mediaType: String

- transportProtocol: String

- sourcePort: int

- destinationPort: int

- reservationDirection: String
- sendStrength: Siring

- rmecwSirength: String

- codeclist: List

b

Serializable
Cloneable

Codec

Serializable
Cloneable

QoSCharacteritics

- codecMame: String
- gosCharacteristicsList: List

- peakBitRate: int
- maxDelay: int
- maxlitter: int

- maxloss: int

Figure 49 : Diagramme de classe parametres de QoS

IAQSSN

+ o+ + o+

performReservation(QoSRequest) : QoSAnswer

modifyReservation(String, QoSRequest) : QoSAnswer
stopReservation(String, String, String, String, List) : boolean
stopReservation(String, String, String, String) : boolean

Figure 50 : Interface fournie par AQ-SSN

Les services offertspérformReservation, modifyReservatien stopReservationont le

méme réle que leurs homonymes présentés précéddmmearie module QCM.

La structure de la requéte de réservation (« Qafu€d ») est présentée dans le diagramme

de classe de la Figure 51.
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QoSRequest

userld: String
password: String
applicationType: String
sourcelP: String
destinationlIP: String
dataStreamList: List

1

1.*

DataStream

sendFlowld: String
recvFlowld: String
sourcePort: int
destinationPort: int
transportProtocol: String
sendStrength: String
recvStrength: String
goSCharacteristics: List

1

1.*

QoScCharacteristics

peakBitRate: int
maxDelay: int
maxdJitter: int
maxLoss: float

Figure 51 : Structure de la requéte de QoS

L'interface entre le NTI et le NTD permet de demamdde confirmer ou de libérer des
ressources pour un seul flux. Le protocole COP&itdste pour échanger ces messages.

3.2.2.3. Interface fournie par le RM (EQ-SAP)

L’interface EQ-SAP (EuQoS Service Access Point)stitue le service fondamental offert
par EuQoS. Cette interface, décrite dans [SLSSpefflénit un point d’acces générique au
systéme EuQoS et gére la communication entre AQ-8SRM, ainsi que celle entre les
RM. Nous avons implémenté et intégré cette interfdens I'architecture du systeme et nous
revenons sur son implémentation dans le chapitrastu Cette section présente donc les
primitives (illustrées dans la Figure 52) et lesapaetres utilisés par EQ-SAP.
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EQSAPInterface package EuQoS v3 {10/10}

<<interface>>

EQSAP

+ Reserve(sc: Scope, fld: Flow ldentification, fSpec: Flow Specification, tSpec: TimeSpecification)

+ Commit (resald: Reservationldentifier, fld: Flow Identification, fSpec: Flow Specification)

+ ReserveCommit (sc: Scope, fld: Flow Identification, fSpec: Flow Specification, tSpec: TimeSpecification)

+ Modify(resald: Reservationldentifier, fld: Flow Identification, fSpec: Flow Specification, tSpec: TimeSpecification)
+ UnCommit(resald: Reservationldentifier, fld: Flow Identification, fSpec: Flow Specification)

+ Stop (resald: Reservationldentifier, fld: Flow Identification, fSpec: Flow Specification)

+ getScope(resald: Reservationldentifier): Scope

+ getFlow Specification (resald: Reservationldentifier): Flow Specification

+ getFlow Identification (resald: Reservationldentifier): Flow Identification

+ getTimeSpecification (resald: Reservationldentifier): TimeSpecification

Figure 52 : Interface EQ-SAP

Reserve permet de réserver les ressources pour galan@oS pour une session
entre deux nceuds. La QoS correspondante sera meésfiultérieurement par la
primitive « Commit ». Un identifiant de réservatiest fourni par le systeme pour les
associations suivantes ;

Commit: permet d’entériner une réservation antérieure,utilisant I'identifiant
obtenu lors de I'appel « Reserve » ;

ReserveCommitéquivalent a I'appel successif des deux priragtiprécédentes
Modify : permet de modifier les parameétres de QoS irgéalpour une réservation
UnCommit: permet de libérer les ressources associées &sap/ation activée par
la primitive « Commit » ;

Stop: utilisée pour libérer les ressources associéasearéservation en rétablissant
I'état de configuration avant I'appel a la priméiw Reserve ».

Les parametres utilisés sont classés en quatrgorads :

« Flow Specification » : spécifie la QoS que lefia recevoir

« Flow Identification » : identifie le flux qui regra la QoS

« Scope » : représente la portée de la QoS (og@ideappliquée)
« Time Specification » : renseigne quand la Qo8& appliquée.

La Figure 53 présente la structure EQ-SAP [SLSSlecdl détaille les paramétres utilisés
évoqués précédemment. La spécification d'un flumpend la classe de trafic, la
description de la classe de service (nom, typecifgetion du trafic en termes d’'IPTD,
d’'IPDV, d'IPER et d'IPLR ou le traitement a appl&uen cas d’exces : rejet ou remarquage
des paquets). Un flux est identifié soit par unauaur (type et valeur), soit par le 5-tuple
adresse source (ou masque), adresse destinatioma@que), port source (ou intervalle), port
destination (ou intervalle) et protocole de tramsploa spécification temporelle comprend le
temps de début et de fin ou la durée, le temps ettux activations de la réservation
(« offset ») et I'intervalle de répétition. Le «dpe » comprend les adresses IP pour identifier
ou la QoS est appliquée.
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FlowSpecification Flowldentification

‘ ‘ T ‘ 1
ClassOfTraffic ClassOfService  Bandwidth Priority — T

1 I
Marker EndPoints|dentification
‘ Type Value
T 1
| | | |

Name Type TrafficSpecification ExceedTreatement Source Address Source Port
/\ Source Mask Source Port Range Protocol Number
Drop  Mark Destination Address Destination Port
Destination Mask Destination Port Range
IPTD IPDV IPER IPLR
TimeSpecification Scope
Start Stop ActiveDuration ListOfOffset Repeatinterval Source Address Dastination Address Realm Address

Figure 53 : Structure EQ-SAP

3.3. La signalisation dans EuQoS

Aprés avoir décrit les interfaces offertes par cleaaiveau, cette section présente nos
contributions sur la signalisation, en particulier CallController et le fonctionnement
général du processus d’invocation (nous revienddarss le chapitre 4 sur les simulations
réalisées et les tests avec I'implémentation).

3.3.1. Architecture du Resource Manager (RM)

Le Resource Manager (RM), localisé au niveau indéaet de la technologie (NTI), est
I'entité centrale du plan de contréle intervenamin@palement dans les processus
d’'invocation et de provisionnement. Le RM, congtitle plusieurs modules articulés autour
d’'une base de données commune, et il participf@otions SSN, CAC, TERO et MMFM
(voir Figure 54).

RM Policy Resenvation

Call Co

SLS|policy

E2El eiLsJ |

OK?

Topology &
QoS Capabilitie CAC

d-SLS

End2end -
sLS Domain CAC

domain | Inter- Intra- |
opology | Domain | Domain
CAC

SLS Conff.
Interdom@ain CoS
Configuration

Figure 54 : Architecture du Resource Manager
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Les modules composant le RM sont les suivants :

« CallController » représente la composante cenulal RM. Il prend en charge le
processus de réservation/libération des ressoertgslotant les autres modules du
RM. Il met en place la signalisation, déclenche teécanismes de contréle
d’admission et de sauvegarde des informations danbase de données. Par
conséquent, il interagit avec la plupart des maldleRM, et il communique de plus
avec les CallController pairs (des RM adjacents).

« E2ECAC » permet de vérifier I'existence d’'un E@#Pentre les domaines source
et destination compatible avec les paramétres & réquis.

« DomainCAC » applique des algorithmes de contddelmission et met en place
des politiques opérateurs a l'intérieur du domansur les liens inter-domaines.

« MMFM » gére les mécanismes de surveillance, nesswuet détection des
défaillances.

« TERO » prend en charge les procédures d’'ingéndsitrafic et d’optimisation de
route. Le client PCC (Path Computation Client) ese partie de TERO et il
communique avec PCE pour le provisionnement de ¢yipard model ».

La base de données (« RMDB ») sauvegarde toutaaftesnations nécessaires au
fonctionnement des modules : topologie du résddisation des ressources, accords
entre les AS, historigue des réservations ou daf@iés. Bien qu'elle soit
représentée comme un dépbt central, cette baserees peut étre distribuée sur
plusieurs serveurs afin d’éviter des multiples @aons a un méme serveur.

Le RM communique avec les modules suivants :

AQ-SSN et terminaux de confiance, par le proto&feNSIS ;
RM pairs, par le protocole EQ-NSIS ;

MMS, par des sockets TCP ;

PCE, par le protocole PCEP ;

RA, par le protocole EQ-COPS.

Le RM, cceur du systeme EuQoS, remplit des foncéliés similaires au RACF (Resource
and Admission Control Functions) en NGNs. Une camigan détaillée entre I'architecture
et les fonctions NGN se trouve dans [D112].

3.3.2. CallController

Le CallController est le composant fondamental dd Rtervenant dans le processus
d’invocation, le CAC et la signalisation inter-dama |l est présenté en détail maintenant
car nous avons eu la responsabilité de sa concepgpEcification et implémentation. Le

positionnement du CallController vis-a-vis des fiimts de CAC et de signalisation en

EuQosS est illustré dans la Figure 55 pour ses tonistions essentielles :

gestion des requétes de QoS ;
contrdle des modules de CAC ;
mise en place de la signalisation inter-domaine.
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SAAA
[
|
ASIG A-SSN SSN
CAC
E2ECAC RM-SSN |
CallCon
DCAC
TERO RA-SSN

Figure 55 : Positionnement du CallController

La Figure 56 illustre l'architecture du CallContes| qui peut étre invoqué de plusieurs
manieres via EQ-NSIS : (1) par un message du modiQkSSN, (2) par un CallControler
d’'un domaine adjacent (adjacent ou bien liés paeE@APath si un provisionnement « hard
model » est mis en place) et (3) par des entitéodiance.

Le fonctionnement du CallController repose surdapgration entre plusieurs sous-modules
principaux : les Session Manager, SLS Splittingn&ling Manager et CAC Manager.

Le Session Manager est responsable de la gestomedeétes qui arrivent sur le RM, en
vérifiant la conformité des messages avec le model€)oS implémenté (présence des
parametres nécessaires, intégrité des informatidestification des routeurs de bordure, du
chemin inter-domaine de la communication).

ED- SAP

Session
SLS  la— Manager

Spliting . :
Rh-535M
: i ™ Eongis
Signaling Fi
Manager
CALL
CONTROLLER

Figure 56 : Structure interne du CallController

En particulier, le CallController recoit deux types parametres : (1) les paramétres de QoS
spécifies par un SLS (bande passante, délai, teugedtes, gigue) et (2) les parametres
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BN

relatifs a l'identification des flux : adresse IRuméros de port, protocoles de transport,
identifiants de sessions.

Le role du module « SLS splitting » est de séparecomposer les différents types de §LS
présentés en section 3.1.4. Sur réception d18L.Sdans le premier RM, le CallController
analyse le message et extrait les informations paarquer 'E2ZECAC ¢-SLS et le DCAC
(d-SLS. Par la suite il est amené a construire-8.S envoyé au prochain RM, en utilisant
la formule :

r-SLS(i+1) = r-SLS(i) — i-SLS(i)
avecr-SLS(1) = a-SL®ti représente le*" RM

Le CAC Manager assure la synchronisation des medigecontréle d’admission. Il interagit
avec les modules E2ECAC (de maniére synchroneC&@(de maniere asynchrone) pour
activer le contréle d’admission.

Le Signaling Manager gere la signalisation intemdme par l'intermédiaire du protocole

EQ-NSIS. En particulier, il déclenche les résenai initiées par le récepteur et

bidirectionnelles (voir Section 1.7). Notons queCi@iController prend en charge également
la libération et la modification de ressourcestéébnctionnalité n'a pas été implémentée
dans la version finale du prototype EuQoS pourrdes®ns techniques, certains algorithmes
de CAC dépendant de certaines technologies nemhgta en ceuvre ce mécanisme).

Enfin, le CallController interagit avec 'E2ZECAGs DCAC et le MMFM en utilisant les
interfaces présentées dans la Figure 57.

interfacesManuscrit package EuQoS_v3 {9/10}
<<interface>> <<interface>>
CallController2EndToEndCAC CallController2MMFM
+ checkEnd2EndQoS(CoS: String, sourcelP: String, destinationIP: String): Boolean + informMMFM(message : String, sourcelP : String, destinationIP:String)
+ checkEnd2EndQoS_(CoS: String, sourcelP: String, destinationIP: String, + informMMFM_(message: String)
targetlPTD: Integer, targetlPDV: Integer, targetlPLR: Real): Boolean + isConnected():Boolean
<<interface>> <<interface>>
CallController2DomainCAC CallController2EQNSIS
+ dcacReserveCommit(sld:String, fid: String, + nsisReserve (sessionld:byte[1..128], sourcelP:String, destinationIP:String, payload: byte[1..*])
gspec: QoSSpecification , tspec: TrafficSpecification, + nsisRelease(sessionld:byte[1..128], sourcelP:String, destinationIP:String, payload: byte[1..*])
epi: EndPointsidentification, dpi:DomainPathidentifier) + nsisNotify (sessionld:byte[1..128], sourcelP:String, destinationlP:String, payload: byte[1..%])
+ dcacReserve(sld:String, fld: String, + nsisContinueSignaling (sessionlid:byte[1..128], result: Boolean, payload: byte[1..%])
gspec: QoSSpecification , tspec: TrafficSpecification, + getMessageFromNSIS ():NSISMessage
epi: EndPointsidentification, dpi:DomainPathldentifier)
+ dcacModify(sld:String, fld: String,
gspec: QoSSpecification , tspec: TrafficSpecification,
epi: EndPointsidentification, dpi:DomainPathidentifier)
+ dcacCommit(sd:String, fid: String)
+ dcacRelease(sld:String, fld: String)

Figure 57 : Interface entre CallController et les nodules adjacents

Rappelons que le CallController utilise la baseldenées du RM (RMDB) pour sauvegarder
ou retrouver ses informations et que, pour de®maigsle mise a I'échelle, il ne garde des
états relatifs a la communication que pendant tecgssus de réservation (par la suite |l
utilise la RMDB ou EQ-NSIS).

° Rapellons que le SLS représente la partie du@p®t.A qui défini les paramétres technique.
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3.3.3. Spécification de la signalisation

Le consortium EuQoS ayant décidé de modéliser daespremiere phase le systeme en
UML, nous avons modélisé la signalisation et eudsponsabilité de l'intégration des
modeles UML des principales composantes du systéMéanmoins, a la vue de la
complexité de I'architecture EuQoS, nous ne déaslldans ce mémoire que les mécanismes
de signalisation, centre de nos travaux. Pour @liagormations, le lecteur pourra se référer
a [D112] et [D121].

A-5EN

S5
RA-SSN
Uszer Registration
R eservation Start R esarwation Update R eseration Releass
P -

I ! #UERE ZLIERE FUSES
Session Update Wae
~ RM-SSN
\ UsEss
ASIG
(= =xe )

Zesgon R Releass

CAC MMF M TERO

Figure 58 : Diagramme Use Case

Le diagramme de cas d'utilisation de la Figure&@end les informations de la section 3.1.5
et décrit les actions possibles entre les fonct®8Sl. Il illustre les différentes interactions
entre les modules de l'architecture et la fonctiersignalisation. Par exemple, une premiéere
étape consiste a s’enregistrer dans le systemsegrRdgistration ». Ensuite, la demande de
réservation est recue au niveau A-SSN qui lancegsarvation RM-SSN, « SessionRM
setup ». Enfin, la fonction RA-SSN est invoquée rppaserver les ressources au hiveau
dépendant de la technologie par « Reservation&tart

Pour des raisons de compréhension et clarté, mmasans par la suite, dans les diagrammes
présentés, la signalisation applicative de celleRM et du RA. L'enchainement des
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messages au niveau applicatif (fonction A-SSN)ilestré dans le diagramme de séquence
de la Figure 59. Les parametres utilisés sontltEtalans le document [Track 2-06].

Suite a la réception d’'une requéte de réservaomodule AQ-SSN interagit avec le SAAA
pour authentifier le profil utilisateur. Ensuite filtrage est mis en place par le module Q-
SSN. Une fois la confirmation du RM arrivée, le SAAst informé de la mise en place des
ressources (qui propage au module de CHAR cesniafttons) et la réponse est envoyée a
I'entité initiatrice.

QCM AQ-SSN Q-SSN SAAA RM

T

1

1 1 :
performReservation(qosRegest) H
] 1

1

1

SAAA_ask_user_/;\uth(authRequest)

1
AuthRé onse
(- i R q:]

1
QSSN_ask cc_filtering(qosRequest, userProfile)

oSRequest
| _QoSRequest

loop / reserve Commit(sessionld, flowSpecList)

<E} __________________

-
|
|
1
1
|
|
1
1
|
|
1
1
|
1
1
1
|
1
1
1

R S
1
1
1
|
1
1
|
|
1
1
|
|
1
1
|
|
1
1
|
1

SAAA_notify_Acc_Event(accData, accRequestType

QoSAnswer

- -

Figure 59 : Diagramme de séquence-réservation niveaA-SSN

Le diagramme de séquence de la Figure 60 présent@écanisme de libération des
ressources, au niveau applicatif. Les mémes modides impliqués, et I'enchainement
similaire. Notons qu’AQ-SSN ne garde pas des &tatdes réservations en cours (le module
est « stateless »). [Track 2-06] contient égalernendiagramme de séquence complet (que
nous ne reprenons pas pour des raisons d’espaice@muet de visualiser tous les échanges
applicatifs pour Il'initialisation d’'une session Eo® entre les modules sur les sites source et
destination.
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APP QCM AQ-SSN SAAA RM

1 1
closeReservation(sessionld, appType, flowldList)
1 1

stopReservation(login, passwd, appType, ses:sionld, flowldList)

]
SAAA_ask user_auth(authRequest)

authResponse

SAAA_notify_Stop_Acc_Event(accData, accRequestType)

1
stop(sessionld, flowldList)

resultFlag

N

i

|

i

|

i

1

|
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&
|
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1

|

i
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Figure 60 : Diagramme de séquence-libération au ndau A-SSN

Le diagramme de séquence de la Figure 61 illustreddroulement du processus de
signalisation au sein d’'un domaine. Suite a laptiop d’'une requéte de demande de service,
le CallController dans le RM démarre le processusidervation.

Dans un premier temps, il interroge le module E2EGAIr I'existence d’'un EQ-Path vers la
destination. Ensuite, il retrouve (sur la base idémrmations de la base de données et les
parametres d’identification de flux) les pointsriti€e et de sortie dans le domaine. Méme si
un EQ-Path existe entre les domaines source ahdesh, il est possible que les ressources
ne soient pas disponibles au long de ce chemin gatisfaire les besoins du flux concerné ;
par conséquent, il effectue un contréle d’admissimna-domaine et met en place une
signalisation inter-domaine pour vérifier les ragses et la concordance des exigences en
QoS auprés des RM de tous les domaines : le CdHlallen active le module DCAC qui a
son tour lance les modules dépendants de la temffieo{RA) via COPS pour effectuer le
CAC spécifiqgue a chaque type de réseau ; notonslegqeentréle d’admission sur le lien
inter-domaine avec le domaine adjacent est effemgaéement pendant cette phase.

sd interaction insideDomain Sequence diagraml {1/1}

<<actor>>

Proxy

Call_Controller : CallController e2ecac : 2ECAC dcac : DomainCAC ra:RA mmfm : MMFM nextRM: RM

NSIS_RESERVE(aSLS)

checkEnd2EndQoS()

dcacReserve(dSLS)

COPS_RESERVE(dSLS)

COPS_RESERVE_REPORT(OK)
otify DCA CReserve(OK)

NSIS_RESERVE(rSLS)
il COPS_COMMIT_REPORT(OK)
notifyDCACommit(OK)

NSIS_RESPONSE(OK)

il
informMMFM(START_SESSIO!

NSIS_RESPONSE(OK)
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Figure 61 : Signalisation intra-domaine dans EuQoS

Remarquons que la succession des messages seedé®uimaniere asynchrone: le
CallController fait une requéte de réservation esources et la réponse du RA arrive en
deux étapes: la premiere, un CAC basé sur lesnidiions de la base de données est
retourné et par la suite, aprés la configuratios éguipements (réservation entérinée) une
confirmation finale est renvoyée et propagée jusgCallController.

Le premier message permet au CallController deirmaet la signalisation inter-domaine, et,
ainsi la configuration physique des équipementd pwifectuer en parallele dans tous les
domaines. Ce meécanisme rejoint la proposition faitechapitre 2, section 2.3, et a été
implémentée et validée dans le prototype EuQoS.

Le digramme de séquence illustré dans la Figurpré8ente I'enchainement des messages
pour mettre en place la signalisation inter-domalisies EuQoS.

Au niveau inter-domaine, la communication entre R¥ est basée sur le protocole EQ-
NSIS. Les messages échangés entre les CallCordro(RESERVE, RESPONSE,
RELEASE, NOTIFY) sont transportés par cette sigradion completement découplée du
chemin de données, entre les RM de chaque domHirgagit de la version HyPath,
présentée dans Chapitre 2. Notons que pour desnsaitechniques (utilisation des
équipements commerciaux), le mécanisme d’interoepdie paquets n'a pas été totalement
intégré dans I'implémentation finale du systeme &8Q

sd interaction alRMRA J Sequence diagraml  {1/1}

<<actor>>

Proxy RM1 : RM RAL1:RA RM2 : RM RA2 : RA RM3 : RM RA3: RA

NSIS_RESERVE(aSLS)

COPS_RESERVIHdSLS)

ref
DBCAC

COPS_RESERVE_REPORT(OK)

NSIS_RESERVE(rSLS)

H COPS_RESERV(dSLS)

iy Confi ti ref
eConfiguration DBCAC

COPS_RESERVE_REPORT(OK)

NSIS_RESERVE(rSLS) COPS. RESERVE(dSLS)

ref . .
H eConfiguration ref

DBCAC

COPS_RESERVE_REPORT(OK)

COPS_COMMIT_REPORT(OK)

ref

iceConfigurati
COPS_COMMIT_REPORT(OK) eLonfiguration

COPS_COMMIT_REPORT(OK)

NSIS_RESPONSE(OK)

SIS_RESPONSE(OK) If

p4

NSIS_RESPONSE(OK)
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Figure 62 : Signalisation inter-domaine dans EuQoS

De facon identique, dans le cas d'une réservationee par le récepteur (vidéo a la
demande), ou pour des communications bidirectidesela procédure de réservation est
illustrée dans la Figure 63.

Le CallController qui recoit la requéte de réseoratse trouve dans le domaine de
destination et le chemin de données peut ne passgétrique ; de plus il n'a pas la
connaissance de ce chemin. Il est donc nécessairentprme le CallController du domaine

source pour commencer la procédure de réservagionytilisant un message NOTIFY,
propagé par les entités EQ-NSIS de chaque RM, learesmonter au CallControllers des
domaines intermédiaires.

sd interaction receivelnit J Sequence diagraml {1/1}

<<actor>>

Proxy RML1 : RM NE1 : NSISEntity RM2 : RM NE2 : NSISEntity RM3 : RM NE3 : NSISEntity

NSIS_RESERVE(aSLS)
RCVINIT_RESERVATION(rSLS)

NSIS_NOTIFY (rSLS)

NSIS_NOTIFY (rSL$)

RCVINIT_RESERVATION(rSLS)

ref
RESERVATION_FROM_AS3_TO_AS1

RCVINIT_CONFIRMATION(OK)

NSIS_NOTIFY (OK)

NSIS_NOTIFY (OK)

RCVINIT_CONFIRMATION(OK)
NSIS_RESPONSE(OK)

Figure 63 : Réservation initiée par le récepteur

3.4. Conclusions

Ce chapitre a tout d’abord décrit le projet europkEl EuQoS auquel nous avons participé.
Dans la premiére section nous avons présenté itacttire de QoS proposée dans le cadre
de projet. Par la suite nous avons illustré lestenis apportées par EuQoS pour répondre
aux besoins que nous avions dégagés dans [|'étdtade provisionnement, contrble
d’admission et signalisation. Nous avons préseatélg suite les interfaces et les services
offerts par les composantes principales du systemigosS.

Nous avons insisté sur le mécanisme de signalisatant nos travaux représentent une
contribution majeure. La section 3.3 a illustré le@mposantes impliquées ainsi que
'enchainement des messages et des opérations lelapsocessus de signalisation. Le
CallController, module central du Resource Managest, en place et gére cette signalisation
ainsi que le contréle d’admission.

Le systeme EuQoS proposant une approche innovamtéalisation est complexe en termes
de conception et déploiement. Notre participatiansdle cadre du projet a porté dans un
premier temps sur la conception. Par la suite, mmus sommes investis autant dans son
implémentation, son déploiement et son test.
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Le chapitre suivant détaille donc les simulatidiisiplémentation et les tests ayant permis
de valider 'implémentation que nous avons menée.
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4. Simulations, déploiement et expérimentations

Ce chapitre présente les travaux de simulationdéigoiement et d’évaluation, liés a nos
contributions a la signalisation dans le cadre mjiep EuQoS. Ces travaux portent sur :

» la validation en simulation (outil TauG2 de la €éiTelelogic) du modele UML des
modules et des protocoles spécifiés ;

* [limplémentation des modules, des interfaces et BB4&J échangés, ainsi que
I'intégration et le déploiement de la signalisatians I'architecture EuQoS ;

* les expérimentations réalisées sur une plate-fdovede au LAAS-CNRS puis sur
une plate-forme européenne réalisée dans le cadueoget EUQOS.

Ce chapitre est structuré comme suit :

» la section 4.1 décrit les travaux de simulatioriséa a I'aide de I'outil TauG2. Nous
présentons dans un premier temps les diagramnisgsifpour générer les traces de
simulations; nous exposons et nous analysons enkstrésultats fournis par le
logiciel ;

* dans la section 4.2, nous détaillons nos travaimpiémentation dans le projet
EuQoS. Nous présentons en particulier le modulé&CGatroller ainsi que le format
de messages échangés dans le processus de stgmalisa

* la section 4.3 décrit les expérimentations réasisagour du CallController et de la
signalisation inter-domaine. Nous présentons d@bes plates-formes sur lesquelles
nos prototypes ont été déployés. Nous détaillorsuitsn les spécifications et les
résultats des tests de performance et de QoSufesur ces prototypes.

4.1. Simulations

4.1.1. Le logiciel Tau

Cette section présente les simulations réaliséeslaide de [loutii TauG2
(www.telelogic.com/products/tguTauG2 est une suite intégrée de logiciels quingé de
modéliser des systemes complexes en utilisant UBJlde simuler les modéles et de générer
du code C ou Java. Plus précisément, TauG2 ofecdpacités de modélisation graphique
qui permettent de :

» spécifier tous les aspects de la conception d’'stesye ;

* simuler et de vérifier le comportement du systénoelé@hise ;
» définir, générer et exécuter des tests sur ceslemde

e générer du code (C, Java) a partir d’'un modele ;

e automatiser la gestion de la documentation.

TauG2 supporte les standards de l'industrie enématile modélisation graphique (UML,
SysML et SDL), de conformité, d’'intégration et @sts (TTCN-2, TTCN-3). Basé sur UML
2.1, TauG2 permet de concevoir des systemes etliter leur spécification par le biais
d’'une simulation dynamique, paramétrable et maittes du modele. Le comportement du
systeme est ainsi étudié en amont, les éventusitears de conception étant corrigées avant
la phase dimplémentation. Notons que TauG2 ne eempas de faire une vérification
formelle du modele, mais il fournit la possibilié créer et de jouer des scenarios évolués,
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de surveiller des parametres, et de réaliser @egdrd’exécutions. La simulation utilise le
modéle UML (les diagrammes) afin de compiler etxdmiter le systeme. Ces traces
prennent la forme des diagrammes de séquence giadimes d’'état.

4.1.2. Spécification

Dans le chapitre 2, nous avons présenté des diagganML (diagramme de séquence,
d’état) associés a la spécification de nos projositde protocoles de signalisation. Nous
détaillons dans cette section les diagrammes ésgiliggar TauG2 pour la vérification du

modeéle, en particulier les diagrammes de struatonegposite, introduits a partir de la version
UML 2.0. Sur la base des diagrammes de structuneposité’t des diagrammes d’état,

TauG2 permet de réaliser des simulations pourigéfinctionnellement le modéle UML.

Pour nos simulations, nous utilisons un modele tdfiret multi-domaine (les types de
domaines considérés dans EuQoS sont illustréslddrigure 64) similaire a celui présenté
dans le chapitre 2. Nous considérons en exempieidgedomaines qui implantent le systéme
EuQoS pour la mise en place de garanties de Qo$S.dbmaines se déclinent en deux
domaines d’'acces et un domaine de cceur : nousdéwoss un premier domaine d’'acces
Wi-Fi, un domaine de cceur et un deuxieme domaiaecé's xDSL.

QoS Domains package EuQoS {11/11}

QoS_Domain

f

EuQoS_Domain

Access_Domain Core_Domain
xDSL_Domain WiFi_Domain L
L] B MPLS_Domain
UMTS_Domain Ethernet_Domain Satellite_Domain

Figure 64 : Diagramme de classe domaine QoS

La Figure 65 donne le diagramme de structure coitgopsur un domaine EuQoS : RM, RA
et réseau sous-jacent (Underlying Network, UNEat interconnexion.

10 Rappelons que ce type de diagramme illustre |z tstrel interne d’une classe et ses interactions d\aetres
composantes du systéme. Il représente la configorat les relations entre les classes qui dégnisse
comportement du systeme.
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Ce diagramme fait apparaitre les liaisons avecalgses domaines au niveau RM (via
EQNSIS) et avec le réseau sous jacent (UN) viardéopole IP. Il illustre également les

interfaces entre

les differents modules (EQSAP, ¢, RAtoRM, RAtoUN,

DeviceToDevice). Ces interfaces sont implémentées$as ports de communication entre les

modules, en entrée ou en sortie.

EuQoS

EQSAP EQSAP

active class EuQoSDomain

: QoSDomain
EQSAP

EQNSIS EQNSIS
‘ RM : ResourceManager ‘
I

EQSAP EQSAP

EQSAP
RAtoRM RMtoRA

COPS
RAtoRM RMtoRA

L

RA : ResourceAllocator
]

RAtoUN

SpeciticProtocol

RAtoUN

L

UN : UnderlyingNetwork

DeviceToDevice

DeviceToDeyice DeviceToDevice
P ‘
DeviceToDeyice DeviceToDevice

DeviceToDevice

{11}

g

EQSAP

EQSAP

DeviceToDevice

DeviceToDevice

Figure 65 : Diagramme de Structure Composite Domaim EuQoS

Le diagramme de la Figure 66 représente la streicttierne du RM.

Nous retrouvons les modules détaillés dans le tieaBi: CallController, End2EndCAC,
DomainCAC, RMDB. Le diagramme illustre égalemerst é®nnexions entre les différents
modules du RM ainsi que les ports de communicatmes les modules adjacents.

I
Composite structure diagraml active public class RM  {1/1}
F cc_e2e L’lk)_CC_PTOX)’ cc_rmssn b_rm |
. P_e2ecc p_cc_e2e p_cc_rmssn b_rmssn_cc
End2EndcAC : P-° :
End2EndCACI0..1)/1 CallController : RMSSN :
n_e2e. db callController[0..1]/1 RMSSN[O..1]/1
[T——= rm down p_rm_down
—P_cc_dcac oo
cc_dcac
o dcac_cc
dcac_rmdb .
- DomainCAC :
: RMDBIO0..1]/1 .
RNDB [ p_]éb_dcaC\ b_dcac [@pmainCAC[0..1]/1
oo —p_dcac_ra
p_dcac_raL

Figure 66 : Diagramme de Structure Composite RM
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La Figure 67 illustre le diagramme de structure gosite utilisé pour la simulation d’'un
environnement multi-domaine. Il détaille les inteds entre les domaines ainsi qu’entre les
clients et le systeme EuQoS.

Composite structure diagraml active class Three_Domains_Full {1/1}

Caller : Terminal_Client ‘ Callee : Terminal_Client Jwﬂ
pdata PP

Device_2_ Device Device_2_Device

Device 2 Device [\ Device 2 Rexige2_Cient /[\ Clent 2_Proxy

Device_2_ Device Device_2 Penige2_Clent Client_2_Proxy

Proxy_2_Clent Clent_2_FRevjce_2_Device Device_2_Device
oy T RMSSN 2 RMSSN RMSSN_2_RMSSN RMSSN_2_ RMSSN RMSSN_2_RMSSN ]

pL u

P2 L ” p2
RMSSN_2_RMSSN  RMSSN_2_RMSSN RMSSN_2_RMSSN RMSSN_2_RMSSN

|AccessDomain_WiFi : AccessDomain CoreDomain : CoreDomain Device_2_Device  Device,_2_Device AccessDomain_xds| : AccessDomain

Device_2 Device  Device_2_Device

p_down| ‘p_d
Device_2_Device  Device_2_Device

Device 2 Device  Device_2 Device

Figure 67 : Diagramme de Structure Composite pourrbis domaines

Nous avons défini et effectué différents jeux dastequi visaient a simuler la signalisation a
plusieurs niveaux : applicatif, intra et inter-danea Ces scénarios ont eu pour but de
confirmer le comportement dans les cas d'une résierv réussie, réservation échouée,
libération des ressources, etc. Les principauxat@ntestés sont résumés dans le Tableau 8.

Scénario Type de tests
1 Réservation réussie
2 Réservation échouée Signalisation
3 Expiration des timers Applicative
4 Libération des ressources
5 Réservation intra-domaine
6 Ressources insuffisantes Signalisation intra-
7 Libération des ressources domaine
8 Probleme configuration équipement
9 Réservation réussie
9 Libération des ressources Signalisation inter-
10 RM (CallController) dans le premier domaine domaine
11 RM (CallController) dans un domaine de coeur
12 RM (CallController) dans le dernier domaine

Tableau 8 : Scénarios simulés

4.1.3. Résultats

A partir de ces diagrammes de structure compositie® diagrammes d’états transitions, le
logiciel TauG2 permet de simuler le modele en joudifférents scénarios. Nous avons
effectué plusieurs simulations avec un, deux é& ttomaines.

A titre illustratif, nous présentons dans cettetisacle déroulement de la signalisation au
sein d’'un domaine, ainsi que le scénario nominalatpoutit & une réservation pour trois
domaines.

Notons que TauG2 permet de tester le systéeme décrmaimcrémentale pour éviter les
eventuels risques de blocage ou toute autre edleeaonception. Il est possible également de
surveiller I'évolution des parameétres dans le termpsie suivre la trace état par état Nous
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avons ainsi pu suivre l'évolution des différentesriables (bande passante disponible,
nombre de connexions), ce qui nous a permis d’aealla maniére dont les ressources sont
gérées et mises a jour.

4.1.3.1. Trace intra-domaine

Nous présentons ici la trace obtenue en choisigsanivue a I'intérieur de chaque domaine
(Figure 68). Nous y retrouvons les messages échamiée les composants du RM et du RA
ainsi que leurs états.

I ?:‘::::::?rm e Trace (7 {14}
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Figure 68 : Trace intra-domaine

4.1.3.2. Trace inter-domaine

Par souci de clarté, nous ne donnons que les nesssmfre le RM et le RA d’'un méme
domaine et entre les RM des domaines adjacentsymeusimulation avec trois domaines
(Figure 69). Au sein de chaque domaine, I'enchaerdrast similaire a celui présenté dans la

Figure 68.
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) i I !
sd interaction DebugTrace3 | Sequence diagramtrac Trace (3) {1/1}
generated for
Scenariol
<<actor>>
env[1] RUHE] RAL[1] RMCore[1] RACore(1] RM2[1] RA2[1]

C idle ) CwaitRequest) C idle ) CwaitRequest) C idle ) (waitRequest)

RAAskReservation()

w aitRA Confirmation ~

RM_notifyResponse()

w aitRequest

RESERVE()

\
w aitRMConformation \

RESERVE()

RAAskReservation()

w aitRAConfirmation ™~

RM_notifyResponse()

w aitRequest

RESERVE()

\
w aitRMConformation \

RAAskReservatign()
w aitRA Confirmation \
RM |notifyResponse()
w aitRequest
RESPONSE()
/ (e )
RESPONSK()
——— idle
RESPONSK()
idle

Figure 69 : Trace inter-domaines

4.1.4. Conclusions

Dans cette section nous avons présenté les siondattalisées avec I'outil TauG2 autour de
nos contributions a la signalisation (intra etiirdemaine) dans systeme EuQosS.

Ces simulations ont permis une validation fonctallende I'architecture proposée. De plus,
la possibilité de manipuler plusieurs scénarios $l@uvegarder et les rejouer ultérieurement)
et de faire varier les paramétres a permis de méngle détaillée du comportement du
systeme, en particulier de la signalisation.

Dans la section suivante, nous présentons les Iglésair I'implémentation de nos
propositions réalisée dans le cadre du projet @éemfEuQo0S. Nous détaillons le module
CallController ainsi que le format des messagedJ &) itilisé par I'interface EQ-SAP.
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4.2. Implémentation

4.2.1. Introduction

De Mars 2005 a Décembre 2007, notre effort d'im@étation dans le cadre du projet
EuQoS a conduit & la réalisation et au déploiendenting prototypes successifsCes
prototypes ont été tous testés, validés et dénwiuré des quatre revues du projet EuQoS,
soit lors des manifestations IST (a Bruxelles 260Belsinki 2006).

De maniere quantitative, le nombre de lignes deecqde nous avons produit en ne
considérant que limplémentation réalisée pour krnekr prototype EuQo0S, s’éléve

approximativement a 20000. Ce travail inclut le mledCallController, le codage des

messages de signalisation, I'interface EQ-SAP, aelsgsont a ajouter le développement des
outils de tests ou les implémentations interméekaites prototypes antérieurs.

Le Tableau 9 résume nos contributions pour chaesrpbtotypes.

Prototype Contributions

Prototype #0 » Définition et implémentation minimale des interfacentre les
modules du RM

* Protocole de signalisation basé sur socket TCP

» Intégration

Prototype #1 * Premiere version du CallController

* Interface locale avec ASSN

e Utilisation de NSIS

» Démonstration en revue de projet et manifesta8inBruxelles
2005

Prototype #2 e Utilisation des mécanismes RMI entre AQ-SSN | et
CallController

* Messages au format XML

* Version enrichie du CallController

» Démonstration en revue de projet Lannion juin 2006

Prototype #3 * Interface socket TCP entre AQSSN et CallController

* Nouvelles interface avec DomainCAC

* Premiere implémentation d’EQ-SAP

» Version évoluée du CallController

» Démonstration IST Helsinki 2006

Prototype #4 * Version compléte d'EQ-SAP
o Utilisation d’EQ-NSIS pour communiquer entre AQ-S8Nle
RM

* Nouveaux schéma multi-domaine pour [Iinvocation lat
réservation

* Démonstration en revue de projet en octobre 200Tx(@les) et
en février 2008 (Varsovie)

Tableau 9 : Contributions sur les prototypes EuQoS

1 Rappelons que nos contributions principales comgs#rie module CallController, I'interface EQ-SAR, |
codage des messages de signalisation entre les RMarconnexion entre 'AQ-SSN et le RM.
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Le premier prototype du protocole de signalisatiogté basé sur l'utilisation des sockets
TCP, implémentation de la contribution décrite démssection 2.3. Dans les prototypes
suivants, I'échange des messages de signalisatiogp@sé sur une implémentation du
protocole EQ-NSIS, une variante modifiée de la tsmiu NSIS étudiée a I'lETF et
développée par I'Université de Coimbra.

4.2.2. CallController

Dans le chapitre 3, nous avons présenté les fomaldés et les caractéristigues du module
CallController. De plus, nous avons illustré sederiiaces avec les autres modules ainsi que
les protocoles utilisés. Cette section a pour aibjede donner plus de détails
d’'implémentation et de préciser la structure ingetin CallController.

La Figure 70 présente le diagramme de paquetage (Mdtkage Diagram) qui montre la
structuration du module en paquetages et leursndépee¥.

Nous y retrouvons :

* un paquetage « core » qui contient les classesipailes de traitement,

* un paquetage « management » incluant les classgsstien de session,

* un paquetage « signaling » qui regroupe les classeblarge de la signalisation,
* etun paquetage « mmfm » qui gére la communicatvec le module MMFM.

Deux autres paquetages sont représentés :

e« utils » pour toutes les classes additionnell@sirgerviennent dans le traitement
réalisé par le CallController,

e et «stub » qui permet d’instancier les modulesneges avec des objets « stub »
(c’est a dire qui implantent des fonctionnalitésitées) pour tester les actions du
CallController.

Package diagram package EuQoS {12/12}
K-~~~ - -7~~~ =
mmfm <<import>> -
.
- management
e - /
< /
~ e
AN 7 ,/ ™~ ! <<access>>
. N
S N o <<access>> _ <Imp0/h>‘> | SN
<< >
S access V// S : _l
N .
<<import>> , ~ ] ! : I
e N N K<atcess>>
! .
P . i I l utils
- \? core [
e <<access>> ~ [
ad - - T ~ : | =7
- <<access>><<acces$s>> ! | ’
—| | A2 , 4
/
/
<<aCCE/S‘S>>
7
7/
Sig signaling L/
/
,

Figure 70 : Diagramme de paquetage CallController

12 Notons que les dépendances « import » et « asgessnettent d’importer les déclarations d’un paage
pour éviter d'utiliser les noms complets. La diéfidce majeure entre les deux termes est que I'imipantest
transitive, ce qui rend visible toutes les dédlars des autres paquetages importés.
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La Figure 71 illustre les flux de données dansdé@ontroller.

EQ-SAP >
RM-SSN
l (EQ-NSIS)
Messages r'y
Scan Thread from EQ-SAP
Process asynchronous
messages from EQ-SAP)
Pool Thread Hash Tati
Process Reserve ‘ash 1anle
E2E < p| Process Release > Slaleff;:im"s
CAC | Process Response ) 2. yyyy
k J——
— “
[Sa)
Domain [
CAC :D]] ProcessDCAC |
Message
n \ J
e ges
from D-CAC Process messages MMEM
from MMFM) J‘
CALL
CONTROLLER

Figure 71 : Les flux de données dans le CallContrieir

Dans le CallController, plusieurs taches se dérduen parallele : le traitement d’'une
nouvelle requéte, la réponse a une requéte eastaatréponse du module RA par
I'intermédiaire du DomainCAC, la communication aWeenodule MMFM.

Ces activités sont implantées a l'aide du mécanigrtteead pool » qui permet d'allouer
successivement des threads pour exécuter lesatlifés taches. La taille (nombre de threads
lancés) est paramétrable au lancement du systéme.

4.2.3. Format des PDUs

Nous présentons dans cette section le format desages échangés entre le module AQ-
SSN et le CallController et ceux échangés entre Rd4 (en particulier entre les
CallControllers) adjacents. Ces messages sont saséa définition de I'interface EQ-SAP
décrite dans la section 3.2.2.3.

La structure de linterface EQ-SAP est donnée ayen du diagramme de classe de la
Figure 72, qui reprend les paramétres présentés tkarchapitre 3 en détaillant leur
description :

» FlowSpecification (spécification de la QoS d’'unxjy
» Scope ('emplacement d’application de la QoS) ;

» TimeSpecification (durée de I'application de la QoS
» Flowldentification (identification du flux).
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FlawSpecification

zhared tScope © Scope

shared tSpec : TimeSpecification

shared gSpec | GoSSpecification

shared flovvidentification : Flowdentification

T

l tScope
tSpec gSpec flovwy Identification
3Cope
- sourcelP:String TimeSpecification QosSpecification Flowldentification
- destinationlf‘: String - startTime: Diate - classOfTratffic | String - Flowwhdd © String
- realmlP: String - stopTime: Date - handwictth : Integer - marker : Marker
= activeDuration: Time - _priarity : Integer - &pi : EndPointsldertification
- offzetlist: Time - CoS: ClassCfSer vice
- repeat Time: Time Marker
_marker | - AyRe: String

- _value : Integer

-Cos
TrafficSpecific ation ClassOfservice

et Real R EE -epi | EndPointsidentification

- ipdy: Real - type ! String - sourceMddress ¢ String

B ?per : Real -tSpec : TrafficSpecification - sourcePort Integer

- iplr: Real - exceedTreatement © Integer - sourcePortRange © String
- detination&.ddress  String

T Ispec - destinationPort : Integer

- destinationPortRange : String

Figure 72 : Diagramme de classe - Structure EQSAP

Cette structure décrit les informations nécessaitesmodules du systeme EuQoS pour la
mise en place de la QoS.

Pour les transporter, nous avons analysé les txadaugroupe NSIS [Ash07] qui fournit une
proposition d’objet transporté par le NSLP, apf@&PEC. Sur les bases de ce format, notre
solution prend en compte les parametres EuQoSutdise un modéle de QoS différent de
celui de NSIS car le modele NSIS est on-path). Napyselons cette proposition une EQ-
QSPEC.

Cette section présente le codage utilisé en imgistar les modifications introduites par
rapport a la définition NSIS.

4.2.3.1. Format général d’'un message EQ-QSPEC
Le format général d’'un PDU EQ-QSPEC est le suivant

01234567893123456789(2)12345678931

Common EQ-QSPEC Header

EQ-QSPEC Objects

L’en-téte EQ-QSPEC est de longueur fixe (4 octetisy, la structure suivante :

01234567893123456789312345678981
Version EQ-QSPEC Type Msg Seq. Obj Cmb Reserved
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Les champs « Version », « Type », « Message Sequept « Object Combination » ont la
méme sémantique que ceux du draft [Ash07] :

e le champ « Version » identifie le numéro de 'EQREC. Dans NSIS, ce numéro
est attribué par I'lANA (Internet Assigned Numbéusthority).
* le champ « Type » identifie une EQ-QSPEC patrticelié
* le champ «Message Sequence » identifie la séquees messages et prend les
valeurs :
— « 0 »:réservation initiée par I'émetteur ;
— « 1 »:réservation initiée par le récepteur ;
— « 2 »:interrogation sur la disponibilité des msses (resource query).
* |le champ « Object Combination » prend des valewslda 3 et indique la
combinaison des objets dans les messages échalggéexemples se trouvent dans
[Ash07]).

4.2.3.2. Les parameétres EQ-QPSEC

Une EQ-QSPEC est une collection d’objets qui onmmi@éme format et qui contiennent
différents parametres.

Le format de codage adopté pour une EQ-QSPEC sst &ixr la description utilisée par
NTLP (GIST) de NSIS, nommée Type-Length-Value (TLYpe-Longueur-Valeur). L’en-
téte commun pour tous les parametres est formé@akeegoctets (32 bits) :

01234567893123456789312345678981
ME N r Parameter ID ririr Length

Les bits M, E et N sont utilisés pour définir l@aitement a appliquer au paramétre. Le
drapeau M signifie que le parameétre doit étre @mi€ompte, le drapeau E indique une erreur
ou une réservation échouée et le drapeau N natifiebjet non supporté. Les bits « r » sont
réserves. Plus de détails sur ces drapeaux seetdans [Ash07].

Le format d’un objet EQ-QSPEC est le suivant :

01234567893123456789(2)12345678931
Elrir|r Object Type nrir|r Length

Le drapeau “E” indigue si une erreur s’est prodaiteniveau du traitement de I'objet. Le
draft NSIS [Ash07] définit quatre types d’objets :

* «0»: QoS Désirée (Desired QoS)

* «1»:QoS Disponible (Available QoS)

* «2»:Qo0S Réservee (Reserved QoS)

* « 3 »:Qo0S Minimale acceptable (Minimum QoS)

Notons que suite aux difficultés rencontrées dammike en place de certains RA (Resource
Allocator), les objets « QoS Disponible » et « QdBiimale » n'ont pas été implémentés.
De plus, nous rajoutons un autre type, identifie d » qui code l'identification d’'un flux.
Ceci est nécessaire pour envoyer explicitement dd8@-QSPEC les informations
permettant d’identifier le flux : adresses IP, nooséde port, protocole.

Apres avoir présenté la spécification EQ-SAP danshlapitre 3, nous définissons dans les
paragraphes suivants le format de ces paramettegjue nous les avons implémentés dans
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EuQoS. A tire d’exemple, nous présentons ci-desgudsrmat des quelques parametres.
L’intégralité de ces définitions est disponible si§Racaru08] :

* Bande passante (Bandwidth, id = 20)
1 2 3

01234567890123456789012345678901

M E N|r Bandwidth 1D rlrirlr 1
Bandwidth (32-bit Integer or Floating point)

« |P Packet Transfer Delay (IPTD) (id = 3)
1

2
1/2(3/4/5/6/7/8 9 /1/2/3 456789 0
ME N IPTD ID rirjirjr 1

IPTD (32-bit Integer or Floating Point)

o

» |P Packet Delay Variation (IPDV) (id = 16)
1

2
0/1/2/3/4 56789 ,/1 234567809 ¢ o
ME N IPDV ID rorjr|r 1

IPDV (32-bit Integer or Floating Point)

» [P Packet Loss Ratio (IPLR) (id = 5)

01234567893123456789(2)12345678931

ME N IPLR 1D rorjirir 1
IPLR (32-hit Integer or Floating Point)

» |P Packet Error Ratio (IPER) (id = 6)
1 2 3

01234567890123456789012345678901

M E N r IPER ID rirjri|r 1
IPER (32-bit Integer or Floating Point)

« Identifiant de sessidf(id = 31), codé sur quatre octets
1

1234567890123456789(2)12345678931

M E| N| r Session ID nriri|r 4

o

Session |dentifier

Le format des messages échangés entre les Calllergrde chaque RM est le suivant :

* Reserve = (Flow Identifier, Desired QoS, [AvailalleS], [Minimum QoS]) :

* Flow Identifier = (Sessionld, Flowld, EndPointldéication | Marker);

» EndPointldentification = (adresse IP source, numpost source, adresse I[P
destination, numéro port destination, numéro déogpre) ;

* Marker non utilisé.

* QoS Désirée = (Classe de Trafic, Classe de Se®asjwidth, Priorité)

* Classe de Service = (Nom, Type, TrafficSpecifiaatiEcxceed Treatement]).

3 Remarquons qu’une session peut contenir plusfeues
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» TrafficSpecification = (IPDT, IPDV, IPER, IPLR, Avage Packet Length).
* Response = (Flowldentifier, QoS Réservee)
* Release = (Flowldentifier, QoS Désirée avec unewale la bande passante = 0)

Compte tenu de ces valeurs, dans l'implémentatiordernier prototype EuQoS, la taille
d’'un message (charge utile) de réservation estd@eottets et la taille d’'un message de
release (identique a celle de réponse) est de Gié6&0A ces valeurs s’ajoutent les en tétes et
les données EQ-NSIS.

4.3. Expérimentations

Apres avoir décrit les simulations et les déta@id’mnplémentation, nous présentons dans les
paragraphes suivants les expérimentations menéesgpealidation de nos prototypes.

Les objectifs de ces expérimentations sont : |adaabn fonctionnelle de la signalisation
(paragraphe 4.4.3), la validation intégrale duéyst par le biais d’'une application a QoS
(paragraphe 4.4.4), la mesure des performancesatiecple de signalisation (paragraphes
4.4.5 et 4.4.6) et du module CallController (paapipe 4.4.7).

4.3.1. Plate-forme LAAS

Une plate-forme d’expérimentation a été concue iseren place au LAAS-CNRS. Cette
plate-forme, appelée « LAASNEXTEXP », est indépetelalu réseau du LAAS et elle est
raccordée directement & RENATERet & travers RENATER aux autres réseaux européens
de la recherche (voir Section 4.4.2 pour plus deildg De cette maniere, LAASNEXTEXP
permet de réaliser des tests dans un environneréehimulti-technologie, multi-domaine
ainsi que dans un environnement émulé.

La Figure 73 illustre ce réseau expérimental dargiabalité.
Notons que LAASNEXTEXP est mutualisée entre plusiguojets de recherche :

e EuQoS sur lequel nous revenons par la suite ;

* MetroSec (vww.laas.ffMETROSEQ pour mener des études sur la détection de
problemes de sécurité a I'aide des outils de laotudie ;

e SatSix (www.ist-satsix.org pour I'émulation d’'un réseau d’accés satellite ;

* NetQoS f(vww.netqos.el) pour I'émulation d’'un domaine & QoS géré par des
politiques adaptatives.

' Réseau National de télécommunications pour la i@okie I'Enseignement et la Recherche
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Figure 73 : Plate-forme LAASNEXTEXP

hfontperdn

La plate-forme globale est composée de trois doasamvec des adresses publiques qui
émulent différentes technologies interconnectées I@abiais de plusieurs équipements

réseaux : trois routeurs JuniperM7i, six commutatgawitches) CISCO Catalyst 2960G,

2970 et WS-C6504-E. Elle peut fonctionner en IPw4lBv6 et accéder aux services de
multicast. Les machines qui forment la plate-forsomt des DELL PowerEdge 750, 850,

1850, 3850, 6650 et 6850.

La configuration choisie pour tester nos proposgial’architecture est illustrée dans la
Figure 74 :

* nous émulons des domaines a QoS, gérés chacun pasource Manager (RM) ;
* |le domaine satellite se trouve physiqguement saitéede 'ENSICA a Toulouse et il
est relié a la plate-forme par I'intermédiaire dlien gigaoctet ;

* la partie de la plate-forme utilisée pour les teBtsQoS est composée de 8
ordinateurs PowerEdge 750 avec un processeur R€R)u4, 3,00Ghz et 1 Go
RAM, deux commutateurs et trois routeurs.
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Figure 74 : Configuration d'expérimentations

4.3.2. Plate-forme européenne du projet EuQ0S

Cette section décrit la plate-forme européenneséél pour les tests et les mesures dans
EuQoS afin de tester I'architecture dans un envieoment similaire aux réseaux réels.

Pour atteindre cet objectif, plusieurs plates-fande tests (dont celle du LAAS décrite
précédemment) ont été mises en place et intercthesepar le réseau GEANT. Les sites
impliqués dans cette opération sont représentéslddrigure 75.

Six pays et douze réseaux accedent ainsi a GEANTip@rmédiaire de réseaux nationaux
de la recherche (NREN) et ont participé a cettéegliarme : TID, UPC et SOLUZIONA en
Espagne (REDIRIS), FTRD et LAAS-CNRS en France (REBR), PTIN et FTUOC
(RCTS) au Portugal, UoB en Suisse (SWITCH), UoHtaie (GARR) et PTRD, PTC et
WUT en Pologne (PIONIER).

GEANT offre un service Premium IP (PIP) et des aésgeprivés virtuels de niveau 2
(L2VPN). Ces deux services ont été utilisés dansdére du projet EuQoS : PIP pour
I'évaluation de la QoS dans le coeur du réseau ¥PN2pour isoler le routage spécifique du
systeme EuQoS de celui utilisé par GEANT (BGP4+)tdds également qu’EuQoS ne
s'intéresse pas au multicast réseau, mais implé@manmulticast QoS au niveau applicatif.

Comme le service L2VPN n’était pas supporté pas tims NREN, la solution adoptée a
consisté a établir des tunnels entre les différsités de tests inventoriés auparavant (Figure
76). Cette solution repose sur les tunnels GRE €GenRouting Encapsulation)
[FarinacciO0] entre chaque couple de partenaingdigués dans les tests.
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o

HNerith
Atlantic

S cean

Seale 1z 19,500,000

L A G SRS g

Figure 75 : Plate-forme de test EuQo0S

Comme GEANT et les NREN ne supportent pas de m&wes pour la mise en place
dynamique de QoS (mécanisme de routage notamntert)pix retenu a été de masquer le
routage a QoS du projet EuQoS (EQ-BGP) dans leaué&€EANT (en utilisant les tunnels
GRE). Des sessions EQ-BGP privées ont été étaidiesette maniére entre les routeurs de
tous les sites participants (full-mesh) qui ne g visibles par les autres routeurs GEANT
(Figure 76).

End of Tunnel - Fublic IP Addrass

BGP Routers - Private IP Address

Figure 76 : Tunnel GRE et session EQ-BGP
Cette solution présente plusieurs avantages :

» les extrémités des tunnels étant bien définied,pmrmet de placer des sondes pour
la métrologie ;
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* les sessions EQ-BGP privées permettent d'utiliserautage a QoS qui n'est pas
supporté par GEANT ;

* de plus, ces sessions sont facilement paramétratdegui donne la possibilité de
créer des topologies multi AS variées.

De plus, chaque partenaire s’est vu attribué uregepld’adresses privées de classe A
(10.x.x.x/16) et un numéro d'AS privé (pour ne pagerférer avec le routage
NREN/GEANT). Le domaine LAAS a utilisé le numércA& 65504 et des adresses dans la
plage 10.196.0.0/16. Les détails de chaque siteoBu&ont donnés dans le délivrable
[D511].

Plusieurs types de tests ont été réalisés sur pkite-forme européenne dans le cadre du
projet EuQoS :

e caractérisation en termes de débit sur le réseag les sites avec différents types de
flux (TCP et UDP) ;

* tests de bout-en-bout pour évaluer le temps désbhent de connexion, en
utilisant des applications VolP avec SIP et VoD ;

» performances du protocole EQ-BGP, etc.

Nous avons installé les outils et les logicielsasSaires et nous avons participé a tous ces
tests de validation, intégration ou de performahtmus focalisons la suite de ce chapitre sur
les tests concernant la signalisation. Les autssltats obtenus sont disponibles dans les
délivrables [D512, D513, D521, D522].

Les tests présentés ci-apres ont été réalisésasplate-forme décrite au début de cette
section, entre le site du LAAS et ceux de Telefar{itiD), de Portugal Télécom (PTIN), de
Polish Télécom (PTRD), de I'Université de VarsofeUT), de I'Université de Bern (UoB),

et de I'Université de Coimbra (UoC). Nous avonsiéteces tests avec une plate-forme mise
en place a I'Université Fédérale de Santa CatdtiesSC) Brésil, qui a été associée aux
expérimentations du projet EuQoS.

4.3.3. Tests fonctionnels

4.3.3.1. Spécification

Nous considérons dans ce paragraphe le déploiestefgs tests de l'implémentation
présentée en début de ce chapitre. La topolodiségtipour ces tests est illustrée Figure 77.
Ces tests ont été realisés entre la plate-formeAdeS qui comporte deux AS (AS1 et AS2)
et respectivement TID, PTIN, et PTRD (AS3).

Figure 77 : Topologie pour les tests fonctionnels
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Pour valider le déploiement du systeme, nous awdgfigi plusieurs scénarios permettant
d’étudier le comportement du RM et du CallContnollés-a-vis de la réservation des
ressources.

Ces scenarios de tests, resumés dans le Tableaisd®t a valider les phases d’invocation
des services, de réservation réussie, d’échecsevadion et de libération des ressources.
Notons que ces scénarios ont été affinés et dgvéopour valider 'ensemble des modules.
Ces détails se trouvent dans le délivrable D5R52].

Les résultats dans le cas nominal de tous cesriogmat validé le comportement du RM, et
du module CallController en particulier.

Scénario Type de tests
1 Connexion initiée par I'émetteur . .
———— > Réservation
2 Connexion initiée par le récepteur A
. ———> réussie
3 Connexion bidirectionnelle
4 Requéte irréguliére (impossible a analyser)
5 Parametres de la requéte incorrects Réservation
6 Ressources insuffisantes échouée
7 Probleme configuration équipement
8 Libération des ressources suite a une requéteiexp
9 Libération des ressources suite a un probléme @gess Libération
d’EQ-NSIS)
10 CallController dans le premier domaine (d’acces) Comportement emn
11 CallController dans un domaine de coeur fonction de la
12 CallController dans le dernier domaine topologie

Tableau 10 : Scénarios de tests

4.3.3.2. Résultats et analyse

Les scénarios 1 a 3 ont confirmé le bon fonctiorsr@ndes modules dans le cas d'une
réservation qui aboutit positivement, en considérdifférents contextes d’exécution :

communication initiée par I'émetteur, par le réeept communication bidirectionnelle pour

laquelle le chemin suivi par les données peut setfr@ symeétrique.

Les scénarios de 4 a 7 ont confirmé le fonctionmgrda systeme dans les situations ou la
réservation des ressources échoue : les ressauecesnt pas disponibles, la configuration
des équipements n’a pas abouti (probleme matédal}es cas spéciaux ont survenu, par
exemple une requéte formulée de facon incorreptpdssible a traiter par le RM), ou des
paramétres fournis ne permettant pas de contimuprdcessus de réservation (adresses IP
incorrectes par exemple).

Les scénarios 8 et 9 ont permis de valider la ditién des ressources dans le cas d'une
requéte explicite, ou bien dans une situation paiére due a un probléeme dans le réseau
détecté par EQ-NSIS qui propage une demande aC@wuibller.

Enfin, les scénarios 10 a 12 ont permis de valitlercomportement du module
CallController, qui est différent en fonction dusgimnnement du domaine (premier ou
dernier domaine sur le chemin de données, ou denaircceur).

Ces scénarios ont été effectués dans un premigrstenec une application de test concue
dans le cadre du projet par la société Silogic ofad’hui AKKA Technologies
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Informatiques et Systemes). Cette application pedeaénérer des requétes d’invocation de
QoS paramétrables, ce qui a offert la possibiléé&easter les scénarios évoqués. De plus, il
est possible d'effectuer des requétes de QoS @el'diune page WEB, les paramétres de
QoS étant décrits dans un fichier XML.

Dans un deuxiéme temps, plusieurs applicationgtinintégrées avec le systeme EuQosS :
application de visioconférence (Platine) développaele LAAS et Silogic, de vidéo a la
demande par I'Université de Paderborn, Medigrafplfgption de télé-médecine) par
Portugal Telecom, et le jeu open-source multi sdtieur Nexuiz, adapté par I'Université
Technologique de Varsovie (WUT). Notons que ceserentations ont été complétées par
le test d’'une solution de multicast applicatif (iéwypéntée par I'Université de Bern) qui
integre la signalisation proposée.

4.3.3.3. Conclusion

Les tests ainsi réalisés ont confirmé d’une paltde fonctionnement des divers modules et
protocoles, et d’autre part I'intégration réeussieale systéeme des différentes applications
qui ont des besoins en QoS. L'utilisation de tdosnaines a également permis de considérer
I'adéquation dans un environnement multi-domaine.

4.3.4. Tests de garantie de QoS

4.3.4.1. Spécification

Ce paragraphe décrit les tests réalisés entre kSLét WUT en Pologne en intégrant tous
les modules du systéeme EuQoS, en particulier deséels pour la technologie Wi-Fi. Leur
objectif principal était de vérifier que le systems capable, suite a la signalisation et a la
configuration des équipements, de garantir leotgses pour une application temps réel.

Nous avons analysé les performances de bout endieihues pour I'application de jeux
multi-utilisateur Nexuiz, distribuée entre les sitle WUT et de LAAE :

* Nexuiz fait partie des applications interactivesntddes besoins en QoS
correspondent au service EuQoS fourni par la cldsseervice (CoS) de bout en
bout « RTInteractive ¥ : IPTD < 100 msec, IPDV < 50 msec et IPLR <°10

» le trafic Nexuiz est échangé entre le serveur de fecalisé au LAAS et des clients
localisés a Varsovie sur la plate-forme de WUT ;

* |'application Nexuiz a été adaptée par WUT au syst&uQoS pour étre capable
d’effectuer une invocation du service a QoS offiat EuQoS;

* les performances mesurées sont les parametres IPDY, et IPLR.

Nous comparons les performances obtenues dansiksds suivants :

1. le trafic Nexuiz utilise la CoS de bout en bouttarfflard » (équivalente au best-
effort) sans trafic de fond (c’est a dire suscdeti®e générer une dégradation de
QoS). Ce scénario constitue la référence de naideéar la suite ;

le trafic Nexuiz utilise la CoS de bout en bouttarfslard » avec trafic de fond ;

le trafic Nexuiz utilise la CoS de bout en bout KiReractive » avec trafic de fond.

w N

!5 Notons qu’un tunnel PIP sur GEANT a été établienes deux domaines afin de garantir la contirietéa
QoS sur GEANT.
1% es CoS de bout en bout définies dans EuQoS ganitels au Chapitre 3.
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Le scénario utilisé pour ces tests est présentg ldaRigure 78 : il implique deux domaines
d’acces (Wi-Fi WUT 10.203.0.0/16 et LAN Ethernet A8 10.196.0.0/16), des machines
synchronisées par NTPutilisant une antenne GP'SLa configuration du point d’accés Wi-
Fi*® controlé par un RA est la suivante : niveau physid1Mbps, mode B seul activé,
préambule long avec extension Wireless MultiMetliéMM) aussi activée.

NTP synchronization

10.203.2.2

10.203.11.99 WUT testbed LAAS testbed 6.196.100.60
() 10.203.0.1 10.196.0 1 Nexuiz server
! ! K> .?1 I 2
<

=)

10.203.11.10

@ Ethernet terminal @ Ethernet switch
& WiFi terminal @ IP router

()
---------- Background traffic WMM Access Point
Foreground traffic

Figure 78 : Scénario de test pour I'application Nexiz

Nous nous intéressons au trafic dans le réseacelad/UT (technologie Wi-Fi), d’abord
dans le cas d'une utilisation de la CoS Standarques d’'une réservation pour la CoS
RTInteractive.

Les outils utilisés sont :

* ['application Nexuiz pour le trafic premier plane débit créte de cette application
est estimé a 128 kbps.

* le générateur de trafic MGEN (http://cs.itd.nrl.pamil/work/mgen/) pour I'injection
du trafic de fond,

e Tcpdump (www.tcpdump.org) pour la capture des pigue

» et Packet Trace Analyser (outil développé danatikecd’EuQO0S) pour I'analyse des
traces.

Les tests ont eu une durée de 30 minutes.
Les parametres du trafic de fond pour les scénaji@s 3) sont résumeés dans le Tableau 11.

Ces parametres sont issus des simulations egstiliss des différents tests dans le cadre du
projet.

From [IP] To [IP] Peak Bit Packet Packet Traffic 026 CoS
Rate Length Intensity profile

" Network Time Protocol
'8 Global Positioning System
¥ Modéle Linksys WRT54G version 2.0
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[kbps] [bytes] [1/s]
10.203.2.2 10.203.11.10 5640 1500 470 Poisson Standard
10.203.2.2 10.196.0.1 9600 1500 800 Periodic Standard
10.203.2.2 10.196.0.1 234 200 146 Poisson Telephony
10.203.2.2 10.196.0.1 228 1500 19 Poisson RTInteractive

Tableau 11 : Parameétres du trafic de fond

4.3.4.2. Résultats et analyse
Les résultats obtenus sont présentés dans le Tabka

Case | Direction mean IPTD [ms] | IPDV [ms] | IPLR Packets sent
WUT—-LAAS 28.1 6.9 0 27868
! LAAS—->WUT 28.7 8.9 0 30025
WUT—-LAAS 358.6 9275 5.4x10 34632
? LAAS—WUT 46.0 551.9 | 2.9x10° 36284
WUT—-LAAS 30.7 28.4 6.2x10™ 26004
3 LAAS—->WUT 29.5 17.3 0 28509

Tableau 12 : Résultats pour les tests avec Nexuiz

L’analyse de ce tableau permet de tirer les cormigssuivantes :

* les résultats du scénario 1 sont acceptables cotapte des besoins en QoS de
Nexuiz, c’est & dire : IPTD < 100 msec, IPDV < 58emet IPLR < 15;

* les résultats du scénario 2 ne sont pas acceptaideglus, du point de vue du client,
I'expérience et le contrdle de jeu se sont avérdement insatisfaisants ;

» les résultats du scénario 3 sont acceptables pexuiil

4.3.4.3. Conclusion

Ces différents résultats permettent de justifiendaessité d’assurer des garanties des QoS
pour des types particuliers de trafic. Nous avouositné le bon fonctionnement du systeme
EuQoS dans ce premier exemple d’invocation, deadigation et de configuration des
équipements réseau pour la mise en place des igardetQoS.

4.3.5. Tests de performance (avec NSIS)

L’objectif des tests suivants est d’évaluer I'impkntation du dernier prototype EuQoS en
termes de nombre de requétes traitées. Ce protat@pe déployé sur la plate-forme décrite
dans la section 4.3.2. Sur ces bases, nous analisoperformances du systeme et repérons
les limites de I'implémentation actuelle.

4.3.5.1. Spécification

Une premiére phase de tests (décrite dans le délesfD523]) a été réalisée par TID pour
I'étude du plan de service et du plan de contréte garticulier le RM). Le scénario utilisé
comportait un seul domaine et I'objectif était deirhir les premiers résultats sur le délai
d’'établissement et de fermeture d’'une session EuQoS
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Nous avons étendu ce scénario a une topologie cz@epde trois domaines en nous
intéressant au délai d’établissement d’'une sestian temps de traitement dans chaque RM.

La topologie utilisée pour ces tests est illusttéas la Figure 79 : trois domaines, deux au
LAAS et un autre successivement sur chacun des d#eg partenaires (UoC et UoB)
interconnectés par le tunnel GRE sur GEANT. Du pdavue topologique, le tunnel GRE
est considéré comme un simple lien inter-domaine.

Figure 79 : Topologie de test

Le Tableau 13 résume les caractéristiques des mexchtilisées :

Machine Matériel Systéme Exploitation
LAAS-RM1 AS 1 Dell Power Edge 750 Linux Debian
10.196.100.100 Intel P4 3,00GHz Kernel 2.4.27
1Go RAM Java 1.5.0 11
LAAS-RM2 AS2 Dell Power Edge 750 Linux Fedora Core 5
10.196.0.100 Intel P4 3,00 GHz Kernel 2.6.15
1Go RAM Java 1.5.0 11
UoB RM AS3 Intel P4 1,8GHz Fedora Core 4
10.195.0.5 1Go RAM Kernel 2.6.17
Javal.4.2 10
UoC RM AS Intel P4 3,00GHz Debian
10.202.0.101 512 Mo RAM Kernel 2.6.8
Java 1.4.2 04

Tableau 13 : Description des machines

Pour évaluer les performances du systeme, en plgticdes RM, nous avons développé un
outil qui permet de générer des requétes de résmmvae ressources. Cet outil est
paramétrable en termes de :

* nombre de requétes (unidirectionnelles) par secpnde
e duréedutest;
* QoS requise.

Pour ces tests, nous avons émulé le RA (a padiré@iltats de mesures sur des équipements
réels et utilisés également pour d’autres testatdétans le [D523]) :

* la réponse pour le contrdle d’admission est moééligar une loi exponentielle de
moyenne 50 millisecondes ;
» la configuration des équipements suit une loi egntielle de moyenne 700 msec.
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4.3.5.2. Résultats et analyse

Les figures suivantes illustrent les résultats wbs$epour les tests effectués entre LAAS et
UoB d’une part et entre LAAS et UoC d’autre part.

La Figure 80 et la Figure 81 fournissent le tem@séponse entre I'envoi de la requéte et la
réception de la réponse. Ce temps inclut le tengpsaitement sur chaque RM au long du
chemin de données et le temps de transfert enreRbk La Figure 82 et la Figure 83
donnent le temps d’exécution sur chaque RM.

Nous pouvons constater que le temps d’établissedient session varie entre 1,6 secondes
et 3,7 secondes pour les tests LAAS-UoB et enBeefl2,5 secondes pour les tests LAAS-
UoC.

Remarquons I'évolution faible de la courbe jus@@aequétes par seconde. Pour un nombre
de requétes supérieur, le prototype #4 utilisétrpas suffisamment performant, les requétes
n'ayant plus de réponse ou d’'autres requétes neapbplus étre traitées.

Response Time UoB Response Time UoC
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Figure 80 : RTT LAAS UoB Figure 81 : RTT LAAS UoC

La Figure 82 et la Figure 83 illustre le tempsma&ément dans un RM.

Il est a noter que ce temps est légérement supé&isule premier RM du au fait que
plusieurs opérations qui s’exécutent sur celuiecsant pas effectuées par les autres RM, en
particulier la vérification du CAC de bout-en-bgatr le module « End-to-END CAC », avec
des acces supplémentaires a la base de données RMDB

Le temps de traitement dans les RM est similairasdes deux cas, bien que les
caractéristiques des machines soient différentesisNoouvons en conclure que dans ce
prototype du systéme, le nombre de requétes sugsoptar seconde est de 20.
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Figure 82 : Traitement sur les RM LAAS UoB Figure 83 : Traitement sur les RM LAAS UoC

Ces résultats confirment ceux réalisés par TIDritkédans le délivrable [D523] : le systeme
peut répondre a une charge de 20 requétes pardeecGes tests ont identifié plusieurs
problemes de I'implémentation (mise a I'échellemepatibilité avec les versions Java, non
respect de la spécification) et ont fourni égalemdes recommandations pour les
développements futurs.

4.3.5.3. Conclusion

Suite a ces résultats et aux analyses effectuéeapparu qu’une limite du systéme était liée
a 'implémentation actuelle de NSIS (une nouvebesion sera bientot disponible).

Nous avons décidé de simplifier I'architecture etrémplacer NSIS par un protocole qui
implémente mois de fonctionnalités, basé sur dekete TCP, déja utilisé dans la premiére
version du prototype EuQoS.

Notons que par cette implémentation de la sigrt@isanous ne bénéficions plus des
avantages de NSIS (sécurité, modularité, prototralesactionnel), mais elle nous permet
d’augmenter et analyser le nombre de requétesseéeviation.

Ces tests sont décrits dans les paragraphes ssiivant
4.3.6. Test de performance (sans NSIS)

4.3.6.1. Spécification

Ces tests ont été effectués en deux étapes: 19cah sur la plate-forme du LAAS en
rajoutant un troisieme domaine, et 2) avec I'Ursitér Fédérale de Santa Catarina a
Florianopolis, Brésil (UFSC).

Pour ces tests, la méme topologie a trois domajnesdans les cas précédents a été utilisée.
Les caractéristiques de la machine RM de UFSClesrduivantes : processeur Pentium P4 &
1,8 GHz, 1Go RAM et le systeme d’exploitation LinDebian avec la version du noyau
2.6.18. Les sections suivantes reproduisent lesenéypes de graphiques que pour les tests
précédents (temps de réponse sur le client et tdmpraitement dans le RM).
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4.3.6.2. Résultats et analyse

La Figure 84 et la Figure 85 illustrent le tempétablissement des sessions. Nous pouvons
observer une évolution considérable sur le nomlereeduétes que le RM peut gérer en
parallele.
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Figure 84 : RTT tests locaux Figure 85 : RTT UFSC

Nous remarquons l'arrivée des réponses en un tarfgggeur a 4 secondes (pour les tests en
local) et 4.7 secondes pour les tests avec UFSferatice qui s’explique d’'une part par
I'utilisation d’'une machine plus puissante pouRIEI3 au LAAS, et d’autre part par le délai
plus important entre les machines situées en Freinae Breésil.

Notons que pour une charge moyenne du systemesdesafion, la recommandation ITU-T
[ITU-T-E721] définit la valeur du délai moyen soiutgoour I'établissement des connexions
a : 3 secondes pour les communications localegcénsles pour celles interurbaines et 8
secondes pour les communications internationadssv@leurs pour une charge de 95% sont
respectivement de 6, 8 et 11 secondes).

Concernant le temps de traitement dans chague RMs remarquons qu'il reste dans des
limites acceptables, au dessous de 750 msec peucharge de moins de 125 requétes par
seconde. Les résultats obtenus sont illustrés ldaRgjure 86 et la Figure 87. Pour ces cas,
remarguons également que le traitement dans leigrd®V prend plus de temps que dans
les deux autres RM (pour les mémes raisons quesgaiésentées dans la section 4.4.5).
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Figure 86 : Traitement dans les RM local Figure 87 : Traitement dans les RM avec UFSC

Dans les mémes figures, nous remarquons que lestdepraitement dans les RM ne change
pas de maniére significative entre les tests loeduahkstants.

Nous pouvons également observer que le temps itlieniemt dans les RM est relativement
réduit par rapport au RTT, ce qui nous amene aidéres que la part la plus importante du
délai est introduite par les files d’attente exiséa entre les modules qui communiquent de
maniere asynchrone et par la gestion des threadsiom pas par le traitement (du
CallController en particulier) proprement dit.

4.3.6.3. Conclusion

Les résultats obtenus lors de ces tests ont rayédéle temps d’attente dans les files
d’attentes (communication asynchrone entre les mesdgestion des pools des threads) était
important. Lors des différents tests ou nous avpaamétré differemment la taille de
certaines files, nous avons remarqué une amébhorates performances au détriment de la
consommation de mémoire.

Une des perspectives immédiates de ces travauweeastvoir cette implémentation ainsi que
le paramétrage de files d’attentes. De plus, disértéressant d’'utiliser une nouvelle version
de la machine virtuelle Java et d’analyser a nouves performances.

Ces remarques nous ont conduit a considérer uneaoutype de test pour évaluer le
CallController seul, sans les modules adjacents.

4.3.7. Tests de performance CallController seul

Cette section a pour but d’évaluer les performamicesnodule CallController en termes de
nombre de requétes traitées simultanément. Nougorslila méme méthodologie et
reproduisons les mémes graphiques que dans leptésédents.

4.3.7.1. Spécification

Nous avons remplacé les modules réels E2ZECAC, DGANGE-M par des modules « stub »
pour ne plus avoir a faire passer les messages eesr modules. Par ailleurs, nous avons
utilisé le méme outil pour envoyer des requétes &allController, en utilisant la méme
implémentation TCP au lieu de NSIS.
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La Figure 88 illustre le scénario de ce test quisanilaire aux précédents : une machine qui
héberge un outil de génération de requétes envagéese RM1.

Generator

Figure 88 : Scénario pour les tests de charge du B@ontroller

4.3.7.2. Résultats et analyse

Nous donnons ici les résultats pour trois échamidllde tests effectués dans des conditions
similaires.

La Figure 89 illustre le temps de réponse pourdénario considéré. Notons qu'il est
possible d’obtenir jusqu'a 200 requétes par secqundescoivent une réponse au dessous de
7 secondes.
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Figure 89 : Temps de réponse charge

Dans la Figure 90, nous analysons le temps deitnaitt dans le CallController.
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Figure 90 : Traitement dans le CallController

La Figure 91 fournit une répartition du délai pdaquel 99% des requétes ont recu la
réponse (ce qu’on appelle quantile 99). Remarqupmes pour une charge jusqu'a 150
requétes par seconde, ce délai est inférieur @ddnses.

Nous pouvons en conclure que dans I'implémentainelle, le CallController est capable
de fournir des résultats acceptables pour une elded.00 requétes par seconde.
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Figure 91 : Quantile 99

4.3.7.3. Conclusion

Les résultats obtenus ont confirmé que le tempsraleement dans le CallController ne
représentait pas une partie importante du temps dettraitement des requétes. La majeure
partie du temps est passé en attendant que leStesggpient traitées dans les files d’attente
entre les modules, les files de traitement desatt¥®u des sockets.

Une des perspectives immédiates qui se dégage ast d’améliorer le mode de
communication inter-module.
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4.3.8. Conclusion sur I'ensemble des tests
Nous avons présenté dans cette section trois tigessts :

» des tests fonctionnels ont tout d’abord été réamlisér la plate-forme du projet
EuQoS entre le LAAS et d’autres partenaires (TIDCUWUT, UoB) :

* dans un premier temps, le systeme a été integiépbdye sur ces sites ;

* ensuite, différents tests ont permis de validerdmportement du systeme en jouant
plusieurs types de scénarios (voir Tableau 10).

» des tests sur la QoS offerte suite a la signabisatiise en place dans I'architecture
EuQoS ont ensuite été effectués :

» des tests spécifiques entre paires de partenamest® effectués en fonction de la
technologie sous jacente. Nous avons illustrédsts tréalisées entre LAAS et WUT
avec une application adaptée pour prendre en coleptdasses de services EuQoS
(jeu interactif avec des contraintes temps réehufNavons montré qu’en présence
du trafic en arriére-plan, les flux EuQoS qui aigarvé les ressources sont protégés
par rapport aux flux « best-effort ».

» des tests de performance pour étudier le comportedela signalisation vis-a-vis
de la mise a I'échelle ont enfin été effectués :

» divers problémes ont été identifiés au niveau ideplémentation actuelle qui ont un
impact sur les performances du systeme, en paeicall niveau de la gestion des
threads, de la mémoire et des files d’attente.

L’ensemble de ces tests a permis d'évaluer l'aechire EuQoS. L'intégration et le
déploiement sur une plate-forme distribuée ontdéalie fonctionnement du systeme en
termes de performance (nombre de requétes de saraittes simultanément), QoS assurée
dans le réseau. De plus, plusieurs applicationgtérdaptées et intégrées en EuQoS.

4.4. Conclusion

Ce chapitre a suivi une démarche incrémentale dénvalider le fonctionnement de
I'architecture de signalisation dans le cadre dyghEuQoS.

Dans un premier temps, nous avons effectué dedaions a I'aide de I'outil TAUG2 qui
offre une fonctionnalité de jeu des scénarios. €hesllations nous ont permis de faire une
validation fonctionnelle de I'architecture protoaié et ainsi de préciser un squelette pour
'implémentation en Java.

Dans un deuxiéme temps nous avons détaillé I'imetéation ainsi que le format des
messages échangés entre les CallControllers désedils RM. Nous avons insisté sur les
fonctionnalités de différents prototypes implémentians le cadre du projet EuQoS, en
particulier ceux du CallController et de ses irdeds avec les modules adjacents.

Par la suite, nous avons déployé cette implémentatir une plate-forme de tests qui a été
interconnectée par GEANT a d’autres sites dansrdgetppEuQoS. Sur chaque site un ou
plusieurs domaines ont été créés en s’appuyantdiserses technologies. Nous avons
effectué des tests de performance, pour le RMust gpécifiguement pour le CallController.
Nous avons mis en évidence l'importance des paraséde I'implémentation (files
d’'attente, nombre de threads, parameétres de I'¢wddusur l'efficacité du processus
d’'invocation des ressources. Ceci nous a permis pdéeciser les limitations de
'implémentation actuelle et de caractériser lestgs les plus significatives pour
I'amélioration du prototype.
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Nous avons montré eégalement un exemple d’intégrati@c une application temps réel (jeu
distribué) qui a été modifiée pour I'adapter autéyee EuQoS. Ces tests ont été effectués
entre le LAAS et WUT en Pologne sur un réseau @add/i-Fi, en utilisant une classe de
service de bout-en-bout EuQoS, RTinteractive. Gemis a permis de vérifier le bon
fonctionnement du systéme suite a la signalisagbra la réservation mises en place,
notamment pour la protection du trafic réservérppport aux flux standard (best-effort).
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Les progrés technologiques de linformatique et d&g&communications ont favorisé
'apparition de nouveaux types d’application. Papondre aux besoins et contraintes de ces
applications ainsi que dans un souci d’offrir des/Ees évolués, les communautés réseaux
et télécommunication ont initié des nouvelles aio

 L'IETF a proposé deux architectures IntServ et #gasDiffServ pour la prise en
compte de plusieurs services au hiveau IP ;

» Plusieurs propositions ont visé également I'adaptades couches hautes (Transport
et Application) de I'architecture TCP/IP pour répoe au mieux aux besoins ;

* Plus récemment, dans le monde des téléecommunisatiore nouvelle approche
d’architectures de communication connait une e#fecence remarquable : les
réseaux de nouvelle génération (Next Generatiowdit- NGN). Ces architectures
se déclinent suivant I'organisme de standardisatiob-T, 3GPP, ETSI-TISPAN)
et reposent sur des protocoles existants en insadudes nouvelles fonctionnalités
pour l'introduction des nouveaux services.

» Plusieurs projets de recherche aux Etats-Unis &ugape ont essayé d'intégrer les
évolutions précédentes dans le but d'offrir dediéectures de communication avec
des garanties de QoS dans un environnement plo®os hétérogéne.

Le dénominateur commun de ces propositions esttiaohspar la nécessité d'une
signalisation pour la mise en place des garante€dS. A présent, les propositions de
gestion de la QoS dans un environnement multi-doensliiappuient sur plusieurs modeles, le
plus générique étant celui qui repose sur le cdndepBandwidth Broker étendu. La
coopération entre ces Bandwidth Brokers au longctamin impose également une
signalisation, plus particuliere, découplée du dnede données. Nos travaux s’inscrivent
dans ce modéle et visent a répondre aux besoirggdalisation et provisionnement de
service dans I'Internet multi-domaine et multi-teologie.

. Bilan

Les contributions apportées par ces travaux ontrégentées en plusieurs étapes :

e Dans un premier temps nous avons proposé une @olptur une signalisation
complétement découplée du chemin de données ediéentrdle d’admission et au
provisionnement. Nous avons défini et spécifié ecatblution en UML afin de
réserver les ressources dans un contexte multiidemalous avons présenté les
fonctionnalités nécessaires pour son intégratiogc ales mécanismes de contrble
d’admission ou de configuration des équipementsa@sainsi que les messages
échangeés entre les entités impliquées.

+ Dans un deuxieme temps, nous avons présenté umpesiion de signalisation
hybride dans le cadre des travaux du groupe NSExt(I$tep In Signaling) de
I'ETF. Cette proposition, menée en collaboratieeal Université de Coimbra vise
a répondre au probleme d’hétérogénéité des domaginasplantent ou non la suite
des protocoles NSIS. Cette solution s’integre damshitecture NSIS et prend en
compte donc l'interopérabilité des domaines NSIBoet-NSIS.

* Par la suite nous avons présenté une étude poder'son de cette signalisation
dans un environnement mobile (en détaillant ledigafions de trois scénarios sur le
protocole initial).
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* Nous avons proposé ensuite un modele de provisioanedynamique qui a pour
objectif la découverte des services disponibletoag du chemin de données et de
choisir une concaténation des ces services quidpem compte des critéres
d’optimisation des préférences orientées utilisataw fournisseur. Cette solution
vise a trouver les classes de services disponiblgs chagque domaine, a en
sélectionner une concaténation qui répond au meawx besoins applicatifs, et
ensuite a réserver les ressources pour le serinse abtenu. Nous avons proposé
une formalisation et nous avons comparé notre isoluvec celle classique qui
choisit en premier une classe de service et essag@te de réserver les ressources
pour cette classe sur tous les domaines.

* Nous avons montré par la suite comment les deumipres propositions ont été
intégrées dans le cadre d’'une architecture a Qaplexe, celle du projet européen
EuQoS. Apres avoir introduit I'architecture et @cepts généraux du projet, nous
avons décrit les contributions apportées : paditgm a la conception et a la
spécification du systeme, définition d'une partiesdnterfaces, implémentation
d’'une partie des composants, déploiement sur uake-fiirme paneuropéenne, et
enfin tests, validation et démonstration des pypkes réalisés.

[I. Perspectives

Ces travaux ouvrent la voie a diverses perspectieegecherche liées a I'extension de nos
contributions sur la signalisation. Nous dégagedesix types de perspectives: des
perspectives immédiates qui dérivent directemerst cks travaux et des perspectives a
moyen et plus long terme qui visent a intégrer dapger nos propositions a des architectures
standard (telles que les NGN par exemple).

Les perspectives immédiates des travaux préseatsssogtte thése sont :

e de revoir I'implémentation actuelle de plusieursdules de I'architecture EuQoS)
afin d’améliorer les performances du systeme. L@scipaux points a considérer
concernent principalement I'implémentation desétdhts protocoles et interfaces
entre les modules, et le traitement des requétstiép des threads, de la mémoire,
dimensionnement des files d’attente, etc.) ;

« d’étendre l'intégration avec NSIS, a I'lETF. Lastibn actuellement étudiée dans le
groupe de travail NSIS a pour objectif de fourmesolution couplée au chemin de
données. Par la suite, cette proposition intégiesaoptions pour la participation a la
signalisation des entités telles que les contréleler ressources (de type Bandwidth
Broker) ;

o d’aborder le contexte hétérogene le plus généralinbégrant les domaines
surprovisionnés qui ne participent pas directenaemtregles de signalisation ou ne
sont pas conformes avec notre modele de gestida @®S. Une telle intégration
apporterait un niveau supplémentaire d’hétérogéragitmodele d’Internet ;

» de finaliser I'intégration de la signalisation pogge dans un environnent mobile.

A plus long terme, les principales perspectives son

* la possibilité d’accroitre l'interaction entre ldgférentes couches de I'architecture
multi-niveaux en associant les informations deschea hautes avec celles de I'état
du réseau. Par exemple, I'intégration globale étdluation des nouveaux services
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offerts par des protocoles de transport tels queCBCSCTP ou ETP et les
protocoles de routage serait une des pistes aarvalu

» lintégration de la signalisation proposée dans comtexte de multicast réseau.
Rappelons que dans le cadre d’EuQoS, le systemgrentine solution de multicast
applicatif, de type pair-a-pair qui utilise les ragismes de réservation proposés dans
I'architecture du projet. Ceci peut étre étudiesgblusieurs angles, suivant que les
destinataires recoivent ou non la méme QoS ;

* la prise en compte des problemes de sécurité.dralssation qui s’appuie sur NSIS,
hérite des mécanismes offerts par celui-ci (TLSan$port Layer Security, IPSec -
IP Security). D’autre part, de plus en plus de frommalités telles que les NAT
(Network Address Translation) ou les Pare-feuxdivall) doivent étre prises en
compte et sont donc a intégrer dans I'architecture.
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RESUME

Depuis quelques années, les évolutions technolegiganjointes dee et des télécommations
ont conduit & une modification substantielle deswcwinications et des réseaux. Une des conséqueaassd
progrés est la convergence vers une infrastructoigue de transfert de données. Porté par sonajgpeinent
continu, I'Internet (IP) se révéle comme solutiowup l'interconnexion des différentes technologies
hétérogenes, petite ou grande distance, fixe ouilespblinfrastructure globale pour tout type de
communication. De ce contexte résulte la problégnatigénérale de nos travaux qui est de définieehelttre
en ceuvre des nouveaux meécanismes, protocolesleteatores pour répondre aux besoins des applitatio
émergentes. Nos contributions s’inscrivent danthéene de la maitrise de la garantie de la QuaditSetvice
(QoS) de bout en bout dans un environnement Irttdwet€rogéne a plusieurs niveaux : multi domainglfim
technologie et multi service. Nous adressons leihedes nouvelles architectures en signalisatiderin
domaine couplée au provisionnement et au contr@dnussion pour répondre aux besoins du traficest d
services actuels. Dans ce cadre, nous avons pérticia conception, I'implémentation, le déploiemanla
validation de l'architecture du projet européen IBIQoS (« End-to-end Quality of Service supportrove
heterogeneous networks »).

MOTS CLE : Qualité de service, signalisation, architectunégrnet hétérogéne

Conception and validation of a signalling architeaire for Quality of Service guarantees over
the multi-domain, multi-technology and multi-service Internet

Abstract

During the last years, computer science and telemamtations joint technological evolutions led to a
perspective change in the area of communicatiodsatworks. One of the consequences of this predsahe
convergence towards a sole infrastructure for datdange. Due to its continuous development, Iete(if)
appears as the solution for interconnecting differeterogeneous technologies, short or long distafixe or
mobile, the global infrastructure for communicatidgransport. Internet supports many new types of
applications: dynamic, multimedia, real time, disited, potentially multi-user, mobile, such asceobver IP
(VolP), video on demand (VoD), visio conferencderactive games, etc. The general concerns addrésse
our work result from this context. Our objectivetésdefine and implement new mechanisms, protoants
architectures to answer the needs of emergentcapiplts. Our proposals contribute to masteringethe-to-
end Quality of Service (QoS) in a multi-level hegeneous environment, by addressing the currertt oke
inter-domain signalling coupled with provisioningdaadmission control, to meet the traffic requiratse In
this context, we participated in the design, depelent, deployment and validation of the architectlefined
within the European project IST EuQoS (“End-to-eQuiality of Service support over heterogeneous
networks”).
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