
Complements

In this chapter, we include results that complement those in the previous two chapters. In
Section 8.1, we provide the minimax excess risk for Gaussian linear density estimation in the
well-specified setting, which relates to the result obtained in Chapter 7 for the SMP in the
general misspecified setting; we also compare this risk to that of the best proper estimator
(namely, the MLE) in high dimension. In Section 8.2, we complement the minimax lower
bound for least squares in Chapter 6 by a lower bound on the Bayes risk under isotropic
Gaussian prior for arbitrary signal-to-noise ratio; this amounts to a general lower bound
for Stieltjes transforms of empirical spectral distributions of random vectors with identity
covariance.
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In this complement, we determine the minimax excess risk for predictive (conditional) density
estimation with respect to the linear Gaussian model in the well-specified case, which was
referred to in Section 7.4.1 of Chapter 7 as well as Section 1.4.5 of the introduction.

Specifically, the setting is that of conditional density estimation, see Section 1.4 as well as
Chapter 7. Here, the space of covariates is X = Rd, the response lies in Y = R. The considered
(conditional) model is the Gaussian linear model, given by the conditional densities of the form

F =
{
fβ(·|x) := N (〈β, x〉, σ2) : β ∈ Rd

}
, (8.1)

where we set the base measure on Rd to be µ(dy) = (2π)−d/2dy and identify densities with
respect to µ with the corresponding densities. Here, σ2 is fixed, and without loss of generality
we assume that σ2 = 1. Finally, we consider in this section the well-specified case, where the
true conditional distribution of Y given X belongs to the class F . The results here (and their
proof) are similar in spirit to those of Chapter 6 on regression with square loss.

Setting. We assume that (X1, Y1), . . . , (Xn, Yn) are i.i.d. samples from a distribution P ,
such that the conditional distribution of Y given X belongs to the class F , i.e. such that Y =
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8.1. GAUSSIAN LINEAR DENSITY ESTIMATION

〈β∗, X〉 + ε where ε|X ∼ N (0, 1). Hence, the corresponding set of distributions P of (X,Y )
is characterized by the distribution PX of covariates X, and is denoted P := PGauss(PX , 1)
(with the notation of Chapter 6). Recall from Sections 1.1.1 and 1.4 of the introduction that
the risk of a conditional density g is

R(g) := E[`(g, (X,Y ))] = E[− log g(Y |X)] ,

where ` denotes the logarithmic loss. Also, the minimax excess risk is by definition

E∗n(PX) := inf
ĝn

sup
P∈P

E[E(ĝn)] = inf
ĝn

sup
P∈P

{
E[R(ĝn)]− inf

β∈F
R(fβ)

}
, (8.2)

where ĝn spans all estimators of Y given X. In what follows, we assume that E[‖X‖2] < +∞
and that the covariance matrix Σ = E[XX>] is invertible.

Main result. Theorem 8.1 below provides the minimax risk, as a function of the distribution
PX of covariates.

Theorem 8.1. If the distribution PX is degenerate (in the sense of Definition 6.1, Chapter 6)
or if n < d, then the minimax risk (8.2) is infinite. If PX is non-degenerate and n > d, then
the minimax excess risk (8.2) in the well-specified case is given by

1

2
E
[

log
(
1 + 〈(nΣ̂n)−1X,X〉

)]
=

1

2
E
[
− log(1− ̂̀n+1)

]
, (8.3)

where ̂̀n+1 = 〈(nΣ̂n+Xn+1X
>
n+1)−1Xn+1, Xn+1〉 denotes the leverage score of the point Xn+1

in the sample X1, . . . , Xn+1. This minimax risk is achieved by the Bayes predictive posterior
under uniform prior on Rd, namely

ĝn(·|x) = N (〈β̂LS
n , x〉, (1 + 〈(Σ̂n)−1x, x〉)) ,

where β̂LS
n is the OLS estimator.

First, it is worth noting that, as in the case of least-squares regression (Theorem 6.2,
Chapter 6), the minimax excess risk in density estimation is characterized by the distribution
of statistical leverage scores: the more uneven they are, the higher the minimax risk.

Second, the minimax risk in the well-specified case (Theorem 8.1) is precisely half the
worst-case risk of the SMP estimator in the general misspecified case (Theorem 7.4 in Chap-
ter 7). This implies in particular that the minimax risk in the misspecified case is at most
twice that in the well-specified case.

High dimension and suboptimality of proper estimators. By convexity of the function
u 7→ − log(1 − u), and since E[̂̀n+1] = d/(n + 1) under the conditions of Theorem 8.1 (see
Section 6.2.2), for every distribution PX , the minimax risk (8.3) is at least

E∗n(PX) > −1

2
log
(
1− E[̂̀n+1]

)
= −1

2
log
(

1− d

n+ 1

)
.

On the other hand, by concavity of the log function, the minimax risk (8.3) is smaller than

1

2
log
(

1 + E
[
〈(Σ̂n)−1X,X〉

])
=

1

2
log
(

1 + E
[
Tr(Σ̃−1

n )
])

;
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when the features are Gaussian, namely X ∼ N (0,Σ), we have E[Tr(Σ̃−1
n )] = d/(n − d − 1)

for n > d+ 1 (Breiman and Freedman, 1983), so that

E∗n(PX) 6
1

2
log
(

1 +
d

n− d− 1

)
= −1

2
log
(

1− d

n− 1

)
.

In particular, in the high-dimensional asymptotic regime where n, d→∞ while the “hardness”
of the problem is fixed, namely d/n → γ ∈ (0, 1) (if γ > 1, the minimax risk is infinite by
Theorem 8.1), both the above distribution-independent lower bound and the upper bound for
Gaussian covariates converge to the same limit, namely

1

2
log
(

1 +
γ

1− γ

)
= −1

2
log(1− γ) . (8.4)

As in the least-squares problem (Chapter 6), Gaussian covariates are almost the “easiest”
covariates in terms of minimax risk in high dimension, owing to the fact that the distribution
of leverage scores converges to a Dirac mass at γ.

In addition, when restricting to proper (within F) conditional distributions, the problem
is equivalent to least-squares regression, with square loss `(β, (x, y)) = 1

2(y− 〈β, x〉)2 (see e.g.
Section 7.3.2). In particular, by the results in Section 6.2, the minimax proper estimator is
the MLE f̂n(·|x) = N (〈β̂LS

n , x〉, 1), with risk

E[Tr(Σ̃−1
n )]

2n
>

d

2(n− d+ 1)
.

In particular, if d/n→ γ, this quantity is asymptotically at least γ/(2(1− γ)), with equality
in the case of Gaussian covariates. This limiting risk is strictly larger than the one for general
(improper) estimators (8.4). Hence, even when the true distribution belongs to the model,
using improper estimators can be advantageous in high dimension. This contrasts with the
asymptotic optimality of the MLE in the classical regime where d is fixed while n → ∞,
and complements the results of Chapter 7 which highlight the degradation of the MLE under
model misspecification.

Proof of Theorem 8.1. The proof of Theorem 8.1 follows from similar arguments as that
of Theorem 6.1, hence we only highlight the part that differs. The main difference is the
computation of the risk of Bayes estimators under Gaussian prior.

Lemma 8.1 (Risk of Bayes predictive posteriors). Let λ > 0. The Bayes predictive posterior
under Gaussian prior Πλ = N (0, (λn)−1Id) on β∗ is

ĝλ,n(·|x) = N
(
〈β̂λ,n, x〉, 1 + n−1〈(Σ̂n + λId)

−1x, x〉
)
, (8.5)

where β̂λ,n denotes the Ridge estimator (6.33); when PX is non-degenerate and n > d, the
above is well-defined for λ = 0 and equals ĝn. Then, if λ > 0 or if the previous conditions
apply, we have, assuming that Y = 〈β∗, X〉+ ε with ε|X ∼ N (0, 1),

E[E(ĝλ,n)] =
1

2
E
[

log
(
1 + n−1〈(Σ̂n + λId)

−1X,X〉
)]

+
λ2

2
· E
[

〈(Σ̂n + λId)
−1X,β∗〉2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
− λ

2
· E
[

n−1〈(Σ̂n + λId)
−2X,X〉

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
. (8.6)
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8.1. GAUSSIAN LINEAR DENSITY ESTIMATION

Proof of Lemma 8.1. A standard computation shows that the posterior distribution Π̂λ on
β∗ ∈ Rd is N (β̂λ,n, n

−1(Σ̂n + λId)
−1). The predictive posterior given x ∈ Rd is then the

distribution of Yx ∼ N (〈β, x〉, 1), where β ∼ Π̂λ. Now, β = β̂λ,n + n−1/2(Σ̂n + λId)
−1/2Z,

where Z ∼ N (0, Id), while Yx = 〈β, x〉 + ε with ε ∼ N (0, 1) independent of Z. Hence,
Yx = 〈β̂λ,n, x〉+n−1/2〈(Σ̂n+λId)

−1/2Z, x〉+ε is Gaussian (conditionally on β̂λ,n, Σ̂n) with mean
〈β̂λ,n, x〉 and variance Var(ε) + Var(n−1/2〈(Σ̂n +λId)

−1/2x, Z〉) = 1 +n−1‖(Σ̂n +λId)
−1/2x‖2,

i.e. Yx ∼ ĝλ,n.
First, consider a conditional density of the form g(·|x) = N (µ(x), σ2(x)), so that g(y|x) =

σ(x)−1 exp(−[y − µ(x)]2/[2σ2(x)]). We have, for every (x, y) ∈ Rd ×R,

`(g, (x, y)) =
1

2
log σ2(x) +

1

2σ2(x)
(y − µ(x))2 ,

so that

R(g) =
1

2
E
[

log σ2(X)
]

+
1

2
E
[

(Y − µ(X))2

σ2(X)

]
In particular, this risk is minimized by g(·|x) = N (〈β∗, x〉, 1), for which it equals 1/2. Hence,
in the case of ĝλ,n, we get

2E[E(ĝλ,n)] = E[log(1+n−1〈(Σ̂n+λId)
−1X,X〉)]+E

[
(Y − 〈β̂λ,n, X〉)2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
−1. (8.7)

Now, we have

E
[

(Y − 〈β̂λ,n, X〉)2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
= E

[
(〈β̂λ,n − β∗, X〉 − ε)2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
= E

[
〈β̂λ,n − β∗, X〉2 + 1

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
(8.8)

= E
[
E[〈β̂λ,n − β∗, X〉2|X1:n, X] + 1

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
(8.9)

whereX1:n = (X1, . . . , Xn) and (8.8) comes from the fact that, conditionally on (X1:n, Y1:n, X),
ε is centered with unit variance. Now since

β̂λ,n = (Σ̂n + λId)
−1 · 1

n

n∑
i=1

YiXi = (Σ̂n + λId)
−1Σ̂nβ

∗ + (Σ̂n + λId)
−1 · 1

n

n∑
i=1

εiXi ,

we have

〈β̂n − β∗, X〉 =
1

n

n∑
i=1

εi〈(Σ̂n + λId)
−1Xi, X〉 − λ〈(Σ̂n + λId)

−1β∗, X〉 ,

so that, using that E[εi|X1:n, X] = 0 and E[ε2
i |X1:n, X] = 1,

E[〈β̂λ,n − β∗, X〉2|X1:n, X] =
1

n2

n∑
i=1

〈(Σ̂n + λId)
−1Xi, X〉2 + λ2〈(Σ̂n + λId)

−1β∗, X〉2

=
1

n
〈(Σ̂n + λId)

−1Σ̂n(Σ̂n + λId)
−1X,X〉+ λ2〈(Σ̂n + λId)

−1X,β∗〉2.
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Plugging this into (8.9), we get

E
[

(Y − 〈β̂λ,n, X〉)2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
− 1

= E
[
n−1〈(Σ̂n + λId)

−1Σ̂n(Σ̂n + λId)
−1X,X〉+ λ2〈(Σ̂n + λId)

−1X,β∗〉2 + 1

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
− 1

= E
[
n−1〈(Σ̂n + λId)

−1Σ̂n(Σ̂n + λId)
−1X,X〉+ λ2〈(Σ̂n + λId)

−1X,β∗〉2 − n−1〈(Σ̂n + λId)
−1X,X〉

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
= λ2 · E

[
〈(Σ̂n + λId)

−1X,β∗〉2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
− λ · E

[
n−1〈(Σ̂n + λId)

−2X,X〉
1 + n−1〈(Σ̂n + λId)−1X,X〉

]
,

which together with (8.7) establishes Lemma 8.1.

In particular, when PX is non-degenerate and n > d, we obtain by setting λ = 0 in
Lemma 8.1:

E[E(ĝn)] =
1

2
E
[

log
(
1 + 〈(nΣ̂n)−1X,X〉

)]
=

1

2
E
[
− log(1− ̂̀n+1)

]
,

where the second inequality comes from the Sherman-Morrison identity (Horn and Johnson,
1990), see Lemma 6.1. This establishes an upper bound on the minimax risk.

A matching lower bound on the minimax risk (including in the case where PX is degenerate
or n < d) is then obtained similarly to Theorem 6.1, from the following:

Corollary 8.1 (Bayes risk under Gaussian prior). Let λ > 0. Then, the Bayes optimal risk
under Gaussian prior Πλ = N (0, (λn)−1Id) equals

1

2
E
[

log
(
1 + n−1〈(Σ̂n + λId)

−1X,X〉
)]
.

Proof. Let L(β∗, f̂n) = Eβ∗ [E(f̂n)] denote the Kullback-Leibler expected excess risk of the
estimator f̂n under the distribution Pβ∗ , namely when Y |X ∼ N (〈β∗, X〉, 1). The Bayes
optimal estimator under prior Πλ and under Kullback-Leibler loss is simply the predictive
posterior (Berger, 1985; Lehmann and Casella, 1998), which is ĝλ,n. Hence, we have

inf
f̂n

Eβ∗∼Πλ [Eβ∗ [E(f̂n)]] = Eβ∗∼Πλ [L(β∗, ĝλ,n)]

=
1

2
E
[

log
(
1 + n−1〈(Σ̂n + λId)

−1X,X〉
)]

+

+
λ2

2
· Eβ∗∼Πλ

[
EX1:n,X

[
〈(Σ̂n + λId)

−1X,β∗〉2

1 + n−1〈(Σ̂n + λId)−1X,X〉

]]
− λ

2
· E
[

n−1〈(Σ̂n + λId)
−2X,X〉

1 + n−1〈(Σ̂n + λId)−1X,X〉

]
Now, by Fubini’s theorem and since

Eβ∗∼Πλ

[
〈(Σ̂n + λId)

−1X,β∗〉2
]

= Eβ∗∼Πλ

[
X>(Σ̂n + λId)

−1β∗(β∗)>(Σ̂n + λId)
−1X

]
= X>(Σ̂n + λId)

−1Eβ∗∼Πλ [β∗(β∗)>](Σ̂n + λId)
−1X

= (λn)−1X>(Σ̂n + λId)
−1(Σ̂n + λId)

−1X

= (λn)−1〈(Σ̂n + λId)
−2X,X〉 ,

the second and third terms of the above sum compensate. This proves Corollary 8.1.

305



8.2. A MARCHENKO-PASTUR LOWER BOUND ON STIELTJES TRANSFORMS

8.2 A Marchenko-Pastur lower bound on Stieltjes transforms
of ESDs of covariance matrices

In this section, we let X be a random vector in Rd, with unit covariance: E[XX>] = Id.
Given n i.i.d. variables X1, . . . , Xn distributed as X, define the sample covariance matrix as

Σ̂n :=
1

n

n∑
i=1

XiX
>
i . (8.10)

Σ̂n is a symmetric, positive semi-definite d × d matrix. Let λ1(Σ̂n) > . . . > λd(Σ̂n) denote
the (ordered) eigenvalues of Σ̂n, and denote λ̂j,n = λj(Σ̂n) for 1 6 j 6 d. The empirical
spectral distribution (ESD) of Σ̂n is by definition the distribution µ̂n = (1/d)

∑d
j=1 δλ̂j,n , with

cumulative distribution function

F̂n(x) =
1

d

d∑
j=1

1(λ̂j,n 6 x)

for x ∈ R. The celebrated Marchenko-Pastur theorem (Marchenko and Pastur, 1967) states
that, if X ∼ N (0, Id), as d, n → ∞ while d/n → γ ∈ (0, 1), the ESD µ̂n converges almost
surely in distribution to the Marcenko-Pastur distribution µMP

γ , with density

x 7−→
√

(bγ − x)(x− aγ)

2πγx
· 1(aγ 6 x 6 bγ)

with respect to the Lebesgue measure, where aγ = (1 − √γ)2 and bγ = (1 +
√
γ)2. This

behavior has a form of universality, in the sense that it remains true whenever the coordinates
of X are independent, centered and with unit variance (Wachter, 1978; Yin, 1986). On the
other hand, the independence assumption that underlies this “universal” behavior is quite
strong, especially in high dimension where it implies a very specific “incoherent” geometry for
the Xi’s (including near-constant norm and pairwise orthogonality, see Section 1.3.2).

In this section, we show a form of extremality of the Marchenko-Pastur distribution among
ESDs of empirical covariance matrices of general (unit covariance) random vectors in Rd.
Define the Stieltjes transform Sµ : R∗+ → R of a probability distribution µ supported on R+

by

Sµ(λ) :=

∫
R

(x+ λ)−1µ(dx) .

The Stieltjes transform (extended to λ ∈ C \ R−) plays an important role in the spectral
analysis of random matrices, and in particular in the proof of the Marchenko-Pastur law
(Bai and Silverstein, 2010). Also, define the expected ESD µ̄n = E[µ̂n] (such that µ̄n(A) =
(1/d)

∑d
j=1 P(λ̂j,n ∈ A) for every measurable subset A of R) and its cumulative distribution

function F̄n(x) := E[F̂n(x)] = (1/d)
∑d

j=1 P(λ̂j,n 6 x). Our main result is the following:

Theorem 8.2 (Marchenko-Pastur lower bound). Let X be a random vector in Rd such that
E[XX>] = Id. Then, the expected Stieltjes transform of the ESD µ̂n is lower bounded in terms
of that of the Marchenko-Pastur distribution µMP

γ′ with γ′ = d/(n+ 1). Specifically, for every
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λ > 0, denoting λ′ = [n/(n+ 1)]λ,

Sµ̄n(λ) =
1

d
E
[
Tr
{

(Σ̂n + λId)
−1
}]
>

n

n+ 1

−(1− γ′ + λ′) +
√

(1− γ′ + λ′)2 + 4γ′λ′

2λ′γ′

=
n

n+ 1
SµMP

γ′
(λ′) . (8.11)

In particular, if n, d → ∞ with d/n → γ ∈ (0, 1), lim infn→∞ infPX Sµ̄n(λ) > SµMP
γ

(λ) for
every λ > 0.

Theorem 8.2 states that the Marchenko-Pastur law, which is a limiting distribution of
ESDs of vectors with independent coordinates, also provides a non-asymptotic lower bound
(in terms of associated Stieltjes transforms) for ESDs of general random vectors in Rd.

Before giving the proof of Theorem 8.2 (which is elementary and relies on a combination of
the Sherman-Morrison formula with a fixed-point argument), let us indicate some consequences
for least-squares regression and Gaussian linear density estimation.

Let us fix a distribution PX of covariates X such that Σ := E[XX>] is invertible. For σ2 >
0, consider the statistical model P = PGauss(PX , σ

2) = {P(X,Y ) : Y |X ∼ N (〈β∗, X〉, σ2), β∗ ∈
Rd}. For λ > 0, define the prior distribution Πλ = N (0, σ2/(λn)Σ−1) on β∗. Πλ has constant
density on the sets {β∗ ∈ Rd : ‖β∗‖Σ = t} of constant signal strength ‖β∗‖Σ = E[〈β∗, X〉2]1/2.
Let us also define the signal-to-noise ratio (SNR) η2 = η2(λ) := Eβ∗∼Πλ [‖β∗‖2Σ]/σ2 = d/(λn).

Corollary 8.2 (Lower bound on Bayes risk in regression in terms of SNR). Let λ > 0, and
η := η(λ) be the corresponding SNR. Then for every distribution PX such that E[XX>] =
Σ, the Bayes optimal risk Bd,n(PX , η, σ

2) under prior Πλ for prediction under square loss
`(β, (x, y)) = (y − 〈β, x〉)2 is lower bounded as

Bd,n(PX , η, σ
2) > σ2 ·

−
(
n+ 1− d+ d/η2

)
+
√

(n+ 1− d+ d/η2)2 + 4d2/η2

2d/η2
. (8.12)

In particular, under the limit scaling n, d → ∞ with d/n → γ ∈ (0, 1), the Bayes risk is
asymptotically lower bounded by

lim inf
n→∞, d/n→γ

inf
PX

Bd,n(PX , η, σ
2) > σ2 ·

−(1− γ + γ/η2) +
√

(1− γ + γ/η2)2 + 4γ2/η2

2γ/η2
.

This lower bound is tight: indeed, when X ∼ N (0,Σ), the Bayes risk converges to this limit;
for fixed λ > 0 this follows from the Marchenko-Pastur law and dominated convergence, see
Bai et al. (2003); Dicker (2016) for rates of convergence. This extends the observation that the
minimax risk is approximately minimized in the case of Gaussian covariates (see Section 6.2.2
of Chapter 6) to the Bayes risk with arbitrary signal strength.

Proof of Theorem 8.2. First, write

Sµ̄n(λ) = E
[ ∫

R
(x+ λ)−1µ̂n(dx)

]
= E

[
1

d

d∑
j=1

(λ̂j,n + λ)−1

]
=

1

d
E
[
Tr
{

(Σ̂n + λId)
−1
}]
.
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Then, denoting ρ := (d/n)Sµ̄n(λ), we have

ρ =
1

n
E
[
Tr
{

(Σ̂n + λId)
−1
}]

= E
[
〈(nΣ̂n + λnId)

−1X,X〉
]

= E
[
〈(nΣ̂n +XX> + λnId)

−1X,X〉
1− 〈(nΣ̂n +XX> + λnId)−1X,X〉

]
(8.13)

>
E
[
〈(nΣ̂n +XX> + λnId)

−1X,X〉
]

1− E
[
〈(nΣ̂n +XX> + λnId)−1X,X〉

] (8.14)

where (8.13) uses the Sherman-Morrison identity, while (8.14) comes from the convexity of
x 7→ x/(1− x). Now, by exchangeability of (X1, . . . , Xn, X), letting λ′ = [n/(n+ 1)]λ,

E
[
〈(nΣ̂n +XX> + λnId)

−1X,X〉
]

=
1

n+ 1
E

[
n+1∑
i=1

〈(
(n+ 1)Σ̂n+1 + λnId

)−1
Xi, Xi

〉]
= E

[
Tr
{(

(n+ 1)Σ̂n+1 + λnId
)−1

Σ̂n+1

}]
=

1

n+ 1
E
[
Tr
{

(Σ̂n+1 + λ′Id)
−1Σ̂n+1

}]
=

d

n+ 1
− λ′ · 1

n+ 1
E
[
Tr
{

(Σ̂n+1 + λ′Id)
−1
}]

>
d

n+ 1
− λ′ρ , (8.15)

where (8.15) comes from the fact that, since (n+ 1)Σ̂n+1 > nΣ̂n,

1

n+ 1
E
[
Tr
{(

Σ̂n+1 + λ′Id
)−1}]

= E
[
Tr
{(

(n+ 1)Σ̂n+1 + λnId
)−1}]

6 E
[
Tr
{(
nΣ̂n + λnId

)−1}]
= ρ . (8.16)

Let γ′ := d/(n+ 1). It follows from (8.14) and (8.15) that ρ satisfies:

ρ >
γ′ − λ′ρ

1− γ′ + λ′ρ
,

which after rearranging (using 1− γ′ + λ′ρ > 0) amounts to

λ′ρ2 + (1− γ′ + λ′)ρ− γ′ > 0 . (8.17)

Since the polynomial of order 2 in ρ in equation (8.17) equals −γ′ < 0 at 0, it has a positive
and a negative root. Since ρ > 0, (8.17) is equivalent to saying that ρ is larger than the
positive root of the polynomial in (8.17), which writes:

ρ >
−(1− γ′ + λ′) +

√
(1− γ′ + λ′)2 + 4γ′λ′

2λ′
. (8.18)

Theorem 8.2 ensues since Sµ̄n(λ) = (n/d)ρ = [n/(n+ 1)]ρ/γ′, while the Stieltjes transform of
the Marchenko-Pastur distribution may be found in Bai and Silverstein (2010, Lemma 3.11).
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CHAPTER 8. COMPLEMENTS

Proof of Corollary 8.2. Up to the changes of variables X̃ = Σ−1/2X and Ỹ = Y/σ, we reduce
to the case where Σ = Id and σ2 = 1. As shown in the proof of Theorem 6.1 (Chapter 6), the
Bayes risk under prior Πλ = N (0, (λn)−1Id) is equal to n−1E[Tr{(Σ̂n+λId)

−1}]. Corollary 8.2
then follows from Theorem 8.2 after substituting for λ′, γ′.
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Conclusion and future work

In this thesis, we studied problems and methods for learning and prediction.
The first part was devoted to Random forest methods, specifically to a variant called

Mondrian forests (MF) introduced by Lakshminarayanan et al. (2014). Our main contribution
was a statistical analysis of this nonparametric procedure, relying on exact computations
of relevant local and global properties of the underlying recursive partitions. We deduced
minimax rates of convergence for both trees and forests; these rates extend results from Arlot
and Genuer (2014) for purely uniformly random forests in dimension one, and highlight an
advantage of forests over single trees by a bias reduction due to smoothing of discontinuities
(Chapter 2). We also amended the original Mondrian forest procedure, which was introduced
for computational reasons (in order to obtain an efficient online algorithm), in order to obtain
an exact procedure with risk guarantees, and experimented with this method in a conditional
density estimation context (Chapter 3).

The second part dealt with sequential prediction with expert advice. Our main contribu-
tion was an analysis of the behavior of the standard exponential weights algorithm, tuned for
the worst-case adversarial setting, in the stochastic setting. We showed that the variant with
decreasing learning rate achieves optimal adaptation to the sub-optimality gap of the stochas-
tic instance in the same way as more sophisticated algorithms, but unlike the latter fails to
adapt to more general Bernstein conditions on losses, and can therefore perform worse in the
presence of near-optimal experts (Chapter 4). We also studied a variant of the problem with
growing expert classes, and designed efficient algorithms with optimal regret in this setting
(Chapter 5).

In the third part, we investigated problems of regression and density estimation, with
an emphasis on linear methods. Our first main contribution was a study of random-design
least-squares prediction, where we considered the minimax excess risk with respect to linear
classes, as a function of the distribution of covariates. We showed that the ordinary least-
squares (OLS) estimator is exactly minimax optimal in the absence of an approximation error,
and asymptotically as d = o(n) in the general case. In addition, we expressed the minimax
excess risk in terms of the distribution of leverage scores, and deduced tight lower bounds for
this problem, highlighting the fact that Gaussian design is nearly most favorable for prediction
in high dimension. We also obtained upper bounds in expectation for the OLS estimator for
non-Gaussian design, under weak distributional assumptions. These latter results relied on
a study of the lower tail and negative moments of sample covariance matrices, for which we
obtained matching upper and lower bounds under a minimal “small-ball” regularity condition
(Chapter 6). Our second main contribution is the introduction of a procedure for statisti-
cal learning under logarithmic loss, which satisfies a general excess risk bound valid under
model misspecification. This procedure, called Sample Minmax Predictor (SMP), is improper
and improves over guarantees achievable by proper (within-model) predictors (which degrade
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under model misspecification) as well as ones obtained through online-to-offline comparison
(whose rates contain additional log n terms, and which cannot achieve uniform bounds over
some unbounded classes), partially answering an open problem from Grünwald and Kotłowski
(2011). We investigated this procedure in detail for conditional density estimation, with com-
parison classes formed by the Gaussian linear and logistic models. For logistic regression,
the SMP is a simple procedure whose predictions can be computed at the cost of two logistic
regressions, and it achieves a fast risk rate under weak assumptions, partly addressing an open
problem from Foster et al. (2018) on efficient algorithms with such guarantees (Chapter 7).
We complemented these results by a minimax analysis of Gaussian linear density estimation
in the well-specified case, showing an advantage of improper estimators even in this case, pro-
vided that the dimension is moderately large. In addition, we established a non-asymptotic
lower bound for the Stieltjes transform of empirical spectral distributions of sample covariance
matrices of general isotropic random vectors in terms of that of the Marchenko-Pastur distri-
bution, which extends the minimax lower bound of Chapter 6 for least-squares regression to
Bayes risks depending on the signal-to-noise ratio (Chapter 8).

This work leaves a number of open questions for future research:

1. The results of Chapter 2 for Mondrian Forests, as well as those of Arlot and Genuer
(2014) for Purely Random Forests, show that for the proposed (stylized) variants of
Random Forests and in the considered regime, the advantage of forests over single trees
lies in a bias reduction. As highlighted in Section 1.5.2 of the introduction, this result
runs counter to the initial motivation for introducing forests, which was to reduce the
variance of the procedure. Indeed, the results on bias reduction suggest to use shallower
trees inside a forest than for single trees, which contrasts with the use of deep, completely
developed individual trees in Random forests (Breiman, 2001a). To the best of our
knowledge, no currently available result justifies the use of fully developed randomized
trees with the parameters for bagging used in practice. One way to investigate this could
be to consider partly randomized but more adaptive partitions, whose splits are partly
data-dependent, and show some variance reduction in this case. This would formalize
the intuition put forward by Breiman (1996) for bagging decision trees, that the data-
dependent choice of splits makes this procedure unstable, so that bagging may reduce
variance.

2. Another way to study this problem, which may be more amenable to precise analysis,
would be to investigate the effect of bagging and features subsampling on simpler meth-
ods. A natural choice is linear predictors with enough variables that they can fit the
dataset (in the same way as fully developed trees), which may be simple enough to be
analytically tractable, yet rich enough that they can convey insights about the behavior
of complex predictors in the interpolating regime, as shown by recent work (Advani and
Saxe, 2017; Liang and Rakhlin, 2018; Bartlett et al., 2019; Hastie et al., 2019; Belkin
et al., 2019; Muthukumar et al., 2019).

3. The bound on the lower tail of covariance matrices of Chapter 6 holds in the regime
where n > 6d (that is, for “tall” rectangular design matrices); while we did not attempt
to optimize the factor 6, our argument does not extend to square of nearly square
matrices with d ∼ n. Extending the bound to this regime (in order to control moments
of the condition number for such matrices) may require refining the proof by using the
techniques from Rudelson and Vershynin (2008, 2009); Tao and Vu (2009b,a).
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4. The non-asymptotic Marchenko-Pastur lower bound of Section 8.2 on Stieltjes trans-
forms of expected ESDs of general empirical covariance matrices can be seen as a form
of extremality of the Marchenko-Pastur distribution among such ESDs. Indeed, it states
that ∫

R
f(x)µ̄n(dx) >

n

n+ 1

∫
R
f(x)µMP

d/(n+1)(dx) (8.19)

for f = fλ : x 7→ (x+λ)−1, for every λ > 0 (and therefore for any positive linear combi-
nation of such functions, which is necessarily convex and in fact totally positive, in the
sense that (−1)pf (p) > 0 for every n > 0). In a restricted and somewhat imprecise sense,
this suggests that the Marchenko-Pastur distribution is essentially the least spread-out
expected ESD given the aspect ratio d/n in high dimension. It would be interesting to
see if this statement could be made more precise, by extending inequality (8.19) (or a
similar one) to a wider subclass of convex functions f .

5. The distribution-free excess risk guarantees for the SMP in Chapter 7 hold in expec-
tation, similarly to those obtained through online-to-batch conversion. It would be
interesting to complement this by a procedure that achieves distribution-free high (ex-
ponential) probability excess risk bounds, for instance in the case of logistic regression.

6. Theorem 7.3 in Chapter 7 shows that the Bayes predictive posterior on the Gaussian
location model under uniform prior equalizes the expected excess risk across all (misspec-
ified) distributions. By local asymptotic normality, we expect this behavior to extend
asymptotically to smooth parametric models with smooth priors. It would be interesting
to see if non-asymptotic distribution-free expected excess risk bounds (similar to those of
the SMP) can be obtained for Bayes predictive posteriors (possibly with a learning rate
smaller than 1) without averaging, for more general exponential families with suitable
(presumably log-concave) priors.

7. Finally, another research direction is to extend or refine the results on the logistic SMP.
One possible direction is to obtain analogous regret guarantees for the online prob-
lem with individual sequences; the sequential analogue of the SMP may be the Se-
quentially Normalized Maximum Likelihood (SNML) algorithm (Roos and Rissanen,
2008; Kotłowski and Grünwald, 2011). Another direction would be to obtain excess risk
bounds (in the batch setting) with logarithmic rather than quadratic dependence on
the norm ‖β‖, similarly to the bound for (computationally expensive) Bayes mixtures
(Kakade and Ng, 2005; Foster et al., 2018) or the Ridge SMP in for the Gaussian linear
model (Proposition 7.3 Chapter 7). In our setting, a technical difficulty arises in the
case of logistic regression due to the use of self-concordance to control the error of the
local quadratic approximation, which prevents using regularization parameters as small
as in the Gaussian case. A last important question is whether fast rates under weak
distributional assumptions such as those of SMP or Bayes mixtures with averaging can
be obtained in a computationally more efficient way, and more generally to better under-
stand the possible tradeoffs between computational efficiency and statistical robustness
to worst-case distributions.
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