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Dans le chapitre précédent il a été montré que lors d’une épidémie, les caractéristiques du paysage 

peuvent avoir de l’influence sur un critère économique (la VAN), en présence ou en absence de 

stratégie de gestion. L’objectif de ce chapitre 3 est de proposer une méthode pour optimiser les 

stratégies de gestion d’une épidémie à l’échelle du paysage, c’est-à-dire identifier les combinaisons 

de paramètres de gestion permettant d’obtenir la VAN la plus élevée possible. Plus spécifiquement, 

nous montrons comment identifier des stratégies de gestion efficaces contre des épidémies de 

sharka sur des paysages caractérisés par différents niveaux d’agrégation des parcelles. 

Pour cela, une première approche d’optimisation basée sur des résultats d’analyses de sensibilité 

permet d’explorer une partie de l’espace des paramètres de gestion et d’identifier des stratégies 

efficaces. Une deuxième approche permettant d’explorer tout l'espace des stratégies possibles a 

ensuite été mise en œuvre pour résoudre notre problème d’optimisation. Pour aller plus loin, nous 

avons également travaillé sur l’optimisation des stratégies de gestion des épidémies lorsque des 

variétés résistantes de pêchers commenceront à être disponibles sur le marché, ainsi que sur la 

répartition optimale de ces variétés résistantes dans le paysage. 

1. Optimisation des paramètres de gestion d’une épidémie grâce à l’analyse 

de sensibilité 

Afin d’identifier des stratégies de gestion efficaces, les résultats des analyses de sensibilité effectuées 

précédemment ont été étudiés. 

Dans un premier temps, pour chaque niveau d’agrégation du paysage, les stratégies conduisant à la 

meilleure VAN dans les analyses de sensibilité ont été sélectionnées. Pour évaluer leur efficacité et 

avoir un aperçu de l’influence du paysage, des simulations ont été réalisées avec ces stratégies sur les 

3 paysages en faisant varier les paramètres épidémiologiques. Cependant, la sélection de ces 

stratégies est dépendante des paramètres épidémiologiques utilisés dans le plan d’échantillonnage 

(le plan d’échantillonnage a été réalisé avec à la fois 23 paramètres de gestion et 6 paramètres 

épidémiologiques, ce qui signifie que la VAN obtenue pour chaque stratégie de gestion dépend des 6 

paramètres épidémiologiques utilisés).  

Dans un deuxième temps, pour contourner cette dépendance aux paramètres épidémiologiques de 

l’analyse de sensibilité, nous avons défini des cas épidémiques (un cas épidémique correspondant à 

une combinaison de gammes de variation des 6 paramètres épidémiologiques).  

Dans chaque type de paysage et pour chaque cas épidémique, la stratégie conduisant à la meilleure 

VAN dans les analyses de sensibilité a été retenue et des simulations ont été réalisées en faisant 
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varier les paramètres épidémiologiques. Pour chaque type de paysage, les 10 meilleures stratégies 

ont ensuite été sélectionnées puis testées sur les autres paysages. Enfin, nous avons retenu les 3 

meilleures stratégies correspondant aux 3 niveaux d’agrégation des paysages. 

Les résultats de ce chapitre sont détaillés dans la dernière partie de l’article 4 présenté dans le 

chapitre précédant. 
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Résultats clés de l’Article 4 (parties 2.4, 3.1 et 3.2) 

ANALYSE DE L'INFLUENCE DE L'AGREGATION DU PAYSAGE SUR LA PROPAGATION 
DES MALADIES POUR AMELIORER LES STRATEGIES DE GESTION 

L’analyse de sensibilité permet d’identifier des stratégies de gestion optimisées 

Les résultats de 3 analyses de sensibilité ont été exploités pour identifier des 

stratégies de gestion efficaces pour 3 paysages différant par leur niveau 

d’agrégation.

Certaines de ces stratégies sont plus efficaces in silico que la stratégie de 

gestion française. 

 
Les stratégies de gestion optimisées dépendent des caractéristiques du paysage 

Des stratégies de gestion optimisées spécifiques à un niveau d’agrégation du 

paysage ont été identifiées. 

Une stratégie générique (efficace pour tous les paysages) a également été 

identifiée, ce qui est important en pratique car il peut être difficile pour les 

gestionnaires du risque de délimiter des zones qui diffèrent par leur niveau 

d'agrégation du paysage. Cette stratégie n’inclut que de très rares interdictions 

de planter de nouveaux vergers (lorsque le taux de contamination dans la zone 

environnante est trop élevé) et très peu d’arrachages de vergers entiers ; par 

ailleurs, elle requiert moins de surveillance des vergers que la stratégie de 

gestion française. 
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2. Optimisation des paramètres de gestion d’une épidémie grâce à un 

algorithme d’optimisation 

L’étude présentée précédemment a montré qu’il est possible d’améliorer les stratégies de gestion 

d’une épidémie grâce aux résultats d’une analyse de sensibilité. Néanmoins, cette méthode est 

limitée par le nombre de combinaisons de paramètres de gestion explorées (310.155 dans notre cas). 

Des stratégies plus efficaces n’ont peut-être pas été testées ; c’est pourquoi une approche 

permettant d'explorer tout l'espace des stratégies possibles a été utilisée. Cette approche 

d'optimisation est basée sur un métamodèle de krigeage. Elle permet d'explorer l'espace des 

stratégies possibles de manière parcimonieuse, et de s’orienter progressivement vers les 

combinaisons de paramètres les plus efficaces économiquement. 

Cependant, pour maximiser l’efficacité de cette approche dans le cadre de notre problème 

d’optimisation, un des défis a été de redéfinir par distorsion l’espace des paramètres (warping), en 

supprimant les combinaisons de paramètres qui caractérisent des gestions identiques. Cette 

méthode est présentée dans l’article 5, qui compare les résultats d’optimisations réalisées avec ou 

sans cette étape de distorsion. Dans le cadre de ma thèse, j’ai contribué à la production des résultats 

et à l’écriture de la partie qui traite de la description du modèle sharka et qui expose la 

problématique et de celle qui analyse la performance de l’étape de distorsion lors de l’optimisation 

de la gestion de la sharka. 

Nous avons ensuite appliqué cette approche au problème de l’optimisation des stratégies de gestion 

de la sharka. Nous avons optimisé la stratégie de gestion de cette maladie sur la base de deux 

critères : la moyenne de la VAN et la moyenne des 10% des VAN les plus faibles. Nous avons réalisé 

des optimisations pour les 3 types de paysages (avec des niveaux d’agrégation des parcelles 

différents, à la fois dans le cas d’épidémies émergentes (faible prévalence avant la mise en place de 

la gestion) et dans le cas d’épidémies installées (forte prévalence avant la gestion). L’approche 

d’optimisation utilisée et les résultats des optimisations sont détaillés dans l’article 6. 
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ARTICLE 5 

Impact of input warping on the Bayesian optimisation of the 

management of a plant disease using a complex epidemiological 

model 
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Impact of input warping on the Bayesian optimisation of the 
management of a plant disease using a complex 

epidemiological model

Victor Picheny · Coralie Picard · Gaël Thébaud

Abstract Optimizing black-box numerical models remains a challenge in many re-
search fields. In this work, we focus on a Bayesian optimization approach, accounting 
for local invariances of the model with respect to its input variables. More precisely, 
we incorporate the prior knowleddge that the model is insensitive to variations of 
some of its input variables when other input variables take a particular value. To this 
end, we propose a new warping technique applied to the parameter space that en-
code the invariances. This approach is tested on a simulation model of sharka disease 
spread and management that exhibits several invariances. We analyze the contribution 
of the warping on the Bayesian optimization of sharka control options. We show that 
the warping step significantly improves the rate of convergence of the BO algorithm.

Keywords Bayesian optimisation, warping, spatio temporal model, sharka

1 Introduction

Mathematical models are increasingly used in many research fields to understand and 
optimize a process. For instance, they are useful in epidemiology to predict epidemics 
and to propose efficient control options [4, 5, 18, 33, 1, 14, 34, 9]. However, these 
epidemiological studies are moslty focused on improving one control option which 
generally depends on only one or two parameters in their model, although various 
control actions are usually applied simultaneously to manage an epidemic. All these 
actions could be jointly optimized but taking into account numerous management
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parameters in an optimization problem can be difficult, especially when the manage-
ment efficiency depends on the interaction between these parameters.

In this study, we analyse a simulation model of sharka disease spread and man-
agement. This disease, caused by a virus transmitted by aphids, is one of the most
damaging diseases of stone fruit trees belonging to the genus Prunus (e.g. peach,
apricot and plum) [3, 25]. Our model includes epidemiological parameters which
vary between simulations, and various landscapes on which the virus can spread,
which means that this model is stochastic. In addition, management parameters al-
low to simulate orchard surveillance. Here, we aim to optimize these management
parameters using a efficient optimization algorithm.

Within the wide range of potential approaches to solve such optimization prob-
lems, black-box optimization methods have proven to be popular in this context [28],
in particular because they are in essence non-intrusive: they only require pointwise
evaluations of the model at hand (output value for a given set of inputs), as opposed
to knowing the underlying mechanisms of the model, structural information, deriva-
tives, etc. This greatly facilitates implementation and avoids developping taylored
algorithms. In this work, we focus more particularly on the so-called Bayesian op-
timization (BO) approaches [17, 30], which are well-suited to tackle stochastic and
expensive models.

In some cases, the user possesses relevant information regarding his model that
could facilitate the optimization task. Accounting for this information within a black-
box optimization framework (or rather: grey box) may be a challenging task as it is, in
essence, unnatural. In this work, we focus on a particular type of information, which
we refer to as local invariance: for some values of a subset of parameters, it is known
that the model is insensitive to another subset of parameters. As an illustration, take
a function y that depends on two discs, parameterized by r1 ∈ [0, rmax] (radius of
the first disc) and r2 ∈ [0, rmax] (radius of the second disc) with r1 > r2. An ac-
tion A1 is conveyed on the first disc and another action A2 on the second. Setting
r1 = 0, we have r2 = 0, thus for any value of A2, y is not impacted. Taking into ac-
count such invariances would avoid wasting computational resources exploring those
regions. Moreover, it would avoid the problem of having local plateaus of the op-
timization landscape, that are likely to slow down the optimization process or even
prevent convergence to an optimum.

Intuitively, one may want to rework the definition of the parameters to optimize
over in order to remove the invariances. However (as we show in 2), such a refor-
mulation is not always possible. Here, we propose to keep the optimisation problem
unchanged, and convey the invariance information to the BO algorithm directly, by
applying a warping [31, 32] to the parameter space. In essence, it amounts to applying
a specific deformation of the parameter space that reflects the invariance.

The remainder of this paper is structured as follow. Section 2 describes the sharka
model and its invariances. Section 3 presents the basics of Bayesian optimization
and Section 4 our warping strategy. Finally, section 5 analyses the efficiency of the
warping on the sharka model.
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2 Model description and problem set-up

The simulation model that we analyze in this work is a stochastic, spatially explicit,
SEIR (susceptible-exposed-infectious-removed) model that simulates sharka spread
and management actions [including surveillance, removals and replantations 22, 26,
27].

This model is orchard-based, with a discrete time step of one week. It allows
to perform simulations on landscapes composed of uncultivated areas and patches
on which peach trees are grown. The patches can be more or less aggregated in the
landscape however, we only use in this work the 30 landscapes with a high level of
patch aggregation as described by Picard et al. [19]. During the simulation, the trees
in the patches are characterized by different states. When the simulation begins, they
are not infected: they are in the “susceptible” state. Then, the virus is introduced the
first year of the simulation in one of the patches and spreads through orchards (new
introductions can also occur during the entire simulation on all patches). The virus
causes changes in tree status: from “susceptible”, they become “exposed” (infected
but not yet infectious or symptomatic), “infectious hidden” (after the end of the latent
period), “infectious detected” (when specific symptoms are detected on the tree dur-
ing a survey), and “removed” (when the tree is removed from the patch). The model
output is an economic criterion, the net present value (NPV), which accounts for the
benefit generated by the cultivation of productive trees and the costs induced by fruit
production and disease management [27].

In order to simulate wide range of epidemic and management scenarios, the
model includes 6 epidemiological and 23 management parameters [27, 19]. In this
work, we will use the 6 epidemiological parameters and only 10 management param-
eters to performed some optimizations quickly. Among the 23 management parame-
ters, we removed parameters corresponding to plantation restrictions, removals, and
surveillance of young orchards. The parameters we kept include distances of 3 zones
for which the surveys are more or less frequent as well as their duration, the proba-
bility of the infected tree detection, and a contamination threshold which can request
to increase the surveillance frequency in a focal zone. Details of management param-
eters used in this study are presented in Fig.1 and Table 1 (this table also includes the
variation ranges of the parameters in the model).

Here, we aim to optimize the management strategy of the disease (i.e. to find
the combination of management parameters allowing to obtain the best NPV), taking
into account the epidemic stochasticity. However, we note that some combinations
of management parameters can represent the same management, which may cause
problems in the optimization process. Indeed, we observe that some management
parameters are not useful when other parameters have a value of 0, which means
that they can take any values without modifying the simulation. For example, when
a zone radius is 0, the associated surveillance frequency have no impact on the NPV
(regardless its value). The methodological developments that are proposed in this
work address this issue by removing the parameter combinations which lead to the
same management. The parameter invariances removed from the model are listed in
Table 2.
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Table 1 Management parameters implemented in the previously developed model with minimum and

maximum values corresponding to the variation range of each parameter.

Min Max

ρ Probability of detection of a symptomatic tree 0 0.66

γO Duration of observation zones (year) 0 10

ζs Radius of security zones (m) 0 5800

ζf Radius of focal zones (m) 0 5800

ζeO Radius of observation epicenter (m) 0 5800

1/η0 Maximal period between 2 observations (year) 1 15

ηs Observation frequency in security zones (year -1) 0 8

ηf Observation frequency in focal zones (year -1) 0 8

ηf∗ Modified observation frequency in focal zones (year -1) 0 8

χo Contamination threshold in the observation epicenter, above which the observation

frequency in focal zone is modified

0 1

Surveillance 

Epicentre Detected tree 

Focal zone 

Security zone 

Surveillance zones established for γo years 

1 survey/η0 years 

ηs surveys/year 

Contamination rate of 
the epicentre : 
≤ χ0: ηf surveys/year 
> χ0: ηf* surveys/year

Probability of detection of 
a symptomatic tree:  

Removals 

Removal of only symptomatic trees 
Infected 
orchard 

Fig. 1 Management actions implemented in the model.

3 Basics of Bayesian optimization

3.1 Gaussian process modeling

Bayesian optimization can be seen as a modernization of the statistical response sur-

face methodology for sequential design [2], where the basic idea is to replace an
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Table 2 Invariances of management parameters. For instance, when γO = 0 or when ρ = 0, χo does not
influence the model output.

Management parameters OR OR OR

χo γO = 0 ρ = 0

ζeO γO = 0 ζs = 0 ρ = 0

ζf γO = 0 ζs = 0

ηf∗ γO = 0 ρ = 0

ζs γO = 0 ηs = 0

ηs γO = 0

ηf γO = 0

expensive-to-evaluate function by a cheap-to-evaluate surrogate one. In BO, Gaus-
sian process (GP) regression, or kriging, is used to provide flexible response surface
fits. GPs are attractive in particular for their tractability, since they are simply char-
acterized by their mean m(.) and covariance (or kernel) k(., .) functions, see e.g.,
Rasmussen and Williams [24]. In the following, we consider zero-mean processes
(m = 0) for the sake of conciseness.

Conditionally on n noisy observations f = (f1, . . . , fn), with independent, cen-
tered, Gaussian noise, that is, fi = y(xi) + εi with εi ∼ N (0, τ2i ), the predictive
distribution of y is another GP, with mean and covariance functions given by:

µ(x) = k(x)>K−1f , (1)
σ2(x,x′) = k(x,x′)− k(x)>K−1k(x′), (2)

where T denotes the tranposition operator, k(x) := (k(x,x1), . . . , k(x,xn))
> and

K := (k(xi,xj) + τ2i δi=j)1≤i,j≤n, δ standing for the Kronecker function.
Commonly, k(., .) belongs to a parametric family of covariance functions such

as the Gaussian and Matérn kernels, based on hypotheses about the smoothness of y.
Corresponding hyperparameters are often obtained as maximum likelihood estimates,
see e.g., Rasmussen and Williams [24] or Roustant et al [29] for the corresponding
details.

Note that in general, stationary covariances are used, i.e. k only depends on the
distance ‖x − x′‖ and not on the locations x and x′. This implies that the uncondi-
tional joint probability distribution of the process does not change when shifted in the
X space, which is in contradiction with the notion of local invariance.

3.2 Optimization

BO typically tackles optimization problems of the form:

min y(x)

s.t. x ∈ X,
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with X ∈ Rd is usually a bounded hyperrectangle and y : Rd → R is a scalar-valued
objective function.

Optimization amounts here to choosing a sequence of points xn+1, . . . ,xn+N at
which the function y is evaluated. Sequential design decisions, so-called acquisitions,
are based on the GP model and judiciously balance exploration and exploitation in
search for global optima. The GP model is updated after each new value is calculated.

In the noiseless setting (τ = 0), the canonical acquisition function is expected
improvement (EI) [13]. Define fmin = mini=1,...,n yi, the smallest y-value seen so
far, and let I(x) = max{0, fmin − Y (x)} be the improvement at x. I(x) is largest
when Y (x) has substantial distribution below fmin. The expectation of I(x) over
Y (x) has a convenient closed form, revealing balance between exploitation (µ(x)
under fmin) and exploration (large σn(x)):

E{I(x)} = (fmin − µ(x))Φ
(
fmin − µ(x)

σ(x)

)
+ σ(x)φ

(
fmin − µ(x)

σ(x)

)
, (3)

where Φ (φ) is the standard normal cdf (and pdf respectively).

When y is only available through noisy evaluations, the EI acquisition cannot be
used directly. Several authors have tackled this issue; we refer to [21] for a review
on the topic. We chose here to focus on the reinterpolation method proposed in [11],
which is based on the use of an instrumental noiseless kriging model, built from the
original one. First, the (noisy) kriging predictions at the DOE points µ(x1), . . . , µ(xn)
are computed. Then, a reinterpolating model is built, by using the same covariance
kernel and parameters and the same experimental design, but the observation vector
is replaced by µ(x1), . . . , µ(xn) and the noise variance is set to zero. Since this latter
model is noise-free, the classical EI can be used as the infill criterion. Once the new
design is chosen and the evaluation is performed, both kriging models are updated.

4 Bayesian optimization with invariances

4.1 Definition of local invariances

We first introduce the following notation (this is purely notation, no actual permuta-
tion is performed):

y(x) = y(xi,xJ ,x−iJ) (4)
X = {Xi,XJ ,X−iJ} (5)

Definition 1 (Simple) We call simple invariance the following case: y is invariant
with respect to xJ (J a subset of {1, . . . , d} \ i) if xi = ci (i ∈ {1, . . . , d}):

y(ci,xJ ,x−iJ) = y(ci,x
′
J ,x−iJ), ∀xJ ,x

′
J ∈ XJ ,x−iJ ∈ X−iJ .

This corresponds for instance to the last line of Table 2: the observation frequency
ηf does not have an effect on the model if the duration of observation γO is set to
zero.
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Definition 2 (Or) We call “or” invariance the following case: y is invariant with
respect to xJ (J a subset of {1, . . . , d} \ I) if there exists at least one i ∈ I such that
xi = ci (I a subset of {1, . . . , d} \ J):

y(ci,xI\i,xJ ,x−IJ) = y(ci,xI\i,x
′
J ,x−IJ), ∀xJ ,x

′
J ∈ XJ ,xI\i,∈ XI\i.

This corresponds for instance to the first line of Table 2: the contamination threshold
in the observation zone χo does not have an effect on the model if the duration of
observation γO is set to zero or if the probability of detection ρ is set to zero.

Definition 3 (Linear) We call linear invariance the following case: y is invariant
with respect to xJ (J a subset of {1, . . . , d} \ I) if AxI = b, with I a subset of
{1, . . . , d} \ J), A a matrix of size p× Card(I) and b a vector of size p:

y(xI ,xJ) = y(xI ,x
′
J), ∀xJ ,x

′
J ∈ XJ , if AxI = b.

There are two particular cases worth noting:

– setting p = Card(I), A = Ip and b = cI results in an “AND” condition: y is
invariant with respect to xj if, ∀i ∈ I, xi = ci;

– setting p = 1, A = [1,−1] results in an invariance under the condition xi1 = xi2.

This invariance case is not illustrated in this work with the sharka problem opti-
mization presented here (with 10 management parameters). However, we may have
this situation if we use all the parameters implemented in the model. For instance, a
parameter γy (not used here) is implemented in the model. It corresponds to the dura-
tion of an observation zone for young orchards. In this case, the radius of observation
epicenter ζeO does not have an effect on the model if the duration of observation
zones γO is set to 0 AND if the duration of an observation zone for young orchards
γy is also set to 0.

4.2 Principle of input warping

There are several ways of incorporating structural information into Gaussian pro-
cesses. One is to work on the kernel function k [8, 6]. Another, which is the one we
use here, is to transform the original input space X into a warped one X̃ and index the
GP on X̃, so that the new topology directly reflects the structural information [32, 15].

Consider for simplicity a single invariance over xJ when xi = ci. A simple way
to handle this problem is to distort locally the space so that the subspace {(xi,xJ)|xi =
ci} collapses to a single point, for instance with xJ at its average value: (ci,xJ).

Hence, we are seeking warping functions of the form:

: X→ X̃
x 7→ x̃ = ψ(x)

such that:

1. ψ(xi,xJ ,x−iJ) = (ci,xJ ,x−iJ) if and only if xi = ci;
2. restricted to X\(ci, ., .) and X̃\(ci,xJ , .) is a diffeomorphism.
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In addition, we will search for deformations that decrease monotonically when
|xi − ci| increases, that is:

((xi,xJ ,x−iJ) , ψ [(xi,xJ ,x−iJ)]) ≤ d ((x′i,xJ ,x−iJ) , ψ [(x′i,xJ ,x−iJ)])

if |xi − ci| ≤ |x′i − ci|,

for some distance d(., .).
Since the xJ dimension collapses to xJ at xi = ci, we write:

∀j ∈ J, x̃j = xj + (xj − xj)α(xi, ci), (6)

with α(xi, ci) an attenuation function such that:

1. α(ci, ci) = 0;
2. α increases monotonically with |xi − ci|;
3. 0 < α ≤ 1, ∀xi 6= ci.

Condition 1 ensures that x̃j = xj when xi = ci (all the dimensions in J collapse).

4.3 Warping for a simple invariance

In the simple invariance case, we propose linear and correlation-based attenuation
functions:

αlin(xi, ci) =
|xi − ci|

δi
, (7)

αcor(xi, ci) = 1− r(xi, ci), (8)

where r is a R×R→ R correlation function. Typically, δi may be set to the range of
variation of xi, so that the condition α ≤ 1 is ensured. Choosing r as the generalized
exponential correlation, we have:

αexp(xi, ci) = 1− exp

[
−
(
|xi − ci|

θi

)d
]
, (9)

with θi and d positive parameters to be tuned.
Figure 2 shows a 2D rectangular space distorted by three warpings, when the

invariance is on a boundary of x1.

4.4 Warping for linear invariances

For simplicity, we consider first the particular linear case where A = Ip and b = cI ,
that is where invariances occur when a set of variables takes simultaneously a set of
critical values: AxI = b, or equivalently xI = cI . In that case, a possible warping
is:

∀j ∈ J, x̃j = xj + (xj − xj)αI(xI , cI). (10)

with αI now a multivariate attenuation function (RCard(I) ×RCard(I) → R), so that,
similarly to the simple case:
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Fig. 2 Three deformations of a 2D space. The local invariance is at x1 = 0, highlighted with larger lines.

1. αI(cI , cI) = 0;
2. αI increases monotonically with d(xI , cI) (for some distance d(., .);
3. 0 < αI ≤ 1, ∀xI 6= cI .

As in the simple case, linear and correlation-based warpings can be defined as:

αlin(xI , cI) =
1

Card(I)

∑
i∈I

|xi − ci|
δi

, (11)

αcor(xI , cI) = 1− rI(xI , cI), (12)

with rI a RCard(I) × RCard(I) → R correlation function as in 9.
Generalizing to the affine case AxI = b, the warping function is the same as in

Equation 10, with now:

α(xI , cI) = 1− rA(AxI ,b). (13)

4.5 Combining warpings

Independent conditions Now, we consider that we have a series of invariance condi-
tions, defined with respect to sets I1, . . . , In and corresponding J1, . . . , Jn. If Jk ∩
Jl = ∅, 1 ≤ j 6= k ≤ n and Ii ∩ Jk = ∅, 1 ≤ j, k ≤ n, the set of warped
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variables are distinct from the set on which the conditions are written, the invariance
conditions are written only once for each variable. In that case, the warpings can be
applied independently.

Combinations of simple conditions: “OR” invariance Now, we consider the case
when y is invariant w.r.t. a set xJ for different conditions on sets I1, . . . , In (that, for
xI1 = cI1 OR xI2 = cI2 OR . . .). If J ∩ Ii = ∅, 1 ≤ i ≤ n, the warping function we
propose is:

∀j ∈ J, x̃j = xj + (xj − xj)
∏

I∈{I1,...,In}

αI(xI , cI). (14)

We see directly that the product of α’s ensure that x̃j = xj if any xi = ci, and the
distortion reduces only when all the xi’s are far from the ci’s.

“Circular” conditions Difficulty only arises when some variables appear in both Il’s
and Jm’s sets. Take for instance a “reciprocal” condition, e.g., y is invariant w.r.t.
xJ when xI = cI , and invariant w.r.t. xI when xJ = cJ . In that case, applying
independently warping functions would lead to:

ψ(cI ,xJ ,x−IJ) = (cI ,xJ ,x−IJ),

ψ(xI , cJ ,x−IJ) = (xI , cJ ,x−IJ),

but: ψ(cI , cJ ,x−IJ) = (cI , cJ ,x−IJ),

which induces a discontinuity.
In that case, a simple solution is to fix the non influent variable to its critical value

instead of its average, hence applying:

∀k ∈ K = (∪1≤l≤nIl) ∩ (∪1≤m≤nJm) , x̃k = ck + (xk − ck)
∏
i∈Ik

α(xi, ci).(15)

Remark This formula does not apply in the affine case (Equation 13).
We show the deformations on a 2D space on Figure 3, where the two critical

values are on the boundaries of x1 and x2. Here, the warping of Equation 15 is ap-
plied on each variable (K = {1, 2}). Again, except for the linear warping, the local
topology is preserved far from the critical edges.

4.6 Illustration

Finally, Figure 4 shows four deformations of the unit cubic space, for each of the
following invariances:

– AND: y is invariant w.r.t. x3 when x1 AND x2 are equal to zero (equation 10
with I = 1 and J = {1, 2});

– OR: y is invariant w.r.t. x3 when x1 OR x2 are equal to zero (equation 14 with
I = 1 and J = {1, 2});
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Fig. 3 Three deformations of a 2D space, with invariance at x1 = 8 OR x2 = 1, highlighted with larger
lines.

– LINEAR: y is invariant w.r.t. x3 when x1 = x2 = 0 (equation 13 with I = 1,
J = {1, 2}, A = [1,−1] and b = 0);

– CIRCULAR: y is invariant w.r.t. a- x2 if x1 = 0, b- x3 if x2 = 0, c- w.r.t. x1 if
x3 = 0 (equation 15 with K = {1, 2, 3}, C = [0, 0, 0] and I1 = 3, I2 = 1, and
I3 = 2).

On all cases, a Gaussian warping (exponential with d = 2) is applied, with range
parameter θ = 0.3.

4.7 Warping parameters tuning

The linear warping has the advantage of being parameter-free, which comes at a price
of a profund modification of the problem topology. The correlation-based warpings
have the capability of creating more localized distortions, but depend on range param-
eters (the θi’s in Equation 9). Those may be estimated by likelihood maximization
along with the GP covariance parameters [32, 15].

However, we found in our numerical experiments that choosing the same correla-
tion function for the GP and the warping, and fixing the warping ranges to be 1/10th
of the GP ones provided very satisfactory results, while avoiding the extra computa-
tional burden.
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Fig. 4 Four deformations of the unit cube under different invariances: AND (top left), OR (top right),
LINEAR (middle left), CIRCULAR (middle right). The bottom figure shows the orginal space.

Note that in the case of linear invariances, choosing the range of the correlation
rA is non-trivial, as it is not directly linked to design variables. A possible solution is
θA = ATθI .
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4.8 Bayesian optimization on warped spaces

A decisive advantage of warping over alternative approaches is that it does not require
any change of the BO apparatus. The GP modeling step is performed in the warped
space X̃ instead of the original one X, that is, a standard GP model (i.e. stationary) is
fitted to the transformed design of experiments {x̃1, y1}, . . . , {xn, yn}.

The acquisition maximization can be done directly in the original space:

xn+1 ∈ argmax
x∈X

EI [ψ(x)] . (16)

Note that EI would exhibit the same invariances as the objective function.
Figure 5 shows unconditional realizations of GPs originally defined in the warped

space but shown in the original space (using the inverse of the transformation ψ), for
each of the warpings of Figure 2. We see that the invariance at x1 = 1 is ensured.
The linear warping induces a strong anisotropy, while with the two other warpings,
the process seems stationary far from the critical value.

Linear Exp Gauss

x y

z

x y

z

x y

z

Fig. 5 Three GP realizations using warping functions as shown previously.

5 A warping-based Bayesian optimization of the Sharka model

5.1 Numerical setup

5.1.1 Experiments description

To assess the benefits of including the warping step in the optimization process (i.e.
reducing the parameter space removing the combinations which lead to the same
management), we conducted 50 independent optimizations of sharka management
parameters with and without the warping step. Warping is applied to seven variables,
following Table 2, to account for two simple invariances ηs, ηf , two combined ones
χo, ηf∗, and three implying “circular” conditions: ζeO, ζf and ζs. On all cases, we
used a Matérn 5/2 correlation-based warping.

The economic criterion to optimize was the mean of the NPV (NPV ). For this to
happen, we randomly selected 50 times 200 management strategies using a maximin
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Latin hypercube sampling design [7]. Then, for each sampling design of 200 strate-
gies, we performed 2 optimizations in parallel: with and without the warping step.
For each optimization, we performed sequentially 200 iterations allowing to choose
200 new strategies, resulting in a total of 400 evaluated strategies. For each evalu-
ated strategy, the objective function is computed by averaging over 1,000 simulations
(carried out with different random seeds) to take into account the variability due to
the epidemic and landscape characteristics.

5.1.2 Bayesian optimization setup

For all experiments, we used the same GP modeling setup, that is, an unknown con-
stant trend (ordinary kriging, [16]) and Matérn 5/2 covariance function [24, Chapter
4]. The acquisition function maximized at each step is the expected improvement on
the reinterpolating model. The maximization is performed by a large-scale random
search followed by a local optimization starting for the optimum found by the ran-
dom search (i.e. the evaluated points in the optimization process are chosen around
the best currentNPV ) All experiments were conducted in R [23], using code adapted
from the DiceOptim package [20].

5.2 Results

We firstly compared the optimization results by substracting theNPV achieved using
the optimization with the warping step and the optimization without the warping step
(obtained from the same sampling design). In 24 out of the 50 optimization cases, we
obtained better NPV with the warping step than without. This point is illustrated by
the probability density function which is centered on 0 (Fig.6). This result means that
with 200 iterations in the optimization, the final optimization result is not impacted
by the use of the warping.

However, we showed that the warping can impact the optimization speed (Fig.7).
Indeed, at the 3rd iteration, the gap between the yellow (with warping) and the blue
(without warping) lines is already 3957euro/ha. In addition, to reachNPV =16,400euro/ha,
we needed in average only 96 iterations in the optimization process with warping
against 144 iterations without warping.

To go further, we performed a nonlinear regression of NPV obtained for all
the selected strategies during the optimization process with and without the warping
step, and we compared the growth parameter c of the following regression: NPV =
A+ be−cxi . This parameter was higher with (0.26) than without (0.18) warping.

In addition, we can visually observe that the warping step allow to improve the
optimization speed on the Fig.8 and Supplementary Fig.1. These figures were rep-
resented with a specific algorithm based on empirical distribution functions [10].
Briefly, we uniformly defined 100 α values within a specified range. Then, for each
iteration performed in the optimization process (i.e. for each of the 200 evaluated
strategies), we add: the number of optimizations (among 50) which exceed α1, the
number of optimizations which exceed α2, ..., the number of optimizations which ex-
ceedα100. We usedα∈ [0;18,012.12] Supplementary (Fig.1) andα∈ [10,000;18,012.12]
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Fig. 6 Comparison of NPV obtained at the end of the optimization with and without warping.

(Fig.8). The value 18,012.12 corresponds to the maximal value of NPV identified in
all the optimizations.
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Fig. 7 Comparison of NPV obtained during optimizations with and without warping. Yellow and blue
lines represent the mean of the NPV selected at each iteration for the 50 optimizations respectively
perfomed with and without the warping step.
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Fig. 8 Results of the algorithm using empirical distribution functions [10] with (yellow) and without (blue)
warping (α ∈ [10,000;18,012.12]).

6 Conclusion

In this study, we showed how a Bayesian optimization process can be improved by
accounting for some prior structural information: the insensitivity of the model with
respect to a subset of its input variables when another subset of inputs takes a partic-
ular value. Such local invariances were exhibited by our spatiotemporal model simu-
lating sharka management, characterized by 10 parameters related to the surveillance
of the orchards. In this example, the invariances arise because parameters (radius of
different zones, surveillance frequency in each zone, detection probability of infected
trees, and duration of observation zones) are strongly related. Indeed, we easily note,
for instance, that when the detection probability takes a value of 0, numerous other
parameters do not influence the model results.

To tackle this problem, we proposed to use a warping of the input space, that here
amounted to remove locally dimensions of the input space. The warping we used is
based on correlation functions, making it very simple to implement while allowing
sufficient flexibility. A particular advantage of input warping over other approaches
is that it can be straightforwardly embedded in a BO algorithm.

We applied this Bayesian optimization process to the spatio-temporal sharka model.
We performed various optimizations of its management parameters firstly with the
use of warping (which allows accounting for the invariances) and then without. We
showed that both approaches led to the same maximalNPV , but the the optimization
process with warping was substantially faster, showing that the warping efficiently re-
duced the search space without altering the exploration / exploitation trade-off.

As future steps for this research, we could first embed learning the warping pa-
rameters together with the parameters of the GP covariance in a single likelihood
maximization step. Another room for improvement is to adapt the EI maximization
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step to the new topology induced by the warping (here, on all experiments the EI
was maximized over the original space). Finally, the optimization strategy pursued
here used a large fixed number of replicates (1,000) for each evaluated design. Com-
bining warping with an efficient adaptative scheme to handle replicates [12] would
drastically reduce the cost of the optimization.
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Supplementary Figure 1 Results of the algorithm using empirical distribution functions [10] with (yel-
low) and without (blue) warping (α ∈ [0;18,012.12]).
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Résultats clés de l’Article 5  

AMELIORATION  DE L'OPTIMISATION BAYESIENNE D'UN MODELE 
EPIDEMIOLOGIQUE COMPLEXE DU VIRUS DE LA SHARKA PAR L’UTILISATION DU 

WARPING 
 

Développement d’une approche d’optimisation prenant en compte les invariances 

locales 

Une approche d’optimisation bayésienne a été modifiée pour prendre en 

compte les invariances locales des paramètres d’un modèle. Ces invariances 

correspondent aux configurations où, par construction du modèle, la variable 

de sortie prend la même valeur pour plusieurs combinaisons de valeurs des 

variables d’entrée. 

Cette nouvelle approche est basée sur la distorsion de l’espace des paramètres 

d’entrée. 

 
 

La distorsion permet d’accélérer la convergence de l’algorithme d’optimisation  

L’approche d’optimisation bayésienne développée a été testée sur le modèle 

simulant la propagation et la gestion de la sharka. La contribution de l’étape de 

distorsion sur l’optimisation des stratégies de gestion a été analysée. 

L’étape de distorsion ne permet pas d’améliorer le résultat de l’optimisation si 

suffisamment d’itérations sont réalisées. Cependant, elle permet de converger 

plus rapidement vers l’optimum. 
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Abstract 

Plant and animal diseases are generally managed at the scale of individual farms by making ‘one 

problem, one solution’ tactical decisions, often based on the use of treatments. To reduce between-

farm transmission, and thus disease prevalence, landscape-scale disease management can be used. 

Such management is motivated by an objective of reducing treatments or by the need for collective 

action to ensure the control of non-treatable and/or quarantine pathogens. However, identifying an 

efficient landscape-scale management is not easy because the management can depend on 

numerous parameters, and experiments are often impossible. Therefore, models have been used to 

optimize these parameter values. Until now, this approach has been applied mostly to deterministic 

models with few parameters because it does not easily scale up to more complex management 

strategies embedded in spatially-explicit stochastic epidemic models. Here, we show how a generic in 

silico approach built on a global optimization algorithm can be used to optimize plant disease 

management. We apply this approach to sharka, the most damaging disease of Prunus trees, whose 

management involves surveillance, removals and plantation bans. These actions provide many 

degrees of freedom in the definition of landscape-wide surveillance intensity and removal of infected 

individuals. Here, we propose to optimize this management strategy by using a spatiotemporal 

stochastic model simulating epidemic dynamics and management on three landscape types differing 

by their level of patch aggregation. More specifically, we identified optimized combinations of 

parameter values leading to the highest net present value (NPV), an economic criterion balancing 

management costs and the profit generated by productive trees. For both emerging and established 

epidemics, we identified strategies that are more profitable than the current French strategy. It turns 

out that some strategies are effective for all landscapes, which has interesting implications in 

practice. Such optimization process can be applied to other complex disease management issues.  
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Author summary 

Plant diseases are complex because they depend on pathogen characteristics, human interventions, 

as well as the organization of the patches in the landscape. Thus, identifying efficient control 

strategies to limit the epidemic damage constitutes a major challenge.  The design of management 

strategies often rely on expert opinions, although they are not based on field trials at large 

spatiotemporal scales. Therefore, these strategies are not necessarily optimal for various landscapes 

and several years. Here, we present an approach to optimize the landscape-wide management of a 

plant disease. This approach is based on an algorithm able of identifying the most efficient 

management strategies of a plant disease on a model simulating pathogen dispersal and 

management. This approach could be very useful for risk managers who provide advices or propose 

law texts to manage a plant pathogen.  



155 
 
 

Introduction 

The control of infectious diseases is often based on the use of pharmaceutical products for animals 

and pesticides for plants (and disease vectors). Global targets to reduce pesticide use, along with the 

increasing number of disease (re-)emergence events, have fostered the development of more 

complex management strategies combining surveillance and control actions at the landscape scale. 

The rationale for coordination beyond the scale of the individual farm is to prevent disease spread by 

matching the intrinsic spatial and temporal scales of the epidemic [1]. However, such strategies 

depend on the combination of various management options whose parameters are difficult to 

optimize because wide-scale experiments are often impossible (for ethical, logistical and economic 

reasons). 

To overcome these experimental limitations, epidemiological models have been developed and 

helped deciding how to control invasive pathogens [2]. Thanks to their ability to test in silico a wide 

range of epidemic and management scenarios at large spatiotemporal scales [3], models can rapidly 

identify promising management strategies and assess their long-term effects [4]. For instance, 

models helped to identify optimal vaccination and culling strategies for animal diseases [5–7] and to 

optimize livestock surveillance [8–10]. In plant health, some studies optimized removal dates and 

areas [11–16], sampling frequency and intensity [17] or space between host plants [11,18]. However, 

these studies mostly focused on a single management parameter and not on complex management 

strategies (with several parameters). 

Studies from others scientific disciplines optimized several parameters at once (i.e. found the set of 

input management parameters of a model that maximizes or minimizes the output of interest: cost, 

production, etc.) [19–23]. However, few of them deal about the improvement of disease control [24]. 

Such optimization can be challenging because the parameter space to explore is frequently very 

large, especially in the presence of interactions between parameters. Usually, the algorithms used to 

overcome this difficulty follow the same basic steps [25]: (i) generation of candidate management 

strategies, (ii) simulation, (iii) evaluation and selection, and (iv) possibly further loops where new 

candidates are generated based on the first results (if the parameters are not numerous, it is possible 

to present a complete list of all possibilities, but this cannot be applied to systems which combine 

many parameters with many options). Among the numerous optimization methods [26], 

nonintrusive approaches are increasingly used to solve such optimization problems. These 

approaches only require pointwise evaluations of the model at hand (an output value for a given set 

of inputs), and do not require knowledge of the underlying mechanisms of the model [19,24,27]. In 
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addition, epidemiological studies aiming to optimize outbreak management are faced with a major 

problem: integrating the epidemic variability, which partly comes from host and pathogen 

characteristics. To account for this variability, models are often stochastic (a management strategy 

does not have the same impact depending on the epidemic), which requires specific optimization 

algorithms. In the last few years, algorithms for optimization with heterogeneous noise have been 

developed [28]. They have already been used in several disciplines [29,30] and could be applied to 

optimization problems in disease management. 

Here, we aim to optimize a complex plant disease management at the landscape scale using a 

stochastic epidemiological model. Our approach is applied to sharka which causes much damage on 

prunus trees [31,32]. In France, a national decree defines a management strategy to control this 

disease [33], which requires orchard surveillance, removal of symptomatic trees (or sometimes 

whole orchards), as well as plantation restrictions. This is a complex strategy defined in a high-

dimensional parameter space (Fig 1, S1 Table, column ‘French management’). Previous studies 

already identified management strategies that are more efficient than the present French strategy 

for either a single specific landscape [34] or for various landscapes differing by their aggregation level 

[35]. However, these strategies were derived from the results of sensitivity analyses, which evaluate 

around 300,000 predefined parameter combinations spread throughout the parameter space. Even 

such a vast number of parameter combinations sparsely sample the parameter space; thus, such 

approach risks missing better combinations of disease management parameters. Thus, in this article, 

we optimized sharka management strategy using a numerical algorithm (adapted to stochastic 

optimization problems) which can explore parameter space more thoroughly. This algorithm is 

presented in the materials and methods section. 
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Fig 1. Management actions currently applied in France against sharka. 

Materials and methods 

Simulation of sharka spread and management 

To simulate sharka outbreaks, we used a stochastic, spatially explicit, SEIR (susceptible-exposed-

infectious-removed) model that was previously developed [34–37]. This model is orchard-based and 

works with a discrete time step of one week. It simulates disease spread and management in 

landscapes varying by the aggregation level of the patches on which peach trees are grown. 

More specifically, at the beginning of the simulation (year 1), each orchard is set up with a specified 

age and a removal date. Here, we draw these dates from their exact asymptotic distribution as 

presented in S1 Text (rather than simulating them as described by Rimbaud et al. and Picard et al. 

[34,35]). Then, during simulations, trees are characterized by different states: “susceptible” (healthy), 

“exposed” (infected but not yet infectious or symptomatic), “infectious hidden” (after the end of the 

latent period), “infectious detected” (when specific symptoms are detected on the tree during a 

survey) and "removed" (when the tree is removed from the patch). The epidemic process and the 



158 
 
 

transitions between the different states can be found in [34,36,37]. In this study, we also modified 

the orchard plantation density compared to [34,35] : we used 719 trees/ha. 

Different model parameters enable us to simulate a wide range of epidemic management scenarios. 

The epidemic itself is characterized by 6 epidemiological parameters [36] (Table 1). Inspired by 

sharka management in France and the US, flexible management options are implemented using 21 

parameters (this management is illustrated in the figure 2 in [38], and detailed in S1 Table). 

Management starts a predefined number of years after virus introduction. In addition, simulations 

can be performed on 3 landscape types varying by their level of patch aggregation (landscape H: high 

aggregation level, landscape M: medium aggregation level, landscape L: low aggregation level, [35]). 

The model includes 30 landscape replicates of the 3 aggregation levels (these 90 landscapes are 

composed of the same number of patches). In simulations performed for one aggregation level, 

stochasticity stems from the random sampling of (i) the landscape (among the 30 landscapes of the 

corresponding aggregation level), (ii) the epidemiological parameters among their value ranges 

(Table 1), (iii) parameter values in their distribution (throughout the simulations) [36]. 

 

Table 2. Variation ranges of epidemiological parameters for emerging and established epidemics. 

Values in bold highlight the differences between emerging and established epidemics. 

  Before management 
During 

management 

  

Emerging 

epidemics 

Established 

epidemics 

Emerging and 

established 

epidemics 

  
Min Max Min Max Min Max 

qκ 
Quantile of the connectivity of the patch of first 

introduction 
0 1 0 1 0 1 

ϕ Probability of introduction at plantation 0,0046 0,0107 0,02 0,02 0,0046 0,0107 

pMI Relative probability of massive introduction 0 0,1 0,4 0,4 0 0,1 

Wexp Expected value of the dispersal weighting variable 0,469 0,504 0,469 0,504 0,469 0,504 

β Transmission coefficient 1,25 1,39 1,25 1,39 1,25 1,39 

θexp Expected duration of the latent period (years) 1,71 2,14 1,71 2,14 1,71 2,14 

 

The model output is an economic criterion, the net present value (NPV), which accounts for the 

benefit generated by the cultivation of productive trees and the costs induced by fruit production 
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and disease management actions (including surveillance, removals and replantations). It is calculated 

as described by [34], with a slight modification of the cost of access to a patch for surveys (S2 Text). 

Optimization scenarios 

Because the model is stochastic, several simulations were necessary to assess the result of a 

combination of management parameters, and thus to optimize them. We optimized the sharka 

management strategy on the basis of 2 criteria: the mean NPV (noted NPV̅̅ ̅̅ ̅̅ ) and the mean of the 10% 

“worst” NPVs obtained with simulations including various epidemiological parameters and several 

landscapes (noted NPV10%̅̅ ̅̅ ̅̅ ). This second criterion was chosen to reduce the likelihood of significant 

losses. It corresponds to a measure of risk aversion while being numerically more stable than the 

quantile because it accounts for the entire distribution tail. In addition, this criterion is not as volatile 

as the worst NPV case. Note that NPV10%̅̅ ̅̅ ̅̅  is sometimes referred to as conditional value-at-risk (CVaR, 

[39]) or as Bregman's superquantile [40,41]. 

We optimized strategies for 3 landscapes differing by their level of patch aggregation (low, medium 

and high), and for 2 types of epidemics (emerging and established epidemics). These epidemic types 

differ in the duration of virus spread without management at the beginning of the simulation (5 years 

and 15 years for emerging and established epidemics, respectively), and by the values of two 

epidemiological parameters during this period: at plantation, the probability of sharka introduction 

and the probability of a massive introduction are higher for established epidemics (Table 1). Disease 

management is then applied during 30 years for both epidemic types, and the NPV is calculated over 

this period. 

Optimization algorithm 

Optimizing sharka management was challenging since the evaluation of the NPV̅̅ ̅̅ ̅̅  or NPV10%̅̅ ̅̅ ̅̅  for a 

given strategy required repeated calls to the simulator. However, the number of replicates and the 

total number of evaluated strategies were severely limited by the overall computational cost. As a 

first consequence, the NPV̅̅ ̅̅ ̅̅  or  NPV10%̅̅ ̅̅ ̅̅  were accessible only through noisy estimates (i.e. the 

estimation error could not be neglected), hence requiring the use of an algorithm adapted to 

stochastic optimization problems. Secondly, the small number of evaluated strategies implied the 

use of a parsimonious algorithm (ruling out e.g. most metaheuristics of pattern search algorithms). 

Thus, we followed a Bayesian optimization (BO) strategy and used an algorithm adapted from the R 

package DiceOptim [42], initially proposed in [43]. In short, BO works as follow: a first set of 

strategies chosen evenly distributed in the design space [44], is evaluated by running the simulator. A 
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kriging model [45] is fitted to these data. Then, additional strategies for which the simulator is run 

are chosen sequentially according to a so-called infill criterion calculated using the kriging model, the 

model being updated after each new value is calculated. 

Here, we conducted an independent optimization for each epidemic level (emerging and established 

epidemics) and patch aggregation level, and for both NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ . For the initial BO step, we 

randomly selected 400 management strategies using a maximin Latin hypercube sampling design 

[44]. Then, 1000 new strategies were chosen sequentially following the algorithm in [43], resulting in 

a total of 1400 evaluated strategies. For each evaluated strategy, 1000 repeated simulations were 

carried out. The standard deviation of the resulting NPV̅̅ ̅̅ ̅̅  or NPV10%̅̅ ̅̅ ̅̅  estimate was calculated, using 

respectively the sample standard deviation and bootstrap.  

The optimization variables contained both continuous and discrete elements, which made it 

challenging to maximize the infill criterion and prevented us from using directly the DiceOptim 

package. To address this issue, the infill criterion was maximized over 100,000 or 110,000 randomly 

generated candidate points (Fig. 2). Finally, a warping step was applied before each step of candidate 

point generation to reduce parameter space and remove the combinations leading to the same 

management (Picheny et al. in prep). For instance, when the radius of a zone was 0 for a parameter 

combination, the associated surveillance frequencies had no impact on the NPV. Thus, the algorithm 

did not need to explore all combinations but only those that propose a different management.  

To summarize, we performed optimizations for 2 criteria (NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ ) x 3 landscape types x 2 

epidemic levels (emerging and established epidemics), making a total of 12 optimizations (see Fig 2 

for an example of the optimization process of the NPV̅̅ ̅̅ ̅̅  for one landscape type). Then, with each 

optimized strategy, we performed 10,000 simulations of sharka epidemics on the 3 landscapes to 

obtain (almost) noiseless estimates of NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ . As a final step we used the knowledge 

gained from the results of the independent optimizations to simplify the optimized strategies. For 

example, if a strategy indicates that the trees located in a focal zone have to be surveyed more 

frequently when a specified threshold is reached in the epicenter, and that this threshold is very high 

(rarely reached), the corresponding action (strengthened surveillance frequency) was removed from 

the model. Then, we tested some strategies by mixing elements of several optimized strategies. Two 

analyses were carried out to assess the robustness of the identified management strategies in 

different epidemic contexts: (i) the best optimized strategy found for emerging epidemics was tested 

in the case of established epidemics and vice versa, and (ii) the optimized strategies were evaluated 

for doubled and tripled values for the range of the transmission coefficient β. 
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Fig 2. Optimization process of the NPV mean (𝐍𝐏𝐕̅̅ ̅̅ ̅̅ ) for one level of patch aggregation. 1. Sampling 

of 400 management strategies (one strategy corresponds to 21 management parameters). 2. 

Simulations of each management strategy for 1,000 different epidemics (one epidemic corresponds 

to 6 epidemiological parameters), and calculation of the 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ . 3. Definition of a kriging model: 

example of a model with 2 management parameters. 4. Search for a better 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ : a) before the 700th 

iteration, 100,000 candidate points of the parameter space are chosen randomly and 10,000 more 

are chosen locally around the best current 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ ; after the 700th iteration, 110,000 candidate points 

of the parameter space are chosen locally around the best current 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ , b)  warping step is applied 

to reduce the parameter space and remove the parameter combinations which lead to the same 

management, c) the expected improvement (EI) is calculated for all the candidate points (the highest 

this value, the more the model considers that this combination must be explored to optimize the 

result), d) the combination with the highest EI is selected and 1,000 simulations of epidemic and 

management (corresponding to this combination) are carried out. The kriging model is then updated 

with the new 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ . Steps 2, 3 and 4 are repeated 1000 times. 5. At the end of iteration 1000, the 

best strategy is selected. 
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Results 

Optimization results 

The optimization algorithm used for emerging and established epidemics allowed to improve 

progressively the NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  for all our criteria (Fig 3). Both criteria were firstly improved after 

700 iterations, then after the local optimization (1000 iterations), and to finish, with the 

simplification step (S2 Table). In addition, by mixing elements of several optimized strategies, we 

identified for each epidemic type a strategy that is efficient for both criteria (NPV̅̅ ̅̅ ̅̅ , NPV10%̅̅ ̅̅ ̅̅ ) and for 

all landscape aggregation levels (Fig 3). For instance, taking the French management strategy as a 

reference, for landscape H the NPV̅̅ ̅̅ ̅̅  was improved from 22,073 €/ha to 27,045 €/ha and the NPV10%̅̅ ̅̅ ̅̅   

from 11,698 €/ha to 22,897 €/ha for emerging epidemics, and for established epidemics the NPV̅̅ ̅̅ ̅̅  was 

improved from 973 €/ha to 17,455 €/ha and the  NPV10%̅̅ ̅̅ ̅̅  from -24,587 €/ha to 1,907 €/ha. 
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The optimized strategies for both emerging and established epidemics (obtained by mixing some 

optimized strategies) are simpler to implement in practice than the present French management (Fig 

4, S1 Table). Indeed, only the symptomatic trees need to be removed, no plantation ban is imposed, 

and a single surveillance zone is required (with no particular surveillance for young orchards). 

 

 

Fig 4. Management actions for the optimized strategies for emerging and established epidemics. 

 

Details of strategy impact on NPV components 

The assessment of optimized strategies impact on the NPV components (Fig 5) showed that financial 

products (due to fruit sales) is the component with the highest impact, followed by surveillance costs 

and then by plantation and removal costs (which have a minor impact on the NPV). Plantation bans 

and whole orchard removals (which reduce fruit sales quantity) thus have a strong impact on the 

NPV. This explains why the French management strategy (which imposes plantation bans and 

orchard removals) leads to less fruit sales than the optimized strategies for both emerging and 

established epidemics and for all landscape types. 
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Fig 5. Comparison of the details of NPV components. Barplots represent the difference between 

simulations without disease (and without management) and (i) with disease and without 

management (red), (ii) with the French management strategy (brown), and (iii) with the optimized 

strategy (purple). When the value is higher than 0, costs or products of the simulation are higher 

than those of simulations without disease (and vice versa). Simulations were performed 10,000 times 

on landscapes with three levels of patch aggregation: high (H), medium (M) and low (L). 

The strong impact on the NPV of the parameters corresponding to removals and plantation bans can 

be visualized on Fig. 6 and S1 Fig [46]. Indeed, by setting all the management parameters to their 

optimal value, and by modifying individually the values of the parameters corresponding to removals 

and plantation bans, we can observe a high fluctuation of the NPV values. For instance, parameter χR 

(contamination threshold in the removal epicenter, above which orchards inside the removal zone 

are removed) has a strong influence on the NPV (the lower its value, the highest the number of 

whole orchards removed and the lower the NPV). Conversely, the variation of surveillance 

parameters does not have influence on the NPV regarding the metamodels. However, it is important 
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to keep in mind that if all parameters were not set to their optimal values, the influence of the 

observed parameters on the NPV could have been different. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 6. 2D view of kriging metamodels. These metamodels were obtained at the end of the 

optimization of the 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  for the most aggregated landscape (H) for emerging (green) and 

established (blue) epidemics. Each plot represents the influence of a single management parameter 

on the NPV, setting the values of the other management parameters to their optimal value. Here, the 

parameters correspond to removals (top row), plantation bans (middle row) and surveillance 

(bottom row). Vertical dotted lines correspond to the optimized parameter values and breaks 

between different blue and green colors indicate the 50th, 80th, 90th, 95th and 99th percentiles 

(representing uncertainty in the kriging model). As an example, when the  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  keeps the same 

value regardless of the management parameter value, this parameter have no influence on the 

 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (if the other parameters are setting to their optimal values). 
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Robustness of optimized strategies  

In order to assess the robustness of the optimized strategies in different epidemic contexts, the best 

optimized strategy found for established epidemics (strategy obtained by mixing optimized 

strategies) was tested in the case of emerging epidemics. The NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  were lower than in 

simulations performed with the strategy optimized in the case of emerging epidemics for all 

landscape types (S3 Table). Then, we carried out simulations with the best strategy identified for 

emerging epidemics (strategy obtained by mixing optimized strategies) in the case of established 

epidemics. As previously, The NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅  were lower than in simulations performed with the 

strategy optimized in the case of established epidemics except for the NPV̅̅ ̅̅ ̅̅  obtained with the 

landscapes M and L (this can be explained by the fact that the optimized strategy mixes various 

strategies, and is not optimal for all the criteria). Finally, the optimized strategies are globally less 

efficient if they are not applied in the epidemic context for which they have been optimized. 

However, they still remain more profitable than the French management strategy. 

Then, we performed simulations with the best optimized strategies for emerging and established 

epidemics in more severe epidemic contexts (with doubled and tripled bounds of β). These strategies 

were still efficient and were more profitable than the French management, whether they are 

performed on emerging or strong epidemics (S3 Table). 

Discussion 

In this study, we showed how a generic in silico approach based on a global optimization algorithm 

can be used to optimize plant disease management. This approach was applied to sharka, for which a 

complex management strategy is enforced in France. We used a recently developed method (based 

on a kriging metamodel) on a spatiotemporal model simulating sharka dispersal and management, in 

order to sparingly explore the space of possible management strategies and to optimize an economic 

criterion. In particular, we attempted to optimize the mean of the NPV (NPV̅̅ ̅̅ ̅̅ ) and the mean of the 

10% lower NPV (NPV10%̅̅ ̅̅ ̅̅ ) for 3 levels of patch aggregation and 2 types of epidemics (emerging and 

established epidemics). For each epidemic type, we identified an optimized strategy that is efficient 

for all landscape types and for both economic criteria (NPV̅̅ ̅̅ ̅̅  and NPV10%̅̅ ̅̅ ̅̅ ). These strategies are more 

efficient than the French management strategy and easier to implement in practice. 
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Relevance of the method 

The approach presented in this study was adapted to our optimization problem. Indeed, we were 

able to obtain not only better NPVs than the French management strategy for all our criteria (NPV̅̅ ̅̅ ̅̅  

and NPV10%̅̅ ̅̅ ̅̅ , for 3 landscape types), but also than a previous work which aimed to improve sharka 

management using the results of a sensitivity analysis ([35], S3 Table). However, with its 21 

management parameters, the strategy was a challenge to most optimization algorithms (especially 

since the model was stochastic). To succeed, we used a global optimization algorithm because 

previous works (Rimbaud et al. 2018, Picard et al. 2018) had shown that the underlying function of 

our model was multimodal (with several local maxima). The specific algorithm that we used explores 

the whole design space to avoid getting trapped around local optima, while using local intensification 

to locate the optimum more precisely. In addition, such approach is based on an approximation of 

the objective function (metamodel), which is a basic tool for handling complex models [47]. A major 

difficulty was model stochasticity caused by the variability of the epidemics. For this reason, during 

the optimization process the NPV̅̅ ̅̅ ̅̅  (or  NPV10%̅̅ ̅̅ ̅̅ , depending on the criterion to optimize) was 

calculated at each iteration. The final optimized strategy is the one that leads to the best NPV̅̅ ̅̅ ̅̅  

(or NPV10%̅̅ ̅̅ ̅̅ ) among the performed iterations. Thus, an accurate estimation of the optimization 

criterion is necessary to prevent inadvertent selection of a suboptimal management strategy. For this 

reason, we performed iterations with 1000 replicates (our initial attempts with 100 replicates were 

not satisfactory, probably because the estimated NPV̅̅ ̅̅ ̅̅  and  NPV10%̅̅ ̅̅ ̅̅  were not accurate enough). To 

improve the accuracy of the estimation of the optimization criterion, we might perform more than 

1000 replicated simulations at each iteration, however, the calculation time could quickly become 

excessive. Indeed, to perform an optimization with 1000 iterations and 1000 simulation repetitions, 

about 45 days were necessary in this study. 

Several methodological developments may be pursued in the future. First, in our setup we fixed the 

number of repeated simulations (to 1000) for all strategies. Intuitively, a substantial gain in efficiency 

could be achieved by adapting the number of replicates on the fly, as previously suggested [48,49] in 

order to avoid spending time on poor strategies and obtain more accurate estimates for the best 

ones. However, such approach was not followed since this is still an open question in the 

optimization community [28]. In addition, independent kriging models and optimization runs were 

carried out for each landscape and epidemic type. A more complex but more efficient solution might 

be to fit a single kriging model to all landscape and epidemic conditions by considering conditions as 

qualitative factors [50]. Finally, a multiobjective setup could be considered, either by optimizing 

jointly the NPV̅̅ ̅̅ ̅̅  (or NPV10%̅̅ ̅̅ ̅̅ ) for all landscape and epidemic types, or by optimizing jointly the NPV̅̅ ̅̅ ̅̅  
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and NPV10%̅̅ ̅̅ ̅̅  for each landscape and each epidemic condition. The first would allow us to analyze in 

details the trade-offs between average performance and risk-averse strategies, while the second 

would highlight parameters that differ depending on the landscape and epidemic conditions. 

Practical implications 

In terms of practical application, our results suggest that the French management strategy might be 

improved in order to optimize the NPV. Although landscape characteristics may influence epidemic 

spread [1,35,51], we identified optimized strategies efficient for all landscape types. This is 

particularly important for stakeholders because it can be difficult to delineate zones that differ by 

their level of landscape aggregation. In addition, these strategies are less complex than the French 

management since they do not include plantation bans and only require the removal of symptomatic 

trees and one surveillance zone (no particular surveillance for young orchards).  

We showed that such simplification allows a significant reduction of surveillance costs and an 

increase of products due to fruit sales (Fig 5), resulting in higher NPVs. Such results represent 

significant economic savings considering the 11,000 ha of peach orchards cultivated in France [52]. 

Indeed, on average 55 million euros could be saved for landscape H for emerging epidemics and 28 

million for landscape L (182 and 33 million, respectively, for established epidemics), and 124 million 

euros and 34 million for the  NPV10%̅̅ ̅̅ ̅̅   (293 and 75 million for established epidemics) over a period of 

30 years. In addition, if these optimized strategies are applied in other epidemic contexts, they are 

still more economically efficient than the French management strategy.  

However, the optimized strategies can be less efficient if they are not used in the epidemic context 

for which they have been optimized. In practice, stakeholders might adapt the management 

regarding the epidemic conditions of a particular region. In addition, we attempted in this study to 

provide other relevant information to stakeholders, to enable them to choose the strategy to apply. 

Firstly, we optimized here an economic criterion balancing costs and benefits of a disease 

management strategy and not epidemiological criterions, as many studies do [11,12,14–18,53–55]. 

Then, we also accounted for the level of risk aversion of decision-makers by optimizing on 

NPV10% ̅̅ ̅̅ ̅̅ ̅ (allowing to limit the proportion of epidemics causing substantial economic damage for a 

particular management strategy) because the strategy efficiency depends on the percentile of the 

criterion to optimize [4,12]. 

To go further, this approach might be applied on other diseases by changing epidemic and 

management parameters, although several model assumptions are specific to the sharka 
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pathosystem and should be modified. It could be interesting in particular for diseases that require 

collective action and for which it is impossible to test management strategies in field trials.  
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Supporting information 

S1 Fig. 2D view of the kriging metamodels. These metamodels were obtained at the end of the 

optimization of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (top row) and 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (bottom row) for the 3 levels of landscape aggregation 

(from left to right) in case of emerging (green) and established (blue) epidemics. Each plot represents 

the influence of a single management parameter on the NPV, setting the values of the other 

management parameters to their optimal value. Here, the 21 management parameters are 

represented (A: 𝝆, B: γS, C: γo, D: γy, E: ζs, F: 𝜁𝑓, G: 𝜁𝑒𝑂, H: ζn, I: ζR, J: 𝜁𝑒𝑅, K: 1/η0, L: ηs, M: ηf, N: ηf*, O: 

ηy, P: ηy*, Q: χo, R: 𝜒𝑦 ̅, S: 𝜒𝑦∗, T: χn, U: χR). Dotted lines correspond to the optimized parameter values 

and different shades correspond to the 50th, 95th and 95th percentiles (representing the uncertainty 

of the kriging model). As an example, when the 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (or  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅ ) keeps the same value regardless 

of the management parameter value, this parameter have no influence on the  𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  (if the other 

parameters are setting to their optimal values). 
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Initialization of orchard ages and durations in the simulation model

We present here how orchard ages and durations are initialized in the simulation model used in this article. The
general idea is to sample orchard age (a discrete number of years, identical for all trees in the orchard) from the stable
age distribution (i.e. at the steady state, for a standard turnover of the orchards).

1 Notations

Each orchard is associated with a single patch z. The orchard is at age 0 during the time step following its plantation,
and will live until the end of time step r (i.e. during r+1 time steps). The Boolean variable Sz,t de�nes the state of
patch z at time t: if it is occupied by an orchard, Sz,t=1; otherwise, Sz,t=0. This orchard is at age Az,t and its total
lifespan (past and future) is Xz,t.

2 Lifespan Distribution

It is assumed that the total lifespan at birth (i.e. plantation) for a given orchard follows a Poisson distribution
with parameter λ. Therefore, the total lifespan of an orchard at age Az,t = i present on site z at time t follows a
left-truncated (up to i-1) Poisson distribution with parameter λ.
Thus, ∀i ∈ N and ∀r ≥ i,

P (Xz,t = r | Az,t = i) =
e−λλr

r!

/ ∞∑
k=i

e−λλk

k!
(1)

and in particular:

P (Xz,t = r | Az,t = 0) =
e−λλr

r!
. (2)

3 Age Distribution

The stable age distribution is de�ned as the probability that the orchard sampled on site z at time t has age i, which
obviously only concerns the patches occupied at time t. For these patches, this corresponds to the probability that
the orchard sampled on site z at time t was planted at time t-i. Thus,

P (Az,t = i) = P (Az,t = i | Sz,t = 1) = P (Az,t−i = 0 | Sz,t = 1). (3)

{Az,t−i = 0}i∈N being a partition of the sample space, Bayes' theorem gives:

P (Az,t−i = 0 | Sz,t = 1) =
P (Az,t−i = 0).P (Sz,t = 1 | Az,t−i = 0)∑∞

j=0 [P (Az,t−j = 0).P (Sz,t = 1 | Az,t−j = 0)]
. (4)

Now note that P (Sz,t = 1 | Az,t−k = 0) = P (Xz,t−k ≥ k | Az,t−k = 0). In addition, at the steady state, ∀k ∈ N,
P (Az,t−k = 0) is a constant. Therefore,

P (Az,t = i) =
P (Xz,t−i ≥ i | Az,t−i = 0)∑∞
j=0 P (Xz,t−j ≥ j | Az,t−j = 0)

=

∑∞
k=i P (Xz,t−i = k | Az,t−i = 0)∑∞

j=0

∑∞
k=j P (Xz,t−j = k | Az,t−j = 0)

. (5)

The numerator equals
∑∞
k=i

e−λλk

k! (see eq. 2). Similarly, the denominator simpli�es into:

∞∑
k=0

k∑
j=0

e−λλk

k!
=
∞∑
k=0

[
(k + 1)

e−λλk

k!

]
=

( ∞∑
k=0

e−λλk

k!

)
+
∞∑
k=0

k.e−λλk

k!
= 1 + λ

∞∑
l=0

e−λλl

l!
= λ+ 1. (6)

The stable age distribution is therefore de�ned by:

P (Az,t = i) =
1

λ+ 1

∞∑
k=i

e−λλk

k!
. (7)



At the steady state, the expected age of the orchards is:

E(Az,t) =
∞∑
i=0

[i.P (Az,t = i)] =
1

λ+ 1

∞∑
i=0

∞∑
k=i

(
i
e−λλk

k!

)
=

1

λ+ 1

∞∑
k=0

(
e−λλk

k!

k∑
i=0

i

)
=

1

λ+ 1

∞∑
k=0

[
k(k + 1)

2
.
e−λλk

k!

]

=
λ

2(λ+ 1)

∞∑
k=1

(k + 1)e−λλk−1

(k − 1)!
=

λ

2(λ+ 1)

∞∑
l=0

(l + 2)
e−λλl

l!
=

λ

2(λ+ 1)

[
2

( ∞∑
l=0

e−λλl

l!

)
+
∞∑
l=0

l.e−λλl

l!

]
.

This last term being equal to λ (see eq. 6), we obtain:

E(Az,t) =
λ(λ+ 2)

2(λ+ 1)
. (8)

At the stationary state, the variance of orchard age is:
V ar(Az,t) = E(A2

z,t)− E2(Az,t) = E(A2
z,t −Az,t) + E(Az,t)− E2(Az,t).

And, according to (eq. 8), E(Az,t)− E2(Az,t) =
λ(λ+2)(2−λ2)

4(λ+1)2 .

Furthermore, E(A2
z,t −Az,t) =

∞∑
i=0

(
i2 − i
λ+ 1

∞∑
k=i

e−λλk

k!

)
=

1

λ+ 1

∞∑
k=0

(
e−λλk

k!

[(
k∑
i=0

i2

)
−

k∑
i=0

i

])

=
1

3(λ+ 1)

∞∑
k=2

[
(k − 1)k(k + 1)

e−λλk

k!

]
=

λ2

3(λ+ 1)

∞∑
l=0

[
(l + 3)

e−λλl

l!

]
.

This last sum being equal to λ+3 (see eq. 6), we �nally get:

V ar(Az,t) =
λ2(λ+ 3)

3(λ+ 1)
+
λ(λ+ 2)(2− λ2)

4(λ+ 1)2
. (9)

4 Implementation

To initialize the simulation model, we randomly sample for each orchard:

- an age in the stable age distribution: P (Az,t = i) = 1
λ+1

∑∞
k=i

e−λλk

k! ;
- a lifespan in the stationary lifespan distribution conditional on the previously sampled age:

P (Xz,t = r | Az,t = i) = e−λλr

r!

/∑∞
k=i

e−λλk

k! .

Simulations were performed for lambda=15, as in previous work (Rimbaud et al., 2018).

2



 

S2 Text. Details of NPV calculation.  

In the model, for year a, the gross margin (GMa) generated by a set of orchards (i in {1, … , I}) in a 
landscape is calculated as the benefit engendered by fruit sales, minus all costs due to Prunus 
cultivation and management actions (Rimbaud et al., 2018): 
 

𝑮𝑴𝒂 = ∑ (𝒚𝒊,𝒂. (𝒑 − 𝒄𝒉).
𝑺𝒊,𝒂+𝑬𝒊,𝒂

𝑵𝒊,𝒂
. 𝑨𝒊 − 𝒄𝑭. 𝑨𝒊 − 𝕀𝒊,𝒂

𝑹 . 𝒄𝑹. 𝑨𝒊 − 𝕀𝒊,𝒂
𝑺 . 𝒄𝑺. 𝑨𝒊 − 𝒄𝑹

𝑻 . 𝑹𝒊,𝒂
+ −𝑰

𝒊=𝟏

𝒄𝑨. 𝑶𝒊,𝒂 − 𝒄𝒐. 𝑶𝒊,𝒂. 𝑨𝒊), 

 

with the following parameters:  

Economic parameters 
Reference value 

(Rimbaud et al., 2018) 

Ai Orchard area (ha)  

𝑺𝒊,𝒂 + 𝑬𝒊,𝒂
𝑵𝒊,𝒂

 Proportion of uninfected trees in the orchard  

Oi,a Number of observations in year a  

𝑹𝒊,𝒂
+  Number of newly (individually) removed trees due to PPV detection  

𝕀𝒊,𝒂
𝑹  Boolean which equals 1 if the orchard is removed, and 0 otherwise  

𝕀𝒊,𝒂
𝑺  Boolean which equals 1 if the orchard is planted, and 0 otherwise  

yi,a Relative age-dependent yield of trees in S or E states 

0.00 until 2 years 

0.50 at 3 years 

0.65 at 4 years 

0.85 at 5 years 

1.00 from 6 to 15 years 

0.80 from 16 years 

cS Planting cost for one orchard (€.ha
-1

) 14,000 

cR Removal cost for one orchard (€.ha
-1

) 1,000 

𝒄𝑹
𝑻  Removal cost for one individual tree (€) 15 

cF Yearly fixed cost associated with Prunus cultivation (€.ha
-1

) 13,600 

cO Cost of one observation (€.ha
-1

) 160 (with ρ=0.66) 
*
 

cA Cost of the access to an orchard to survey (€.ha
-1

) 40 

ch Cost of harvest  

p Maximal yearly benefit generated by fruit harvest (€.ha
-1

) 37,250 

τa Discount rate 0.04 

* The cost of one orchard observation is described by a simple linear function of the detection probability: 𝒄𝑶 = 𝟏𝟖𝟐 × 𝝆, 

to account for the effect of partial observation of orchards (e.g. surveillance of every other row only), which reduces both 

the probability of detection and the cost of observation. 

 

Using a discount rate τa=4%, the net present value (NPV) of the landscape between years am and af is: 

 

𝑁𝑃𝑉 = ∑
𝐺𝑀𝑎

(1+𝜏𝑎)
(𝑎−𝑎𝑚)

𝑎𝑓
𝑎=𝑎𝑚

. 
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Résultats clés de l’Article 6 

OPTIMISATION DE LA GESTION DES MALADIES DES PLANTES A L'ECHELLE DU 
PAYSAGE 

Un algorithme d’optimisation pour améliorer la gestion des maladies 

L’algorithme utilisé permet d’optimiser conjointement un grand nombre de 

paramètres (21 dans notre cas), grâce à sa capacité à explorer de manière 

parcimonieuse l’espace des paramètres possibles. 

Les défis de ce travail ont été de redéfinir par distorsion les paramètres de 

gestion et de prendre en compte la stochasticité du modèle ainsi que la 

coexistence de paramètres discrets et continus. 

 
Optimisation in silico de la stratégie de gestion de la sharka 

Des stratégies optimisées dans le cas d’épidémies émergentes et installées ont 

été identifiées. Elles sont efficaces pour les 3 niveaux d’agrégation du paysage. 

D’après le modèle de simulation, ces stratégies sont plus efficaces 

économiquement que la stratégie de gestion française et plus simples à mettre 

en place en pratique (elles n’incluent pas d’interdiction de plantation, ni 

d’arrachages de vergers entiers, et requièrent moins de surveillance des 

vergers). 
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3. Optimisation de la répartition de variétés résistantes dans un paysage 

Pour gérer les maladies, des variétés résistantes sont aujourd’hui créées et implantées dans le 

paysage. Néanmoins, l’introduction de résistances dans l’ensemble d’une gamme variétale peut 

prendre du temps, notamment pour les plantes pérennes. Le remplacement des variétés sensibles à 

une maladie par des variétés résistantes peut alors difficilement se faire la même année : il se fait 

généralement de manière progressive au cours du temps. De plus, pour que cette gestion soit 

durable, toutes les plantes sensibles des parcelles cultivées ne doivent pas être remplacées par des 

résistantes afin que la résistance ne soit pas contournée. Par conséquent, nous avons travaillé sur 

l’optimisation de la répartition des variétés résistantes dans le temps et l’espace. 

Pour évaluer l'influence du déploiement de variétés résistantes sur la productivité, nous avons simulé 

des épidémies de sharka (émergentes ou installées) en testant différents scénarios de répartition des 

variétés résistantes et 3 scénarios de gestion pour 3 types de paysages (différant par leur niveau 

d’agrégation). De plus, le déploiement optimal des cultivars résistants peut modifier une stratégie de 

gestion optimale, c’est pourquoi, nous avons de nouveau optimisé la stratégie de gestion de la 

sharka avec l’algorithme présenté précédemment dans le cas où des variétés sensibles sont 

remplacées par des résistantes. Les résultats de cette étude sont présentés dans l’article 7. 
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ABSTRACT 

In order to control plant diseases, which cause significant damage in agricultural crops, various 

strategies are developed as the use of resistant cultivars. However, because generating resistant 

cultivars can take numerous years, in particular when the objective is to obtain a varietal range of a 

same species, all susceptible crops cannot be replaced by resistant ones at the same time, especially 

for perennial crops. Here, we study how the resistant cultivars should be allocated in the landscape 

over time to minimize the economic damage. Particularly, we assess the influence of the deployment 

of resistant varieties both with and without the application of another management strategy. To this 

end, we used the example of sharka disease, one of the most damaging pathogen of genus Prunus. 

For now, a management strategy based on tree removals, plantation bans and orchard surveillance is 

applied in France to control this pathogen, and a previous study already showed how it was possible 

to improve its efficiency. Using a SEIR model, we tested several allocations of resistant orchards for 

two epidemic cases (emerging and established epidemics) and various aggregations of patches in the 

landscape. We showed that the most promising deployment of resistant orchards without 

management was mixing uniformly susceptible and resistant orchards. However, with the application 

of a management strategy, such deployment does not influence the productivity, which is 

particularly interesting in practice. In addition, to test whether the optimal management strategy 

might change when susceptible orchards are progressively replaced by resistant one, we optimized 

this strategy. Although we identified a strategy which allows improving slightly the productivity, our 

results indicate that a strategy optimized without the deployment of resistant cultivar can still be 

efficient in the context where resistant orchards are introduced in the landscape, which is also 

important for stakeholders. 

Keywords: resistant varieties, optimization, management, landscape, SEIR, spatiotemporal model, 

sharka, virus   
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1. Introduction 

While agriculture has to adapt to the rapidly growing global population and has to reduce pesticide 

use, plant diseases play a major limiting role in agricultural production. However, management of 

diseases in cropping systems is often highly challenging since they result of complex interactions 

between epidemiological processes, human interventions and the organization of patches in the 

landscape. Management strategies such as the use of chemicals, the removal of infected plants or 

some changes in cultural practices have proved their efficiency but may remain unsatisfactory. The 

development of resistant cultivars is another alternative to limit pathogen damage and to reduce the 

use of phytosanitary products. Nevertheless, the development of a resistant cultivar and the varietal 

range of a same species can take several years. Thus, the replacement of susceptible cultivars by 

resistant ones is done progressively over time. In addition, it has been shown that replacing all 

susceptible plants by resistant is not a sustainable strategy over time (Papaïx et al. 2017). Therefore, 

one can argue about whether there is an optimal way in the deployment of the resistant varieties 

over time and space. 

In order to study this question, models are helpful thanks to their ability to test several scenarios of 

epidemic spread and allocation of resistant varieties. Several studies have shown that with a limited 

number of resistant varieties, the most efficient spatial pattern to minimize incidence was the 

mixture of resistant and susceptible plants (Holt and Chancellor 1999; Mundt 2002; Mundt and 

Brophy 1988; Papaïx et al. 2014a; Papaïx et al. 2014b; Skelsey et al. 2010). However, the optimal 

strategy for deploying resistance can depend on the pathogen dispersal function (short or long 

distance, Sapoukhina et al. 2010). Indeed, if a disease spreads by short-range dispersal, random 

mixtures can be used to slow down the epidemic spread because the resistant cultivars create an 

obstacle to the epidemic spread. In the case of long-range dispersal, heterogeneous patterns 

including a minimum distance between sensitive units must be used. This last point highlights the 

importance of patch size and shape for disease dispersal (Mikaberidze et al. 2016). In addition, the 

application of management strategies may influence the optimal deployment of resistant varieties 

since both aim to improve crop productivity. However, the epidemiological modeling studies only 

focused on the deployment of resistant varieties and do not model the application of management 

strategies at the same time. 

In this work, we assess the influence of the deployment of resistant varieties on productivity using a 

model which enables to simulate both disease dispersal and management strategies, on landscapes 

with various levels of patch aggregation (Picard et al. in prep; Picard et al. in revision; Pleydell et al. 

https://www.linguee.fr/anglais-francais/traduction/sustainable+strategy.html
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2018; Rimbaud et al. 2018a; Rimbaud et al. 2018b). We apply this approach to Plum pox virus (PPV), a 

quarantine pathogen which causes the most devastating disease of prunus trees (affecting mainly 

plum, apricot, and peach production, Cambra et al. 2006; García et al. 2014). This disease, 

transmitted between hosts through aphids, cause significant economic losses because the associated 

symptoms make fruit unfit for consumption. To reduce such damage, a strategy based on orchard 

surveillance, plantation bans and removal of symptomatic trees is applied in France (JORF 2011; 

Rimbaud et al. 2015). Another approach to control PPV spread is the development of resistant tree 

varieties: several breeding programs for resistance to PPV in various species in the genus Prunus are 

ongoing (Hartmann and Neumüller 2006; Polák et al. 2017; Zuriaga et al. 2018). For instance, several 

research laboratories have reported resistance in apricot varieties (Dondini et al. 2011; Pilařová et al. 

2010; Vera Ruiz et al. 2011) and a range of resistant apricot trees was developed in 2013 (Mariette et 

al. 2016). As regards peach trees, no resistant cultivar is currently commercially available but 

promising studies may suggest that they soon will be (Cirilli et al. 2017; Pascal et al. 2002). In this 

context, we wonder how these resistant cultivars should be deployed in the landscape to limit the 

virus damage. To this end, we simulated various allocations of resistant cultivars and three 

management scenarios (without disease management, with the French management strategy and 

with an optimized strategy previously identified, Picard et al. in prep). In addition, to be as realistic as 

possible, we assume that only 50% of the susceptible orchards in the landscape (which are 

predefined) can be replaced by resistant ones, and we tested 2 hypotheses. The first one assumes 

that, among the 50% predefined susceptible orchards, all the non-productive orchards can be 

replaced by resistant cultivars. However, replacing all peach orchards by resistant cultivars can only 

happen if a range of resistant cultivar can guarantee a large production period. Generally, different 

resistant cultivars of a same species are not available at the same time since their creation and their 

acceptation to the official varieties catalogue may take several years. Thus, we also tested the 

hypothesis that the production of resistant cultivar is limited, which means that, among the 50% 

predefined susceptible orchards, all the non-productive trees cannot be replaced by resistant 

cultivars at the same time. In addition, a management strategy may influence the optimal 

deployment of resistant cultivars, but the opposite is also true. Therefore, we optimized sharka 

management strategy using a numerical algorithm by taking into account the replacement of 

susceptible orchards by resistant ones. 
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2. Materials and methods 

2.1. Simulation of sharka spread and management 

In order to simulate outbreaks, we used a stochastic, spatially explicit, SEIR (susceptible-exposed-

infectious-removed) model initially proposed by Pleydell et al. (2018) and further developed by 

Picard et al. (in prep); Picard et al. (in revision) and Rimbaud et al. (2018a, 2018b). This orchard-based 

model simulates, with a discrete time step of 1 week, disease spread and management on landscapes 

composed of patches on which peach trees are grown. These patches vary by their aggregation level: 

the model includes patches with a high (H), medium (M) and low (L) level of aggregation. The 

simulation model accounts for epidemic stochasticity through 6 epidemiological parameters. 

Depending on their variation ranges, these parameters can represent either an emerging or an 

established epidemic. In addition, a management strategy based on French and US sharka 

management in prunus orchards is implemented in the model. It includes 21 parameters 

representing orchard surveillance, plantation bans and tree removals. This strategy is applied during 

30 years after several years of epidemic simulation to allow time for the virus to spread. 

The model output is the net present value (NPV), an economic criterion which balances benefits 

generated by prunus cultivation and the costs associated with production and disease management 

actions (observation, removal and replantation) (Picard et al. in prep; Rimbaud et al. 2018a). The NPV 

is calculated for the whole 30-year management period, for both emerging and established 

epidemics. 

 

2.2. Simulation of the allocation of resistant varieties  

The model developed by Picard et al. (in prep) includes 90 simulated landscapes (30 for each 

aggregation level) composed of 400 patches. In this study, all orchards planted on patches were 

susceptible to sharka disease. Here, the simulation model was modified to enable the replacement of 

susceptible orchards by resistant ones if they are removed during the simulation (because of sharka 

or because they are too old to be productive enough). Replacements by resistant cultivars can take 

place only during the 30 years of the simulation for which the management strategy is applied. 

To this end, patches were assigned to either the resistance zone (where a removed orchard can be 

replaced by a resistant or a susceptible one) or to the susceptible zone (where a removed orchard is 
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always replaced by a susceptible one). For each of the 90 landscapes, these zones were defined in 

several ways (Fig. 1). Then, to simulate a situation where resistant cultivars would be available only 

progressively, we included in the model the possibility to have a (time-varying) threshold controlling 

the number of orchards that can be replaced by resistant orchards each year. Starting from 1 at the 

first year of management, this threshold doubles every 2 years. Note that, it is rare that the number 

of orchards to replace, which are located in the resistance zone, exceed 35 orchards/years in the case 

of the epidemic spread fast (for established epidemics on the most aggregated landscape (H) and 

without management). In simulations without replacement threshold, all removed orchards located 

in the resistance zone are replaced by resistant orchards. Otherwise, some removed orchards in the 

resistance zone are chosen randomly and independently to be replaced by resistant orchards 

(depending on the threshold); others are replaced by susceptible varieties.  

All in all, we used 10 different ways to allocate the resistant varieties in a given landscape: 5 

possibilities to assign resistant and susceptible zones (22, 42, 102, R and U) x 2 replacement scenarios 

(with and without replacement threshold). We carried out epidemic simulations of these scenarios 

on each landscape (334 simulations for each landscape to obtain around 10,000 simulations for each 

aggregation level), in cases of emerging and established epidemics, and with 3 different management 

strategies (without disease management, with the French management strategy, and with the 

optimized strategy from Picard et al. in prep). Two criteria were analyzed: the mean NPV 

(noted NPV̅̅ ̅̅ ̅̅ ) and the mean of the 10% “worst” NPVs among the 10,000 simulations (noted NPV10%̅̅ ̅̅ ̅̅ ). 

This last criterion was chosen to reduce the likelihood of significant losses. 
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2.3. Optimization of the management strategy in the presence of 

resistant cultivars 

We used an algorithm adapted from the R packages DiceKriging and DiceOptim (Picheny and 

Ginsbourger 2014) to optimize sharka management as in the study of Picard et al. (in prep). Here, we 

optimized disease management in the presence of a uniform replacement (without replacement 

threshold) of resistant varieties for established epidemic, for the 3 levels of patch aggregation on 

NPV̅̅ ̅̅ ̅̅ . Then, we performed 10,000 simulations with these optimized strategies, using epidemic 

parameters corresponding to established epidemics. 

 

3. Results 

3.1. Simulations of various allocations of resistant varieties  

Our results showed that NPVs were higher when we don’t apply a replacement threshold, which was 

expected because we add resistant cultivars faster in time. In addition, for the simulations without 

management, we have a bigger gap of  NPV10%̅̅ ̅̅ ̅̅  between the scenario 22 and the scenario U for 

simulations performed without replacement threshold than with the threshold. It is probably due to 

the fact that we reach the final allocation of resistant and susceptible cultivars faster with than 

without threshold. 

Epidemic simulations were first performed without applying any management strategy. In such a 

situation, we showed that the deployment of resistant orchards in the landscape can influence the 

NPV for landscapes H and M (Fig. 2 and Supplementary Table S1 and S2). Globally, the NPVs were 

higher by mixing resistant and susceptible orchards (scenario U), although other scenarios are not 

significantly different. Regarding the landscape L, the allocation of resistant orchards did not 

influence the NPV. Then, simulations were performed with the French management strategy. The 

results showed that the allocation of resistant orchards in the landscape does not influence the NPV 

in all cases except for simulations on the most aggregated landscape (H) for established epidemics 

without replacement threshold. However, even in this case, NPV obtained for R, 22 and 42 scenarios 

are very close to the NPV obtained for 102 and U allocations from which they differ significantly 

(Supplementary Table S1 and S2). Finally, when simulating disease spread under a previously 
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identified optimized strategy (Picard et al. in prep), the allocation scenario of resistant orchards in 

the landscape did not influence the NPV for emerging or established epidemics. To summarize, 

without management strategy, the uniform allocation of resistant cultivars leads to higher NPVs, and 

regarding the other scenarios (without management strategy for landscape L, and with the French 

strategy and the optimized strategy for all landscapes), how to allocate of resistant varieties do not 

influence the NPV results. 
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3.2. An optimization case 

To test whether the optimal disease management strategy might change when resistant cultivars are 

progressively introduced in the landscape, an algorithm was used to optimize sharka management 

with the replacement of removed orchards in a uniform way (without replacement threshold) in the 

case of established epidemics. We chose this scenario because without applying a threshold, the 

uniform allocation of resistant varieties led to the best results among all the performed simulations 

(Fig. 2). An optimization with such scenario is thus probably the one which will lead to the best NPV 

improvement. 

We observed an interaction between the management strategy and the allocation of resistant 

orchards. Indeed, the optimized strategy obtained in this context had better NPV̅̅ ̅̅ ̅̅  than the best 

strategy identified when all cultivars are susceptible (Table 1). Nevertheless, the difference observed 

between the results of these different strategies is not significant. For instance, we found that the 

management strategy optimized for the NPV̅̅ ̅̅ ̅̅  of landscape H lead to results differing by only 0.01% 

with the previously identified strategy (Picard et al. in prep). This can be explained by the similarity 

between these 2 strategies (Fig. 3). They differ essentially in the surveillance process: the surveys are 

more localized around the detected infected tree for the strategy found in this study than in the 

previous one. 

 

Table 1: 𝐍𝐏𝐕̅̅ ̅̅ ̅̅  (€/ha) obtained after 10,000 simulations of PPV dispersal and management. 

Simulations were carried out with the replacement of removed orchards in a uniform way for 

established epidemics. Values in bold represent the NPV̅̅ ̅̅ ̅̅  (or the  NPV10%̅̅ ̅̅ ̅̅ ) corresponding to 

simulations performed on a landscape with the management optimized for the NPV̅̅ ̅̅ ̅̅  (or the NPV10%̅̅ ̅̅ ̅̅ ) 

for the same landscape (e.g. the NPV̅̅ ̅̅ ̅̅  of simulations performed on landscape H with management 

parameters optimized for the NPV̅̅ ̅̅ ̅̅  on the landscape H). 

 

 

Landscape H Landscape M Landscape L 

Optimized strategies optimized for : 𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  𝐍𝐏𝐕̅̅ ̅̅ ̅̅   𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  

NPV̅̅ ̅̅ ̅̅  of landscape H 18974 4977 22983 15557 23917 18544 

NPV̅̅ ̅̅ ̅̅  of landscape M 17166 -1698 23236 14231 24375 18323 

NPV̅̅ ̅̅ ̅̅  of landscape L 17625 -782 23422 14381 24547 18441 

Without disease without management -4802 -51587 17924 -6013 21087 5534 

French management strategy 6259 -17129 17754 5264 20881 12587 

Optimized strategy from Picard et al. (in 

prep) 
18959 4666 23014 15698 23820 18707 
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Figure 3: Management actions for optimized strategies of sharka. These strategies were obtained 
for established epidemics by Picard et al. (in prep) (left) and in this study (right) as a result of the 
optimization of the  for landscape H with replacement of removed orchards in a uniform way 
(without replacement threshold). 

 

4. Discussion 

This work aimed to understand the influence of the allocation of resistant orchards on 3 landscapes 

varying by their level of patch aggregation. We performed simulations of sharka spread and 

management with 10 different scenarios of resistant orchards deployment for each landscape 

aggregation level, and for emerging and established epidemics. These scenarios also included 

different management strategies in order to assess the influence of the application of such 

management on the optimal deployment of resistant varieties, which has never been studied before.  
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1 survey / year

Epicentre
300 200

Detected tree

Focal zone

Surveillance zones established for 6 years

182 83
Focal zone

Epicentre

Detected tree

Surveillance zones established for 5 years

1 survey / year1

Contamination rate of the epicentre:
<1%: 1 survey / year
>1%: 6 surveys  / year

1

C
<

Probability of detection of a symptomatic tree: 0,57

Removals
Removal of only symptomatic trees

Infected 
orchard
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In the absence of disease management, the uniform allocation is the most effective strategy 

whatever the level of landscape aggregation and the epidemic type. These results are consistent with 

those found by Papaïx et al. (2014a) and Papaïx et al. (2014b), which suggest to mix resistant and 

susceptible patches. In practice, this means that, when deployment of a resistant cultivar is the only 

disease control option, each grower should spread its resistant orchards regularly and, ideally, 

coordinate with its neighbors to maintain regularity across farm boundaries. In addition, others 

studies recommend to mix resistant and susceptible within a patch (Holt and Chancellor 1999; Mundt 

2002; Skelsey et al. 2010) because « disease severity for the mixtures decreased with increasing 

number of genotype units » (Mundt and Brophy 1988). Thus, it may be interesting to test the effect 

of mixing resistant and susceptible cultivar in the same orchard with our simulation model. However, 

such mixture could be problematic for farmers who generally plant the same cultivar in one orchard 

to facilitate the cultural operations. 

On the contrary, whatever the level of landscape aggregation and the epidemic type, when enough 

control is exerted on the disease (by the French management or the optimized strategy from Picard 

et al. in prep), the type of allocation of resistant cultivars in the landscape does not influence the 

NPV. This last point is important in practice because it implies that no collective decision has to be 

made on which orchards can or cannot be replaced by resistant cultivars, even if the disease 

management strategy changes in the future. In addition, when the management strategy is 

optimized in the context of established epidemics with a uniform replantation of resistant orchards 

(without threshold), we found a strategies which lead to very similar NPV̅̅ ̅̅ ̅̅  to Picard et al. (in prep) 

(although our strategy outperformed slightly the previous one). Both strategies are comparable even 

if the required surveillance is slightly different (in particular, regarding the strategy optimized for 

landscape H, the presence of resistant orchards enables to reduce even more the surveillance radius 

around detected trees). In practice, a strategy adapted to the allocations of resistant orchards thus 

seems possible to deploy, but such efforts may not be necessary since the optimized strategy 

proposed by Picard et al. (in prep) remains largely efficient. 

Nevertheless, we have to keep in mind that the optimization was here performed for one scenario. 

We might optimize the management strategy of the pathogen in other contexts to confirm our 

results, as for example, with the use of a threshold controlling the number of orchards that can be 

replaced by resistant orchards each year.  

To go even further in this work, it may be interesting to accept the removal and replacement of some 

orchards by resistant varieties in the model, even if they still productive. Indeed, in regions with a 



209 
 
 

high prevalence, farmers might anticipate and replace susceptible orchards by resistant ones before 

incurring production losses. In addition, our simulations imposed here to keep at least 50% of the 

patches with susceptible orchards in the landscape, which is not necessarily realistic although this is 

recommended to avoid resistance breakdowns. In situations where more than 50% of the orchards 

could be replaced by resistant cultivars, the disease spread may be widely slowed, and the optimal 

strategy may change. It could thus be another point for reflection. This work might also be improved 

by taking into account the possibility of resistance breakdown. Indeed, the varietal composition of 

the landscape can influence a population resistance level (Sapoukhina et al. 2009; Papaïx et al. 2011, 

2017). For instance, studies show how such composition influences the resistance level of cereals 

varieties by altering the structure of the pathogen populations (Papaïx et al. 2011; Rimbaud et al. 

2018c). Particularly it was shown that, simulating a resistance breakdown, the uniform deployment 

of resistant varieties would be optimal (Sapoukhina et al. 2009). Indeed, this study shows that 

random patterns can reduce both density and genetic diversity of the pathogen population and delay 

invasion. By contrast, aggregated allocations diversify pathogen population and, hence, reduce the 

efficacy of resistance genes. However, simulating resistance breakdown for sharka is complex for 

now because there is little knowledge about resistance mechanisms and their durability, but, 

although we did not account for the resistance breakdown in our study, our conclusions still the 

same: the uniform allocation of resistant cultivar is recommended. 
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SUPPORTING INFORMATION 

Supplementary Table S1: Statistical comparison of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ obtained for emerging epidemics under 90 

scenarios. These scenarios correspond to the complete factorial design for: 3 management strategies 

x 3 landscape aggregation levels x 2 resistance availability thresholds x 5 resistance allocations. 

Letters correspond to the result of a Tukey HSD test performed for each management strategy 

scenario: for instance, scenarios without management strategy presenting the same letter are not 

significantly different. To facilitate easy reading, for each management strategy, the boxes 

representing the scenario leading to the best 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  are colored, as well as the scenarios which are 

not significantly different. 

    Aggregation 
level 

Replacement 
threshold of 

resistant 
varieties 

Allocation scenarios of resistant orchards 

    22 42 102 R U 

Emerging 
epidemics 

Without 
management 

High 
With o o n n n 

Without mn m l k j 

Medium 
With i cdefgh bcdefg ghi fghi 

Without efgh defgh abcde abcde abcd 

Low 
With defh cdefgh abcd bcdef bcdef 

Without abcde ab abc a a 

French 
management 

High 
With f f f f f 

Without e defgh de de de 

Medium 
With c c c c c 

Without b b b b b 

Low 
With b b b b b 

Without a a a a a 

Optimized 
strategy from 
Picard et al. 

(in prep) 

High 
With i i i i i 

Without h h h h h 

Medium 
With g fg fg fg efg 

Without cde abc bcd bcd bcd 

Low 
With bcd bcd bcd def bcd 

Without abc ab abc a a 
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Supplementary Table S2: Statistical comparison of 𝐍𝐏𝐕̅̅ ̅̅ ̅̅ obtained for established epidemics under 

90 scenarios. These scenarios correspond to the complete factorial design for: 3 management 

strategies x 3 landscape aggregation levels x 2 resistance availability thresholds x 5 resistance 

allocations. Letters correspond to the result of a Tukey HSD test performed for each management 

strategy scenario: for instance, scenarios without management strategy presenting the same letter 

are not significantly different. To facilitate easy reading, for each management strategy, the boxes 

representing the scenario leading to the best 𝐍𝐏𝐕𝟏𝟎%̅̅ ̅̅ ̅̅  are colored, as well as the scenarios which are 

not significantly different. 

    Aggregation 
level 

Replacement 
threshold of 

resistant 
varieties 

Allocation scenarios of resistant orchards 

    22 42 102 R U 

Established 
epidemics 

Without 
management 

High 
With o o n mn m 

Without l l k j i 

Medium 
With h gh gh gh g 

Without f ef de de d 

Low 
With c c c c bc 

Without ab a a a a 

French 
management 

High 
With g g g g g 

Without ef e f ef f 

Medium 
With d d d d d 

Without c c c c c 

Low 
With b b b b b 

Without a a a a a 

Optimized 
strategy from 
Picard et al. 

(in prep) 

High 
With f f f f f 

Without e e e e e 

Medium 
With d d d d d 

Without c c c c c 

Low 
With b b b b b 

Without a a a a a 
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