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Abstract

In this thesis, we study some models of partial differential equations, and more precisely we
have treated some hyperbolic-parabolic coupled systems. Through these models, we have
taken into consideration problems that had been tackled based on the resolution of the prob-
lems of existence and uniqueness on the one hand, and the behaviour of the solutions in terms
of stability on the other hand.

In the first chapter, we analysed a porous-elastic system with consideration of the effects of
local and micro-local heat, which, by means of flow transfer, results in Fourier’s law.

In the second chapter, we treated von Karman’s hyperbolic model coupled with the effects
of second sound heat where conduction results from Cattaneo’s law.

In the third chapter, we studied a model that interprets the shear of a Timoshenko type
beam and takes into account the existence of a Gurtin-Pipkin type fractional heat transfer.

In the fourth chapter, the model consists in the study of a problem which falls within the
framework of the theory of non-classical thermoelasticity. This problem is presented by von
Karman’s mechanical model coupled with the heat equation introduced by Gurtin-Pipkin’s law.

Keywords

Coupled systems; Lyapunov method; Dissipative systems; Global existence; Contraction semi-
group; Stability; Multiplier technique.



Résumé

Dans cette thése, nous étudions quelques modéles d’équations aux dérivées partielles, et
plus précisément nous avons traité certains systemes couplés hyperboliques-paraboliques. A
travers ces modeles, nous avons pris en considération des problémes qu’on avait abordés se
basant ainsi sur la résolution des problémes d’existence et d’unicité¢ d’une part, et le
comportement des solutions en termes de stabilité d’autre part.

Dans le premier chapitre, nous avons analyse un system poreux-¢lastique avec la prise
en compte des effets de chaleur local et micro-local qui, par un transfert de flux abouti a la
loi de Fourier.

Dans le deuxiéme chapitre, nous avons traité¢ le modele hyperbolique de von Karman
couplé avec les effets de chaleur deuxiéme son ou la conduction est résultante de la loi de
Cattaneo.

Dans le troisieme chapitre, il s’agit de 1’étude d’un modele qui interprete le cisaillement
d’une poutre de type Timoshenko et qui tient compte de I’existence d’un transfert de chaleur
fractionnaire de type Gurtin-Pipkin.

Dans le quatriéme chapitre, le modele consiste a 1’étude d’un probléme qui entre dans le
cadre de la théorie de la thermo élasticité non classique. Ce probléme est présenté par le modele

mécanique de von Karman couplé avec 1’équation de la chaleur introduite par la loi de Gurtin-
Pipkin.

Mots-clés

Systémes couplés; Méthode de Lyapounov; Systémes dissipative; Existence globale;
Semi-groupe de contraction; Stabilité; Technique du multiplicateur.
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1. Introduction

In this thesis, we study some models of coupled hyperbolic-parabolic systems, on which we
treated a series of problems. We can give an overview of the contents of chapter (1). So, we
will therefore present all the problems we have dealt with in the next section. Then, for reasons
of motivation, we present the important review in the literature. Next, we show the basic models
used to derive our models. Afterwards, the objectives of this work and also the methodology
used were presented. Finally, we present the main lines of the organization of the thesis.

In chapter (2), we will present some essential preliminaries.

1.1 Problematic

Here we are in the process of presenting models and highlighting the problems related to them
that have been studied.
In chapter (3), we were interested in studying the following system

PU = Mgy + by — 70y,
Jou = gy — buy — Eo — dwy, + mb — By, (1.4)

cty = YUtz — TPt — k1w,

awr = kowgy — k3w — k160, — dpyy.

This system is extremely important from a mathematical and physical perspective, so we note
its presence in the priorities of mathematicians for the purpose of developing several areas,
including the mechanics of materials and theories of solids. The aforementioned system mod-
els the vibration or displacement of a porous-elastic solid with thermal effects in addition to a
porous damping. Here the thermal effects are taken through its diffusion in the parts of the local
matter, as well as for the very fine parts of the material, so we call it the microtemperature.

We note that in the theory of elastic materials with voids they linked the behavior of the
solution to the coupling types (and / or) dissipation mechanisms, the different studies are sum-
marized by the following diagram This diagram can be used in such manner, that is, if we take

Thermal effect Elasticity Microthermal effect
— 4 —
Viscoelastic effect Porosity Viscoporous effect

Figure 1.1 — stability shema

at the same time an effect of the right box and another of the left box, so we get the exponential
stability. But, if we consider two effects which take place at the same time of a single box, we

2



1.1 Problematic

obtain then a slow decay i.e., the polynomial stability.

In our work, we took the zero thermal conductivity in addition to the presence of porous
damping. On the one hand this suggestion is very important because it is contained in several
physical issues and on the other hand, we notice a clear difference with the procedures that
can be adopted by looking at the schematic diagram. Therefore, the presented problem that
requires study is to prove the existence of solutions to the system and to show their behavior,
i.e. stability of the solutions, where they can be either exponentially stable or polynomial stable.
In some phenomena, work is done to achieve the exponential stability of the systems, as this
translates into the presence of very microdeformations in the material that are almost neglected
and this is what makes them coherent well, in other phenomena, the polynomial stabilization is
the most important so that it can allow a longer period for the cohesion of the materials, but in
the presence of ineffective deformations.

In chapter (4), we were interested in studying the following systems

1
Wy + YWy — dy [(Uz + 5 (wz)2> wx:| + doWygpy = 0,
x

1
0 + qz + Uty = 0,
qt + Y29 + 0, = 0.

Here, we will deal with a non-linear type of thermo-mechanical system, so we can describe
the system that models the longitudinal and transversal vibrations of nonlinear displacement
of elastic solid, and this is followed by the presence of thermal effects guaranteed by the heat
transfer according to the second sound law. It can also be called Cattaneo’s law. This heat
is released as a result of the previously mentioned displacements, and this is explained by
the presence of heat dissipation. As for the approved damping, the friction damping has been
taken into account, as it helps in reducing the distorted vibrations of the displacement. Based
on the approved principle, we can consider at least two dissipations, one of which affects the
mechanical displacement, whether longitudinal or transverse, and the other satisfies the ther-
mal effects. In view of the complete absence of the use of thermal effects of Cattaneo type on
this mechanical systems and because we realize that each heat flow has a special effect on
the stability. So we used this effect with the presence of a mechanical damper and that to solve
some of the presented problems which are represented in proving the existence of solutions as
well as knowing the type of stability produced.




1. Introduction

In chapter (5), we were interested in studying the following system

P1Ptt — H(prx + wx) =0,
potbut — Wbes + (50 + ) — /0 h(s)AT(t — s)ds + 66, =0, 13

1 o0
p30; + 3 / g(s)A%6(t — s)ds + 6, = 0,
0

The first and second coupled equations of the system are called the Timoshenko system, while
the third equation represents the heat equation. Due to the great importance of linear me-
chanical systems associated with the heat equation, we dealt in our work to study the system
(1.3) which models the transverse displacement and shear angle vibration of the elastic rigid
beams in the presence of partial thermal spatial effects of the Gurtin-Pipkin type, more pre-
cisely this heat is produced due to the different vibrations. This type of heat flux has been taken
into account, which can be derived from the non-classical law of thermal elasticity. Also, we
can observe a partial memory affecting the shear angle. Studying this type of model is very
important. Therefore, we can summarize the problems presented for this model that require
study are proving the existence of solutions, and showing the type of resulting stability and its
relationship to the number of stability as well as the fractional variable.

In chapter (6), we were interested in studying the following system

1
Wit — dl |:<ux + = (wx)2> wx:| + d2wmzx:p + awy = 0,
x

2
1 2
1 o
0; — — 9(8)0y:(t — s)ds + dug = 0.
B Jo

The system allows the modeling of both longitudinal and transverse displacements of non-linear
beams or plates, whereby due to the vibrations they create a thermal transfer according to the
Gurtin-Pipkin law. With regard to these mechanical systems combined with heat, we note that
the thermal effects are sometimes ineffective in working on the stability of non-linear mechanical
systems, except with the presence of auxiliary mechanical dampers. Both mechanical dampers
and thermal effects absorb unwanted vibrations and thus provide stability to the beam. We have
worked on solving the problem of having solutions as well as showing what kind of stability the
model achieves.

Finally, in chapter (7), for more clarifications, we were able to obtain a comprehensive con-
clusion, that contained some results abridgement and perspectives. We have shown, through

4



1.2 Motivations

the problems raised earlier, some valid questions that require answers. Therefore, this can be
found in the chapters presented below.

In the next section, we will present the most important research work that we have relied
on.

1.2 Motivations

The topic of our research is of importance and a direct link to various broad scientific fields
e.g., in the theoretical and applied physics for controlling the engineering of materials and the
recognition of their different properties, and in biology for being able to observe and control
some biological fluorescence. We also see it in the mechanics of controlling the beams, arch
beams, and plate. Indeed, scientific phenomena can be treated with mathematical modeling
through which the corresponding model can be obtained. We can say that the problems that
we were interested in treating represented in elasticity/ or thermoelasticity problems of various
kinds, whether they were related to materials and their properties, or were related to mechanical
systems. It is noticeable that these problems have attracted the attention of researchers from
various fields, as previously mentioned.

Through extensive scientific research, we can distinguish types of scientific research in
which scientists have dealt with the behavior of temporal decay of systems solutions. e.g., in
the one-dimensional case it is certain and which has been shown that the interaction between
thermal and mechanical fields leads to the exponential decay of the solution. Hence, the ques-
tion arises in our minds about the nature of the temporal behavior of solutions when we think
about another type of coupling and / or dissipation mechanisms. In our discussion of the prob-
lems of elastic materials and their properties through which elastic solids with voids have been
discussed and studied, in this context it is worth noting the work of Cowin and Nunziato [1, 2]
and Cowin [3] on the theory of porous elastic materials. In simple terms, this can be said to
be one of the theories that take into account the inner structure of an body as it has been
extensively researched in the theory of void matter in recent years.

Now, for mechanical models, looking at our research, a basic model developed earlier by
Timoshenko [4, 5] caught our attention, which depended on the transverse displacement of the
beam as well as the rotation angle of the beam strings. Many researchers have been interested
in studying the system, and various damping mechanisms have been used to stabilize the
vibrations of this system. The results obtained showed that the presence of dissipation for
both equations leads to regular stability (exponential or polynomial), this without addressing
the values of the constants in the model. This has been explained by Kim and Renardy [6],

5



1. Introduction

Feng et al. [7], Raposo et al. [8], Santos [9], Messaoudi and Mustafa [10] and others. However,
it was found that stability in the case of only one effective damping in this respect may depend
on the values of the system constants. Specifically, if the wave propagation velocities are
equal, then stability can be obtained for weak solutions. This was demonstrated by Soufyane
and Wehbe [11], Ammar-Khodja et al. [12], Guesmia and Messaoudi [13, 14], Messaoudi and
Mustafa [15, 16] and Messaoudi et al. [17], Fernandez Sare and Rivera [18], Messaoudi and
Said-Houari [19], Rivera and Racke [20,21], Mustafa and Messaoudi [22]. In the opposite case,
some researchers have shown that a weaker dissolution rate is obtained for more uniform
solutions. In this regard, we quote, among other things, the works of Fernandez Sare and
Rivera [18], Messaoudi and Said-Houari [19].

In addition to the various influences, for example thermal effects and viscosity effects, we
will highlight the works lesan [23], lesan and Quintanilla [24] through which they had extensive
research contributions. These theories are directly related to the problems of elastic materials
in mechanical systems, where it must be said that Grot [25] has developed a theory in the
thermodynamics of elastic materials with microstructures whose microelements, in addition to
microdeformations, possess microtemperatures. Indeed, this theory depends on the contin-
uum mechanics of micromorphic materials, and as a result this can be explained by the fact
that the microelements may undergo homogeneous deformations called microdeformations.
This link between the theories raised many questions that have culminated in scientific publi-
cations working to develop the theory of nanomaterial mechanics on a large scale. We refer
the works of Eringen [26, 27], Eringen and Kafadar [28], and we can also recall the contri-
butions of lesan [29, 30], lesan, and Quintanilla [31]. Historical developments on the subject,
as well as references to various contributions can be found in [32]. The mathematical results
that were based on the study of displacement models of porous-elastic materials are adopted
by many researchers from various scientific fields, so looking at the work [33] that dealt with
a one-dimensional system, we conclude through temporal decay analysis that the dissipation
due to porous viscosity is not It is sufficient to ensure the exponential stability of the solutions.
Likewise, with regard to thermal effects, through the work of Casas and Quintanilla [34] it is
clear to us that temperature does not give exponential stability. However, they also showed in
the same work that a combination of porous viscosity with thermal effects does indeed produce
it.

With regard to stabilization through the thermal effect of Timoshenko systems, Rivera and
Racke [35] considered the Timoshenko system whose equations are the beam displacement,
rotation angle and difference in temperature. Under the appropriate conditions for the constants
of the linear system, they demonstrated many results of exponential decay and non-exponential

6



1.2 Motivations

stability in the case of the different wave velocities of the system. For the thermal effect the heat
flux has been given according to the Fourier law. As a result, this theory predicts an infinite
speed of heat propagation. That is any thermal disturbance at one point has an instantaneous
effect elsewhere in the body. Experiments showed that heat conduction in some dielectric
crystals at low temperatures is free of this paradox and disturbances, which are almost entirely
thermal, propagate in a finite speed. To overcome this material contradiction, several theories
such as thermoelasticity by sound second or thermoelasticity by type Il have been merged.
For the background related to this theory, we refer the reader to Green and Naghdi [36, 37]
and Chandrasekharaiah Review Paper [38]. By relying on thermal diffusion according to the
previous laws, the coupled Timoshenko system have been considered, and this has been put
forward by a number of authors. Please see the work of Djebabla and Tatar [39—-41]. Messaoudi
and Said-Houari [42]. Messaoudi and Fareh [43]. Kafini et al. [44,45] and Kafini [46] also Fatori
etal. [47].

As for the existence of the microtemperature effects, through the article [34] we can say that
the coupling temperature and microtemperature effects lead to the exponential stability of the
system. Some of these results have recently been extended to generalized thermal elasticity
and we refer in this context to works [48,49]. It is known that the systems to be studied need
a dissipative mechanisms. Therefore, by talking about the dissipative mechanisms that help
to dampen the systems, it has been discussed in many contributions [34, 34, 49, 50] where
many results were extracted enabling us to remember the main conclusions with the help of
scheme (Fig. (1.1)). The work with the previous scheme can be translated by taking one effect
from the right square and another from the left square, to obtain exponential stability. Or by
taking into account two simultaneous effects from one square only, to obtain slow decay (see
for example works [49,50]) ). Indeed, in this direction it is noteworthy to consider the work [51]
where it has been demonstrated that some of the models studied decay polynomially with rates
of decay that depends on the regularity of the initial data. Which means and explains that the
decay can be very slow provided the initial data is not regular. In addition to the previously
mentioned dissipation mechanisms, we also point out that some other dissipation mechanisms
(linear boundary feedback or memory type dissipation) have been recently considered (see for
example [52,53]). Now, by looking at the one-dimensional systems related to the theory of
elastic solids with voids presented by Nunziato and Cowin in work [2], we can rely on lesan’s
works [23,29, 32,54] where he was able to add temperature and precise temperatures also to
the linear theory given in the article [30]. It should also be noted recent contributions [55-57]
related to three-dimensional thermal problems.

For the stabilization of one-dimensional and multi-dimensional von Karman system, one

7



1. Introduction

can refer to Horn and Lasiecka [58,59], Lasiecka [60,61] and so on. The study of elastic solid
materials is insufficient to determine the characteristics of these materials, (see e.g. [62,63] ),
to better understand and satisfy the complete and definitive study it is necessary to introduce
the models of linear thermo elastic plates (coupling of the plate and the heat ) and the standard
linear thermoelastic system (coupling between wave and heat equations). It is known in the
literature that models have different properties, in this sense for thermoelastic models one
can dampen unwanted vibrations with control of an exponential function but only in certain
domains, on the other hand, for the model which results in a coupling of the equation of the
plate and the equation of the heat this model is always exponentially stable. In the linear
case, D. B. Henry et al. [64] proved that the coupled thermoelastic system is equivalent to
that of the decoupled system, so the exponential stability is proven. In this context, Assia
Benabdallah et al. [65] studied a von Karman one-dimensional model with thermal effects,
where they have derived equations by constituting the new mathematical model, then they
determined the new model by a coupling of the parabolic equations modeled according to the
classical Fourier law, and finally they proved the existence and the uniqueness of a global
solution as well as the exponential stability. Liu et al. [66] studied a one-dimensional full von
Karman beam with a thermo-viscoelastic damping, frictional dampings and a delay term in
the internal feedback, and proved the well-posedness and general decay result of the system.
Bouzettouta and Abdelhak [67] extended the results to the case of the system with distributed
delay. For multi-dimensional case, we mention the contribution of Lasiecka [68].

1.3 Background

In this section, we will begin by providing a historical overview of the field of research, as well
as presenting the basic models that have been adopted to derive the models studied in the next
thesis chapters.

1.3.1 Classical Thermoelasticity

In the theory of thermoelasticity, it was Duhamel who founded for the first time in 1838 the
equations of the deformation in an elastic body with temperature gradients, subsequently in
1841 Neumann found the same results. However, this theory was based on the independence
of thermal and mechanical effects. Regarding the total strain, it was determined by superim-
posing that the elastic strain and thermal expansion are caused by the temperature distribution
only, which means that this theory therefore did not describe the motion associated with the

8



1.3 Background

state thermal, nor did not therefore include the interaction between the strain and the tempera-
ture distributions. Therefore, thermodynamic arguments were needed. Thus, in 1857 Thomson
used the laws of thermodynamics to determine the stresses and strains in an elastic body in
response to varying temperatures. As for Landau and Lifshitz in 1953 developed the classi-
cal methods of thermodynamics for the derivation of the coupled equations of thermoelasticity.
The thermoelastic equations describe the behavior of a elastic, heat-conducting body. In the
classical model, the hyperbolic elastic system is combined with the classical equivalent model
of thermal conductivity. This leads to a parabolic coupling system. Thermoelasticity also de-
scribes the interactions between elastic stresses and temperature differences. When the pro-
posed materials are present in the linear case of a homogeneous and isotropic medium with
a zero of the external body forces and a zero of the external heat, and a Fourier law for the
conduction of the internal heat, we can introduce the coupled system as follows

Ut — QU + 710, =0, INR, x 1T,

Oy — KOpy + Yourz =0, INnRy x T

and in 3D by
v — pAY — (+NVVTo +9 V=0, inRy xQ,

(1.6)
0 — kAO+ VT, =0, inRy x Q.

The unknows u := u(t,r) € R,v := v(t,x) € R3 and 0 := 0(t,x) € R denote the elastic
displacement and the temperature difference to the equilibrium state, respectively. Physical
properties of the underlying isotropic medium are described by the thermal conductivity x > 0,
the elasticity modules o > 0 or p and X\ with pu, A + 2 > 0 and the thermoelastic coupling
coefficients v; and ~, with 7172 > 0. The derivation of the classical thermoelasticity model is
based on Fourier’s law of heat conduction, i.e., the heat flux ¢ is assumed to be proportional to
the temperature gradient

q = —krVo. (1.7)

That implies that the heat equation for the coupled theory is a parabolic one, giving rise to the
unphysical property that if a sudden change of temperature is made at some point of the heat-
conducting body, it will be felt instantly everywhere, though with exponentially small amplitudes
at distant points. Hence, we observe an infinite propagation speed of thermal disturbances.
Moreover, the temperature of a body is the macroscopic consequence of certain kinds of vibra-
tory motions. Heat is transported by near-neighbor excitation in which changes of momentum
and energy on a microscopic scale are propagated as waves.
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1.3.2 Porous-thermoelasticity

From the arrival in 1972 of Goodman and Cowen through their research they were able to
introduce the theory of porous materials, defeating the classical theory described by the de-
formation resulting from a contribution of microstructure. Regarding the above theory, we can
say that there is another equally applicable theory developed by Goodeman and Cowin based
on granular materials valid for porous materials. They introduced higher order stress and body
force to account for the energy flow and energy input associated with the time rate of volume
fraction. Terms of this type are also contained in the higher order elasticity theories developed
by Mindlin, Toupin and Green and Rivlin in 1964. Nunziato and Cowin in 1979 used the same
equilibrium equations developed by Goodman and Cowin and have presented a nonlinear the-
ory for the behavior of porous solids. It was only after two years (1981) that Slemrod proposed
a first study on thermoelastic coupling. Consequently, we have seen that in the unidimensional
case the solutions decay exponentially. Since then, many problems have been studied consid-
ering different dissipation mechanisms at the microscopic and / or macroscopic level. In the
year 1983, Cowin and Nunziato developed the theory of linear elastic materials with voids to
mathematically study the mechanical behavior of porous solids. An extension of this theory to
linear thermoelastic bodies was proposed by lecsan 1986. Moreover, in 2001, he added the
elements of microtemperature to this theory.

1.3.2.A Porous-elasticity

The theory of porous materials is an important generalization of the classical theory of elasticity
for the treatment of porous solids in which the skeletal materials is thermoelastic and the in-
terstices are void of material. This theory deals with materials containing small pores or voids.
The basic premise underlying this theory is the concept that the bulk density is the product of
two fields, the matrix material density field and the volume fraction field. In the one-dimensional
case, the evolution equations are as follows

pols = lgy pokpit = hy + g. (1.8)

Here t is the stress, h is the equilibrated stress, and g is the equilibrated body force. The vari-
ables u and ¢ prepresent the displacement of a solid elastic material and the volume fraction,
respectively. The constitutive equations are

h = apy, g = —puz — §p,

10



1.3 Background

when we assume that the internal energy density is a positive definite form, the constitutive
coefficients satisfy the conditions

p>0 a>0, £>0, &u>p2 (1.10)

If we substitute the constitutive equations (1.9) into the evolution equations (1.8), we obtain the
field equations. Thus, the field equations of the one-dimensional linear theory of porous elastic
solids are .

POULE = HUzgy + 580157 n R-ﬁ- X Iv

_ (1.11)

POKEP = Pz — Puy —&p, INRy x I
Equations (1.11) constitute a system of two partial differential equations with two unknown
functions u and ¢. The constant pg is the mass density that is assumed positive and « is the
equilibrated inertia that is also assumed positive. Parameters p, 5, « and £ are the constitutive

constants of this theory; they satisfy inequalities (1.10).

Now, in 3D we consider the system of porous-elastic materials by the differential equations
of low amplitude acoustic waves in elastic materials with voids. In case of homogeneous and
isotropic material and in the absence of the external forces, we introduce the following system

pvg — AUV — (u+ AN)VV v+ Vo =0, inRy xQ,
prdr —aAp+ &+ BV -u=0, inRyxQ

(1.12)

where v is the displacement field, ¢ is the difference of the volume fraction and «, 3, p, u, A, 7
and ¢ are positive constitutive coefficients.

1.3.2.B Porous-elasticity with thermal effects

When the temperature is effective, we define the entropy 7 by

dny = qz, d >0, (1.13)

where q is the heat flux. Then, based on (1.13) and (1.8), the evolution equations will be in the
following form

pous = tg, pokr = hy + g, dne = g (1.14)

Here ¢ is the stress, h is the equilibrated stress, and g is the equilibrated body force.

11
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We can rewrite the constitutive equation (1.9) as follows

t = pug +bp — B0, 1= Puy +mep+ b,
h=ap,, g=—buy—E&p+mb, (1.15)
q = kO,.

If we introduce the constitutive equations in the evolution equations, we obtain the field equa-

tions: .
PUt = PUgy + by — B0, INRL X I,

Jou = apypy —buy —Ep+mb, in Ry x I, (1.16)
Oy = k*0p — Bug —mepy, INRy X I,
where J = pr and k* = k/d.

If the body occupe a domain in R?, i.e., in 3D the system can be given as follows

pvi — pAv — (u+ ANVV v+ Vo —aVe =0, inRy xQ,
prd — AP +Ep+ BV -v+mbh =0, inRy xQ, (1.17)
by =k*AO—aV-v—m¢ps =0, inRy xQ,

where v, ¢ and 6 are the displacement field, the difference of the volume fraction and the tem-
perature respectively.

1.3.2.C Porous-elasticity with microtemperaure effects

Taking into account the presence of micro thermal effects. Then, in the one-dimensional case,
the evolution equations for the theory of elastomeric solids with voids are given as follows

PUt = Sz,  PRP = hw +g9,
(1.18)
pToxt = qz, PE¢ =pz+q— Q.

Here, s is the stress, h is the equilibrated stress, ¢ is the equilibrated body force, ¢ is the
heat flux, x is the entropy, p is the first heat flux moment, @ is the mean heat flux, = is the
first moment of energy, « is a coefficient of inertia and 7y is the absolute temperature in the

reference configuration which is assumed positive. The variables v and ¢ are, respectively, the
displacement of the solid elastic material and the volume fraction. We assume that p and « are

12



1.3 Background

positive constants. To state the field equations, we need the following constitutive equations

s = pug +bp — B + Yugt + e1wy + Tt
h = 5@1 — (d — ]’Cﬁ)w + Nbtx + klea?v
g = —bugy — &p+ mb — Uy — EJWy — Ty,
pPX = Bug + cb + mep,
(1.19)
q = kez + k290$t + ]{?411},
P = —kgw, — €Uy — €204,

Q = (k —k3)0; + (ks — ks)w + (k2 — k7)Y,

PE = —aw — dpy.

Here, 6 and w are the temperature and the microtemperature, respectively. When the coupling
is considered b, 3, m and d must be different from zero, but its sign does not matter in the
analysis we propose. If we introduce the constitutive equations (1.19) in the evolution equations
(1.18), we obtain the system of field equations

putt = fillgg + by — B0z + Ylgat + €1Wae + Tipze  IN Ry X 1,
Jou = 0pgy — buy —Eo+mb — (d — ke + €1)wy + k165

— TolUgt — TYt + NPzar 1IN Ry X I (1.20)
cl = kOyp — Bugr — mor + kgwy + kowrer InN Ry X I

awy = kgwyy + (2 — d — k7)out — k36 — ksw + egugyy  iN Ry X T,

where J = pk.
In 3D the system is given as follows

pvr = A+ p)VV-v+bVep — VO in Ry x Q,

Jopu = alAd—bV-v—Ep—dV-w+mb in Ry xQ,

= kAO — BTy - v, — mTody + k1Y -w  in Ry x Q,

awy = kgAw + (kg + k5)VV - w — dVgy — ksVO — kaw  in Ry x Q,

(1.21)

where ¢ = aTj. Here p is the reference mass density, u is the displacement vector; 6 is the
temperature(7y > 0); A\, u,B3,a,b,&, J,m,d,a, k(i = 1,-,6) are constitutive coefficients; w is
the microtemperature vector and ¢ is the microstretch. The system satisfayes the following

13
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Clausius-Duhem inequality

3ky + ks + kg > 0, ks + kg > 0,

(1.22)
ke — ks >0, k>0, (kl + T()kg)z < 4Tokks.

1.3.3 Non classical thermolasticity

Nonclassical thermoelasticity theories involving hyperbolic-type heat transport equations ad-
mitting finite velocities for thermal signals have been formulated either by incorporating a flow
term in Fourier’s law or by including the temperature rate among the variables. constitutive. In
1991, Green and Naghdi introduced three new types of thermoelastic theories based on the
replacement of the usual entropy inequality by an entropy equilibrium law. In each of these
theories, the heat flux is given by a different constitutive assumption. As a result, three theories
were obtained and called type |, type Il and type Il thermoelasticity, respectively. When the
type | theory is linearized, we get the classical thermoelasticity system. The systems resulting
from thermoelasticity of type Il are of dissipative nature whereas those of type Il do not support
energy dissipation. Efforts to eliminate the paradox of the infinite speed of heat propagation
have been underway for over a century. As early as 1867, Maxwell postulated the appearance
of a wave-like heat flux, which was called the second sound, while developing a kinetic theory
of gases, and suggesting a modification of Fourier’s law. In 1917, Nernst speculated on the
possibility of the appearance of temperature waves in good thermal conductors, at low tem-
peratures. Whereas in 1947 Tisza predicted the possibility of extremely low heat propagation
velocities in liquid helium. In 1941 Landau described the second sound as the propagation of
a disturbance in the density of phonons. In his studies of super fluid helium. In 1941, Landau
described the second sound as the propagation of a disturbance in the density of phonons.
Experimentally, the second sound was first detected in liquid helium by Peshkov in 1944. thus
the predictions of Tisza and Landau were verified experimentally by Maurer, Herlin, Pellam and
Scott in 1949, and Atkins and Osborne in 1950, and theoretically by Ward, Dingle and Wilks
(1951; 1952) and London 1954. In solid helium at certain temperatures and from a theoretical
point of view, studies have been made, among others, by Cattaneo (1948; 1958) and Vernotte
(1958; 1961) to account for the existence of the second sound.

1.3.3.A Thermal effects of type Green-Nagdi

This theory is based on an analogy between the concepts and equations of the purely thermal
and the purely mechanical theories, three types of constitutive equations for heat flow in a
stationary rigid solid such that when the respective theories are linearized, type | leads to the

14
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usual heat conduction by Fourier’s law, type Il to a telegraph equation (with a possibly vanishing
damping term), whose solution is capable of transmitting waves with finite speed, and type llI
leads to an equation of Jeffreys type. By using the classical model of thermoelasticity (or
thermoelasticity of type 1), the thermoelasticity models of type IIl and Il for isotropic media, are
given as follows

A — Thermoelasticity of type Il We can introduce the model of linear thermoelasticity in
which the system is based on the principle of conserving energy dissipation for 1D and 3D

respectively by
Ut — Qg + 110, =0, INR x T,

(1.23)
Ot — Kbpz + Youste = 0, in Ry x 1T
and
v — pAY — (+NVVTo +9 V=0, inRy xQ, (1.24)
O — KAO + "vaTUtt =0, in Ry x Q. .
B — Thermoelasticity of type I
Ut — QUge + 710 =0, In Ry x I,
(1.25)
Oy — KOpy — 0Op0 + Yoy = 0, in R+ x I
and in 3D by
v — pAv — (u+ NVVTo +9V0 =0, inRy x Q, (1.26)

O — KAOD — SAO; + vV vy =0, InRy x Q.

The thermoelasticity models of type /ll, (1.25) and (1.26), formally converge to the ones of type
I, (1.24) and (1.23), as § — 0.

1.3.3.B Thermal effects of type Second sound

In this regard, based on the ( articles of Joseph and Priziosi), we can replace (1.7) with the
so-called Cattaneo’s equation
Tqt +q=—kV0, (1.27)

or more general even by a heat-flux equation of Jeffreys type

TG +q= —kVO — 11V, (128)
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In the above equations ((1.27) and (1.28)), = > 0 denotes the (in general very small) relaxation
time and «; > 0 the effective thermal conductivity. Using Cattaneo’s law of heat conduction
instead of (1.7) one immediately arrives at the so-called thermoelasticity systems with second
sound, given in the linear 1D and 3D cases by

Uyt — QU + 710, =0, INRyL X1,

0t+qx + YUty :07 in R+ X I, (129)
T +q+ K, =0, inRyxI,

and in 3D by
v — pAv — (u+ NVVI0 +9 V=0, inR, xQ,

0: 4+ VTg++VTiy =0, inRyxQ, (1.30)
T +q+ V=0, INnR. xQ.

The name is due to the problem of second sound, which arose first in studies of Tisza, [Tis38],
and Landau, [Lan41], of heat waves in liquid helium Il. Further, we note that as the relaxation
parameter T goes to zero, the second sound models (1.29) and (1.30) formally converge to the
classical ones in (1.5) and (1.6).

1.3.3.C Thermal effects of type Gurtin-pipkin

We consider the following constitutive equation
Bq + / 9(8)05(t — s)ds = 0, (1.31)
0

where g, called the memory kernel, is a bounded convex summable function on [0, o) of total

Awgngl

Using Gurtin-Pipkin’s law of heat conduction instead of (1.7) one immediately arrives at the

mass

so-called thermoelasticity systems with thermal effects of type Gurtin-Pipkin, which is given in
the linear 1D and 3D cases by

Utp — QUge + 710, =0, INn Ry x I,
1 [ ) (1.32)
0 — B g(s)emz(t - S)ds + 72U =0, INRy x T,
0

16
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and in 3D by
vt — A — (L + NVVTo 4+ 9V =0, inRy xQ,
1 [ - . (1.33)
0; — B g(s)AO(t — s)ds + vV v, =0, inRy xQ.
0

1.3.4 Mechanical models

In what follows, we will present some mechanical models

1.3.4.A Timoshenko systems

In 1921, Timoshenko through his research found an improvement of an Euler - Bernoulli model
including the consideration of shear deformation. This mathematical model is embodied by two
partial differential equations resulting from the article by Timoshenko, as regards the Euler-
Bernoulli model limited by the study of the transverse vibrations of a beam and allowing the
transmission of energy to speeds close to infinity are not suitable for all applications. Also
the introduction of the Rayleigh principle based on the inertia of rotation to solve the lack of
applications but the model is still insufficient.

Timoshenko beam theory includes the effects of both rotary inertia and shear deformation,
it was initially introduced by Stéphane Timoshenko, this model could solve the majority of the
applications, this model is defined through the following equations

P1Ptt = Sx,
P2ty = My — S,

(1.34)

where t is the time, z is the distance along the center line of the beam structure, ¢ is the
transverse displacement, and ¢ is the rotation of the neutral axis due to bending. Here, p; = pA
and ps = pI where p is the density, A is the cross-sectional area, and I is the second moment
of area of the cross-sectional area. The corresponding constitutive laws are given by

M = EI, — 6,

(1.35)
S = KAG (g + ).

In these equations § denotes the density, £ and G are the elastic constants and « is the shear
coefficient.

We can conclude by the previouse equations (1.34) and (1.35) the following coupled hyper-
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bolic system

P1Ut — E(UJ; + w)x =0, in R+ x I,
P2l — bbgy + K(uy +1) =0, InRy x 1.

Here, v and « are the displacement and the shear angle respectively.

1.3.4.B von Karman system

Periodic vortex erasure has many physical and technical applications. It provides the explana-

tion, as Rayleigh has shown, of aeolian tones, and the exciting forces can be responsible for

oscillations of structures which can have serious consequences in case of resonance. Many

years later, in 1940, the collapse of the bridge spanning the Tacoma Narrows was caused by

resonance from periodic vortices and floating. Flat plates had been used as side walls in-

stead of trusses. These gave rise to vortices and torsional oscillations of the bridge developed.

The set of events was somewhat complicated. von Karman was called in as a consultant to
investigate the bridge collapse.

The uniform prismatic beam of length L. is modeled by the following system

U — [uw + ;wg} =0, InRyxI,
v (1.36)

1 .
Wit + Wazar — [wx <Ux + 2wa2:>:| =0, INRyxI,
x

where 0 < z < Land ¢t > 0. h = 4 is a parameter related to the rotational inertia of the beam,
where the physical constants are A, the area of a cross section, I its moment of inertia with
respect to the y—axis. The quantities u = u(z,t) and w = w(z,t) represent, respectively, the
longitudinal and transversal displacement of the point = at time .

1.3.4.C Timoshenko systems with thermal effect
The general form of Timoshenko system with thermal effects can be written as:

p1ow — K(pz + )z =0, INRy x T,
pg’lﬂtt — bw:m: + K:((p;p + ¢) + 59;13 = 0, in RJr X I, (1 37)
p39t+qm+5wtw:0, in R+XI,
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for the heat flux vector
q:(z,t)€(0,L) x RT > R, (1.38)

we define the following thermal laws:

A — Fourier thermal law When the heat conduction was assumed the classical Fourier

Bq = —0,. (1.39)

B — Cattaneo thermal law When the heat conduction was assumed the Cattaneo law

Tt = —p0+ 0., T>0. (1.40)

C - Gurtin-Pipkin thermal law The constitutive equation related to Gurtin-Pipkin heat con-
duction law is given by

Bq(t) + /000 9(8)0,(t — s)ds = 0, (1.41)

where g is called the memory kernel, is a convex summable function on R* of total mass
oo
/ g(s)ds = 1.
0

D - Fractional Gurtin-Pipkin thermal law Our consideration is the following fractional con-
stitutive equation

ﬁﬂ@-:Amg@ﬂ—&mf‘éﬂt—sﬂszo- (1.42)

Appaling the operator (—8m)% = 0, to the previous equation, we get

B0, [ 9le)(-000)°6(0 s = (1.49

E — Green-Naghdi thermal law The constitutive equation related to Green-Naghdi heat
conduction law of type Il is given by

Bq+ 0, +dp, =0, d>0, (1.44)
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where

p(t) = p(0) —|—/O O(r)dr. (1.45)

1.3.4.D von Karman systems with thermal effects

The general model of the thermoelastic plate of von Karman type system with heat flow can be
written as follows

1 .
Upt — [ux+2wg} +d0, =0 inRy x1I,
X

1 ,
T

0: + q + duge = 0, inR+><I.

Through the third equation in system (1.46), the heat flux field (1.38) can be given by the
previously mentioned thermal conduction laws (1.39),(1.40),(1.41) and (1.44).

1.4 Objectives

In this section, we will present the main objectives of the thesis. Regarding system (1.1), our
goal is to prove the existence of solutions as well as to show the exponential stability in the
non-thermal conductivity state and without any requirement on system parameters. Then, for
both systems (1.4) and (1.2), we focus on proving the existence of solutions using the semi-
group framework as well as showing that the energy functional decays exponentially. Finally,
with regard to system (1.3), our aim is to demonstrate the existence of solutions as well as to
address the proof of results related to the stability of the system by applying semigroup method
in fractional Hilbert space .

1.5 Methodology

The research methodology that we have adopted in our work, which is considered essential in
addressing the problems that are posed and intended to be solved on the one hand, and to
reach the desired goals on the other hand, has been limited to the Lyapunov method and the
semigroup method. These methods are based on principles and concepts. Accordingly they
were dealt with the functional analysis, spectral theory and semigroups theory.
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1.6 Thesis overview

1.6 Thesis overview

This thesis respect the following diagram:
Thesis diagram

— Introduction (Chapter (1))

— Preliminaries (Chapter (2))
— Chapter (3)

T: System (1.1)
| Theorems (6) and (7) !

— Chapter (5)

— Chapter (6)

— Conclusion (Chapter (7))

T: System (1.3)
| Theorems (14) and (17)!

T: System (1.4)
| Theorems (20) and (21)!
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2.1 Holder inequality

In this chapter we will remind some of the basic tools that are useful for our work. A more
detailed presentation can be found in the classical books and papers, see e.g., [69, 70, 70-76]

2.1 Holder inequality

Lemma 1. Letp > 1 and q > 1 be two conjugate real numbers, that is to say p~' + ¢~ ! = 1.
Then, for all f € LP(Q) and g € LI(2), we have fg € L*(Q).

In particular, we have the following cases

A) Ifp,q €]1,+oo[. Then, we have

/Q Falde < 1l 9l oo,

B) Ifp=1,q = +oco. Then, we have

/Q Faldz < 1 Flz gl e,

The Cauchy-Schwarz inequality is a special case of the inequality of Holder in the case
p=q=2

2.2 Poincaré inequality

Lemma 2. Let () be a bounded open in R™. Then, there exists a constant ¢ > 0 such that

£l ) < cllVEllze@), Vf € Hy(9).

Then, we deduce that

1fllz2) < clVFllz2y, Yf € Hy().
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2.3 Young inequality

Lemma 3. Let p and q be two conjugate real numbers in]1,+oc[. Then, for all a,b € R, we
have

ab < pta? + ¢ 1.

In particular forp = ¢ = 2, we have

ab < ea® + e b2, Ve > 0.

2.4 Integral inequalities

We recall here some known integral inequalities widely used in the stabilization of dissipative
and also non-dissipative evolutionary systems. Indeed, several results concerning the estima-
tion of the energy of certain dissipative problems are based on the following Lemmas.

Lemma4 ([77-79)]). Let f : R, — Ry a continuous non-increasing function, and g : R, — R
a strictly increasing function in the class C*(R..) such that g(0) = 0 and lim;_, g(t) = +oo.

Suppose that there exist p > 0 and d > 0 such that

/+oo g @) P (t)dt < d 1 fP(0)f(s), Vs > 0.
Then,

f(t) < f(0)exp(l —dg(2)), vVt >0 ifp=0

£(t) < F0) (P

T E T s 0i0fp > 0.
1+pd9(t)) ’ P

Lemma 5 ([80]). Let f : Ry — Ry a continuous non-increasing function such that

/+oo g(f()dt < d tf(s), Vs >0,

where d > 0 and g : Ry — R, a convex strictly increasing with g(0) = 0. Then, there exist

c1,co > 0 such that

), Vvt > to,




2.5 Embeddings of Sobolev spaces

where

1
h(s) = / gl (B)dt, V1> s> 0.

2.5 Embeddings of Sobolev spaces

Theorem 1. Let ) be a Lipschitz domain. Let1 < p <nandq ' =p~t—n~1. Then, WlP(Q) C
L4(9), i.e., the identity mapping from WP (Q) to L(Q) is bounded.

Consider a subspace C**(Q) of C*(), consisting of all such functions, whose k—th partial
derivatives are u—Holder continuous. The norm in this space is introduced through the following

formula
|Df(z) — D*f(y)|
1 fllorw@ = I fllex @) + sup :
CF:1(Q) (V) |aZ:kx#y ‘w — y‘#
where D f = % with |a] =aq,-- -, an.

Theorem 2. Let Q) be a domain with Lipschitz boundary. Letp > n and u = 1 — % Then
WhP(Q) c COH(Q).

For the proof, see [81]. The two above embeddings are only special cases.

Proposition 1. /f the domain ) in R™ then, the following embeddings are continuous:

np

WItmP(Q) c Wi, whenp < q < .
n—mp

IfQ is a Lipschitz domain, then

Witmp(Q) ¢ CONQ), for0 < A< m— —.
p

For the proof, see [82].

2.6 The Lax-Milgram lemma

Theorem 3. Let (H,(-,-)) be a Hilbert space equipped with the norm |u| = +/{(u,u), where
u € H.
Let B : H x H — R be bilinear and there exist numbers o, 3 > 0 such that for all u,v € H,

we have
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» Boundedness/continuity

| B(u, )| < alulv],

 Coercivity/ellipticity
B(u,u) > Blul®.

Then, for any bounded linear functional L : H — R there exists a unique vector v € H such
that for allu € H
Lv = B(u,v).

For the proof, see [73].

2.7 Gagliardo-Nirenberg-Sobolev inequality

Let 1 < p < n. There exists a constant C = C(n, p) such that for all u € C}(R™) we have
[ull o* gy < CllDul| e (®rys

where p* = ;" (in other words p~t=p~t —n7l).

2.8 Hille-Yosida Theorem

Let A: D(A) C H — H be a maximal monotone operator in Hilbert space #. Then, given any
fo € D(A) there exists a unique function

f€CH R H)NC(Ry; D(A))

satisfying
d
di']: + Af(t) == 0 OnR+,
f(0) = fo.
Moreover, J
<1l and | ] = 4s0) < 1Al oo
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3. Stability of a linear coupled hyperbolic-parabolic system

3.1 Introduction

In this chapter we have discussed the existence and uniqueness of solutions; we have also
shown the stability result of the problem of porous elasticity with microthermal effects. Thus,
the system is given as follows

PULE = [lgy + by — YOy, in (0,1) x (0,00),
J@tt :5S0xx _buat —fw—dwm-i-mﬁ—ﬁ%t, in (07 1) X (0,00), (3 1)
cly = —yug, — mpr — k1w, in (0,1) x (0,00),
awy = kowgy — ksw — k10, — dpiy, in (0,1) x (0,00),
subject to the following boundary conditions
e (0,8) =y (1,1) = 9 (0,8) = (1,#) =0, ¢ >0 3.2)
0(0,t) =0 (1,t) = w; (0,t) =wy (1,¢) =0, t>0, '
and the initial conditions
u(,0) = () , e (2,0) = ul (2), ¢ (2,0) = * (), x€(0,1), 33)
gOt($,0) = 901 ZC),’U)(.I,O) :w(] .T), 0(:1:70) :eo(x)v T € (07 1)7 .

where u, u!, ¥, ¢!, w?,6° are given functions and the functions u, ¢, # and w are the displace-
ment of the elastic solid, the volume fraction of the material, the difference of temperature and
the microtemperature, respectively. We have imposed a zero heat transfer for the local thermal
effects and we will depend only on the thermal diffusion of the micro-heat that has a micro-
scopic effect on the material, and we will also depend on the viscoporosity effect to obtain the
desired goals.

From the first equation of (3.1) and the boundary conditions (3.2), we get

2

1
2/ u(z, t)de =0, Yt > 0. (3.4)
a2 J,

Therefore

1 1 1
/ u(z, t)de = t/ ut(z)dx +/ u®(x)dx, ¥Vt > 0.
0 0 0

Consequently, if we set

1 1
u(x,t) = u(x,t) — t/ u'dz +/ uwdz, t >0, z€[0,1],
0 0
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3.1 Introduction

we find )
/ u(xz,t)de =0, t > 0.
0

Now, from the fourth equation of (3.1) and the boundary conditions (3.2), we obtain

d [ ks [
— | w(z,t)de+— [ w(x,t)de =0, Vt>0, (3.5)
dt 0 o Jo
thus
1 1 ,
/ w(z,t)dx = </ woda:> e aks,
0 0
so, if we put
1
w(z,t) = w(z,t) — (/ woda:> e~k t>0, xz€]0,1],
0
we arrive at

1
/ w(z,t)de =0, t>0.
0

Hence, the use of Poincaré’s inequality for v and w is justified and (u, ¢, 0, w) satisfies the
same equations in (3.1)-(3.2). In what follows we will work with @ and w but, for convenience,
we write  and w instead of w and w.

This chapter has been inspired by the work [83], where the first result is the following exis-
tence and uniqueness Theorem.

Theorem 4. Let Uy € D(A), Then, the Problem (3.1)-(3.3) has a unique solution U such that
Ue CRy, D(A))NCHR,,H).
Moreover if Uy € H, then the solution in the following class
Ue CRLH).

We note that based on the semigroup approach the problem (3.1)-(3.3) can be represented
as EDO Cauchy problem which is given by
Yoty = av, t>0
dt - 9 9

U(0) = Up.

Then, we can use the semigroup theory for the proof of the above result.
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3. Stability of a linear coupled hyperbolic-parabolic system

We define the energy functional by

1
E(t) == / [puf + Jp? + pu2 + ch? + aw? + 5p2 + £0° + 2buyp| da. (3.6)
0
Then, we have the following stability result

Theorem 5. Let(u, ¢, 0,w) be a solution of the problem (3.1)-(3.3). Then, the solution (u, ¢, 0, w)

decays exponentially, i.e., the energy functional satisfies
E(t) < Arexp(—Ast), Vt >0, (3.7)

where \1 and )\, are positive constants.

For the proof we need to construct a positif Lyapunov functional F'(t) equivalent to the
energy functional E(t), i.e.,
a1 E(t) < F(t) < agE(t),

for t > 0 and some positive constants «; and as such that

F'(t) < —CE(t),

where C'is a positive constant.

3.1.1 Earlier results

We will present the most important works that have been issued in relation to porous-elastic
systems with thermal effects, but before this, it is worth noting that Goodman and Cowin, in
the paper [84], proposed an extension of the classical theory of of porous-elasticity. Indeed,
they introduced the concept of a continuum theory of granular to interstitial voids materials
into the theory of elastic solids with voids. The first contribution was established by Quin-
tanilla quintanilla2003slow, the author proved that the porous-viscosity is not strong enough to
stabilize the system exponentially. Later, in [34], the same authors proved that the associa-
tion of both temperature and microtemparatures stabilized the system exponentially. However,
Casas et al in [34], showed that the combination of porous-viscosity and temperature also
lacks exponential stability. Likewise, Magana et al. [85] proved that the combination of vis-
coelasticity with microtemperatures produced exponential stability, whereas the combination of
viscoelasticity with temperature lacks exponential stability. In addition, several results about
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3.1 Introduction

stability have been established, we refer the reader to the works [24, 29, 32, 86, 87]. For the
considered damping mechanisms that could control the exponential stability of the system, see
references [51,53,88-97].

3.1.2 Model derivation
We present the following basic evolution equations

pu = T, Jou = Hy + G,

3.8
PNt = qa, pEy =P, — Q. (3:8)

In (3.8), the functions T is the stress, H is the equilibrated stress, G is the equilibrated body
force, q is the heat flux vector, 7 is the entropy, P is the first heat flux moment, @ is the mean
heat flux and E is the first moment of energy. The variables u and ¢ are, respectively, the
displacement of the solid elastic material and the volume fraction. The constitutive equations

are
T = pug, + bp — ~0, H =dp, — dw,
G = —buy —&p+mb — By,  pn = yug + cd + mep, (3.9)
q = Kby + k1w, P = —kaw,, '
Q = _k?)w - kleza pE = —aw — d‘/’xa

where w denotes the microtemperature vector and k1, ko, k3, 1, 9, &, a, k and ¢ are constitutive
constants which are positive. As coupling is considered, b must be different from zero and
satisfies & > b2. The coefficients v, m and d are constants that are not necessarily positive. In
this work, the thermal effects are considered, so we assume that the thermal capacity cis strictly
positive, but to make the problem more interesting we assume that the thermal conductivity x
is zero.

We can obtain the system under study (3.1) by substituting the constitutive equations (3.9)
into the evolution equations (3.8). We show that the dissipations due to the effects of the
microtemperatures and the porosity of material enough to control the system (3.1)-(3.2) by an
exponential function.

3.1.3 Chapter plan

This chapter is organized as follows. In Section (3.3), we study the existence and uniqueness
of solutions for the system (3.1)-(3.2) using semigroup techniques. Next, in Section (3.4), we
prove the exponential stability of the problem by using the multiplier method.
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3. Stability of a linear coupled hyperbolic-parabolic system

3.2 Preliminaries

We consider the following spaces:
12(0,1) = {xp e 12(0,1), fol\I/(x)dxzo},
H2(0,1) = {W € H(0,1), ¥, (0) = ¥, (1) =0}, (3.10)
HI(0,1) = H'(0,1) N L3 (0,1),

Let the Hilbert space defined by

H=H!(0,1) x L2(0,1) x H} (0,1) x L?(0,1) x L*(0,1) x L (0,1). (3.11)
The Hilbert space (3.11) is equipped with the following inner product
_ 1 1 1
<U,U> ::u/ UgUgdr +£/ podx —|—p/ vodx (3.12)
0 0 0
1 1 1
+J/ d)qbderc/ 99dm+a/ wwdx
0 0 0
1 1 _
+ 5/ PrPedx + b/ (ux¢ + Qbax) dx,
0 0

for
U = (u,v,0,¢,0,w)T €H,

and

3.3 Existence and uniqueness

In this section, we give an existence and uniqueness results for the system (3.1)-(3.2) using the
semigroup theory. [98,99], for the proof of the following Theorem

Theorem 6. Let Uy € D(A), Then, the Problem (3.1)-(3.3) has a unique solution U such that
Uec C(Ry, D(A)NCH (R, H).
Moreover if Uy € H, then the solution in the following class

Ue C Ry, H).
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3.3 Existence and uniqueness

3.3.1 The Semigroup approach

First, we denote U = (u, v, , ¢,0,w)", with v = u; and ¢ = ¢;.

Then, system (3.1)-(3.2) can be rewritten as follows:

{ U, = .AU, t >0,
U (0) = Uy = (uo, u1, %0, ©1, o, wo)"

such that the operator
A: DA CH—H

is defined by
0 I 0 0 0 0
%8;125 () 0 an ( ) 0 _%aw () 0
0 0 0 I 0 0
A= m 3.13
ba.() 0 SRO-§ -2 m _da,() 819
0 ~20, () 0 —m 0 -89, ()
0 0 0 —90: () —Ho. () Ror()- 2
The domain of A is given by
UcH/ue H?2(0,1)NnH!(0,1), ve H!(0,1),
D(A) = o€ H?(0,1)NnH}(0,1), ¢ € HE(0,1), : (3.14)
0 € H}(0,1), we H2(0,1) N HL(0,1)

3.3.2 Proof of Theorem (6)

Proof. Firstly, it is clear that the domain D(.A) is dense in H. Then,

1 1 1
(AU, U)y, = —B/ p*dx — k:g/ wdx — ]{:3/ w?dz <0,
0 0 0
from where it follows that the operator A is dissipative. Now, by using the Lax—Milgram Lemma

and classical regularity arguments, we can prove that the operator I — A is surjective. For each

f=_(f1,--, fe) € H, we must show that there exists unique U € D(.A) such that

(I - AU = f,
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3. Stability of a linear coupled hyperbolic-parabolic system

that is translated to the following system

u—v=fi,

U — gy — by + 10, = fo,

P — Pgz — bpg + 0z = fo,

p—¢=[s (3.15)
¢ — 0Pz + bug + & + dwy, — mb + B = fa,

0 — yvp + mo + krw, = fs,

w — koWgy + ksw + k16, + d¢x = fﬁ-

Suppose u, ¢, w are found with the appropriate regularity. Then, by using equalities (3.15),; and

(3.15);, we find
v=u—f1 € Hi(O, 1),

¢=p—fs

By using equality (3.16), the system (3.15) can be reduced as follows

(3.16)

U= gy — bpy + 0, = F1 € L(0,1),
(1+ &4 B)p — 0puz + buy + dw, —mb = Fy € L*(0,1), 517
9+'yum—|—mg0+k1ww:F3ELQ(O,l), S0
(1 + k3)w — kowgy + k10, + dp, = Fy € L2(0,1),
where
Fi=fa+ s,
Fy=fy+(B+1)fs,
F3 = f5s +vfiz + mfs,

Fy = fo + f3a-

(3.18)

We use (3.17) to build the variational formulation, so we multiply the equations by the test

functions (@, ¢, 0, ) € C° respectively, and so we get the following

B((u, ¢,0,w), (i, ¢,0,0)). (3.19)
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3.3 Existence and uniqueness

The bilinear form is defined as follows
B: X xX —R,

where

X = H}(0,1) x Hy(0,1) x Hy(0,1) x H;(0,1),

and it is given by

1

B ((u, ©,0,w), (u, @, 5,@)) = [ (u— pugy — by + 70, )udx
0
1
/ (L + &+ B)p — 0z + buy + dwy, — mb)@dx
0 (3.20)
+ [ (0+yuy + my + kiwg)0dx
0
1
+/ (1 4+ k3)w — kowyy + k10, + dpg)wdz.
0
By using (3.21), we get
~ 1 1
B((u, p,0,w), (a,p,0,w)) —/ u&dw—i—u/ Uy Uy dx
0 0
1 1
+(1+&+ 5)/ opdr + 5/ O Pudr (3.21)
0 0
1 1 1
+/ 00dx + (1 +k3)/ wwd:v—l—kg/ Wy d.
0 0 0
The linear form L : X x X — R is defined by
~ 1 ~
L(4,$,0,d) = / Frii + Fop + F30 + Fyivda. (3.22)
0
By applying inequality of Cauchy-Schwarz on (3.21), it follows that
1B ((w0,0,0), (3, 8,0,0)) < woll (ws 0,0, w)x | (@, 2,6, 9) | x. (3.23)
Then, we have
B ((,,60,0), (8,,0,3)) > nll(u,0,0,w), (u,¢,6,0)[% (3.24)

35



3. Stability of a linear coupled hyperbolic-parabolic system

where vy and 17 are positive constant.

For the linear form (3.22) we deduce that there exists v, > 0 such that
L@, ¢,0,0)| < vsll(@¢,0,0)|x (3.25)

By the fact that B and L satisfy the above Lax-Milgram conditions (3.25),(3.23) and (3.24).
Then, we deduce that there exists unique vector solution (u, ¢, 0, w) € X for the problem (3.19)

and that prove the surjectivity of the operator I — A.

By substituting respectively u, ¢, 8 and w in system (3.17), we obtain

ve H0,1), ¢ € Hi(0,1). (3.26)

« If (¢,0,w) = (0,0,0) € H}(0,1) x L*(0,1) x L2(0,1), then from (3.21) and (3.22), we
obtain
1 1
/ (u — pugy — bpy + Y0, )udr = / Fiadz, Vo€ HLN0,1), (3.27)
0 0

from equality (3.27) and by the regularity theory, it follows that
ue H(0,1),
Hence, by using integration of (3.27), we get

we H20,1) N HL0,1).

« If (@,0,w) = (0,0,0) € H}(0,1)x L2(0,1) x L2(0, 1), then from (3.21) and (3.22), we obtain
1
/ (1+ &+ B)p@ + 6e@a + (bug + dwy — mb — Fo)@dz = 6 3lo. (3.28)
0
Hence, from (3.29) we deduce that ¢(0) = ¢(1) = 0. Then, we obtain

¢ € H?(0,1) N H}(0,1).

« If (@, p,w) = (0,0,0) € HL(0,1) x H}(0,1) x L?(0,1), then from (3.21) and (3.22), we
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3.4 Stability result of solutions

obtain

1 1
/ (0 + yuz + mep + k1w, )0dz = / F30, Y6 H}(0,1), (3.29)
0 0

by using (3.29) and the regularity theory it follows that

6 c H)(0,1).

 If (@,%,0) = (0,0,0) € HX0,1) x H}(0,1) x L*(0,1), then from (3.21) and (3.22), we

obtain

1 1

/ (1 + E3)w — kowgy + k10, + do,)wdr = / Fywdz, v € H2(0,1),  (3.30)
0 0
by using equality (3.30) and the regularity theory, it follows that
w e HN0,1).
We conclude after integrating equality (3.30) that
w e H20,1) N HL(0,1).

Finally, by using Lumer-Phillips Theorem, we deduce that the operator A is an infinites-
imal generator of a linear Cy—semigroup on Hilbert space H. Then, we deduce tha the

solusions exists and unique.

3.4 Stability result of solutions

In this section, we use energy method to prove that system (3.1)-(3.3) is exponentially stable,
can recall this result through the following Theorem

Theorem 7. Let (u, p,0,w) be a solution of the problem determined by system (3.1), initial con-

ditions (3.3) and boundary conditions (3.2). Then, the solution (u, ¢, 6, w) decays exponentially,
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3. Stability of a linear coupled hyperbolic-parabolic system

i.e., Then, there exist positive constants A1, Ao such that
E(t) < Me ™2t vt >0. (3.31)

Remark 1. We will indicate by ¢y a general constant that will change from one inequality to
another.

3.4.1 Technical Lemmas

First, we state and prove some technical Lemmas needed in the proof of our result.

Lemma 6. Let (u, ¢, 0,w) be a solution of the problem (3.1)-(3.3) . Then the energy functional
E(t), defined by (3.6) satisfies the following estimate

1 1 1
iE(t) < —kg/ w2dx — kg/ w?dx — ﬁ/ ©2dx < 0. (3.32)
dt 0 0 0

Proof. By multiplying equations of (3.6) by u;, ¢, 6 and w respectively in L2(0,1), we get

1 1
° p/ U dr = / (HUgy + by — YOy )urde,
0 0

1 1
o T [ pupids = [ Gprn bus — €~ dus +m0 - Benpud
° J0 (3.33)
° c/ 0,0dx = / (—yuty — mepy — kiw,)0dz,
0 0

1 1
° a/ wywdxr = / (kowgy — ksw — k10, — dpiy)wdz.
0 0
By using integraion and the boundary conditions, then we obtain

pd 1 ) ,Ud 1 ) /1 /1
—— —— dr+b 2dr = — O urd,
5 7 Outd:r—l—2dt Oux:n—i— Ocput x vy ; urdz

Jd [t , od o &d ', L
—— - 2— dr +b cpid
° 2dtg¢tdm+2dt4px+2dt/0<p T+ /Oucpt:r

1 1 1
= —d/ wyprdx + m/ Opidr — ﬁ/ ©?d, (3.34)
0 0 0

cd 1 1
/ 0%dxdr = / (—yuge — mepy — kyw,)0de,

. 24 led:z:—/l(k:O —d )wdx—k/
2dt J, = A 10z Ptx 2 ;

1 1
widr — kg/ w?dz.
0
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By summing up all equality given by (3.34), we get

d[1
- [2 (plluell3 + Tlleel3 + pllualls + cllolF + allwl3 + dllezll3 + €llell)

dt
1 1 1 1
+b/ uxgod:z:] = —k‘z/ widx—kg/ dex—ﬁ/ ldz.
0 0 0 0

By recalling the energy functional (3.6) given as follows

(3.35)

1 1
Bt) =5 (llucll3 + Tleell3 + pllusll3 + cll9l3 + allwll3 + 8wl + Ellel3) + b/o Ugipd.

(3.36)
Then, from (3.6) and (3.36), we deduce the desired inequality (3.32). O
Lemma 7. Define the following functional
1
Li(t) := p/ wpudzx, t > 0. (3.37)
0
Then, for (u, ¢, 0,w) solution of the problem (3.1)-(3.3), the functional I, satisfies
L 1 1 1
It < —2/ uldr + p/ uldx + co/ (<p2 + 92) dr, t>0. (3.38)
0 0 0

Proof. Direct computation, using equation ((3.1)), and then integrating by parts, we get

1 1 1 1
I(t) = —,u/ uldr + p/ uldx — b/ pugdr + ’y/ Ouydz, t > 0. (3.39)
0 0 0 0

Now, we can estimate the remaining terms in (3.39) by using Young’s inequality as follows

1 u [ 1
. —b/ Pugdr < / uidw%—co/ Yd,
0 4 Jo 0

1 uo [ 1
° fy/ Oudr < / uidw—i—co/ 0%dz.
0 4 0 0

By substituting inequalities in (3.40). Then, we can find the desired estimate (3.38). O

(3.40)

Lemma 8. Define the following functional

1 1 B 1
Ir(t) := J/ prpdr — b;)/ ug (/ v (y) dy) dr + 5/ oidx, t >0, (3.41)
0 0 0 0
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for (u, v, 0, w) solution to the problem (3.1)-(3.2). Then, the functional I2 satisfies, for any ¢, > 0,

the following estimate

5 1 1 1
t) < — 2/ 2da — ,ul/ O’dx +51/ uldz (3.42)
0 0

1 1 1
—|—co/ w +02 dx+co <1+ )/ cp%dw, t>0,
0 0
b2
= (6-5),

Proof. By differentiating the functional I, we obtain

1 1 bp [ T
I(t) =J/ sottsoderJ/ wfdfv—/ Uy (/ sot(y)dy> dx
0 0 H Jo 0
/ utt</ dy)dac,tz().

Then, using the second equation of the system (3.1) to get

where

1
1= / (5pme — bty — € — dw, +mb — Biy)pda

+J/0 dx/ut</0 dy)d (3.43)
L ([ o) as, 0

Hence, by using integration by parts together with the boundary conditions, we get

b2 1 1
:—5/ dx—({—)/cpde—i-J/ gpfd:c
0 0
—i—d/ wgoxdx—/ Uy (/ got(y)dy> dx (3.44)
0
+m/ Ggodx—/ Opdz.

Now, applying Young’s inequality as follows

1 s 1 1
° d/ wcpmdxg/ @idx+co/ wdz.
0 6 Jo
bp 1 T
o — [ w o(y)dy | de < e; dx+f
B Jo 0

(3.45)
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1 s [t 1
o m [ Opdx < / o2d + C()/ 62dz.
6 Jo 0

1 1 1
° _bl Op < 5/ gpid:p—l—co/ 0%dx.
0 6 Jo 0

By substituting the estimates (3.45) and (3.46) in equality (3.44), we arrive at

5 1 b2 1 1 1
Ih(t) < — / goidm — (f — > / o2d + ¢ <1 + > / gofdm
2 0 ,LL 0 51 0
1 1
+ co/ (w2 + 92) dr + 1 / u%dx,
0 0

b2

#>0.

which is exactly (3.42) with u; = £ —

Lemma 9. Define the following functional

Ly(t) = —cfole </Oxut(y,t)dy> de, t >0,

Then, for (u, ¢, 0, w) solution of (3.1)-(3.3). Then, the functional I5 satisfies
7y 1 1 1 1
Ii(t) < —/ ufda:—ka/ uidm—i—a/ g02d:c+co/ wdx
2 0 0 0 0

1 1 1
+ co/ gofda: + co <1 + 5) / 0%dz, t> 0.
0 0

Proof. By differentiating the functional 5, we obtain

1 x 1 x
Ié = —c/ 0; </ w(y, t)dy> dr — c/ 0 </ utt(y,t)dy) dx, t>0.
0 0 0 0

Then, by using equations (3.1)1, (3.1)3 and integrating by parts, we find

1 1 1 1
IL(t) = 7/ ulde — ky / wupdr — cu/ Ougdr — cb/ Opdx
0 0 0 0

1 1 T
+c'y/ €2dﬂc+m/ o </ ug (y, 1) dy> dr, t > 0.
0 0 0

Therefore, we use Young and Poincaré’s inequalities, to get the following estimates

1 v [ 1
° —k‘l/ wurdr < / u?dm+co/ w?dz.
0 4 Jo 0

(3.46)

(3.47)

(3.48)

(3.49)

(3.50)

(3.51)
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1 1 co [
. cu/ Ougdr < 5/ ulde + = 02dx
0 0 £ 0 (3.52)

1 1 co [
. —cb/ Opdr < 5/ ©?dx + / 62dz.
0 0 € Jo

Finally, by using Cauchy-Schwarz inequality together with Young inequality, so the last term of

equality (3.50) can be estimated as follows

1 z 1 x 2 1
m/ Pt (/ ut (y,t) dy) da / (/ ug (y,t) dy) da:+60/ pidr.
0 0 0 0 0
1 2 1
</ utdx> +co/ cp?dx (3.53)
0 0
1 1
/ u?daz—i—co/ rdz.
0 0

Now, substituting estimates (3.51)-(3.53) into estimate (3.50), so we obtain the desired inequal-
ity (3.48). O

IN

IA
IR

<

Lemma 10. Define the following functional

1 T
Iy(t) := ca/o (/0 w (y) dy> Odx, t > 0, (3.54)

Then, for u, ¢, 0,w solution of the problem (3.1)-(3.3) and for any 1 > 0, the functional 14

satisfies the following estimate

1 1 1
I(t) S_k‘;c/o 02dx+51/0 utzd1:+co/(] (w§+g0?) dx (3.55)

1 1
+ ¢ (1 + ) / widz, t >0,
€1 0

Proof. First, the differentiation of the functional I, gives

- ([ o) o[ i)
o) (] man)e
v [ ([ woras) et —ma [ ([ )
—/ﬁa/ol </0$w(y)dy> wadz, 1> 0.

(3.56)
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Then, we simplifying equality (3.56) by integrating by parts and using the fact that fol w(x)de =

0, so we get

1 1 1
I (t) = —k:lc/o 0% dx — akzl/o w?dy + k:gc/o wgOdx

1 1 z 1
— dc/ pifdr — k:gc/ (/ wdy) Odz + a’y/ wurdr (3.57)
0 0 0 0
1 T
- am/ (/ w (y) dy> prdx, t > 0.
0 0

By using Young’s inequality, we can gives the following estimates

1 1 klc 1
. 1@0/ wyfdx < co/ widm+/ 02 dzx. (3.58)
0 0 6 Jo

1 x 1
. —kgc/ </ wdy) Odx < co/ wide + —— hic / 0%dz.
0 0
1
° —dc/ thdxgco/ d—l—/ 0%dx
0 0
1
° a/ wutdxgel/ ufdaH—/ w?dx
0 0 €1 Jo
1 x 1
° —am/ </ wdy> prdr < co/ (gof —|—w2) dx.
0 0 0

By substituting estimates (3.58) and (3.59) into equality (3.57), we get exactly the desired esti-
mate (3.55). O

also we have

(3.59)

We are now ready to state and prove the main result.

3.4.2 Proof of Theorem (7)

We define for N, N; and N> > 0 the following functional
4
F(t) = NE@®) + I, () + N1 Iy (t) + 7’)13 (t) + NoIy (t) . (3.60)

Remark 2. By using the Young, Poincaré and Cauchy-Schwarz inequalities we can easily prove
that the functional energy E is equivalent to the functional F' that is, for two positive constants
k1 and ko,

kE(t) < F(t) < kB (t), Vt>0.
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3. Stability of a linear coupled hyperbolic-parabolic system

Based on the previous Lemmas, we can give the proof of the stability result of the problem
(3.1)-(3.3) .

Proof. By differentiating equation (3.60), then recalling equations (3.32), (3.38), (3.42), (3.48)
and (3.55). So, we getforallt > 0

1 1 1
iF(t) < —Cw/ w?dx — C%/ go%d:n — C(pm/ goida: (3.61)
dt 0 0 0

1 1 1
—Ch / 0%dx — Cy, / wdx — C,, / uldx
0 0 0

1 1
—Cy, / uldx — C’SD/ ?dz,
0 0

where

Cw = Nk‘g — N160 — NQCO (1 + i) , C% = BN — N160 (1 + %) ,sz = 5%7
Cop = 2281¢ — Nicy — o (1 + é) ;
sz = ng - NQCO, Cu = % - 4p€2, (362)

Cu, = p — N1g1 — Noeq, Cyp = Nip1 — cg — 4pea.

Now, all these terms (on the right-hand side of (3.61)) become negative if we select our

parameters appropriately.

First, choose ¢; and 5 so small that

and N; large enough so that

1
Ny > — (CQ + 4p€2) .
M1

Next, we select N, large enough so that

2 1
Ny > — |:N100—|—C() <1+ >:| .
kic €2
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3.4 Stability result of solutions

Finally, we choose N large enough so that (3.62) remains valid and, further

1
Nks — co — Nacg <1+5> > 0,
1

BN — cg — Naco,

and
Nko — NQCU > 0.

So, we arrive at

1
FO <8 [ (404640l + (urt o +62) do
0

S _B2E(t)7

for some positive constants 5, and fs.

Having in mind the remark on the equivalence of E(t) and F'(t) we infer that

F'(t) < —dF(t), t >0, (3.63)
where
di = @ > 0.
K2

A simple integration of (3.63) gives
F(t) < F(0)e Nt t >0,

which yields the desired result (3.31) by using the other side of the equivalence relation again.

O
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4 1 Introduction

4.1 Introduction

In this chapter we consider the study of a mechanical problem with thermal effects, on the one
hand we have concentrated on the existence and uniqueness of the solutions and on the other
hand we have shown the result of the stability of the problem, more precisely, this problem
represents a von Karman system coupled with the thermal effect of the second sound where
the heat flow is given by Cattaneo’s law. This system is given as follows

1
Wy + 1wt — dy |:<ux + 5 (wx)2> wx:| + dexzxm = 07 w X R+,
x

1
Uy — dy Kum+2(w1)2)} +00, =0, wxRy, (4.1)
Oy + gz + dug, =0, w xRy,

qt+72q+0: =0, wxRy,
subject to the following boundary conditions

u(0,t) =u(L,t) =w(0,t) =w (L,t) =0, teRy,
wy (0,t) =w, (L,t) =60(0,t) =0 (L, t) =0, teRy,

and the initial data

w(,0)=wug, w(0)=u, w(,0)=wy, z€(0,L),

(4.3)
we (,0) =wy, ¢(-,0)=gqo, 0(,0)=6), ze€(0,L).

Here, the functions u(x,t), w(x,t),0(x,t) and g(z,t) represent, respectively, the longitudinal,
the transversal displacements, the temperature difference and the heat flux.

The domain Q2 is an interval (0, L) and the coefficients d;, ds, J, 71 and ~» are positive
constants which have a physical meaning.

From the fourth equation of the system (4.1) and the boundary conditions, we easily verify
that

4L g (@, t) de + o [ g (2,t) de = 0.

So, if we put
q(z,t) =q(x,t) (fo qo ( )exp(—wt%

then, by simple substitution, we check that (w, u, 0, q) satisfies (4.1) and more importantly we
have
fo (z,t)de =0, Vt>0,
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4. Stability of a nonlinear hyperbolic-parabolic coupled system

which justified the use of the inequality of Poincaré for ¢q. From now on, we work with g but write
q for simplicity.

This chapter has been inspired by the work [100], the first result is the following existence
and uniqueness theorem

Theorem 8. Let (w, p,u,, 0, q)T € H. For any initial condition Uy € H, there exists a unique

solution for the problem (4.7) such that
UeC(0,00),H).
Moreover, if Uy € D (A). Then, we have
U e C(0,00),D(A)NC[0,00),H).

We note that based on the semigroup approach our problem can be represented as a
semilinear Cauchy problem which is given by

{Ut:AU"']:(U)’ t>0, (4.4)

U (0) = (w07w17 Uop, U1, 90) qO) 5

Then, we can use the semigroup theory for the proof of the above result. Now, we define the

2
2

Theorem 9. Let (u, w, 0, q) be a solution of (4.1)-(4.3) where the initial data are given in H.

energy functional by

1
Uz + 5 (wg)?

1 2 2 2 2 2
E(t) = 5 |lwillzz + [lulze + 10122 + llallz2 + d2 [[wee |72 + da
2

We give the following stability result.

Then, the energy E(t) satisfies
E(t) < kE(0)e %, Vt>0 (4.5)

where k and ¢ are two positive constants.

By using the multiplier method, we prove that the dissipation induced by the heat effects of
second sound is strong enough to stabilize system (4.1) in the presence of a frictional damping
in the first equation of the system.
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4.2 Preliminaries

4.1.1 Earlier results

In this section, we will shed light on the most important studies that dealt with the study of
nonlinear dynamic elastic systems presented by von K’arm’an’s equations. We can say that
the nonlinearity contained in the system comes from the modeling that depends on the theories
of oscillation. Moreover, in the following works [66, 101—-104], the stability of some systems has
been demonstrated, through which we find that there is a correlation between the results of this
stability and the effects related to damping on the one hand, as well as temperature on the other
hand. Lagnese et al. in paper [105], addressed the problems of existence, uniqueness, and the
behavior of solution over time that some effects of damping are being considered, in addition to
some other important characteristics, see e.g., [106], and references therein. Benabdallah and
Teniou [65] proposed a new model in which a strong coupling of the system was imposed with
two thermal equations: one for the longitudinal displacement and the other for the transversal
displacement. As a result, the authors have shown that the system is exponentially stable. In
paper [107] Djebabla and Tatar proposed a one-dimensional von Karman in which the coupling
with the thermal effects is on the longitudinal displacement, where the heat equation according
to Green-Naghdi’s theory, see references [36,37,108]. Similarly to the previous mention work,
the authors have shown that the system is exponentially stable.

4.1.2 Chapter plan

This chapter is organized as follows. In Section (4.3) we state and show the well posedness of
the system. In Section (4.4), we establish our stability results.

4.2 Preliminaries

We introduce the following spaces

L2(0,L) = {UELQ(O,L):/OLvdxzo},

and
H!(0,L) = H"(0,L)NnL2(0,L).

Also, we give the Hilbert space

H:= HZ(0,L) x L*(0,L) x Hy (0,L) x L*>(0,L) x L*(0,L) x L2 (0, L),
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4. Stability of a nonlinear hyperbolic-parabolic coupled system

the space is equipped with the following inner product

B L L L _ L L
<U,U> - / oFda + / ids + / 00dz + / qidz + ds / W Byt
H 0 0 0 0 0

L (4.6)
+d / UgpUgd,
0

where
U= (w,,u,,0,q)7 €¢H

and

U = (@, ¢,4,7,0,5)" € H.

4.3 Existence and uniqueness

In this section, we prove the existence, uniqueness, and smoothness of solution of problem
(4.1)-(4.3) using the semigroup theory, see e.g., [99]. In this direction our main result is given
by the following theorem.

Theorem 10. Let (w, p,u,v,6, q)T € H. For any initial condition Uy € H, there exists a unique

solution for the problem (4.7) such that
UeC([0,00),H).
Moreover, if Uy € D (A). Then, we have

UeC([0,00),D(A)NC([0,00),H).

4.3.1 The semigroup approach

We introduce two new dependent variables ¢ = wy, and v = u;. Then, system (4.1)-(4.3) takes
the form of an abstract first-order evolutionary problem

{ Up = AU + F(U), t>0,
U(O) = (w07w17u07u1700;q0),
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4.3 Existence and uniqueness

where U = (w, wy, u,us,0,¢)" and the linear operator A is defined as follows

0 I 0 0 0 0
—do0t —I 0 0 0 0
Ao 0 0 0 I 0 0
N 0 0 d10? -50, O 0 |
0 0 0 -89, 0 -0,
0 0 0 0 =0, —l
and
0
dy [(uw + % (wx)2> me
FU)= 0
%(wx)i
0
0

It is clear that F (U) is a continuous and uniformly Lipschitz operator.

The domain of A is given by

D(A) = UeH/we H*(0,L)NHZ(0,L), we H*(0,L) N H} (0,L)
- 0 H0,L), g€ H:(0,L), p € HZ(0,L), € HE(0,L)

4.3.2 Proof of Theorem (10)

Proof. First, the domain of A is dense in H. Next, we show that the operator A generates a

Cy-semigroup in H. For this step, we prove that the operator A is dissipative.

Let define the vector U = (w, ¢,u,1,6,¢)" . Then, we have

2
—MY — doWzgra
AU = v )
dlum — (5035
—qx — 5¢:}c

—729 — 9:0
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4. Stability of a nonlinear hyperbolic-parabolic coupled system

it is straightforward to verify that, for any U € D(A)

L
<-’4U7 U>H = / (_’71902 - dQQPwmcxx - 591‘1/} + dl¢uxx - q9a: - 72(]2) dx
0
L
+ / (d2wx:r80:m - quc - 5971’90 + dluwww) dx
0

L L
=—71/ 902—72/ ¢* dx <0.
0 0

After that, we prove that the operator (I — A) is surjective.

Let define the vector functions F' = (f1, fa, f3, f4, f5, f6)' € H, we prove that there exists

U= (w,p,u,, H,q)T € D (A) satisfying
(I-A)U=F. (4.8)
From equation (4.8), we deduce the following equivalent system

w—p=fi €H;0,L),
© + 710 + doWgper = fo € L2 (0, L),
U*%Z):ngHé(O,L)

(4.9)
Y — dyugy + 00, = f4 € L? (O, L) ,
9+Qm+6wx:f5 €L2(07L)7
(L+72)q+0,=fs € L2(0,L).
Then, from equations (4.9)1, (4.9)3 and (4.9)s, it yeilds
o=w-—f1 € H;(0,L), (4.10)

Yv=u—f3€ H}(0,L),
0, = fo— (1+72)q€ L?(0,L),

Gz — (L+72) [y qdx = f5 — [ fedx + 03 — duy € L? (0, L).

From equality (4.10)3, we find

0(0,¢) =0 (L,t)=0, Vt > 0.
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4.3 Existence and uniqueness

Then, it implies that
0 c H}(0,L).

Now, by the regularity of the elliptic problem we can conclude from (4.10),4 that
g€ H(0,L).

Substituting ¢, ¥ and ¢ given by (4.9)1, (4.9)s, (4.9)5 and (4.9)g, then we obtain the following

system

(1 + ’)’l)w + doWygpr = g1 € L? (07 L) 5
—diUgy +u+ 00, = go € L? (0, L),

where

g1 = fo+ fi(1+m),

g2 = f3+ fa
Now, we define the bilinear form B over the Hilbert space
V =HZ(0,L) x H} (0, L)
as follows
L
B ((w,u), (0,a)) = / (14 71)w + dowygWey + uti + §0,4] dx
0
L
+ / diug U dx
0

and the linear form F by

L
F(w,u) = / (1 + got) dx
0

It is easy to verify that B is continuous and coercive, and F' is continuous. So applying the

Lax-Milgram theorem, we obtain the existence and uniqueness of a vector

(w,u,0) eV
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4. Stability of a nonlinear hyperbolic-parabolic coupled system

, Which satisfies

B (w,u), (0, @) = F(b,u), Y(b,a) e V. (4.11)

Now by taking U = (w0, 0) in (4.11), we get
L L
/ (1 4+ 71)wd + dowyp Wy dx = / g1 dx, Yw € H& (0,L), (4.12)
0 0
using twice integration by parts in (4.12), we obtain
(1 +y1)w + dowgger = g1 € L*(0,L). (4.13)

Consequetly, we get
we H*(0,L)N HE (0,L).

Taking U = (0, @), then (4.11) reduces to
L L
/ diug iy + uii + 00,0 do = / g2t dz, Vi € Hi (0,L). (4.14)
0 0

That is
ditzy = u+ 60, — go € L2 (0, L), (4.15)

by the regularity of the elliptic problem we can conclude that
u € H*(0,L)N H (0,L)

Hence, there exists a unique U € D (A) such that (4.8) is satisfied. Therefore, the operator A

is maximal. From where, we conclude that A is a maximal monotone operator. O

4.4 Stability result of solutions

In this section we state and prove our result on exponential decay for the nonlinear system
(4.1)-(4.3).

Theorem 11. Let (u, w, 0, q) be a solution of (4.1)-(4.3) where the initial data are given in H.
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4.4 Stability result of solutions

Then, the energy E(t) satisfies
E(t) < kE(0)e %, Vt>0 (4.16)

where k and £ are two positive constants.

Firstly, we present some technical lemmas.

4.41 Technical Lemmas

Lemma 11. Let (w, u, 0, q) be the solution of (4.1)-(4.3). Then, the energy functional E, de-

2
)
L2

E'(t) = —y1 |wel72 dx =2 |all 7z dz, ¥t >0. (4.17)

fined by

1
Uy + = (wx)2

1 2 2 2 2 2
E(t) = 5 |lwellzz + lluellz + 110022 + llgllze + da [|waallzs + da
2 2

satisfies

Proof. By multiplying equations of system (4.1) by u;, w;, 8 and q respectively in L?(0, L), we
gat

L L L 1 L
/ wywedr + dg/ WapreWidT = dl/ [(um + wi) wx] wrdr — 71/ w?daj.
0 0 0 2 - 0
L L L 1
/ upurdr = —5/ O urdx + dl/ Kuz + (wm)ﬂ urdz.
0 0 0 2 T
L L L
/ 0.0dx = —/ q0dx — 5/ U 0dx.
0 0 0
L L L
/ quqdz = —yo / ¢*dx — / Orqd.
0 0 0

Simplifying (4.18) by using integration by part and the boundary conditions (4.2). Then, we get

(4.18)

d1 1 2
=3 [Hwtriz lhul 2+ 10032 + lall3e + da ol 3 + di ||z + 5 () ]
L? (4.19)
= —nlwil> —2llgll7z, t>0.
By recalling the definition of the energy functional, the equality (4.17) appears directly. O
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4. Stability of a nonlinear hyperbolic-parabolic coupled system

Lemma 12. Define the following functional
- 1 T 2
Li(t) = upu + SWew + ik dx, t >0, (4.20)
Q

Then, for (u, w, 0, q) solution of the problem (4.1)-(4.3) and for any ¢, > 0, the functional I,

satisfies

d 1 > d
0 < =di s+ 5 (wa) = T sl 72
L 5 (4.21)
1
+luelZe + 5 lwell e + e llual® + — 16172, ¢ > 0.
2 461

Proof. Differentiating the functional I; and using the first and the second equation of(4.1) we

get
d _ 2 1 2 7
—Ii(t) = |luellz2 + dy |ug + = (wg)”| — 00, | ude + = | wywdx
dt O 2 . 2 Jo
1 1 5 1 5
+ = —mwe + dl Uy + = (wx) Wy - d2w:cacxx wdx + = ||wt||L2
2 Jo 2 2
) "” ) (4.22)
= HUtH%Q — d1/ (ux + = (wx)2> ugdr + (5/ OQuzdr + = ||wt||%2
Q 2 Q 2
d 1 d
_ ?1 i (u27 +5 (wz)2> w2de — 52 |wee|72, t>0.
The application of Young’s inequality gives
62
. 5/ Oupde < e1llua]Ze + ——[|0]22. (4.23)
Q dey
Substituting inequality (4.23) in equality (4.22), we get the desired estimate (4.21). O

Lemma 13. Define the following functional

L(t) = /Q ( /0 "0ty dy> wdz, t>0, (4.24)

The, for any 5 > 0, the functional I, satisfies the estimate

d 2

0 2
%12(15) < 5 lluel| 72 + €2

1
Uz + 5 (wz)?

L2 (4.25)
1
+2—5||q||2+0(52) 161172 +e2uz (L), >0,
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4.4 Stability result of solutions

where
d%
C(e9) = —4€2 (1+L)+59.

Proof. Differentiatiing the functional (4.24) along solutions of system (4.1). Then, by taking into

account the boundary conditions (4.2), that yields

%IQ(t) = /Q (/Ox [—Qz — Otz dy) udx
+/Q (/Ox 0(ty) dy) [dl [u;p + % (wx)QL - 594 dx

(4.26)
—~Sunls ~ [ quide + 3613
Q
1 L
_ dl/ (um + 3 (wx)2> Odx + dq </ 0dx> ugy (L), t>0.
Q 0
Thanks to Young’s inequality, we obtain
J 2 1 2
o | qudw< Sl + g5l (4.27)
Similarly, for any 5 > 0, we have
L 2 d%L 2
o d; Odz | uy (L) < eguy (L) + —— 10|72, (4.28)
0 452
and also
1 2 1 2| di 2
. —dl/ o+ 2 (w2)? ) Oz < 23 |Jus + — (we)?| + L )2, (4.29)
Q 2 2 2 des

By substituting the estimates (4.27)-(4.29) into equality (4.26). Then, inequality (4.25) is estab-
lished. O

Lemma 14. Define the following functional

I3 (t) = /Q (/qu(t,y) dy) Odx, t>0, (4.30)

let (u, w, 6, q) be a solution of (4.1)-(4.3). Then, for any 3 > 0, the functional I5 satisfies

d 1
130 < =S 1601172 + €3 72 + Cu (es) llalz2, >0, (4.31)
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where

52 *y%L
-1 s
C (e3) +453+ >

Proof. A differentiation of the equality (4.30) and the use of the system equations give

%Ig( t) = /Q </0z [—72q — 02] dy> Hda:Jr/Q (/qu(uy) dy) [~Gz — Ougy] d

x (4.32)
= — (161172 + llal7= - 72/ </ q(t,y) dy) Odx + 5/ quidz, ¢ > 0.
a \Jo Q
Hence, by exploiting Young’s and Poincaré’s inequalities, we obtain
r 2L
o o [ ([ atar)sae < 108+ 2 ol
2 A0 52 (4.33)
o [ quds < esljula+ 5 ol
Q €3
Thus, by combining inequalities (4.33) with (4.32), we obtain
d L2 2 2
130 = =5 1012 + es [luellze + Ci(es) lallzz €20,
which is exactly the desired inequality (4.31). O
we introduce the function
4
m(;v)zZ—Ix, xin Q
and also the following functionals
o A(t):= / upmugdz.
e B(t):= / wymwyde. (4.34)
o (C(t):=— /(9 — dug)maqdax.
Remark 3. The previous function m(x) will be used to eliminate the boundary term.
Lemma 15.
Li(t)=A@t)+B@®)+C(t), t>0. (4.35)
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4.4 Stability result of solutions

Then, for (u,w, 8, q) solution of the problem, the functional 1, satisfies the following estimate

d 2d;

2
G0 < = [2 @) +2 0]+ (142 ) fualla + sl
1 2
Uz + 5 (wz)?

2 6ds 2 8d1
+ (L +71> l[we] 32 + (’le + 7 ) |wez|| 72 + A

2 2
+ (et )03 + (3 42 +86%) ol 120,

(4.36)

L2

where C,, is the Poincaré constant.

Proof. The differentiation of the functional A, by using the second equation of system (4.1) and

the integration by parts, leads to

iA( t) = dl/ UgzMUzdr + di / Wy Wae MUz dX
Q Q

dt
—6/ Oxmuxda:—F/ UrMUz AT
Q Q

d o= d
ad [mu }x (I;— 51 mzU 2dx+d1/ WpWar MU, dT
@ (4.37)

—(5/9muw x—/mxutdx

= —dy [u} (L) +u2 (0)] + T |32 + d1/ Wy WagMUzdr
Q

2
w/wwm+|m@,wu
Q L
Similarly, using the first equation of(4.1), we have

d 1
—B(t) = _,yl/ wimwdx + dl/ <<uw + = (wx)Q) wx> mw,dz
dt Q Q 2 T
— d2/ Wapre MW AT + / WMWie dx
Q Q

= —’yl/ wimw,dr — dl/ <<uz + 1 (wx)2> wx> MWy dx (4.38)
Q Q 2

1
- dl / ((ux + 3 <w$)2> ’U)$) mwxxdx + d2/ wx:va:mxwxdx
0 2 Q

1
+d2/ WappeMWee dT — / mwwfd:n, t>0.
Q 2 Jo

Simplifying equality (4.38) by integrating by parts on 2 and taking account the fact that m, =
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— £, then we get

d 4d 1
$B(t) = - /thmwxdx + Ll/Q (ux + 5 (wx)Q) w?dx

dy
—d / Wy Wap MU AT — — wgwxmwmdx
Q 2 Ja

_ ddz

2
Q Q

Now, utilizing a second integration by parts together with the following relation
d d
o« 2% wiwwmwmdx -1 wim ((wz)2> dx.
2 /g 4 Jo x

Then, we can give the following estimate

4d 1
%B(t) = - /Q wymwgdx + Ll/Q <uz t3 (wx)2> w2 dx

d 4d.
— dl/ Wy Wapp MU AT — 1/ w2m ((w1)2> do + —2 ||wm||%2 (4.39)
Q 4 O T L
2d 2
s [, (1) + 02, 0] + 22 s+ 2 e, 120

Now, taking equality (4.39) and by applying Young’s inequality, we obtain

d 2
G5O < () I+ e
1 2
+ 8dy Uy + = (wx)2 —d / W Wpe MUy dx (4.40)
L 2 1.2 Q
6d
+ TQ war |22, > 0.

Finally, direct calculations using (4.1)s, (4.1)4 and integrating by parts we arrive at

d

——C(t) = —/ (0¢ + dury) madz — / (0 + duy) mqrdx

= / gzmqdx — / (0 + duy) m (—y2q — 6;) dz.
Q Q
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4.4 Stability result of solutions

Also we have

d 1 9 1 9
- = =—= Q" dr + Omgdz — - 20°d
75(J(t) 2/m q-ax ’72/ mqax 2/m T

+’Y25/ qmuzdx—i-(S/ 0, mugdx
Q Q

2 2
= / q2dx+72/ equ$+/ 92d:n+725/ gmugdx
L Jq Q L Jq Q

+ 5/ O, mudx.
Q
By using Young’s inequality, we find

d 2
~ 7 0(t) < |luallZ2 + (W 2+ L) lallZ»
(4.41)

2
+ <72 + > H9||%2 + 5/ 0, mu,dz.
L Q

By adding (4.37), (4.40) and (4.41), we arrive at (4.36). O

Remark 4. As in the work of Djebabla and Tatar [107], the following relation is needed

= [ () -t
fyrzae= [ (

1 2 1
<2/ <uw+(w§)> da:—l—/widx
Q 2 2 Ja

2

"‘CmeH%Z‘a
L2

<2

1
Uy + 5 (wi)

where c is a positive constant.

4.4.2 Proof of Theorem (11)

Proof. We define the Lyapunov functional F'(¢) as follows

F(t) = NE()+ i+ 2L+ Nils+ &L, t>0. (4.42)
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By utilizing the previous Lemmas, and taking into account the estimates (4.17), (4.21), (4.25),

(4.31), (4.36), then we can obtain

d [ 1 2
—F(t) < — Ny — % N1C1 (e3) — <L + 72 +’>’%52> 52} g7

dt -
5dy 8d, Ad, ey 1 9 2
__4_<L+3+ L>52_ 2:| uz+2(wz) 2
‘6d 6d 2¢cd dce
_ 82 — <710p + 72 +c+ Ll) €2 — 41:| meﬁH%2
: (4.43)
Ny

2 53 9
- 2 —C(e2) — ’Y2+f 82—@ 10172

[ 1) 2
— | Ny — S <L + 71) 82] w72 dz

:6 2e
-li- TQ - Nlag] w22, ¢>0.

At this point, we impose the following restrictions on the coefficients. First, we choose

-1
%(710p+%+c+%) )

€2 <min 4,5 (8d 4\ b s
aio [ oa1 Zdy Lo
8 ( L + 3 + L ) ) 16

)

and, we select N, respectively large enough so that

Ny 2 5
N - e 2 >0
5 C(e2) <’Y2 + L) 2" 165,

Now, we we pick ¢; and e3 respectively so small that
€1 < %min (d—f,d1> ,
g3 < &
Finally, we choose N large enough so that
N7ys — 55 — N1Ci (g3) — (2 + 72 +736%) &2 > 0,

and

N'yl—g—(%+’yl)€2>0.

62



4.4 Stability result of solutions

Therefore, (4.43) takes the form

2

1
Uy + = (wm)2

d 2 2 2 2 2
—F(t) < =n | [lwellz2 + lluellz2 + 110172 + llgllz2 + da lwael|72 + da >

dt

L?] (4.44)

for some positive  and C.

On the other hand, we can use the following remark

Remark 5. By using Young, Poincaré and Cauchy-Schwarz inequalities, we can deduce that
the functional energy E is equivalent to the Lyapunov functional F i.e., there exists two positive

constants 31 and By such that
B.E(t) < F(t) < B1E(t), Vit > 0. (4.45)
By Combining inequality (4.44) and the right hand side of (4.45), we conclude that

LE(t) < —dF(t), Yt >0, (4.46)

where d is a positive constant.

By a simple integration of (4.46) we get
F(t) < F(0)e~ %, vt >0, (4.47)

and thus (4.16) follows from the left hand side of (4.45). O

63



5. Effect of the fractional order operator on the coupled hyperbolic-parabolic system
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5.1 Introduction

5.1 Introduction

In this chapter we focus on demonstrating the existence and uniqueness of solutions and we
also show stability results. The system considered describes a dynamic model that describes
the shear of a Timoshenko beam [4]. We will consider the fractional thermal effect acting on
the bending moment according to Gurtin-Pipkin’s law [109].

The system is given as follows

p1¢1 — K(Paz + P2) =0,
P2ttt — bpe + K(0e + 1) — /O h(s)A%(t — s)ds + 00, = 0, (5.1)

1 (o)
P30 + 3 / 9(s)A%6(t — s)ds + 51y = 0,
0

Here, the unknows variables ¢, 4,60 : (z,t) € (0, L) x Ry — R are the transverse displace-
ment, the rotation angle and the relative temperature, as stated respectevely. Furthemore, the
operator A represents the derivatives (—9,,) and o is a parameter in the interval [0, 1].

The coefficients «, b, 0, 5 represent the positive coefficients in addition to p; for i = 1,2, 3.
The aforementioned system (5.1) is complemented with the Dirichlet boundary conditions for ¢
and ¢

©(0,t) = p(L,t) =6(0,t) = 6(L,t) =0, (5.2)

in addition to Neumann boundary condition for 1)
%(O,t) = %(L,t) =0. (53)

The system describes a model for elastic beams vibrations. It is the coupling of the shear force
and the bending moment acting on the system.

Setting the change of variable as follows

L
/ W, t)dz = T (1), (5.4)
0
Then, by integration the second equation of the system (5.1) on (0, L), gives the following
equation
P 0" + KU = 0. (5.5)
Hence, if
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then we have
U(t) =0.

We deduce that the use of Poincaré’s inequality for is justified.
This chapter has been inspired by our work [110].
The first result is the following existence and uniqueness Theorem.

Theorem 12. Let z be a vector solution of the following Cauchy problem

2'(t) = Az(t), 5:6)
2(0) = 2o,

for every initial datum zy = (o, ¢o, Yo, X0, C0, 00, M0) € H, given at time t = 0. Then, there exists

a unique solution of the problem (5.1)-(5.3) such that
ze€ C(Ry; H).
Moreover, if zy € D(A). Then, we have
z € C(Ry; D(A)) NCHR,;H).

The stability results are translated as follows

« The semigroup s(t) generated by the problem (5.1)-(5.3) is polynomially stable if and only
if ¢, #0, withthe rate ¢ -2

» The semigroup s(t) generated by the problem (5.1)-(5.3) is polynomially stable if and only
ifé,=0 and o €[0,1), withtherate o

» The semigroup s(t) generated by the problem (5.1)-(5.3) is exponentially stable if and
onlyif{, =0 and o =1, where ¢, is a stability number proved by [111].

5.1.1 Earlier results

In this section, we will present the most important works that are investigated in the field of
mechanical systems with thermal effects. Intensive researchs has been carried out in the recent
decades to impose the minimum energy dissipations to guarantee the stability of thermoelastic
Timoshenko systems. This regard will briefly discuss some of the main results of the systems.
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5.1 Introduction

Timoshenko’s theory [4] is an improvement of the Euler-Bernoulli theory [112]. Indeed, these
systems modeling beams under several vibration. Recently, the system stability of Timoshenko
is one of important posed question . Widely speaking, there is different types of damping that
have been used to dampen undesirable vibrations, as portrayed by several authors, among
them Kim and Renardy [6], Raposo et al. [8], Messaoudi and Mustafa [10], and Tian and Zhang
[113]. Subsequently, many results of stability wether (exponential or polynomial) have prevailed
in the literature. Consequently, when the term damping occurs in the system, it will give the
wave speeds a crucial role in determining the behavior of the solutions at infinite time.

5.1.2 Results about stability numbers

The Timoshenko system without heat effect was initially introduced by Stéphane Timoshenko
[4], in which he presented the mechanical model of the beams. Several researchers treated
Timoshenko system, among them Soufyane [114] where he showed that the system is expo-
nentially stable under the "equal wave speeds” assumption, i.e.

g =522 (5.7)

Note that the authors [20,83,115—117] results are mainly based on Soufyane’s contributions to
the word of theory.

Next, is Timoshenko system with thermal effect. Its general form can be written as follows

prow — K(pz +1)e =0,
pﬂ)tt - bi/im + K(‘pz + w) + 00, =0, (58)
/03915 + gy + 5%95 =0.

According to the equation (5.19)3 the heat flux vector
q:(z,t) € (0,L) x RT = R, (5.9)

depends on the following thermal laws. The first law is based on Fourier classical assumption
for the heat conduction of the system

Bq+ 0, =0. (5.10)

The integration of this law in the system (5.19) has been analyzed by Jaime E Mufoz Rivera
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and Reinhard Racke [35]. The second is Cattaneo law [109], it is given by the following equation
T +Bq+6, =0, 7>0. (5.11)

As shown by ML Santos et al. [118], the main result of the system (5.19) along with equation
(5.11) is exponentially stable only when

(e _p2y o pd
g__<mk T)(K b) il (5.12)

Thirdly, the constitutive equation related to Gurtin-Pipkin heat conduction law [119] is given by
the following equation

Bq(t) + /Ooo 9(8)0,(t — s)ds =0, (5.13)

where ¢ is the memory kernel, which is a convex summable function on R* of the total mass

Awgngl

Dell'Oro and Vittorino [111] proved that the system (5.19) in addition to equation (5.13) is ex-
ponentially stable only when

£, = (/)1 _ 5) £ — B, _
97 \pss 9(0) )" g(0)psrb

Last but not least, the constitutive equation related to Green-Naghdi heat conduction law of

(5.14)

type Il [108, 120] is given by this equation
Bq+ 0, +dp, =0, d>0, (5.15)
where
t
p(t) = p(0) + / O(r)dr. (5.16)
0

Salim Messaoudi and Belkacem Said-Houari [42], have proven that the system (5.19) with
equation (5.15) is exponontially stable only when

& = 0.
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5.1.3 Contributions

Maria Astudillo and Higidio Portillo Oquendo [121] added the term memory [ 9(8)(—0pz) 0 (t—
s)ds to the system as follows

P1P#t — H((Z)mx + wm) =0,

> 5.17
p2Yst — bhyy — /0 9(8)(—0p2) 1) (t — 5)ds + K(¢s + ) = 0. ( )

They proved that the system is both exponentially stable only when £, = 0 and § = 1, and
Polynomial stable only when ¢, = 0 and 6 € [0,1[. Not to mention that the decay rates are
optimal only when &, # 0. Danese et al. [122] studied the abstract system, but for a fractional
operator influencing the coupling

prdu + KAV (AY2 ¢+ ) =0,
potbu + DAY + k(AV?¢ 4 1)) — 470 =0, (5.18)
p30s + A0+ A =0,

with A is a self-adjoint positive operator. The existence of suitable energy functionals proved
that the system is both exponentially stable only when §, = 0 and v = %, and Polynomial stable
only when & # 0 and v € [3, 1].

Our work is based on the improvement of the stability results of Timoshenko system with a
fractional operator in memory [121], this improvement is based on the addition of a fractional
operator in the thermal effect of Gurtin-Pipkin type.

5.1.4 Model derivation

The general form of Timoshenko system with thermal effect can be written as follows

p1ow — k(Ye + 1)z =0,
prtt - bwmm + H(‘Pw + w) + 69$ = 07 (519)
p30¢ + Gz + 09tz = 0.

According to the equation (5.19), the heat flux vector

q:(z,t) € (0,L) x Rt = R, (5.20)
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We consider the following fractional constitutive equation

Bq(t) — /OOO g(s)A""20(t — s)ds = 0, (5.21)

when applying the opertor d, to the previous equation, we obtain

Bz — /000 g(s)A%0(t — s)ds = 0, (5.22)

substitute equation (5.22) in equation (5.19)3 and add a fractional operator in the memory to
obtain the system (5.1).

5.1.5 Chapter plan

This chapter respect the following plan, section (5.2) will introduce some assumptions on the
kernels, functional spaces and some characteristics of the fractional operator. Then, section
(5.3) will prove the global existence of the solutions. Hence, section (5.4) will show the stability
results by using the semigroup method.

5.2 Preliminaries

The semigroup s(t) is exponentially stable on H if there are ¢; > 0 and ¢, > 1 such that
I5(t)2ll < cae™ |12,

and s(t) is stable on H if

tlgglo lIs(t)z]lx =0, VzeH.

5.2.0.A Assumptions

Firstly, we introduce the assumptions on the kernels 1 and h as follows
w is @ summable function on R with

/0 " u(s)ds = g(0) > 0,

in which its relationship with the relaxation function is expressed by
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and a requirement g that makes a total mass 1 that is translated to
oo
/ sp(s)ds = 1.
0
* 1 is @ nonnegative nonincreasing absolutely continuous function on R such that

1(0) = lim pu(s),

s—0

There exist co > 0 such that the differential inequality
W () + cou(s) <0, Vs> 0. (5.23)

the kernel h of the memory term checks the following hypotheses:

* his a nonnegative C'! function satisfying
o0 e 2(1—0’)
h(0) :/0 h(s)ds < b (Z) .

» There exist ¢; > 0 such that the differential inequality
h'(s) 4+ c1h(s) <0, h(0) >0, (5.24)

that hold almost every s > 0.

5.2.0.B Functional spaces

When it comes to the functional spaces, the omision of zero is always mandatory for o € [0, 1],
in which the compactly nested family of Hilbert spaces are

o

H? = D(AS), HI=D(AZ), (f,9)ps=(A3£.A%g) . |flue =A% flee.

L2’

Not to mention that ||- || .2 and (-, -),» are both the standard inner norm and the scalar product on
the Hilbert space L2(0, L). Denote that H—° is the completion of the domain. It simply means
that H—7 is the dual space of H?. Then, if u € H? it is possible to write Au which means that
this element belongs to the dual space H 2 acting as

(A%u,v) = (u, A%, Yve H>.
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Hilbert subspace is introduced by

L2(0, L) = {f e L%(0,L) : /OLf(:n)dx = 0} .
For zero-mean functions, along with the Hilbert spaces
H)(0,L) and H.(0,L)=H'(0,L)NL%(0,L).
The memory spaces is introduced by
M, =L,(RY; HT), Ny =LE(R";H?),
with the inner product
o, = [ 0 (A7), A%900)) | ds = [ h(s) (7(6), 6D .
b, = [ 0 (A 505).A%9()) | ds = [ ) (706D .

The infinitesimal generators of the right-translation semigroup on M and N are the following

linear operators

with the domain

D(T) = {n € N, : D¢ € N, ¢(0) =0}
D(T) = {ne My : Dy € My, lim lylla =0}

where D stands for weak derivative with respect to the internal variable s € R,. The phase
space of the problem (5.1)-(5.3) will be

H =Hy(0, L) x L2(0, L) x HL(0, L) x L2(0, L) x Ny x L2(0, L) x My, (5.25)
with its inner product

(21, 22)3 = K {1z + V1, P20 + 2)12 + p1 (D1, P2)12 + <Bé¢1, Bé¢2>
L

2

1
+ p2 (X1, X2)12 + (C1, ), + p3 (01, 02)2 + 3 (1M1, m2) pm,, 5
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for z; and zy in H.
At last, the characterstics of the fractional operators can be defined as follow

A= -0y H CL? 512

A, = =0yt H2 C L2 5 12
on the undermentioned subspaces

2 2 1

HE = {H2 DLE : fx(o) - fac(L) = 0} :

The operators are positive, self-adjoint and have compact inverse. Therefore, the operators
A% and A¢ are bounded for o < 0 and positive self-adjoint for o € R. The spectrum of the
operators are constituted only by positive eigenvalues as shown by \2 where

the sequences (I1,,) and (II}) are the corresponding unitary eigenfunctions associated to A,.
They form a Hilbert's base for the space L? or L2, it can be defined as follows

I0,(z) = \/g sin(Anz), I (z) = \/E cos(Anz).

For f € L2 and g € L2 it is possible to write

n—

[= (f,II) 11, g=

n=1 n=1

S |

g, 10;,) 115,

Furthermore, for f € H?°*! and g € H2°+!, will give the following identity

AT = 3T N IL) L, ATOg = Y A (g, T, T,
n=1 n=1

In correspondence to Parseval’s identity the f and g norms will be

[ l2o41 = | AZ O fll2, [l

HZ0tL = |A70zg||L2,
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andforo =0

1 1
[l =142 flle> = 102Nl Ngllaz = (A2 gl = [|02g]le2-

The following represents the conclusion

<A0fa gI>L2 - - <wx, Aag>L2 .

B, =bA, — (/ g(s)ds> A?,
0

Introducing the operator

for ¢ € D(A,) to get

Bav= 3o (0 = [T gegas ) oy, (5.26)
n=1 0
To deduce, the norms || A%+ || and ||BZ+| are equivalents. Correspondingly, the space H is
normed by
2 2 2 L 2
1213 = prll@llte + £ llea + Yl + ‘ Big| + p2lxl
L

(5.27)
2 2 1 2
+ [I<lin;, + p3l16]lz2 + 3 17l -

The following remark plays a crucial role in this work.

Remark 6. Forevery ¢ € D(T) andn € D(T) , we define the following identities

2(T¢, ), = —TICT, 2T, mym, = —Tlhl.

where

Il = — /0 T ()| ATC(s)|Zads = — /0 T RS B ds,
Iy = — /0 T ()| A% n(s) [2ads = — /0 T ($) ()| [30ds.

by using both inequalities (5.23) and (5.24), we deduce the following

1 1
IR, < —TIcl Inll34, < —Tl)-
1 C2

74



5.3 Existence and uniqueness

5.3 Existence and uniqueness

This section will be concerned with the existence of global solutions based on the classical
Lumer—Phillips Theorem [98,99]

Lemma 16. Let A be a densely defined linear operator on a Hilbert space H. Then A is the

infinitesimal generator of a contraction semigroup s(t) if and only if

A is dissipative.

Ran(I — A) =H.

5.3.1 The semigroup approach
As in [123], in order to determine the operator A, the following change of variable is needed
n'(z,s) = /05 O(x,t —v)dy,
which satisfies the Dirichlet boundary condition
1'(0,5) = n'(L,s) = 0,
and ! satisfies the following equation
e = —ns + 6(t).

It checks the explicit representation formula as in [124]

/ O(t — ¢)du, s <t,
n'(s) =1 " .
no(s — 1) +/ O(t —1)de, s> t.
0

Now, the use of the above operator B,, the relative history of ¢ which is defined as

(t,s) = ¥(t) = (t —s)
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that is introduced in [125], and the above mentioned data allow the writing of the following

partial differential system

p1p1 — K(Pex + Yz) =0,
P + Bytb + / h(s)AZ¢(t,s)ds + k(pz + ) + 50, =0,
0

G =TC + i,
pg@t—l-ﬁ/ 8)ds + 01y, = 0,
ne=1Tn+06.

(5.28)

By introducing the state vector z(t) = (p, ¢, v, x, ¢, 0,1%)*, where (-)* represents the transposed

vector, the system (5.28) can be written as a Cauchy problem in

{z'(t) = Az(t),
2(0) = 2o,

for every initial datum
20 = (SOO’ (bOawOa X0, C07007770) € Ha

given at time ¢ = 0, the solution at time ¢ > 0 to the problem (5.29) can be written as
2(t) = s(t)z0 = ez,

where A is the linear operator A : D(A) C H — H which is defined as

© ¢
¢ ﬁ(@mx +vz)
(0
Al x | = B — p?(%; + 1) — fo s)AZ((t, s)ds — Hx ,
¢ TC + x
0 593 fO 1(s)ds — 7XJ”
U] T77+ 9

(5.29)
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with the domain D(A)

pE HQ(O,L),
¢ € Hy(0, L),
/liz)x E H(l)( 7L)7
x € HL(0, L),
Bup + [ h(s)AZ((t, s)ds € L2(0, L),
0 c HO(O L),
CGD( ), n € D(T),
I n n(s)ds € L2(0, L). )

Theorem 13. The operator A is the infinitesimal generator of a contraction semigroup
sty =e H — H.

5.3.2 Proof of Theorem (13)

Proof. The proof is based on an application of (16). It is clear that the linear operator A is
dissipative

R (A2 2y = (T6,C), + (T pg, = =57 = 55T <0 (5.30)

Next, to prove that

Ran(I — A) =

the solution z € D(A) of the equation = — Az = Z where z = ($, ¢, 1, X, C,0,7)+ € H, can be

written in the following compenents

QO_QZ):QE,
QZ) - i(‘ﬂxm +¢x) = an
P1
@b*X:(;?
1 K 1 [ 1)
—B. — (g — h(s)AI((t,s)ds + —0, = X, .
B+ e+ 1)+ [ M)A )+ 0. = % (531)
1 [> 5 -
0+ — A%n(s)ds + —xp =0,
+ o /0 (s) A% (s)ds + - x
n—Tn—-0=1

Now, by substituting equations (5.31) and (5.31)3 in ,(5.31)4 and (5.31), the obtained sys-
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tem will be

@_ﬁ(gpx‘i‘?ﬁx):&"‘@v
P1

1 K 1 o o i — < 7
w+p23*1/)+p2(90x+¢)+p2/0 h(s)A*C(tjs)d8+p29x—x+¢v
C—T¢—x=C, (5.32)

1 © ) -8 -
6+ — / w(s)A%n(s)ds + —1p, = 0 + —1by,
Bps Jo p3 P3

n—Tn—0=mn.

The integration of both the equations (5.32); and (5.32)5 with n(0) = 0 and ¢(0) = 0, will

make the following writing possible

C(s) = (1 —e™")x +X(s),

n(s) = (1—e*)0+7(s),

(5.33)

where T(s) = fos eyfsf(y)dy and Y(s) = fos eV~ n(y)dy.

Substitute (5.33); and (5.33)5 in (5.32)3 and (5.32)5 respectively, to obtain

K
Y — 7(9011 +¢z) = vy,
P1

1 < 1)
Y+ =B+ —(pp + ) + — AT+ —0, =0y,
P2 P2 P2 P2

S

0+
Bp3

a0+ 2y, — vy,
P3

where ¢ = [° pu(s)(1 — e %)ds, <= [;~ h(s)(s)(1 —e *)ds and

791—¢+§07
92 = %+ + Ag/ h(s)T(s)ds,
0
PR LIS AU/OO ()Y (s)d
= — —_— S s)as
’ 3 Bps 0 :
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It is apparent that 1, € H~!. For ¥ is obtained as follows
o y—s ||~
e [Cremen] < [7 [ e o],
<[ [ vaGie i i, s

< / " h(s)ds|E@) .

dyds

which implies that 9, € N_;. Hence, for 93 is acquired by

o [T uereeas| < [T [t it duis

= / / mey_sm\\ﬁ(y)!!m dyds
< V9 O)lI7®)lm,

which implies that J3 € M_;. Henceforth, for ¢ is attained through

0o S — 2
€12, <2 /0 h(s)ds |12 +2 /0 h(s) [T ()| ds

<2 [Tnasitis vz [T ([ e va[iw],
2

<2 [ hs)ds Il +2¢
0 N,

2
dy) ds

this implies that ¢ € A, s0, T¢ = ¢ — x — C € N,,.. At last, 7 is given by

1918, < 2000) 161 +2 [ (o) 1Tl ds
[e'e) s 2
< 29(0) 1012 + 2 /0 (O =5/ 7). dy) s

2 12
< 29(0) 101172 + 2 19[[}s4,, -

which implies that n € M, to get T =n — 0 — € M,.. According to Lax—Milgram’s Theorem
there exists a unique (weak) solution. Because it is clear that D(.A) dense in , so it is possible

to announce that the following result is held true

Theorem 14. Let zy € H. Then, the system (5.1)-(5.3) has a unique global weak solutions such
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that z € C(Ry; H).

In conclusion, the semigroup s(t) exists if and only if o < 1. When the operator (I — A)
cannot be onto H whenever, if o = 1+¢, ¢ > 0, then its inverse (I — .A)~! would map the
whole space H onto D(A). O

Remark 7. It is important to show that 0 belongs to the resolvent set o(A). For this, it is
suf[U+FBO01]cient to prove that the stationary problem Az = Z has a solution = € D(A) and
|lz|| < C||Z|| for some positive constant. From the definition of the operator A, this system can

be written as

b=,
K(Pza +1Ua) = P16,

x =1,

Butp + (e + ) + /0 " h(s)ATC(t, 5)ds + 38, = —pa, (5.34)
T¢+x =,

1 [ _
/ w(s)A%n(s)ds + dxz = —p3b,
B Jo

Tn+6=n,

from which it follows that {(s) = si — [; ((r)dr, [5° 1(s)ATn(s)ds = —B(p30 + 6v.), and (i, )

must satisfy
K(Pzz + V) = F1,
(5.35)
Bytp — K(pr + 1) = —Fh,
where
Fy = plé)
Fa= [ h(s)AZG(t 5)ds + pa + 1 — T
0
The system (5.35) can be represented in a variational form
B(p,v;9,¢) = (F1, ) — (F2, ) , (5.36)
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5.4 Stability result of solutions

where the sesquilinear form is given by

Blp, 457, 8) =k {0z + 0,7, + B) + (B, B (5.37)

As this sesquilinear form is continuous and coercive, by Lax—Milgram’s Theorem there exists

an unique solution. We can take (g, 1) = (¢,) in equality (5.36), we get

wllos+ 012+ B0 = o1 (duo) = oo [ h(s) 477051 4270 )
0

< e(llall® + [19all?) + Cel 212

for e > 0. Using the inequality ||.||2 < C(|[¢x + |2 + [t ]|2), the equivalence ||y || ~ || BY ||
and fixing e small, we get
lpa + BII* + Nl |* < Cl12)1%,

which imply that
121> < Clz117,

thatis 0 € o(A).

5.4 Stability result of solutions

This section exploit a particular results from papers [69, 126, 127], which are presented by the
following Theorems

Theorem 15. Let A be the infinitisimal generator of a contraction semigroup s(t) on a Hilbert

space H. Then, the following are equivalent:

* s(t) is exponentially stable.

» There exists € > 0 such that

inf idz — Azl > €llzlln, Yz € D(A) (5.38)
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5. Effect of the fractional order operator on the coupled hyperbolic-parabolic system

 The imaginary axis iR C o(.A) and
sup || (i\ — A)ilHL(H) < 0. (5.39)
AER

Theorem 16. Let A be the generator of a co—semigroup of bounded operators on a Hilbert

space such that iR C o(A). Then, the following are equivalent:

* Forzy € D(A)

Izll < et |20l pay,  VE >0, (5.40)
e ForAeR

limsup [A| 7% (iA] — A) 7Y < oo. (5.41)

[A]—=o00

Let A € Rand y = (y1,v2,¥3,94,Y5, Y6, y7)- In what follows, the stationary problem (iA —
A)z = y will be considered several times in the course of this section.
Note that z = (¢, ¢,%, x,(,0,n) € D(A) is a solution of this problem if the following equa-
tions are satisfied:
iAp — ¢ =y,
PLIAG — K(Qzz + V) = p1Yy2,
Z)\w — X =Ys,
p2IAX + Butp + K(pr + 1) + / h(s)A7((t, s)ds + 60, = paya, (5.42)
0
iN —TC = x = ys,
Bpair+ [ (s)A%n(s)ds + B0 = Bpaue
0

iAn—"Tn—0=uyr.

By using the first part of remark (6) and equality (5.30), we get

c c 1 1
S IR + 55 lmliRe, < 5T+ 55T = =R (A2 2y,

2p
= R((iIX — A)z, 2)y (5.43)
< lyllwllzllo

The use of the following remark is essential

Remark 8:
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5.4 Stability result of solutions

The following embeddings

H?7' < H*?,  H27' < H.%, (5.44)

are continuous for o1 > 0.

In the remaining part of this paper ¢ and ¢, will denote positive constants that will assume

different values in different places.

What follows, represents the main results of this study

Theorem 17. The semigroup s(t) generated by the problem (5.1)-(5.3) satisfys the following

asymptotic behavior

s(t) is polynomial stable < ¢, # 0, with the rate =
s(t) is polynomial stable < ¢, =0 and o< [0,1), withthe rate =

s(t) is exponentially stable < &, =0 and o=1.

5.4.1 Technical Lemmas

Let y € H. Suppose that for every A € R such that 0 < a < |\| there exists a solution z € D(A)
of the stationary system (i\l — A)z = y, then we have the following technical Lemmas

Lemma 17. There exist a positive constants c, such that

10170 < caX® (Iyllell=llz + yll3,) ,

) (5.45)
161701 < ca ( Nyllallzlla + 13 + 5 I ) -
)

Proof. For the first inequality, multiply equation (5.42); by 6 in the space M., use the inequali-

ties of Cauchy-Schwarz, Young and inequality (5.43), to obtain

A o0 1 o0
W%F“méu@m%wﬁﬂwéMM%ﬂm%%%%w

)\ o - 1 o0
ﬂwm('H//mew //uwwmwﬂwmﬂ
9(0) 1|.Jo ) Jo
< ¢ (2 lyllallzllae + ezl + Twl)

.2 a 9(0
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5. Effect of the fractional order operator on the coupled hyperbolic-parabolic system

for [A\| > « we get the inequality (5.45);.

For the second inequality, multiply equation (5.42); by @ in the space H°~!, use the inequal-

ities of Cauchy-Schwarz, Young, (5.43) and take into account that

30— 2 o
<77
2 -2

to obtain

1 1 o )
20’7 = N o— N 5 AU d 0 T 0 o—
160+ = 35 GO+ i ([ )47, _Ha = o (B

< 100ao-s (ylonllnes + 57l ) + 75 1611
o o p

A

)A T nds

C ce
Xﬂmm+m%ﬁ+pw%ﬁwmww%

C
< <5 (1B + Ixrg ) + ellyllaelzlae

for [A\| > « we get the inequality (5.45)s. O

Lemma 18. There exists a positive constant c, such that

Ixlre < ca (1913 + Xlyllwllzl) |
s (it ) (5.46)

g1 < cellon + o2 + ca (Iyllalllla + llyll3)

Proof. For the first inequality, multiply the equation (5.42), by x in the space N, use the in-

equalities of Cauchy-Schwarz, Young and (5.43), to obtain

[ st -

[ RO e ds = [ ) 6 g ds = [ R e
gmmdywﬂﬂmm&@ﬁp—é |wmw+4mhu%mm§

(2 [Tl - [ RO + [ bl
0 0

< e (Nllyllaelizllae + lyllaelzllz + yll3,) ,

for |A\| > o we get the inequality (5.46);.

For the proof of the second inequality, multiply equation (5.42), by x in the space N,_1, use
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5.4 Stability result of solutions

the inequalities of Cauchy-Schwarz, Young and (5.43), to obtain

o /0 h(s)ds X1

= loaid [ B Cx) st o [ () ()

o [ B (0

< [lxll o1 <P2 h(s)llys |l - 1d8—p2/0 h/(S)HCHHgldS> (5.47)

0

+ p2

z)\/ h(s) CXHa1ds
0

< cllyll, + cllyllalizllz + p2

i)\/o h(s) (¢, x) go—1 ds| .

For the last term in inequality (5.47), multiply the equation (5.42)3 by [° h(s)AZ~*((s)ds in the

space L? and use inequalities of Cauchy-Schwarz, Young and (5.45) to obtain

paiX /0 B(5) (¢, X) go-1 ds

/0 h(s) (Butb + 30 + (a1 ) — paya, A0, ds

2

* / T () AST ((s)ds

L2

\ / 9)Cllieds (318] o1 + Kllps + Vil o)

4 /0 §) (Buth, ATN¢(s)) , d

2

L2 (5.48)
h(s) <B*¢}> AZ_IC(3)>L2 ds

2

= ((s)

L2

+ e (101 Fro—1 + 0w + PllFro—2) + cellyllall=ll2

< ‘ /0 h(s) (Butb, A71¢(5)) o ds| + cell o + ][0

00 20-1 2
Teellyl + celllnllzlz + H /0 h(s) AT ((s)

L2

Using the equation (5.42)3, Cauchy-Schwarz and Young inequalities, then by applying the defi-
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5. Effect of the fractional order operator on the coupled hyperbolic-parabolic system

nition of B, and taking into account that 221 < ¢, we get

_ /Ooo h(s) <B* (X;y?’) ,A”1€>L2 ds
_ /O°° h(s) <bA* _ (/OOO h(g)ds) A? (X;r/\%) 7A01<>L2 ds
b [

|2 3 g
=155 | M) (AL () A%C) L ds

- </Ooo h(s)ds) /OOO h(s) (A% (x+13), A7) ds|

C C
sz Xl + ellyllalzllz + 33 Il

/OOO h(s) (Butp, A77'C) , ds

IN

IN

C
cllyllalizlz + 1511yl
(5.49)

By adding inequalities (5.49) and (5.48), using the result with the inequality (5.47), so we can
get the inequality (5.46), for || > a. O

Lemma 19. For~y < o — 1, there exist positive constant c, such that

N0 < ca (18I + 1913+ lyllali=ll)
19171 < ca (ANl + il + lyllall=ll) - (5.50)

19117 < ca (NlISIIE + 1eall?2 + llyl%) -

Proof. Multiply equation (5.42)s by iA x ¢ in the space H”, to obtain
. K .
)\QHQbH%{v =1\ <Z/2: ¢>Hw + E (<Ay1, ¢>H~/ + <A¢7 ¢>H"/ — A <wm7 ¢>H”/) ) (5.51)
by using equation (5.42), Young inequality and the consideration that

<

B2

ol
< =
7=

N =

g
vyso-lLy-o+

we get the following estimate

NIollEy < e (lolFm + lyllzen) +eléllfma +

i\ <<y2, &) g1 + % (the, ¢>H7) )
(5.52)

< ¢ (111741 + Nallzp) + ell @l + eX?ollFm + ellyllF, + elvlze

+ X[ A5 a2,
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5.4 Stability result of solutions

Then, we get

Nlgllz < e (167 + lyilFmn) + el@lizma + e ol + cllylF

+ellelie + e lell (5.53)

< e (1603 + Nyl + 101 ) -
recalling that

1

el < 55 (lyl + Il ) - (5.54)

using the previous inequality, Lemma (16) and inequality (5.53), we deduce the following

1
20l < e (16l + 350l + ozl ). (5.55)

for |]A\| > « we get the inequality (5.50);. For the proof of the second inequality, use equa-

tion(5.51), Young inequality and Lemma (16), to obtain

P1 .\ Pl
[ ——— AQ;WH% — A 2,00y + (Y1 Go) s

+ (A% (ys +x), 4757 0)

< e ollE + ellylF, + ellxlg

L2

< Nl + cllyllz + N lylalzln.

for |A\| > « we get the inequality (5.50),. For the proof of the last inequality, take v = 0 in
equality (5.51), to obtain directly the inequality (5.50)s. O

Lemma 20. For 5 < 0, there exist positive constants c,, such that,

loe +9l%e < ca (I + Nyl3 + lylllzla + el @l + elOFse)

0 (5.56)
N 599537); 106, 6a) g3

such that

:g(o)pl_ _(m_ﬂ) _M
9T B and & pst g(0) “ 9(0)p3rb

where & is defined in (5.7).
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Proof. For the proof, we need to construct the following essential three steps:

A - Step 1. Multiply equation (5.42)3 by (¢, + v) in the space H”

klloz + Yl 5s = p2 Yas (0z + 1)) g — 6 (O, (02 + ¥)) s — (Buth, (02 +¥)) s

M2 (6 (0 + D))o — /O " h($) (ASC, (0 + ) o
= p2 (ya, (P2 + V) ys — 6 0z, (0z + 1)) s + /Ooo h(s) (AZ(Y = Q), (¢z + 1)) s

— b (A, (0 + ) gs — iAp2 (X (P + ) s

(5.57)
for the last terms in equation (5.57), by using equations (5.42), and (5.42)3, we get
b
b (W, (Pro+ Vo)) 1o = b (s ) o — (s Y2 g — (s b)) 6558
iAp2 (X, (Pz + ) s = p2 (06 Y1) o + (X @) s + (X y3) s + [ 1e) -
Now, for the term [ h(s) (A7 (¥ — (), (¢ + ©)) s, Use equations (5.42)3, (5.42); and the fact
that o < —3, to find
|06 (4706 = 0. (a + s = | 5 [ 1G5 ><A%< 1), A (o 4 )
. * Pz L I 5N . Ys —Ys Pz
ST B .
A/ ATTC AP S (o)) (5.59)

S p\lwx + 9l %s + clllyllz + lylladli=lz)-

Substitute the equations (5.58) and the inequality (5.59) in the equality (5.57), to obtain the

following inequality

1 b
Ak + 6l < =3100m (o + Dol + (22 = 2 ) 10 )

b
L (1(ysar S sl — (0, 92) ) (5.60)

— p2 (106G y12 + y3) s | + X I3rs — Kya, (02 + ) gsl)

+e(llyllF + lylll=llz)-
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Note that 5 satisfies the conditions

< %, B+ (5.61)

<

N | ™

N | =
N =

and by using Young inequality, we obtain the following estimates

bP1
(Y32, ®) | < ecll@lFran + cllyll

< celll s + cllyliz,
oL 2 o < cllyllal 2l
P2 | (X Y1z + y3) gs| < GC”XH%{%& + CH?JH%—[ (5.62)
< ec|xllzs + cllyll
< ecllxll3s41 + cllyllz,
p2 |(Ya, (0z + 1)) | < cellpz + 1/}”?{% + cllyll3

< cellpn + ¥l3s + cllylF

By using estimates (5.62), inequality (5.60) and consideration (5.61), we get

b
o + 1% < =316ns (or + sl + (22 = 2 ) 1o )

+ ca (ellgllFs + s + Iyl + lyllalizll)

" (5.63)
< 5]00,(3) " (0o + ) a0 + ( - p2> 106 @2 ]

+ ca (ellgllFs + I + Iyl + lyllalizllz)

B — Step 2. By multiplying in the space Mz the equation (5.42)7 by ((8.) ! (¢s + ¥)), we

get the following

(0) (0. (92) ™ (g + ) gras = (yr: (02) (02 +9)) gy, — (T (00) 7 (02 +9)) s,
A (019 gy, + (2 (0700 0,
= (7, (02) " (0 + 1)) gy, + (D, (02) (P2 + ) o,

(5.64)

(1, 07 X+ 98)) gy, + (190wt + (1)t
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for the last term in the equation (5.64), multiply the equation (5.42)g by ¢ in the space H??, to

obtain

<777 ¢>M2B = _55 <X7 (Z)I)Hﬁ + BP?;Z)\ <07 ¢>H/3 - BPS <y6a ¢>Hﬁ . (565)

Remembering that 8 < 0 and also recalling the conditions (5.61), Hence, by the equation

(5.65), equation (5.64) gives

9(0)

7 <97 (3x)_1(90x + ¢)>H25

- ‘; (9700 o+ 9) gy, + (D1, (00 (2 + ),
5 (0007 00 1)) gy, + 0010 v, ) = 6 (1G]

-+ pgl)\ <9 ¢>H5 — pP3 <y67¢>H5‘

‘ﬂ ( y7: (P2 + ) g, + <D77 (A290+¢)>MB>

((77’ Yx + v >Mﬁ (n, y1>Mﬂ>

— pP3 <y67 (Z))H/B -0 <X7 ¢:E>H5 + 031)\ <9a ¢>Hﬁ| )
(5.66)

for3<8.8-9 < B8 Btloe o BH otB 1 ¢ g2 <5 theterms of inequality (5.66) are

estimated as follows

1
5 |t (o + 9D a0, | < el + 30 + el

< cellx + V|35 + cllylz,

5 D0 teet 0| = | [ 06 (AE D0 A7 F g4 0) s

< cellpx + Pl s + cllyllnllzlla

o+B 1 B+1 °

B‘@’ s g, | = /OOOM(S)<A2 n, A

X>L2 ds

(5.67)

4 / u(s) { AP5% 0, A% ys)yads
0

< cellxll s + e (lllsellzlla + I91Z)
OO o o

/ uls) (AP~ 50, A%y ) | ds
0 L?

< llylleell=llze + llyllze,

01, | =

p3 [ (ys, ) ol < celldllms + cllyllz,
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by using the previous estimates then, the inequality (5.66) will reduce to

0 _ .
20,00 (0 + ) | < 1= 82) s+ i (0.6
+ cells + 9135 + cllyl + cllyllal 2l (5.68)
+ C€H¢”%{ﬁ + CﬁHX”%{BH-
C- Step 3. Multiply equation (5.42); by 6 in the space H”
iAp1 <¢7 0>Hﬁ =p1 <y2, 9>Hﬁ -k <9x; (ﬂPz + ¢)>Hﬂ ) (5.69)
using the conditions (5.61) and by Young inequality, we get
‘iApl <¢7 9>H6‘ < ‘pl <y27 9>HB+1 — kK <07 (ax)il(ﬁpar + ¢)>H2ﬁ\ (5 70)

< cllyllF; + eclfllFem — 7 [(0: (92) ™ (u + ) as] -

Noting that

_9(0)p1 _<p1_5) __Bpd*
0= g T AN =T 0)) 0T g0)enb

Taking the multiplication of the inequality (5.68) by % and the inequality (5.70) by %, summing
up the result with the inequality (5.63), to obtain

g(0)bk
O e+ ¢ Il + ol + ol 1)
Ty (5.71)

+ce ([0l7s + 10117541 »

lps + Dl < &

for |A\| > o we obtain (5.56). O

Lemma 21. For ¢, # 0, there exist a positive constant c., such that

1113702 < ca (Ilyll7 + Iyllalizllz) |

1170 < cad® (lyll3 + llyllali=la) -

(5.72)
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For &, = 0, there exist a positive constant c,, such that

113701 < ca (lyll7 + Iyllaelizllz) |

1170 < cad® (Ilyll7 + llyllalizls) -

(5.73)

Proof. Firstly, for £, # 0. Taking the first term of equality (5.70), by using Young inequality, we
get

g(0)bk
/879

&g 10 @) ol < ca (XN + €lldl|Fs) 5 (5.74)

substitute the previous inequality in inequality (5.70) and by taking 5 = o — 2, we obtain

loa + D l1Fa—2 < ca (IxlEro—s + Iyl + Iyllellzllz + el ol -2 + ellOl o) - (5.75)

Now, by applying Lemma (17) and Lemma (19), we get

los +Pllie-2 < cae (19l + lyllalizllz) + cell@lFro—2, (5.76)
using Lemma (19) by taking v = o — 2, so we get

lolFre—r < 2llpz + ¢lfa-2 + 20l

C
< cae (il + lyllaell=llae) + celldllzro—2 + 5 Il (5.77)

< cae (Ilyll3 + Iyllaellzlize) + cellgllFo -2,

and we also have
161 F0-1 < eX?llol o1 + llyllF,- (5.78)

Now, applying Lemma (18) by taking v = o — 2, we get

C
1611702 < 35 (191701 + lyl3 + lyllaell=lla)
A

< e (lellfo— + Iyl + lyllell=lz)
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It follows by inequality (5.77) that

19117702 < cae (19l + lyllaelizllz) , (5.79)
which is exactly inequality (5.72);. By taking v = ¢ — 1 in Lemma (19), we obtain

1811Zs < ca (N2 [l@l1Fa—1 + lyllF, + lyllzl=ll2)

< caXt (Ill77— + lyll3, + Iy llaellzll20) (5.80)

< caX (IlyllF + Iyllalzllz) -

Then, the inequality (5.72), appears directly. Secondly, for £, = 0. From the inequality (5.59),

we can write the following

76 (A2 = 0.4 0| < S5l + VlBens

(5.81)
+ eyl + lyllll=l),
by using the inequality (5.70) and taking account that ¢, = 0, we obtain
oo+ %1%a < ca (55l +%l%mare + 0 + Iyl + llyllll=llz)
(5.82)
+ Ca (€H¢H§{2ﬂ =+ 6H9||?{ﬁ+1) )
now, for § = o — 1 in inequality (5.82) and by applying Lemma (17), we get
2 € 2 2
oz +¥l3as < ca (55100 + ©llimses + Ixlos + Nyl + lyllali=lc)
+ ca (€@l Fr20—2 + €]|6]| 7o) (5.83)
€
< ca (53100 + llsos + Ixlzor + w15 + lollsellzloe + €l 6l )
by applying Lemma (19) and the fact that 252 < 251, we get
€
Iz + ll3os < ca (55100 + Wl + ellps + Yllzos )
+ca (913 + lyllall=lla + €ll6ll7z02) (5:84)

€
< ca (szllw + lle—s + Il + lullalzle + el 9l3an-2)
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by using equation (5.42); and by taking v = 30 — 3 in Lemma (19), we obtain

1@z + Yl se—2 = | (Paz + ¥u) | H3o—s

_n
K

< cllyllz, + eX*clles + Yl se-s + clldlFao—s

plZ)\
(Y2, (Vo +9)) ac—s = = (Gw, (Pz + ¥)) oo (5.85)

< cllyll3; + ellyllallzllz + eX’ellow + Pl ase—s + A2 8l|70-s,
substitute the inequality (5.85) in the inequality (5.83), to give

o + Pl < ca (elow +Dllsos + lylF + lyllallzlz)

+ ca (ell gl 7202 + ell @l Fsr-s) ,

(5.86)

since 27223 <5 —1, 3923 < 21 then estimate (5.86) will be

o + Pl < ca (1913 + 1yl =llz + ell$llFze—2 + €l @l Frsr—s) (5.87)

< ca (Il + lyllallzlioe + ell$llzrz0—2) -

By using the inequality (5.77) and Lemma (19) we get

lellzre < 2llps +¥lFo-1 + 29l
C
< 2llpz + Pl Fo-1 + 2 (IxlFro— + llyl,) (5.88)

< 2|lpz + VIl + e (Iyll + lyllaelizln)

by substituting inequality (5.87) in inequality (5.88), we get the following

lolize < ca (IyllF + Iylalzln + ellglFao—2) (5.89)

Taking v = o — 1 in Lemma (18), with the inequality (5.89) and the fact that o — 1 < 251, we get

c
613 < 55 (lollae + lyllnll=lla + lyllz)

< e (Ipllme -+ lyllzl + Iyl13) 5.90)

IN
o

o

(
(1, + Iyllaelizlize + elldliFro—2)
(

< e (lyllz + lyllaelizla) -
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for |A\| > «, inequality (5.73); is obtained. For v = o — 1 in Lemma (18) and by inequality (5.90),
we get

6o < ¢ (ANl + lylF + lylllizllz)

< eX* Iyl + lyllaclizllae)

(5.91)

for |A\| > « we obtain the inequality (5.73)s. O
Lemma 22. There exist a positive constant c,, such that

1 1
1BZYN72 < ca (lyliz + lllwl2lln) + elixllz + 3z 1612 (5.92)
Proof. Multiplying equation (5.42)4 by % in the space L2, gives

IBZYII2: = pa ya, ) o — prid (X W) a + 6 (6, 20),

v (5.93)
= [ b {aFG a%6)  ds r (s +0)0ha,
0

by using the equations (5.42)3 and (5.42)¢, Lemma (17) and Young inequality, we get

) )
160 w$>L2‘ ‘ (0, y3fE>L2+ i

o 3 1
‘2)\<9 y3x>L2+< Y 67%

- P3||9||i2

<X:E7 0>L2

[ee])

H(9)A°(5)ds.0)

1.2

(5.94)

<2 S 1011320 + cllyl3, + cllyliull =l

< cllyll3; + cllyllzllzlan.

Now, we need to the following estimates

p2 (Ya, V)2 < cllyllz + cllliz,
120X (X, V) 2| < p2llxllLz + p2 [{X; y3) 2]
< ellxZz + cllyll,
5 (0 + ), ¥z = — {9y adyz + 012
< IIsOHfz T el BRI + 162

(H¢||L2 +lyl3,) + EIIBQwIILz + Yz,

(5.95)
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and also
/0 h(s) (A3 ABY)  ds < cellvlho + cllyllnl2ln. (5.96)

Summing up estimates (5.95) and (5.96) with inequality (5.94), so inequality (5.92) is obtained.
]

5.4.2 Proof of Theorem (17)

Proof. We wish to apply both Theorem (16) and Theorem (15) to prove the stability results
announced in (17). In order to do, we need to show that iR C o(.A). We argue by contradiction,
assuming that iR ¢ o(A). Since we already know by Remark (8) that 0 € o(.A). Then, we can
consider the highest positive number \g such that (—i)o,i\o) C o(.A) which would imply that
iAo OF —i\g are elements of the spectrum ¢(.A). We suppose i)y € J(.A) . Then, we consider a
sequence of real numbers A, such that for some o > 0,a < A, < Ag, Ay = Ao and a sequence

Zn = (©n, Pny Uy Xn, Ons Mn) € D(A) with unitary norms such that
(A = A)znllae = llynllw —> 0, as n — oo, (5.97)

if yn = (Y1n> Y2n: Y3n, Yan, Ysn, Yen ), WE have

M — 0 =y1n — 0 in HH(0,L),
PLiIdOn — K(Pnae + Unz) = pryan — 0 in L0, L),
MU — Xn =Y3n — 0 in HL(0,L),
p2iAnXn + Biton + K(Pna + Pn)
+ /000 h(s)A°((t, s)ds + 60y = poyan, — 0 in LQ(O, L), (5-98)
iMln —TCn— Xn =Ysn — 0 in N,
Bp3iAnbn + /000 11(8) A7 (8)ds + BXnz = Bpsyen — 0 in L2(0, L),

Mgt — Ty, — 0 = y7n — 0 In M,
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We distinguish three different cases:

The first case, for £, # 0. By using the inequality (5.43), we deduce

11nllat, < ellynllollznllx

1Cnllne < cllynllzllznlla
By using Lemma (21) and interpolation inequality, given that UT*Q <0<3,

a 2—o
||¢nHL2 < H¢7’L||i[072”¢nHH2a

1 1
< 2 (aalillnl + lonl)
From Lemma (18), Lemma (21) and the inequality (5.76), we have

IXnll3e—1 < cellone + nlfo-2 + cea (lynllallznllz + lynl,)
< cellgnllFro—2 + cea (lynllrllznllze + lynl3,)

< ¢ (lynllaellzallze + llymllZ,)

by using Lemma (18), inequality (5.102) and the interpolation inequality, we get

Ixnllee < lIxn o1 Il 757

1 1
< el (snlth ol + ol )
By Lemma (22), using as well the inequalities (5.101) and (5.103), we deduce

1 1
1BZ¢nllcz < ca (lynll3 + Iynllrllznllze) + cllxnlltz + 15llénllc2

< AT (lznllaliynlize + llynll3) -

By using Lemma (17) and Lemma (18), we have

1
16alBro-+ < ca (Bnlnlloc + ol + 5z e
n

< ca (lynllallzallze + lunll2,)

(5.99)
(5.100)

(5.101)

(5.102)

(5.103)

(5.104)

(5.105)
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using the interpolation inequality to find

16l < 1160 Fro—1[16n 372"

. 1 1 (5.106)
< A (Hsalilonll + Lol
By using equations (5.42); and (5.42)3, we also obtain
lona + wnacHEQ <c (H‘PWCHE2 + Hd}nH%?)
1 , 1 , ) (5.107)
< ¢ (5gl0neli + 5ol + IonlBe)
and by using Lemma (19) and inequality (5.103), so inequality (5.107) will be
2 2 % 2 1 2 2
lone +Wnallte < ¢ { Idnlliz + 1B2Ynlliz + 5 lIxnlls + lyall2
n (5.108)

< A2 (lznllllynlize + lynll3) -

Now, we consider z = (¢, ¢, 1, x, ¢, 8, 1) the solution of the system (i\ — A)z = y. Then, the
previous estimates (5.99)1,(5.99),,(5.101),(5.103),(5.104),(5.106) and (5.108) imply that

2

1
12113, < llw + ¢liz2 + [1SlIEz + || B2

2
+ [IxIza
L2

5.109
FCIZ + 16112 + Il (5.109)

< e (lllllyllae + lyll3,) -

which proves the first part of (17).
The second case, for {;, = 0 and o € [0,1). By using Lemma (21) and the interpolation

inequality, given that 1 <0< 3

6lle < M1 10 57"

5.110
<c Izl llyll3 + vl )

combining inequality (5.110) with the previous estimates (5.99)1,(5.99),,(5.101),
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5.4 Stability result of solutions

(5.103),(5.104),(5.106) and (5.108), we get

1213, < X272 (||zllallyll + lyl13,) , (5.111)

which is the desired results, so the proof of the second part of (17) is over.
The third case, for §, =0 and o = 1. We have ||z||x < ¢||y|l», by Theorem (15), we deduce

that the semigroup is exponentially stable. That completes the proof of Theorem (17). O
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6.1 Introduction

6.1 Introduction

In this chapter, we studied a thermoelastic von Karman type system by taking the conduction

of the thermal flux according to the Gurtin-Pipkin law [119], the problem is given as follows

1
wy — dy [(uw + B (wx)2> wx] + dowygzy + 0wy =0, x € (0,1), ¢t >0,
T
1
U — dq <Ux + 5 (wx)2> + 46, =0, x € (0, 1), t >0,
1 [ :
0 — 3 9(8)0yz(t — s) ds + dug, =0, z € (0,1),¢t>0,
0

we associate the system with the boundary conditions
u(z, ) ‘iz(l) =w(z,t) ‘iz(l] = wy(z,t) ‘iz(l) = 0(z,1) ’;zé =0, t=0,

and the initial conditions

{w(:z:,()) = wo(x), wi(z,0) =wi(x), u(x,0) = up(x),
ut(z,0) = w1 (z), 0(z,t)|t<o = Oo(x,t), =€ (0,1),

where 6y(z,t) is a prescribed past history of 6 for ¢ < 0.

This chapter has been inspired by the work [128]. Our main result is given as follows

(6.3)

Theorem 18. The energy functional E(t) decays exponentially, i.e., the solution energy func-

tional (6.22) satisfies,

E(t) < cE(0) exp(—wt), Vt >0,

(6.4)

where c and w are two positive constants independent of t and the initial data, where the energy

functional is defined by

2
L o
uw"‘i“’x

E(t,z) =

2 2
lwellz200.1) + llwell 20,0y + da

| =

£2(0,1)

1
10001y + o el + 5 mm] .

For the proof we need to construct a positif Lyapunov functional F'(t) equivalent to the

energy functional E(t), i.e.,
OélE(t) S F(t) S OzQE(t),
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6. Nonlinear coupled system in nonclassical thermoelasticity

for t > 0 and some positive constants a1, as such that

S (1) < 0B,

where C'is a positive constant.

6.1.1 Earlier results

Many researchers were interested in different mathematical models in the fields of physics,
engineering, biology,...Etc. In the engineering literature, as well as the PDE and control litera-
ture, beam theory is well studied. Mathematically, the notable problems of existence, unique-
ness, and asymptotic behavior of solutions (dynamic stability) over time in the linear the-
ory of Euler-Bernoulli, Rayleigh, and Timoshenko beams have been established (see, for in-
stance [4,112,129]). Among all these dynamic models, nonlinear beam models such as the
von Karman’s beam is the most descriptive of the transverse and longitudinal displacements
for the slender bodies vibrating with a significant deviation, this is well detailed in the book of
Lagnese and Lions [130]. Based on previous models, the essential principle of existing stud-
ies is to reduce unwanted vibrations affecting systems and in this context, it is worth noting
that several effects of damping have been considered, including other important characteristics
(see for example [131, 132] and the references therein). This study from the semigroup and
boundary control point of view permitting the possibility of the stabilization configuration and
additionally may allow establishing stability.

Lagnese and Leugering [104] typically derived a model that reflects the effect of stretching
on bending, which necessarily leads to nonlinear partial differential equations for the motion
of the beam and this, despite the assumption of linear constitutive equations for the bending.
Given the above, the authors proposed the following system

vy — [vx + 1wg} =0, (x,t) € (0,L) x (0,00),

2
(6.6)

1
Wit + Wagre — MUzett — |:wm ('Um + 2w§>:| =0, (.Q?,t) € (OvL) X (07 00)7
x

where 0 < x < L and h > 0 is a parameter related to the rotational inertia of the beam. v and
w represent, respectively, the longitudinal and transversal displacement of the point = at time
t. They obtained a uniform stabilization of the model by using nonlinear boundary feedback.
The system (6.6) opened a wide field for published research, and many research results were
issued, the most prominent of which was the work presented by Menzala and Zuazua [101],
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where the authors took into account the previous model but entered a parameter ¢ > 0 and more
accurately the first equation was converted from the system (6.6) into a form of the parametric
equation as follows

1
€V — I:Ux + wg] =0.
2 x

The authors considered the following dynamical model

vy — [vx + ;wg} =0, (x,t) € (0,L) x (0,00),
v . (6.7)

Wit + Wapre — Pz — {wx (vx + 2wg>L =0, (z,t) € (0,L) x (0,00),

which is depending on a parameter ¢ > 0, they studied its weak limit as ¢ — 0. More precisely,
they analyzed various boundary conditions and demonstrated that the nature of the limit sys-
tem is very sensitive to it and as a result, the models they obtained do not correspond to the
classical Timoshenko equation that they obtained as a limit in the case of Dirichlet boundary
conditions, that is, depending on the type of a particular boundary condition, the nonlinearity of
Timoshenko’s model may vanish or, by the contrary, may become a nonlinearity concentrated
on the extremes of the beam. So, the system (6.7) can coincide with the classical Timoshenko

equation [133, 134] only in the particular case of boundary condition, it can be given as follows

1 L
Ut + Uggar — huxactt - ﬁ (/ ug d$> Ugz = 0.
0

The asymptotic behavior of the coupling between elastic and heat phenomena has been
studied by several authors, the linear thermoelastic plate models (coupling of plate and heat) is
always exponentially stable (namely the energy approaches zero exponentially when the time
approaches infinity), we can say that thanks to the thermal effects introduced into the system,
many types of dissipations have been used to the stabilization of the system and this is due to
the choice of the type of dissipation weak or strong. When the system (6.6) is coupled with a
parabolic heat equation modeled by the Fourier law in the following form

015 — Ii(gxz =0.

In this context, several papers have been appeared (see articles [65, 132, 135] and references
therein), in which it has been proved the exponential stability of the thermo-elastic von Karman
system.
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6. Nonlinear coupled system in nonclassical thermoelasticity

6.1.2 Model derivation

The general model of the thermoelastic beam of von Karman type system with heat flow can
be written as follows

1
Uy — [vx + 2wg} + 860, =0, (x,t) € (0,L) x (0,00),

Wit + Wagze — MOzzir — |:wx <Ux + 1w2>:| =0, (‘T’t) € (07 L) X (0’ OO), (68)

0t + qu + dvtz = 0, (x,t) € (0,L) x (0,00).

Through the third equation in system (6.10), the classic Fourier law of thermal conductivity can
be given by
Bq+ 6, =0.

We consider the constitutive equation as follows
Bq(t) + / g(8)0.(t — s)ds = 0. (6.9)
0

By replacing the flow equation (6.9) in the system (6.10), we obtain the system (6.1).

6.1.3 Contributions

The general model of the thermoelastic beam of von Karman type system with heat flow can
be written as follows

1
VUt — |:Ux + 2“’3:] + 460, =0, (z,t) € (0,L) x (0,00),

(6.10)
2

0t + gz + dvez = 0, (x,t) € (0,L) x (0,00).

1
Wit + Wrgre — Mzzet — |:w:r <U:z: + w§>:| =0, (I, t) € (OvL) X (Oa OO),
x

Through the third equation in system (6.10), the classic Fourier law of thermal conductivity can
be given by
Bq+ 60, =0.

In paper [107], Djebabla and Tatar considered a thermoelastic system by coupling the von
Karman system with a heat equation where the flow is given by Green-Naghdi [108, 120]. In
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theory, these are called thermo-elasticity of the type Ill and its law is given as follows
Bq+0,+dp, =0, d>0, (6.11)

where

p(t) = p(0) —i—/o O(r)dr,

The authors obtain their system by replacing equation (6.11) in the system (6.10), given as
follows

1
i = Dy (a4 5 (n)?) 49610 =0, (@.1) € (0.) x (0,00),

6.12)
2

Htt — lﬁm + K29t + YUtz = 0, (I, t) € (O,L) X (0, OO),

1
wy + dwy — Dy Kux + = (wx)2> wx} + Dowggze =0, (z,t) € (0,L) x (0,00), (

where D+, D, ), K1,1 and ~ are positive constants, with the boundary conditions

u=0 w=0,0,=0, z=0,L, t >0,
(6.13)

w, =0, =0,L, t>0.

They proved the exponential decay of solution under some restrictions on the coefficients and
the relaxation function g.

Recently, Wenjun Liu et al. [136] added a viscoelastic memory term and studied the nonau-
tonomous full von Karman beam. The system studied was as follows

1
i = D (a4 5 (02)?) 4900 = o). (2,0) € (0,1) % (0, 00),
wy + dwy — Dy Kum + % (wm)2> wm] + Dowyyn = y(z,t), (x,t) € (0,L) x (0,00),
t
ett - lea:a: + / g(t - 3)91’;1:(3) ds + YUtz = h(x7t)7 (l’,t) € (Oa L) X (07 OO)
\ 0

(6.14)
They introduced suitable energy and some Lyapunov functionals, and employed some restric-
tions on the non-autonomous functions and the relaxation function, as a result of which they
showed the asymptotic behavior of the solution and they established a general decay result for
the energy, i.e., the system is exponentially or polynomial stable only in special cases.

Motivated by the previous works, in the present work we study the thermoelastic von Karman
type system (6.6) by assuming that the conduction of the thermal flux according to the Gurtin-
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Pipkin law [119].

6.1.4 Chapter plan

This chapter respect the following plan. In the next section, we introduce some preliminaries.
After that, in section (6.3), we indictae the proof of the existence of the solution by the semigroup
method. Then, in section (6.4), we prove the stability results by using the multiplier techniques.

6.2 Preliminaries

In this section, we will present some assumptions and functional spaces.

6.2.1 Assumptions

We assume that the kernel g satisfies the following assumptions:
(i) wu(s) =—4g'(s)is summable on R such that

/0 " i(s) ds = g(0) > 0,

and g has a total mass 1 given by
/ su(s) ds = 1.
0

(i) w is a nonnegative nonincreasing absolutely continuous function on R, such that

wu(0) = (lim u(s)) € (0,00).

s—0
(iii) There exists v > 0 such that the differential inequality
1 (s) +vu(s) <0,

holds for almost every s > 0.
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6.2.2 Functional spaces

We introduce the Sobolev spaces:
HY(0,1) and  H3(0,1),

and we consider the memory space:

fz(s) ‘

M = LZ(R"—,H&(O, 1)) = {f : R+ — H(% %2(071)d8 < OO},

AWM®

equipped with the inner product:

Frabaa = [ 005) Ualo) Dz s
The infinitesimal generator of the right-translation semigroup on M is the linear operator
Tn=—Dn

with domain
D(T) = {ne M: Dy M, lim ()] =0}

where D stands for weak derivative with respect to the internal variable s € R.

The phase space that contains the solution of problem (6.1)-(6.3), and is given by the fol-

lowing
H = HZ(0,1) x H}(0,1) x H}(0,1) x L*(0,1) x L*(0,1) x M, (6.15)
normed by
2 2 2 1 2
||(U},7I),U,ﬂ,0,’l’])”H = ||wt||L2(O,1) + HutHLQ(O,l) + dl Ug + iwa%
L2(0,1)

1
2 2 2
+da meHLZ(o,n + ”9||L2(0,1) + 3 17l -

Remark 9. For every n € D(T), the nonnegative functional '[n] is well defined such that

rmz—A/mm%@ﬁm@w
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and satisfy

2(Tn,mm = —Tn].

Moreover, we deduce the following inequality by using assumption (iii)
vlnlli4 < -

Remark 10. Using several times the Hoélder, Young and Poincaré inequalities to get
| s lnolds < Vsl

Which will be useful for our purposes.

6.3 The semigroup approach

In this section, we give an existence and uniqueness result for problem (6.1)-(6.3) using the
semigroup theory. We need to introduce the auxiliary variable

n=n"(x,8): (x,t,5) € (0,1) x [0,00) x Ry R,
then, the integration of the past hystory of 6 defined as
n'(z,s) = /OS O(x,t — o)do,
satisfying the Dirichlet boundary condition
1'(0,5) = n'(1,5) =0,

in addition to that the condition
lim n'(z,s) = 0.

s—0
Hence, 1 satisfies the equation
=~ + 0(t).
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The above mentioned data allow the writing of the following partial differential system in the

unknowns (w,u, 8,7n) = (w(t), u(t),8(t),n')

2

1
Ut — dl |:Ux + 2w§] + (50;5 = 0,

1 o0

0, — = w(8)Nza(s)ds + du =0,
B Jo

n=Tn+0

1
Wt — dl |:(ux + wa)wz] + d2w:(;a:mc + awy = 07
x

(6.16)

we view the problem (6.16) as the evolution equation in the Hilbert space #, then the problem

can be written as a semilinear Cauchy problem

d
{dtzu) — (1) + 6(2),
2(0) = 2,

Where z20 = (wo,w1,U0,U1,9077IO)T € H

The linear operator A is defined as

w
—doWypgre — QW
U
d1Ugy — 00,
% fooo 1(8)Nzz(8)ds — 8ty
Tn+0

S o2 & 8

and G(z) defined by

(6.17)

(6.18)

(6.19)
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With domain
w e H4(0,1) N HZ(0,1)
w e H3(0,1) N H3(0,1)
u € HE(0,1) N L*(0,1)
DA =<z€eH @€ L?(0,1) (6.20)
0 € H}
ne€ D(T)
J5% w(s)n(s)ds € H?
Theorem 19. The operator A is the infinitesimal generator of a contraction semigroup
S(t) = e H — H.
It well known that the solution of problem (6.17) satisfies this integral equation
t
2(t) = S(t)7% +/ S(t — 5)G(2)ds, Y0 < s < t. (6.21)
0

It's clearly that G(z) is locally Lipschitz continuous in , then the local existence of problem
(6.16) is achieved. To obtain a global existence we need an a priori estimate and more precisely
to have that ||z||% is bounded where the solution exists, and therefore, the global existence has
been shown (for more detail see [137] ). Finally, we use Gronwall inequality for the proof of
solution uniqueness. Therefore, we introduce the following result

Theorem 20. Let zy € H. Then, the problem (6.1)-(6.3) has a unique global weak solutions
such that
z(t) € C(R4+; H).

Moreover if zy € D(A), then we have

2(t) € O(Ry: D(A)) N CLR,: H).

6.4 Stability result of solutions

In this section we use the multiplier method, so our argument is based on the choice of an
appropriate Lyapunov function, at first we give the energy functional of the problem (6.1)-(6.3)
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such that )

1
Ug + fwfj

E(t,z) = 5

||wt||i2(0,1) + ||UtH%2(0,1) +d

| =

L2(0.1) (6.22)
1
+ 100 + e oo o) + 5 \nm] ,

Lemma 23. The energy functional (6.22) satisfies, along the solution of (6.1)

d
— Bt z) = —allwi| {2,y — 7T [n)- (6.23)

dt

|

Proof. By multipling equations of system (6.16), respectively by w;, u; and 6, using the bound-

ary conditions (6.2), then we obtain (6.23). O
We announce our main result of this section

Theorem 21. The energy functional E(t) decays exponentially, i.e., the solution energy func-
tional (6.22) satisfies,

E(t) < cE(0) exp(—wt), Vt >0, (6.24)
where ¢ and w are two positive constants independent of t and the initial data.

Remark 11. Along this subsection, we will denote ¢ > 0 as a generic constant not associated

with e, it changes from inequality to another.

For the proof, we need to introduce the following subsection of thechnical lemmas.

6.4.1 Technical Lemmas

Define the following functional

1
I(t) := / (utu + %wwt + Zw2> dz, Vt > 0. (6.25)
0

Lemma 24. For z € H solution to the problem (6.1)-(6.3). Then, the functional I satisfy the

estimate
d 1, da 2
() + du |fug + S + 5 llwaallz2,)
L2(0,1) (6.26)

2 2 2 c 2
< lluellzo(0,0) + llwellzo(0,0) + 01 luellz2 00y + o1 10072¢0,1)» V=0,
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where o is a positive constant.

Proof. By taking the derivative of (6.25), using the equations of the system (6.16), and integra-

tions by part, we obtain

d 2 2 1 1 (6]
1) = lluellz2g,1) + wellz2(0 1) +/0 ugl + gWpw + Sww | dz
2 2 1y ? _dy
= HutHL?(O,l) + ||thL2(0,1) —dy |jug + o Wa ) ||wm||L2 (0,1) (6.27)
L2(0,1)

1
+ / Ou,. dx,
0

Now, using the boundary conditions (6.2) and by exploiting Young’s inequality for o1 > 0. Then,

the inequality (6.26) is established. O

Define the following functional
//ut y)dydx, Yt > 0. (6.28)

Lemma 25. For z € H solution to the problem (6.1)-(6.3). Then, the functional I satisfy the

estimate
d 2

dt

Uy + §wg + Ugui(l)

L2(0,1) (6.29)
c
+ o3 ”9“%2(0,1) +cl'[n], vt >0,

—J (1) + [|ugl|72(0,1) < 03

where o9, 03 are a positive constants.

Proof. By taking the derivative of (6.28), using the equations of the system (6.16), we obtain

7 (5/ / Y)uw () + ur(w)04(y)) dydz
25/ / / ut (@, £) u(8) 12 (y, 8) dsdyda
_2/ / ut () utz (Y dyd:z—Q/ / 0, ( y)dydz
=3 / / ( +3 i(m)) dyd.
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By simplifing (6.30), and using the boundary conditions (6.2), we obtain

d
I = -2 Hutup o 21000+ 3 [ [ e s nnt, ) s
dt 5
2d 1 2d (6.31)
-1 ( + —w?)fdz + —lux / O dz,
0 Jo 2
By exploiting Young’s inequality for o2, o3 > 0, then, we get the following estimates
(ui (2, ) ()2 (2, 5)) dsda < ¢ [ugll L2 0,1y 171l 44
5/ / O (6.32)
< HutH%%o,l) + L[],
2dy ! 2 c 2
o —uy(l) [ 0dz < oaui(1)+ — [10[72¢01y> (6.33)
Y 0 02 ’
2d, 1 1, ¢
P —— Uy + —wy)0dx < 03 ||uy + w3 + — |0 ) 6.34
5/ o+ Sude < o+ 1 o 1Pl (6.34)

Finally, by substituting the estimates (6.32)-(6.34) in the equality (6.30), then, we find the in-
equality (6.29). O

Remark 12. As in [35], we introduce the function T € C([0, 1]) satisfying

this function is used to handle the boundary term.
Define the following functional
JH(t) = Ji(t) + Jo(t), V>0, (6.35)

such that the functionals J; and .J; are given by

1
J1(t) ::/ ullug dr,
0 (6.36)

1
Jo(t) ::/ wellw, dz.
0

Lemma 26. For z € H solution to the problem (6.1)-(6.3). Then, the functional J* satisfy the
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estimate
d 1,2
d—J*(t) +di [u2(1) —u2(0)] < |jus + §w§ + meH%z(oJ)
¢ L2(0,1) (6.37)

+ ¢ (el + Nuel2o ) + 161320+ VE> 0.

Proof. By taking the derivative of the functional J; using the equations of the system (6.16),

and integrations by part, we obtain

d 1

1
L) =2 il + o [ warllug [
t ’ 0

1
Wap Wty dr — 5/ 0, Iu, dx
0 0

. ) (6.38)
= —d; [u?c(l) — ui(O)} +2 HutHQLQ(O,l) + dl/ Wape Wl dr — 5/ 0. u, dz,
0 0

By taking the derivative of the functional J,, using the equations of the system (6.16), and

integrations by part, we obtain

1 1 1
iJQ(t) = —a/ wellw, dx + dy / Uy + —wﬁ wy | Twy,dz
dt 0 0 2 -

1 1
dg/ wmmﬂwxdajJr/ willwy, dz
0 0 (6.39)
dq

2
1 1 1
_ a/ willw, dx + 4dy / <ux + ng) wz. dr — dywzwe u, dz,
0 0

= —dy [w?m(l) - wa%a:(o)] +2 ||wt||%2(o,1) - szuiz(m) + 6ds meH%?(og)

By simplifing the addition result of (6.38) and (6.39), then, by using the boundary conditions
(6.2), we obtain

d .
5 ) =-di [12(1) = w2 (0)] — da [w3,(1) = w3, (0)] +2 uel| 7201y + 2 lwell72(0 1y
d 1 1
- 51 Hwa%HiZ(o nt 6da meH%%OJ) — 5/ 0, ugde — a/ willw, dz (6.40)
’ 0 0
! 1 2 2
+ 4dy Uy + S W wdzx.
0
By exploiting Young’s inequality, we get the desire inequality (6.37). O

The functional

R(t) == J(t) + ‘C’l—fJ*(t), vt >0, (6.41)
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Lemma 27. For = € H solution to the problem (6.1)-(6.3). Then, the functional R satisfy the

estimate
d 2 1,7 c 2
dtR( )+ (1 = coa) [lurll 7201y < (o2 + 03) |jus + 5 We + | =+ o2 ) 1072001
£20,1)  \73 (6.42)

+ oy (e 2201y + 220 ) + Tla], ¥t > 0.

Proof. Taking the derivative of the functional R, by using inequalities (6.30) and (6.37), then
estimate (6.42) is given. O

Let the functional

/ / t)dsdz, vt > 0. (6.43)

Lemma 28. For z € H solution to the problem (6.1)-(6.3). Then, the functional K satisfy the
estimate

d c
KO+ 1011z20,) + Imlae < oalluellZao) + Tl ¥t 20, (6.44)

where o4 is a positive constant.

Proof. By taking the derivative of (6.28), using the equations of the system (6.16), and integra-

tions by part, we obtain

KO+ lla=— [ / {(s)dsd +

/ | neoterni(s)asas

By using the boundary conditions (6.2), we get

(6.45)

2

= \ medsl|  + il
L2(0,1)

/ / o (s)dsdz (6.46)
_ 2 / / n(s)dsdz,
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By exploiting Young’s inequality for o4 > 0, then, we get the following estimates

2

2 o0 )
s (s)d <
9(0)8 /0 S L2(0.1) = el (6.47)
< cl'[n],
20 1 poo
° — g(O)IB/Ob /; M(S)Ut(t)nx(S)deSC <c ||utHL2(O71) ||77”M

C
< oulluelF2i00) + o In11%q (6.48)

2 Cc
<oy ||utHL2(o71) + ;41“[77]7

1 00 9 1 oo ,
v 9(0)/0 /0 w(s)6(t)Tn(s)dsde = =755 /0 /O 1 (5)n(s)0(t) dsdz

< CHGHLQ(OJ) L[n]

< HHH%Q(OJ) + cl'[n].

(6.49)

Finally, substituting the estimates (6.47)-(6.49) in the equality (6.46), then we find the desire
equality (6.44). O

We define the Lyapunov functional F as follows

F(t) := NE(t) + 2I(t) + N R(t) + N2 K (t). (6.50)

where N, N1, and N, are positive constants to be chosen appropriately later.

Lemma 29. For N large enough, there exist two positive constants o, and as such that
a1 E(t) < F(t) < agE(t),Vt > 0. (6.51)

Proof. Let

F(t) == 2I(t) + NiR(t) + NoK (t). (6.52)

By using Young’s and Poincaré’s inequalities and the functionals (6.26), (6.42) and (6.44), we
obtain
[ F(1)] < cB(t)
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6.4 Stability result of solutions

Consequently,
[F(t) = NE(t)| < cE(t),
that is
(N —¢c) < F(t) < (N +c)E(t).
By choosing NV large enough, (6.51) follows. O

Remark 13. Noting that

2

1
Uy + fwfc

1
5 + 7 lweali201) - (6.53)

2
||U:r:HL2(0,1) <2
£2(0,1)

6.4.2 Proof of Theorem (21)

Now, we are ready to prove Theorem (21)

Proof. The derivative of (6.50), bearing in mind (6.23),(6.26),(6.42),(6.44), using Poincaré’s

inequality and Remark (13), gives

d 2

2 2
a}_(t) < —w [Juellz20,0) — @2 lwillz20,1) — @3

1
Uz + 511)36

£2(0,1) (6.54)

— W4 meH%%o;) —ws ”9”%2(0,1) — Ny ||7I||3v1 — wel'[n],
where the canstants w; (fori =1,---,6) are defined by
w1 = Nl(l — 00‘2) —2— N20’4,

wy = Nao — 2 — Nycoa,

w3 = 2d1 — Nl(CUQ + 0'3) — 4071,

Ty = d2 — NlCO'Q - %, (655)
2c c
w5 = Ny — — — Ny <+02>,
o1 o3
1
we =N-— —Nlc—Ngi.
B 04
At this point, we set
1 1
g9 — Fl and 04 — E, (656)
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and we select N; large enough such that

N1 —=3—-¢>0, (6.57)

then we choose N large enough such that

2
N—2X-nmE_1>0 (6.58)
01 g3

Next, we choose o, and o3 small enough so that

o1 < 2(d2 — C), (659)
and
2d; — 8(ds — ¢c) — ¢
oy < 22 (]\;1 )—¢ (6.60)
We can choose N big enough such that (6.51) remains valid and
N—-2—-¢c>0, (6.61)
also we have
N; — Nic—¢eN3 > 0. (6.62)
Then, w; (fori=1,---,6) are all a positive constants. So, by using (6.22), we can deduce that
there exist a positive constant ¢, such that estimate (6.54) takes the following form
d
—F(t) < —VE(t) — wel'[n]
dt (6.63)
< —9E(t), Vt>0
By (6.51), we have
]:(t) ~ E(t)v
then this fact can gives the following estimate
d
ﬁf(t) < —(F(t), vt>D0. (6.64)
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6.4 Stability result of solutions

For some positive constant ¢ = C%. A simple integration of (6.64) over (0, t) yields
F(t) < F(0) exp(—Ct), vt >0. (6.65)

Thus, using (6.51) and (6.65), the conclusion of theorem (21) follows. O

119



7. Conclusion and perspectives

Conclusion and perspectives

Contents
71 Abridgement . . . . . .. ... e e e e e e 121
7.2 Perspectives . . . . . o i i i i i e e e e e e e e e e e 121




7.1 Abridgement

7.1 Abridgement

Based on the above studies and research we conclude some important results. So, with regard
to chapter (3), through the completed study we were able to know the behavior of system
(1.1). It can be described as a porous-elastic system with dissipation due to the effects of
microtemperature and frictional damping in addition to the absence of thermal conductivity. We
showed the exponential stability without any condition on system parameters. This enables us
to say that any condition of the system parameters is a sufficient and unnecessary condition
for achieving exponential stability, as it does not lack the exponential decay of the energy in the
absence of it.

In the chapter (4), we considered a one-dimensional nonlinear mechanical model of type
von Karman with thermal effects. For the system (1.2) we relied on Cataneo’s law by which the
system can dissipate the strong heat produced by the thermal field flow, as well as a damping
the friction caused by the longitudinal displacement of the beam, in which case the basic sta-
bility hypothesis depends on the existence of at least two dissipasions, one at the level of the
mechanical model and the other at the level of The thermal effect, so the system is exponen-
tially stable.

The study of chapter (5) requires the Timoshenko system (1.3). The aforemen tioned sys-
tem contains two effects represented by the fractional memory and the spatial fractional ther-
mal effect of the Gurtin-Pipkin type. We deduce the weakness of the dampers in controlling the
system, and this is explained by the appearance of the stability number as a primary controller,
then the fractional order coefficient as a second controller.

For the system (1.4) in chapter (6), we relied on the Gurtin-Pipkin law as a thermal effect,
due to the weak dissipation of the term thermal memory and the presence of friction damping
resulting from the longitudinal displacement of the beam, and we concluded that the system
maintains exponential stability in this case.

7.2 Perspectives

For future works, we suggest studying the following systems

PU = PUgy + b@x - '79567
Joit = 0pze — by — Ep — dwy +mb — Bg * Quz,
Cet = —MYt — YUgt — klwma

aw = kowgy — k3w — k10, — dipye,
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and
prow — k(pe + ¥+ lw), — kol(wy — lp) =0,

p2¢tt - waz + k(@z + w + lw) + '797&1 = O’
P1wWet — kO(wm - l‘P)x + kl(()@r + 1+ lw) =0,
p30tt - K/H:Ea: + Bg * 9z$ + Pﬂbt:n =0.

(7.2)

e For the system (7.1), we have the effect of memory on the porous equation it can be
considered as a weak viscoporous effect. From our point of view, this effect cannot control the
behavior of the exponential stability of the system but the presence of the effects of microtem-
perature in addition to the aforementioned effect, we can deduce the stability which is controlled
by the nature of the kernel g of the memory term.

e For the system (7.2), where it be called Bresse system. We note that this system can
reduces to the classical Timoshenko system when the arch curvature | = 0, The asymptotic
stability of one-dimensional Timoshenko system by thermoelasticity of type Il was proved by
Djebabla and Tatar [39]. From our point of view, this system which is consedered as a gener-
alization of Timoshenko system is exponential and polynomial stable only in special cases i.e.,
the kernel function is the determinant of the type of stability.
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