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 ملخص

الھدف  الرئیسي من ھذه الرسالة ھو دراسة بعض المعادلات التفاضلیة الكسریة في 

یتم التحقق في الأسئلة المتعلقة بوجود و . الصامدةفضاءات بناخ باستعمال نظریات النقطة 

استقرار الحلول من خلال تقنیات مختلفة مثل بناء الحلول العلویة والسفلیة، تطبیق نظریة 

  .الصامدةشودر، نظریة كراسنوسلسكي للنقطة 

أولاً، نبرھن وجود وموقع الحلول الموجبة في فضاء الدوال المستمرة لمشكلة ذات نقاط 

لیوفیل وشرط تكاملي، وھذا من خلال إعطاء صیغ  -على مشتقات ریمانمتعددة تحتوي 

باستعمال نفس التقنیات ندرس في فضاء . الحلول العلیا و السفلى، ثم باستخدام نظریة شودر

لیوفیل وشروط  - سوبولیف الكسري مشكلة ذات نقاط متعددة تحتوي على مشتقات ریمان

درسنا وجود واستقرار مشكلة كوشي مع مشتقات  بالنسبة للمشكلة الثالثة. تكاملیة كسریة

  .     الصامدةكاتوغامبولا باستخدام نظریة كراسنوسلسكي للنقطة  -كسریة من نوع كابوتو

:الرئیسیة الكلمات  

نظریة ،  الصامدةشودر للنقطة  یةنظر، ب، حل موجالحل وجود ،تفاضلیة كسریة لةمعاد

.كاتوغامبولا -الكسریة من نوع كابوتو ، المشتقة الصامدةكراسنوسلسكي للنقطة   



ABSTRACT

The principal objective of this thesis is the study of some class of fractional differ-

ential equations in Banach spaces by fixed point theorems. The questions related

to the existence and stability of solutions are investigate by different techniques

such, by construction the upper and lower solutions, applying Schauder fixed point

theorem and Krasnoselskii fixed point theorem.

First, we establish the existence and localization of positive solutions in the

space of continuous functions for a multipoint Riemann-Liouville fractional bound-

ary value problem with integral conditions, by finding the explicit expressions

of the upper and lower solutions, then using the Schauder fixed point theorem.

Thanks to the same techniques, we treat in a fractional Sobolev space a multi-

point Riemann-Liouville fractional boundary value problem with fractional inte-

gral conditions. For the third studied problem, we establish the existence and

stability for Caputo-Katugampola fractional problem by using Krasnoselski fixed

point theorem.

Keywords: Fractional differential equation; Existence of solution; Positive

solution; Stability of solution; Schauder fixed point theorem; Krasnoselskii fixed

point theorem; Caputo-Katugampola fractional derivative.

5



RÉSUMÉ

L’objectif principal de cette thèse est l’étude d’une classe d’équations différentielles

fractionnaires dans l’espace de Banach par des théorèmes du point fixe. Les ques-

tions liées à l’existence et la stabilité des solutions sont étudiées par différentes

techniques telles que la construction des sous et sur solutions et l’application des

théorème de point fixe de Schauder et de Krasnoselskii.

On établit d’abord l’existence et la localisation de solutions positives dans

l’espace des fonctions continues pour un problème aux limites multipoint contenant

les derivées fractionnaires de type Riemann-Liouville et des conditions intégrales,

et ceci en donnant les expressions explicites des sous et sur solutions et en util-

isant le théorème de Schauder. Grâce aux mêmes techniques, on traite dans un

espace de Sobolev fractionnaire un problème aux limites multipoints avec les de-

rivées fractionnaires de type Riemann-Liouville et des conditions intégrales frac-

tionnaires. Pour le troisième problème étudié, ont établit l’existence et la stabilité

d’un problème avec des derivées fractionnaires de Caputo-Katugampola en util-

isant le théorème du point fixe de Krasnoselskii.

Mots-clés: Equation différentielle fractionnaire, Existence de la solution, So-

lution positive, Stabilité de la solution, Théorème du point fixe de Schauder,

Théorème du point fixe de Krasnoselskii , Dérivée fractionnaire de Caputo-Katugampola.

6



INTRODUCTION

Fractional calculus can be seen as a generalization of classical calculus. It should be

noted that the fractional calculus is now more attractive and many monographs

and conferences are devoted to this subject, although it is an old subject and

known since the 17th century. The advantage of fractional derivatives is that they

are nonlocal operators describing the memory and hereditary properties of many

materials and processes. Recently, fractional calculus is introduced in mathemati-

cal psychology to describe human behavior since the manner he reacts to external

influences depends on the experiences he had in the past [15].

Many authors have shown that derivatives of fractional order are better suited

to the description of various real materials and that the introduction of the frac-

tional calculation in the modeling reduces the number of parameters required.

While fractional integral can be used for example in order to better describe the

accumulation of some quantity, when the order of integration is unknown, it can

be determined as a parameter of the regression model [55].

Due to these facts, differential equations involving fractional derivatives are

more adequate to describe many phenomena in different fields of applied sciences

and engineering such as in control, signal processing, electrochemistry, viscoelas-

ticity, rheology, chaotic dynamics, statistical physics, biosciences, [15, 31].

We must mention that there is no general applicable method to discuss the

classical questions related to an arbitrary given fractional differential equation and

that to study the existence, uniqueness and properties of solutions, different meth-

7
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ods are used. This includes the upper and lower solutions method, the Mawhin

theory, the decomposition method, the variational iteration method, the homotopy

method... [4, 16, 17, 53, 52, 51, 22, 23, 24, 25, 26, 27, 28, 29, 30, 38, 39, 40]

Another important question regarding solutions for fractional differential equa-

tions is their stability. Note that the analysis of the stability of fractional differen-

tial equations is more complex than ordinary differential equations, due to the fact

that fractional derivatives are nonlocal and have a singular kernel. The literature

on the stability of fractional differential equations is limited and concentrated on a

fractional order between zero and one. We can cite some articles dealing with the

stability of solutions for systems of fractional differential equations or for fractional

differential equations [11, 12, 20, 44, 49, 50]. Most of them used Lyapunov direct

or indirect method without finding the explicit form of the solution.

This thesis is devoted to the study of some nonlinear fractional differential

equations by using fixed point theorems. Since Riemann-Liouville and Caputo

fractional derivatives are the most used in differential equations, we investigate, in

the second and third chapters, the existence of solutions for differential equations

involving Riemann-Liouville type derivative. As it is natural to look for generaliza-

tions of fractional derivatives and integrals, for which the known ones are particu-

lar cases, Katugampola introduced in [37] a new type of fractional derivative that

generalizes both the Riemann–Liouville and Hadamard fractional derivatives. Fol-

lowing this idea, Almeida et all [2] presented the so called Caputo–Katugampola

derivative, that generalizes the concept of Caputo and Caputo–Hadamard frac-

tional derivatives. The new operator is the left inverse of the Katugampola frac-

tional integral and keeps some of the fundamental properties of the Caputo and

Caputo–Hadamard fractional derivatives. A Caputo–Katugampola fractional dif-

ferential equation is treated in the fourth chapter. Let us give the review of each

chapter of the thesis.

In chapter 1, we introduce some functions that are of fundamental importance

in the theory of fractional differential equations, Gamma function and Beta func-

tion. We provide some basic knowledge about fractional integrals and derivatives,

such Riemann-Liouville fractional integral, Riemann-Liouville fractional deriva-

tive, Caputo fractional derivative, Katugampola derivative and Caputo–Katugampola

derivative. We give a characterization of a compact set in the space of continu-
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ous functions and in the space of p-integrable functions that is in Lp, some fixed

point theorems and the theory on stability of solutions for fractional differential

equations.

In chapter 2, we study the existence of solutions for a multipoint fractional

higher order boundary value problem with integral conditions (P1):

Dα
0+y (t) + f (t, y (t)) = 0, t ∈ (0, 1)

y(i) (0) = 0 i = 0, ..., n− 2

y (1) =
m∑
k=0

λk

ηk∫
0

y (s) ds,

where Dα
0+ is the Riemann-Liouville fractional derivative of order α, n − 1 ≤

α < n, n ≥ 2, f ∈ C ([0, 1]× R,R+) is a given function, 0 < ηk < 1, λk > 0, k =

0, ...,m. By Schauder fixed point theorem, we prove the existence of solution for

problem (P1), then we show that the solution is lying between the lower and upper

solutions that we construct explicitly. The results of this chapter are accepted for

publication:

D. Boucenna, A. Guezane-Lakoud, Juan J. Nieto, R. Khaldi, On a multipoint

fractional boundary value problem with integral conditions, J. Nonlinear Funct.

Anal. Vol. 2017, Article ID 53, 1–13 (2017).

Chapter 3, concerns the existence of positive solutions for a multipoint frac-

tional boundary value problem with fractional integral conditions in a fractional

Sobolev space (P2):

Dα
0+u(t) + f(t, u(t), Dα

0+u(t)) = 0, n− 1 ≤ α ≤ n, t ∈ (0, 1)

Dα−i
0+ u(0) = 0, ∀i = 2, ..., n,

u(1) =
m∑
k=0

λkI
β
0+u(ηk), λk > 0,

where Dα
0+ and Dα

0+ denote the Riemann-Liouville fractional derivatives of order

α and γ respectively, n− 1 ≤ α < n, n ≥ 2, 0 < γ < 1, Iβ0+ denotes the Riemann-

Liouville fractional integral of order β > 0, f is a given function, 0 < ηk < 1,

λk > 0, k = 0, ...,m. By constructing the upper and lower control functions,
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we prove the existence of positive solution lying between the upper and lower

solutions.

In chapter 4, we study the existence and stability of solution for the following

fractional initial value problem (P3):

CDα,ρ

t+0
x (t) = f (t, x (t)) t ≥ t0,

x (t0) = x0, x′ (t0) = x1,

where CDα,ρ

t+0
is the Caputo–Katugampola fractional derivative, 1 < α < 2, ρ > 0,

ρ 6= 1, x0, x1 ∈ R and f : [t0,+∞)× R → R is a continuous function. We

give sufficient conditions to guarantee the stability of the zero solution of problem

(P3). The main results are obtained by using Krasnoselskiis fixed point theorem in

a weighted Banach space. The results of this chapter are submitted for publication.



CHAPTER 1

PRELIMINARIES

We introduce some important functions which are used in fractional calculus. The

Gamma function plays the role of the generalized factorial and the Beta function

occur when computing fractional derivatives of power functions. We give some

necessary concepts on the fractional calculus theory, namely the Riemann-Liouville

integral and derivative, the Caputo derivative and Caputo Katugampola fractional

derivative. We cite their basic properties including the rules for their compositions

and the conditions for the equivalence of various definitions. More information

about these functions can be found in [2, 3, 36, 37].

1.1 Gamma and Beta functions

Definition 1 The Gamma function Γ (.) is defined by the integral

Γ (z) =

+∞∫
0

e−ttz−1dt,

which converges in the right half of the complex plane, that is, Re (z) > 0.

11
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The Gamma function satisfies

Γ (z + 1) = zΓ (z) , Re (z) > 0

and for any integer n ≥ 0, we have

Γ (n+ 1) = n!.

A limit definition of the Gamma function is given by

Γ (z) = lim
n→∞

n!n2

z (z + 1) ... (z + n)
, Re (z) > 0,

Definition 2 For every z, w such that Re (z) > 0, Re (w) > 0, the Beta function

is defined by

B (z, w) =

1∫
0

tz−1 (1− t)w−1 dt.

An interesting formula relating the Gamma and Beta functions is

B (z, w) =
Γ (z) Γ (w)

Γ (z + w)
,Re (z) > 0,Re (w) > 0

1.2 Fractional integrals and fractional derivatives

In this section, we focus on the Riemann-Liouville integrals and derivatives and

the Caputo derivative since they are the most used ones in applications. We will

formulate the conditions of their equivalence and derive the most important prop-

erties. There are several types of fractional derivatives such the Grunwald Letnikov

fractional derivative, Riesz fractional derivative, Hadamard fractional derivative.

The choice of the appropriate fractional derivative or integral depends on the con-

sidered problem since each of them has its own advantages and disadvantages.

Definition 3 The Riemann-Liouville fractional integral of order α > 0 of a func-
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tion f : (a,+∞)→ R is given by

Iα0+f (t) =
1

Γ (α)

t∫
0

(t− s)α−1 f (s) ds

provided that the right side is pointwise defined on (a,+∞).

Definition 4 The Riemann-Liouville fractional derivative of order α > 0 of a

function f : (a,+∞)→ R is given by

Dα
a+f (t) =

1

Γ (n− α)

(
d

ds

)n x∫
a

f (s)

(t− s)α−n+1ds =

(
d

ds

)n
In−αa+ f (s) ,

provided that the right side is pointwise defined on (a,+∞), where n = [α] + 1, [α]

denotes the integer part of α.

Lemma 5 Let α ≥ β > 0, then for f ∈ LP [a, b] (1 ≤ p ≤ ∞) the relation(
Dβ
a+I

α
a+f
)

(t) = Iα−βa+ f(t)

holds almost everywhere on [a, b]. In particular if α = β we get

(Dα
a+I

α
a+f) (t) = f(t)

Lemma 6 The fractional integral operator Iαa+ is bounded from Lp(a, b) (1 ≤ p ≤
∞) into itself

‖Iαa+f‖LP ≤ k ‖f‖Lp , k =
(b− a)α

Γ(α + 1)

Definition 7 Let α > 0 and n = [α] + 1, for a function f ∈ ACn ([a, b] ,R) the

Caputo fractional derivative of order α of f is defined by

(
CDα

a+f
)

(t) = In−αD(n)f (t)

=
1

Γ (n− α)

x∫
a

(t− s)n−α−1 f (n) (s) ds.
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where D = d
dt

denotes the classical derivative and ACn [a, b] = {f ∈ Cn−1 [a, b] , f (n−1)

absolutely continuous function}.

Properties. Let α, β > 0 and n = [α] + 1, then the following relations hold:

Iαa+ (x− a)β−1 (t) =
Γ (β)

Γ (α + β)
(t− a)α+β−1 .

Dα
a+ (x− a)β−1 (t) =

Γ (β)

Γ (β − α)
(t− a)β−α−1 .

CDα
a+ (x− a)β−1 (t) =

Γ (β)

Γ (β − α)
(t− a)β−α−1 , β > n.

On the other hand, for k = 1, 2, ..., n, we have

Dα
a+ (x− a)α−k (t) = 0,

and for k = 0, 1, ..., n− 1
CDα

a+ (x− a)k (t) = 0,

in particular,
CDα

a+ (1) = 0.

The Riemann-Liouville fractional derivative of a constant is in general not equal

to zero, in fact

Dα
a+ (1) =

(x− a)−α

Γ (1− α)
, 0 < α < 1.

Lemma 8 Let α > 0, n = [α] + 1 and f : [a, b]→ R be a given fonction. Assume

that Dα
a+f and CDα

a+f exist. Then

CDα
a+f (t) = Dα

a+f (t)−
n−1∑
k=0

f (k) (a)

Γ (k − α + 1)
(t− a)k−α .

Lemma 9 Let α > 0, then the fractional differential equation

Dα
0+f (t) = 0.

has f (t) = c1t
α−1 + c2t

α−2 + c3t
α−3 + ...+ cnt

α−n, ci ∈ R, i = 1, 2, ..., n as solution.
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Lemma 10 Let α > 0, n = [α] + 1. If f ∈ L1 [a, b] and fn−α ∈ ACn [a, b], then

the equality

(Iαa+D
α
a+f) (t) = f (t)−

n∑
j=1

f
(n−j)
n−α (a)

Γ (α− j + 1)
(t− a)α−j .

holds almost everywhere on [a, b]. In particular, if 0 < α < 1, then

(Iαa+D
α
a+f) (t) = f (t)− f1−α (a)

Γ (α)
(t− a)α−1 ,

where fn−α = In−αa+ f and f1−α = I1−α
a+ f .

Theorem 11 Let β > α > 0, then we have

(
IαCa+ D

α
a+f
)

(t) = f (t)−
n−1∑
k=0

f (k) (a)

k!
(t− a)k .

(
Dα
a+I

β
a+f
)

(t) = Iβ−αa+ f (t) .

DmDα
a+f(t) = Dα+m

a+ f(t),m ∈ N.

Definition 12 The Hadamard fractional integral of order α > 0 of a function f

is defined by

Iαa+f (t) =
1

Γ (α)

t∫
a

(
log

t

s

)α−1
f (s)

s
ds, a < t < b.

A more general fractional integral referred as Hadamard fractional integral of order

α is given by

Iα,µa+ f (t) =
1

Γ (α)

t∫
a

(s
t

)µ(
log

t

s

)α−1
f (s)

s
ds, a < t < b, µ ∈ R.

Definition 13 The Hadamard fractional derivative of order α > 0 of a function



16

f is defined by

Dα
a+f (t) =

(
t
d

dt

)n
In−αa+ f (t) , a < t < b, n = [α] + 1

A more general fractional derivative referred as Hadamard fractional derivative of

order α is given by

Dα,µ
a+ f (t) = t−µ

(
t
d

dt

)n
tµIn−α,µa+ f (t) , a < t < b, n = [α] + 1

1.3 Generalized fractional integrals and fractional

derivatives

Katugampola in [37] introduced a new type of fractional derivative generalizing

Riemann-Liouville and Hadamard fractional derivatives. Later, Almeida and all

in [2], introduced a generalization of the derivative as the left inverse of Katugam-

pola’s fractional integral and which retains some of the fundamental properties of

the fractional derivatives of Caputo and Caputo-Hadamard, the new derivative is

called Caputo-Katugampola fractional derivative [2, 3, 36, 37].
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Definition 14 (Katugampola fractional integrals) Let a, b be two real and f :

[a, b] → R be an integrable function. The Katugampola fractional integrals of

order α > 0, parameter ρ > 0, of f is defined as

Iα,ρa+ f (t) =
ρ1−α

Γ (α)

t∫
a

sρ−1 (tρ − sρ)α−1 f (s) ds.

Definition 15 (Katugampola fractional derivative) Let 0 < a < b <∞ be two real

f : [a, b]→ R be an integrable function. The Katugampola fractional derivative of

order α > 0, and parameter ρ > 0, is defined as

Dα,ρ
a+ f (t) =

(
t1−ρ

d

dt

)n
In−α,ρa+ f (t)

=
ρ1−n+α

Γ (n− α)

(
t1−ρ

d

dt

)n t∫
a

sρ−1 (tρ − sρ)n−α−1 f (s) ds.

Proposition 16 We have the following properties for Katugompola fractional in-

tegral and derivative.

Dα,ρ
a+

(
Iα,ρa+

)
f (t) = f (t) ,

Iα,ρa+

(
Iβ,ρa+

)
f (t) = Iα+β,ρ

a+ f (t)

lim
ρ→1

Iα,ρa+ f (t) =
1

Γ (α)

t∫
a

(t− s)α−1 f (s) ds,

lim
ρ→0+

Iα,ρa+ f (t) =
1

Γ (α)

t∫
a

(
log

t

s

)α−1

f (s)
ds

s
,

lim
ρ→0+

Dα,ρ
a+ f (t) =

1

Γ (n− α)

(
t
d

dt

)n t∫
a

(
log

t

s

)n−α−1

f (s)
ds

s
,

lim
ρ→1

Dα,ρ
a+ f (t) =

1

Γ (n− α)

(
d

dt

)n t∫
a

(t− s)n−α−1 f (s) ds.
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1.4 Caputo-Katugampola fractional derivative

Definition 17 (Caputo-Katugampola fractional derivative) Let 0 < a < b < ∞
be two real, ρ > 0 be a positive real number and f ∈ ACn ([a, b] ,R). The Caputo-

Katugampola fractional derivative of order α > 0 of the function f is defined by

CDα,ρ
a+ f (t) = In−α,ρa+

(
t1−ρ

d

dt

)n
f (t)

=
ρ1−n+α

Γ (n− α)

t∫
a

sρ−1 (tρ − sρ)n−α−1

(
t1−ρ

d

dt

)n
f (s) ds

=
ρα−n+1

Γ (n− α)

t∫
a

s(ρ−1)(1−n)f
(n)

(s)

(tρ − sρ)α−n+1 ds,

where n is the smallest integer greater than α.

Properties.

1- When ρ = 1, the Caputo-Katugampola derivative coincides with Caputo deriva-

tive.

2- In the case 0 < α < 1 and ρ > 0, then

CDα,ρ
a+ f (t) =

ρα

Γ (1− α)
t1−ρ

d

dt

t∫
a

s(ρ−1) (f (s)− f (a))

(tρ − sρ)α
ds,

3- If f ∈ C [a, b] then
CDα,ρ

a+ I
α,ρ
a+ f (t) = f (t) ,

and if f ∈ C1 [a, b] then

Iα,ρCa+ Dα,ρ
a+ f (t) = f (t)− f (a) .
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4- If f (a) = 0, then the Caputo Katugampola and the Katugampola fractional

derivatives coincide. Moreover if both types of derivatives exist then

CDα,ρ
a+ f (t) = Dα,ρ

a+ f (t)− f (a) ρα (tρ − sρ)−α

Γ (1− α)
.

1.5 Fixed point theorems

Fixed point theory is an important topic with a big number of applications in

various fields of mathematics. The fixed point theorems concern a function f

satisfying some conditions and admits a fixed point, that is f(x) = x. Knowledge

of the existence of fixed points has pertinent applications in many branches of

analysis and topology. Following if the conditions are imposed on the function or

on the set, different fixed point theorems are given, we cite the following.

Theorem 18 (Banach contraction principle) Let T be a contraction on a Banach

space X. Then T has a unique fixed point.

Theorem 19 (Schauder fixed point theorem) Let Ω be a nonempty closed bounded

and convex subset of a normed space. Let N be a continuous mapping from Ω into

a compact subset of Ω, then N has a fixed point in Ω.

Theorem 20 (Krasnoselskii fixed point theorem) [42]. Let Ω be a closed bounded

and convex nonempty subset of a Banach space X. Suppose that A and B map Ω

into X such that

(i) A is continuous and compact.

(ii) B is a contraction mapping.

(iii) x, y ∈ Ω, implies Ax+By ∈ Ω.

Then there exists x ∈ Ω with x = Ax+Bx.

The criteria for compactness for sets in the space of continuous functions C([a, b])

is the following.

Theorem 21 (Arzela-Ascoli theorem). A set Ω ⊂ C([a, b]) is relatively compact

in C([a, b]) iff the functions in Ω are uniformly bounded and equicontinuous on

[a, b].
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We recall that a family Ω of continuous functions is uniformly bounded if there

exists M > 0 such that

‖f‖ = max |
x∈[a,b]

f(x)| ≤M, f ∈ Ω.

The family Ω is equicontinuous on [a, b] , if ∀ ε > 0, ∃δ > 0 such that ∀t1, t2 ∈ [a, b]

and ∀f ∈ Ω, we have

|t1 − t2| < δ ⇒ |f(t1)− f(t2)| < ε.

The criteria for compactness for sets in the space of integrable functions Lp (0, 1)

is the following.

Lemma 22 [6]. Let F be a bounded set in Lp (0, 1) , 1 ≤ p <∞. Assume that

(i) lim
|h|→0

‖τhf − f‖p = 0 uniformly on F ,

(ii) lim
ε→0

∫ 1

1−ε |f (t)|p dt = 0, uniformly on F .

Then F is relatively compact in Lp (0, 1). Where τhf (t) = f (t+ h) .

The following theorem gives a necessary and sufficient condition for a set of

functions to be relatively compact in an Lp space.

Theorem 23 (Riesz-Kolmogorov). Let F be a bounded subset in Lp(Rn),

1 ≤ p <∞, The subset F is relatively compact if and only if the following proper-

ties hold.

1. limx→0

∫
Rn |f(y + x)− f(y)|pdy = 0 uniformly on F.

2. limR→∞

∫
|x|>R

|f (x)|p dx = 0 uniformly on F.
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1.6 Stability of solutions

Recently, several methods are introduced to study the stability of nonlinear frac-

tional differential equations, but most of them are devoted to the case 0 < α < 1.

We can cite the Mittag–Leffler stabilities, Ulam stability, generalized Gronwall-

Bellman inequality... However, when the fractional order is greater than one, it is

difficult to apply these methods and finding another effective method to investigate

the stability of nonlinear fractional differential equations is actually the purpose

of many research works. Let us consider in the Banach space X the differential

equation
dx

dt
= f (t, x) , t0 ≤ t <∞ (1.1)

where f : [t0,∞)×X → X.

Definition 24 [13] A solution x = ϕ (t) of equation (1.1) is said to be stable if

for any ε > 0 and any t1 ≥ t0, there exists δ > 0 such that every other solution

x = ψ (t) defined in a neighborhood of t1 and satisfying ‖ϕ(t1)− ψ(t1)‖ < δ, exists

for all t ≥ t1 and satisfies ‖ϕ(t)− ψ(t)‖ < ε,∀t ≥ t1.

A solution x = ϕ (t) of equation (1.1) is said to be uniformly stable if the

constant δ can be chosen independly of t1 ≥ t0.

A solution x = ϕ (t) of equation (1.1) is said to be asymptotically stable if it’s

stable and for any t1 ≥ t0, there exists δ > 0 such that ‖ϕ(t1)− ψ(t1)‖ < δ implies

limt→+∞ ‖ϕ(t)− ψ(t)‖ = 0.

Remark 25 Note that by setting y (t) = x (t) − ϕ (t) , where ϕ (t) is a solution

of equation (1.1), the study of the stability of a solution can be reduced to the

investigation of the stability of the zero solution of an auxiliary equation.
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2.1 Introduction

Fractional differential equations as generalization of differential equations of inte-

ger order can modelize many phenomena in different fields of applied sciences and

engineering such as viscoelasticity, rheology, thermodynamics, biosciences, bioengi-

neering, etc. Several methods are involved in the study of the existence of solutions,

one can quote the upper and lower solutions method, the theory of Mawhin and the

method of successive approximation .... In particular, some fixed point theorems,

such Banach fixed point theorem, Schauder fixed point theorem, Leray-Schauder

fixed point theorem and Guo-Krasnoselski theorem are used in the study of the

existence of solutions or positive solutions for boundary value problems for nonlin-

ear fractional differential equations, see [1,4,15-19, 21-23,31-36,42,46,48,52,54-56].

Furthermore, the use of the upper and lower solutions method provides information

on the existence and localization of solutions.

In [45], Liang et al. studied by means of lower and upper solutions method and

Schauder fixed point theorem the existence of positive solutions for the following

problem

Dα
0+y + f (t, y) = 0, 3 < α < 4, 0 < t < 1,

y (0) = y′ (0) = y′′ (0) = y′′ (1) = 0.

Chen et al in [10], investigate the existence of multiple positve solutions for the

following fractional boundary value problem

Dα
0+y + f (t, y) = 0, 2 < α < 3, 0 < t < 1,

y (0) = y′ (0) = y′ (1) = 0.

By the properties of the Green function, the lower and upper solutions method

and Schauder fixed point theorem, the authors proved the existence of at least one

positive solution. Then using Leggett Williams fixed point theorem, they showed
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the existence of multiple positive solutions.

This chapter concerns the existence of positive solutions for the following

boundary value problem for nonlinear fractional differential equation.

Dα
0+y (t) + f (t, y (t)) = 0, n− 1 ≤ α < n, 0 < t < 1 (2.1)

y(i) (0) = 0, i = 0, ..., n− 2,

y (1) =
m∑
k=0

λk

ηk∫
0

y (s) ds, (2.2)

where f ∈ C ([0, 1]× R,R+) is a given function, n ∈ N, n ≥ 2, 0 < ηk < 1, λk > 0,

∀k = 0, ...,m.

Firstly we solve the linear problem, then we construct the lower and upper solu-

tions. By Schauder fixed point theorem, we establish the existence of at least one

positive solution for the boundary value problem (2.1)-(2.2) lying between these

two functions. The obtained results are illustrated by an example.

2.2 Existence of positive solutions

Lemma 26 Assume that h ∈ C (0, 1) ∩ L1 (0, 1) and n− 1 ≤ α < n, n ≥ 2. Then

the solution to the boundary value problem

Dα
0+y (t) + h (t) = 0, t ∈ (0, 1) , (2.3)

y(i) (0) = 0 i = 0, ..., n− 2,

y (1) =
m∑
k=0

λk
∫ ηk

0
y (s) ds, λk > 0.

(2.4)

is given by

y (t) =

1∫
0

G (t, s)h (s) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)h (s) ds.
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where ξ = 1− 1
α

m∑
k=0

λkη
α
k > 0 and

G (t, s) =
1

Γ (α)

{
tα−1 (1− s)α−1 − (t− s)α−1 , 0 ≤ s ≤ t ≤ 1

tα−1 (1− s)α−1 .0 ≤ t ≤ s ≤ 1.

H (t, s) =
1

Γ (α + 1)

{
tα (1− s)α−1 − (t− s)α , 0 ≤ s ≤ t ≤ 1

tα (1− s)α−1 , 0 ≤ t ≤ s ≤ 1.

Proof. Let y be a solution of the fractional boundary value problem (2.3)-(2.4).

By Lemma 9, it yields

y (t) = c1t
α−1 + c2t

α−2 + c3t
α−3 + ...+ cnt

α−n − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds. (2.5)

Taking conditions (2.4) into account, we obtain

c2 = c3... = cn = 0,

and then

y (1) = c1 − Iαh (1) =
m∑
k=0

λk

ηk∫
0

y (s) ds

=
m∑
k=0

λk

(
−Iα+1h (ηk) +

c1

α
ηαk

)
= −

m∑
k=0

λkI
α+1h (ηk) + c1

m∑
k=0

λk
α
ηαk ,

that implies

c1 =
1

ξΓ (α)

 1∫
0

(1− s)α−1 h (s) ds− 1

α

m∑
k=0

λk

ηk∫
0

(ηk − s)
α h (s) ds

 .



26

Hence the solution of problem (2.3)-(2.4) is the following

y (t) = − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds

+
tα−1

ξΓ (α)

 1∫
0

(1− s)α−1 h (s) ds

− 1

α

m∑
k=0

λk

ηk∫
0

(ηk − s)
α h (s) ds

 .
Finally, some computations give

y (t) = − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds

+

 tα−1

Γ (α)
+ tα−1

1
α

m∑
k=0

λkη
α
k

Γ (α)

(
1− 1

α

m∑
k=0

λkηαk

)


1∫
0

(1− s)α−1 h (s) ds

−
tα−1

m∑
k=0

λk

ξαΓ (α)

ηk∫
0

(ηk − s)
α h (s) ds

=
1

Γ (α)

t∫
0

(
tα−1 (1− s)α−1 − (t− s)α−1)h (s) ds

+
1

Γ (α)

1∫
t

tα−1 (1− s)α−1 h (s) ds

+
tα−1

ξΓ (α + 1)

m∑
k=0

λk

ηk∫
0

(
ηαk (1− s)α−1 − (ηk − s)

α)h (s) ds
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+
tα−1

ξΓ (α + 1)

m∑
k=0

λk

1∫
ηk

ηαk (1− s)α−1 h (s) ds

=

1∫
0

G (t, s)h (s) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)h (s) ds.

The proof is completed.

Lemma 27 The functions G and H are continuous nonnegative and satisfy

0 ≤ G (t, s) ≤ 1

Γ (α)
, 0 ≤ H (t, s) ≤ tα

Γ (α + 1)
, 0 ≤ t, s ≤ 1.

Now we define the concept of upper and lower solutions for the fractional

boundary value problem (2.1)-(2.2).

Definition 28 A function β ∈ C [0, 1] is called a lower solution of the fractional

boundary value problem (2.1)-(2.2), if

−Dα
0+β (t) ≤ f (t, β (t)) , t ∈ (0, 1) ,

β(i) (0) ≤ 0, i = 0, ..., n− 2,

β (1) ≤
m∑
k=0

λk

ηk∫
0

y (s) ds.

Definition 29 A function γ ∈ C [0, 1] is called an upper solution of the fractional

boundary value problem (2.1)-(2.2), if

−Dα
0+γ (t) ≥ f (t, γ (t)) , t ∈ (0, 1) ,

γ(i) (0) ≥ 0, i = 0, ..., n− 2,

γ (1) ≥
m∑
k=0

λk

ηk∫
0

y (s) ds, λk > 0.
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Define the operator F : C ([0, 1] ,R)→ C ([0, 1] ,R) by

Fy (t) =

1∫
0

G (t, s) f (s, y (s)) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) f (s, y (s)) ds,

then y is a solution of problem (2.1)-(2.2) if and only if y is a fixed point of F.

Setting

p (t) =

1∫
0

G (t, s) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) ds,

=
−tα + tα−1

Γ (α + 1)
+
tα−1

ξ

m∑
k=0

λk
Γ (α + 1)

(
−ηα+1

k

α + 1
+
ηαk
α

)
=

tα−1 (1− t)
Γ (α + 1)

+
tα−1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

(
1

α
− ηk
α + 1

)

=
tα−1

Γ (α + 1)

[
(1− t) +

1

ξ

m∑
k=0

λkη
α
k

(
1

α
− ηk
α + 1

)]
,

then the function

g (t) =

1∫
0

G (t, s) f (s, p (s)) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) f (s, p (s)) ds, t ∈ [0, 1]

is a positive solution of the following problem

−Dα
0+g (t) = f (t, p (t)) , t ∈ (0, 1)

g(i) (0) = 0 ∀i = 0, ..., n− 2,

g (1) =
m∑
k=0

λk

ηk∫
0

g (s) ds,

consequently

a1p (t) ≤ g (t) ≤ a2p (t) , 0 < t < 1, (2.6)
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where

a1 = min

{
1, min

t∈[0,1]
f (t, p (t))

}
, a2 = max

{
1, max

t∈[0,1]
f (t, p (t))

}
. (2.7)

We have the following results:

Theorem 30 Assume that the following conditions are satisfied

(H1) There exist a function ϕ ∈ L1 ([0, 1] ,R+) and a continuous nondecreasing

function ψ : R+ → R+, such that

f (t, y) ≤ ϕ (t)ψ (|y|) ,

for all t ∈ [0, 1] and all y ∈ R.
(H2) There exists a constant ρ > 0 such that

ψ (ρ)

(
1

Γ (α)
+

1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

)
‖ϕ‖L1 < ρ. (2.8)

(H3) f (t, p (t)) 6= 0, for t ∈ [0, 1] and there exists a constant µ, 0 < µ < 1 such

that for all k, 0 < k < 1, we have

kµf (t, u) ≤ f (t, ku) , u ∈ R+. (2.9)

Then the problem (2.1)-(2.2) has at least one positive solution y ∈ C [0, 1] satisfying

β (t) ≤ y (t) ≤ γ (t) , t ∈ [0, 1] .

Where β and γ are respectively the lower and upper solutions for problem (2.1)-

(2.2), defined as

β (t) = k1g (t) , γ (t) = k2g (t) , (2.10)

k1 = min (1, r) k3, k2 = max (1, R) k4, (2.11)

r = min (f (t, y(t)), t ∈ [0, 1] , ‖y‖ ≤ ρ) ,
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R = max (f (t, y(t)), t ∈ [0, 1] , ‖y‖ ≤ ρ) ,

k3 = min

(
1

a2

, a
µ

1−µ
1

)
, k4 = max

(
1

a1

, a
µ

1−µ
2

)
. (2.12)

Proof. Let us prove that F is completely continuous operator.

Let y ∈ Bρ = {y ∈ C [0, 1] : ‖y‖ ≤ ρ} , we have

Fy (t) ≤ 1

Γ (α)

1∫
0

(1− s)α−1 f (s, y (s)) ds

+
1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

1∫
0

(1− s)α−1 f (s, y (s)) ds.

thanks to Condition (H1) we obtain

Fy (t) ≤ ψ (ρ)

(
1

Γ (α)
+

1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

) 1∫
0

(1− s)α−1 ϕ (s) ds,

in view of (2.8) it yields

‖Fy‖ ≤ ψ (ρ)

(
1

Γ (α)
+

1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

)
‖ϕ‖L1 < ρ.

thus F is uniformly bounded on Bρ and F (Bρ) ⊂ Bρ.
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Let t1, t2 ∈ [0, 1] , t1 < t2, then

|Fy (t2)− Fy (t1)| ≤
(
tα−1
2 − tα−1

1

)
Γ (α)

1∫
0

(1− s)α−1 f (s, y (s)) ds

+
1

Γ (α)

t1∫
0

[
(t2 − s)α−1 − (t1 − s)α−1] f (s, y (s)) ds

+
1

Γ (α)

t2∫
t1

(t2 − s)α−1 f (s, y (s)) ds

+

(
tα−1
2 − tα−1

1

)
ξ

m∑
k=0

λk

1∫
0

H (ηk, s) f (s, y (s)) ds.

By the help of Condition (H1) we obtain

|Fy (t2)− Fy (t1)| ≤ ψ (ρ) ‖ϕ‖L1

((
tα−1
2 − tα−1

1

)
Γ (α)

+

(
tα−1
2 − tα−1

1

)
Γ (α)

+
(t2 − t1)α−1

Γ (α)
+

(
tα−1
2 − tα−1

1

)
ξΓ (α + 1)

m∑
k=0

λkη
α
k

)

≤
ψ (ρ) ‖ϕ‖L1

(
tα−1
2 − tα−1

1

)
Γ (α)

(
2 +

1

αξ

m∑
k=0

λkη
α
k

)

+
ψ (ρ) ‖ϕ‖L1 (t2 − t1)α−1

Γ (α)
.

that tends to 0 as t2 → t1. Hence F (Bρ) is equicontinuous. By Arzela-Ascoli

Theorem we conclude that F is completely continuous. Applying Schauder fixed

point Theorem 19, it follows that F has a fixed point y ∈ Bρ. Let us remark that

the solution y satisfies

rp (t) ≤ y (t) ≤ Rp (t) ∀t ∈ (0, 1) . (2.13)

Now we prove that β (t) ≤ y (t) ≤ γ (t) , t ∈ [0, 1] . Combining (2.6) and (2.10), we
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get the following estimates for t ∈ (0, 1)

k1a1 ≤
β (t)

p (t)
≤ k1a2, (2.14)

1

k2a2

≤ p (t)

γ (t)
≤ 1

k2a1

, (2.15)

furthermore (2.11) implies

k3a2 ≤ 1, k4a1 ≥ 1. (2.16)

Let t ∈ (0, 1), from (2.11),(2.14)-(2.16) we obtain

β (t)

p (t)
≤ k1a2 ≤ min (1, r) k3a2 ≤ r,

p (t)

γ (t)
≤ 1

k2a1

⇒ γ (t)

p (t)
≥ k2a1 = max (R, 1) k4a1 ≥ R,

hence

β (t) ≤ rp (t) , γ (t) ≥ Rp (t) for any t ∈ [0, 1] (2.17)

From (2.13) and (2.17), it yields

β (t) ≤ y (t) ≤ γ (t) for any t ∈ [0, 1] .

Finally we shall prove that β (t) = k1g (t) , γ (t) = k2g (t) are respectively lower

and upper solutions for problem (2.1)-(2.2). Thanks to (2.12), we get the following

estimates

(k3a1)µ ≥ k3, and (k4a2)µ ≤ k4, (2.18)

(k1a1)µ ≥ k1, and (k2a2)µ ≤ k2. (2.19)

Using (2.9), (2.14) and (2.19), we get for any t ∈ (0, 1)

f (t, β (t)) = f

(
t,
β (t)

p (t)
p (t)

)
≥
(
β (t)

p (t)

)µ
f (t, p (t))

≥ (k1a1)µ f (t, p (t)) ≥ k1f (t, p (t)) ,
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and

k2f (t, p (t)) = k2f

(
t,
p (t)

γ (t)
γ (t)

)
≥ k2

(
p (t)

γ (t)

)µ
f (t, γ (t))

≥ k2 (k2a2)−µ f (t, γ (t)) ≥ f (t, γ (t)) ,

consequently{
−Dα

0+β (t) = k1f (t, p (t)) ≤ f (t, β (t)) t ∈ (0, 1) ,

−Dα
0+γ (t) = k2f (t, p (t)) ≥ f (t, γ (t)) t ∈ (0, 1) ,

and

β(i) (0) ≤ 0 ∀i = 0, ..., n− 2, β (1) ≤
m∑
k=0

λk

ηk∫
0

y (s) ds,

γ(i) (0) ≥ 0 ∀i = 0, ..., n− 2, γ (1) ≥
m∑
k=0

λk

ηk∫
0

y (s) ds,

thus β (t) = k1g (t) and γ (t) = k2g (t) are respectively lower and upper solutions

of problem (2.1)-(2.2). The proof of Theorem 30 is achieved.
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2.3 Example

Consider the fractional boundary value problem (2.1)-(2.2) with

α = 2.5, λ1 = 0.25, λ2 = 0.75, η1 = 0.5, η2 = 0.25,

f (t, y) = 1 + t+
1

100

 Γ (α + 1) |y|

(1− t) + 1
ξ

m∑
k=0

λkηαk
(

1
α
− ηk

α+1

)


1
2

that we denote by (P), then

p (t) = 0.30009t
3
2 (1.019595− t) ,

f (t, p (t)) = 1 + t+ 0.01t
3
4 .

ξ ≈ 0.97295 > 0.

For µ = 1
2

and for 0 < k < 1, it is easy to verify that

k
1
2f (t, y) = k

1
2 + k

1
2 t+

1

100

 Γ (α + 1) k |y|

(1− t) + 1
ξ

m∑
k=0

λkηαk
(

1
α
− ηk

α+1

)


1
2

≤ 1 + t+
1

100

 Γ (α + 1) k |y|

(1− t) + 1
ξ

m∑
k=0

λkηαk
(

1
α
− ηk

α+1

)


1
2

≤ f (t, ky)

Moreover

|f (t, y (t))| ≤ 2

1 +
1

200

 Γ (α + 1)

(1− t) + 1
ξ

m∑
k=0

λkηαk
(

1
α
− ηk

α+1

)


1
2

|y|
1
2


≤ 2

(
1 + 0.0751886 |y|

1
2

)
= ϕ (t)ψ (|y|) ,
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thus

ϕ (t) = 2, ψ (|y|) =
(

1 + 0.0751886 |y|
1
2

)
.

If we choose ρ = 2, it yields

ψ (ρ)

(
1

Γ (α)
+

1

ξΓ (α + 1)

m∑
k=0

λkη
α
k

)
‖ϕ‖L1 − ρ = −0.3008 < 0,

thus (3.3) is satisfied. Since f (t, p (t)) is increasing in t then

min
t∈[0,1]

f (t, p (t)) = min
t∈[0,1]

(
1 + t+ 10−2t

3
4

)
= 1,

max
t∈[0,1]

f (t, p (t)) = max
t∈[0,1]

(
1 + t+ 10−2t

3
4

)
= 2.01,

hence, f (t, p (t)) 6= 0. Since all conditions of Theorem 30 are satisfied, thus the

fractional boundary value problem (P) has at least one positive solution such that

β (t) ≤ y (t) ≤ γ (t), t ∈ [0, 1]. Let us find the explicit forms of the functions g, β

and γ. By computation, we get

a1 = 1, a2 = 2.01, r = 1, R = 2.184174, k1 = k3 = 0.49751,

k4 = 2.01, k2 = 4.390189

g (t) = 0.365 06t1.5 − 0.752 25t2.5
(
0.4 + 0.114 29t+ 0.842 63× 10−3t0.75

)
,

β (t) = 0.181621t1.5 − 0.374 251t2.5
(
0.114 29t+ 1.474 6× 10−3t0.75 + 0.4

)
,

γ (t) = 1.602682t1.5 − 3.302519t2.5
(
0.114 29t+ 1.474 6× 10−3t0.75 + 0.4

)
.
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3.1 Introduction

The Lp-solutions of fractional differential equations are discussed by Burton et al.

in [8]. The authors considered a Caputo fractional differential equation of the form

CDα
0+u(t) = f(t, u(t)), 0 < α < 1, t > 0,

u (0) ∈ R.

Using a variety of techniques, they showed that the solutions belong to Lp (R+) ,

p ≥ 1.

In [34], Karoui et al. considered the following nonlinear quadratic integral

equations

x (t) = a (t) + f (t, x (t))

+∞∫
0

h (t, s, x (s)) ds, t > 0

and

x (t) = a (t) + x (t)

+∞∫
0

k (t, s)h (s, x (s)) ds, t > 0,

that contain many special cases of nonlinear integral equations. The authors

proved the existence of solutions in Lp (R+) by using a result of noncampact-

ness combined with Schauder and Darbo fixed point theorems. Following similar

ideas, Karoui et al., in [35], proved the existence of Lp [a, b]-solutions and C ([a, b])-

solutions of Hammerstein and Volterra types nonlinear integral equations by means

of Shaefer’s and Schauder’s fixed point theorems and a generalized Gronwall’s in-

equality.

Motived by the the above papers and the reference [5], we investigate the

existence of Lp (0, 1)-solutions of a Riemann-Liouville fractional boundary value

problem with integral conditions, that is

Dα
0+u(t) + f(t, u(t), Dγ

0+u(t)) = 0, 0 < t < 1, (3.1)
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D
(α−i)
0+ u(0) = 0 ∀i = 2, ..., n, (3.2)

u(1) =
m∑
k=0

λkI
β
0+u(ηk), λk > 0,

where Dα
0+ and Dγ

0+ denote the Riemann-Liouville fractional derivatives of order

α and γ respectively, n− 1 ≤ α < n, n ≥ 4, 0 < γ < 1, Iβ0+ denotes the Riemann-

Liouville fractional integral of order β > 0, f : [0, 1]×R2 → R+ is a given function,

0 < ηk < 1, λk > 0, k = 0, ...,m. Set ξ = 1− Γ(α)
Γ(α+β)

m∑
k=0

λkη
α+β−1
k > 0.

By means of the upper and lower solutions method and Schauder fixed point

theorem, the existence of at least one positive solution for the boundary value

problem (3.1) and (3.2) in a fractional Sobolev space is established.

3.2 Riemann-Liouville fractional Sobolev spaces

Let us introduce the Riemann-Liouville fractional Sobolev spaces. In what follows

we denote by [a, b] a non empty interval of R. Let

W 1,1 (a, b) =
{
u ∈ L1 (a, b) , u′ ∈ L1 (a, b)

}
,

be the Sobolev space endowed with the norm

‖u‖W 1,1 = ‖u‖L1 + ‖u′‖L1 .

here u′ denote the distributional derivative of u. The Sobolev space W 1,1 (a, b)

coincides with the space of absolutely continuous functions AC (a, b) . Moreover

we have W 1,1 (a, b) ⊂ C [a, b] .

Definition 31 [5] The Riemann-Liouville fractional Sobolev space is defined by

W s,1
RL,a+ =

{
u ∈ L1 (a, b) , I1−s

a+ u ∈ W 1,1 (a, b)
}
, 0 < s < 1.

W s,1
RL,a+ is a Banach space endowed with the norm

‖u‖W s,1

RL,a+
= ‖u‖L1 +

∥∥I1−s
a+ u)

∥∥
W 1,1 .
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For more details on the Sobolev space W s,1
RL,a+ , we refer to [5].

3.3 Existence of solutions

First, we solve the correspondant linear problem.

Lemma 32 Assume that h ∈ L1 (0, 1) and n − 1 ≤ α ≤ n, n ≥ 4, then The

unique solution of linear boundary value problem

Dα
0+u(t) + h(t) = 0, 0 < t < 1, (3.3)

D
(α−i)
0+ u(0) = 0 ∀i = 2, ..., n,

u(1) =
m∑
k=0

λkI
β
0+u(ηk), λk > 0, (3.4)

is given by

u (t) =

1∫
0

G (t, s)h (s) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)h (s) ds

where

G (t, s) =
1

Γ (α)

{ [
tα−1 (1− s)α−1 − (t− s)α−1] 0 ≤ s ≤ t ≤ 1

tα−1 (1− s)α−1 0 ≤ t ≤ s ≤ 1
(3.5)

H (t, s) =
1

Γ (α + β)

{ [
tα+β−1 (1− s)α−1 − (t− s)α+β−1

]
0 ≤ s ≤ t ≤ 1

tα+β−1 (1− s)α−1 0 ≤ t ≤ s ≤ 1
(3.6)

Proof. Let u be a solution of the problem (3.3)-(3.4). By Lemma 9, we get

u (t) = c1t
α−1 + c2t

α−2 + c3t
α−3 + ...+ cnt

α−n − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds
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Taking conditions (3.4) into account, it yields

c2 = c3 = ... = cn = 0.

then

u(1) = c1 − Iα0+h (1) =
m∑
k=0

λkI
β
0+u (ηk)

= −
m∑
k=0

λkI
α+β
0+ h (ηk) + c1

Γ (α)

Γ (α + β)

m∑
k=0

λkη
α+β−1
k ,

that implies

c1 =
1

Γ (α) ξ

 1∫
0

(1− s)α−1 h (s) ds− Γ (α)

Γ (α + β)

m∑
k=0

λk

ηk∫
0

(ηk − s)
α+β−1 h (s) ds

 .

Hence the solution of problem (3.3)-(3.4) is

u (t) = − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds

+
tα−1

Γ (α) ξ

 1∫
0

(1− s)α−1 h (s) ds

− Γ (α)

Γ (α + β)

m∑
k=0

λk

ηk∫
0

(ηk − s)
α+β−1 h (s) ds

 .
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Now, using some computations, we obtain

u (t) = − 1

Γ (α)

t∫
0

(t− s)α−1 h (s) ds

+

 tα−1

Γ (α)
+

tα−1 Γ(α)
Γ(α+β)

m∑
k=0

λkη
α+β−1
k

Γ (α)

(
1− Γ(α)

Γ(α+β)

m∑
k=0

λkη
α+β−1
k

)


1∫
0

(1− s)α−1 h (s) ds

−
tα−1

m∑
k=0

λk

Γ (α + β)

(
1− Γ(α)

Γ(α+β)

m∑
k=0

λkη
α+β−1
k

) ηk∫
0

(ηk − s)
α+β−1 h (s) ds

=
1

Γ (α)

t∫
0

(
tα−1 (1− s)α−1 − (t− s)α−1)h (s) ds

+
1

Γ (α)

1∫
t

tα−1 (1− s)α−1 h (s) ds

+
tα−1

Γ (α + β) ξ

m∑
k=0

λk

ηk∫
0

(
ηα+β−1
k (1− s)α−1 − (ηk − s)

α+β−1
)
h (s) ds

+
tα−1

Γ (α + β) ξ

m∑
k=0

λk

1∫
ηk

ηα+β−1
k (1− s)α−1 h (s) ds

=

1∫
0

G (t, s)h (s) ds+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)h (s) ds

Lemma 33 The functions G and H are continuous nonnegative and satisfy

G (t, s) ≤ 1

Γ (α)
, 0 ≤ t, s ≤ 1.

H (t, s) ≤ 1

Γ (α + β)
, 0 ≤ t, s ≤ 1.
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Denote by G∗ and H∗ the nonnegative constants

G∗ = sup {G (t, s) , 0 ≤ t, s ≤ 1} ,

H∗ = sup {H (t, s) , 0 ≤ t, s ≤ 1} .

Let a, b, c, d ∈ R+, define the upper and lower control functions respectively by

U (t, u, v) = sup {f (t, λ, µ) : a ≤ λ ≤ u, b ≤ µ ≤ v} ,

and

L (t, u, v) = inf {f (t, λ, µ) : u ≤ λ ≤ c, v ≤ µ ≤ d} , 0 < t < 1.

We have L (t, u, v) ≤ f (t, u, v) ≤ U (t, u, v) for 0 < t < 1, a ≤ u ≤ c and b ≤ v ≤ d.

Set the cone K =
{
u ∈ W 1−γ,1

RL,0+ , u (t) ≥ 0, 0 < t < 1
}
. Note that the norm in the

space W 1−γ,1
RL,0+ is

‖u‖W 1−γ,1
RL,0+

= ‖u‖L1 +
∥∥I1−γ

0+ u
∥∥
L1 +

∥∥Dγ
0+u
∥∥
L1 .

We make the following hypothesis:

(H1) There exist u∗, u∗ ∈ K, such that a ≤ u∗ (t) ≤ u∗ (t) ≤ c,

b ≤ Dγ
0+u

∗ (t) ≤ Dγ
0+u∗ (t) ≤ d and for all t ∈ [0, 1] , we have

u∗ (t) ≥
1∫

0

G (t, s)U (s, u∗ (s) , Dγu∗ (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u∗ (s) , Dγu∗ (s)) ds

u∗ (t) ≤
1∫

0

G (t, s)L
(
s, u∗ (s) , Dγ

0+u∗ (s)
)
ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)L
(
s, u∗ (s) , Dγ

0+u∗ (s)
)
ds. (3.7)
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Dγ
0+u

∗ (t) ≥ 1

Γ (α− γ)

1∫
0

G1 (t, s)U (s, u∗ (s) , Dγu∗ (s)) ds

+
Γ (α) tα−γ−1

ξΓ (α− γ) Γ (α + β)

m∑
k=0

λk

1∫
0

H1 (ηk, s)U (s, u∗ (s) , Dγu∗ (s)) ds,

and

Dγ
0+u∗ (t) ≤

1∫
0

G1 (t, s)U (s, u∗ (s) , Dγu∗ (s)) ds

+
Γ (α) tα−γ−1

ξΓ (α− γ) Γ (α + β)

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u∗ (s) , Dγu∗ (s)) ds,

where

G1 (t, s) =
1

Γ (α− γ)

{
tα−γ−1 (1− s)α−1 − (t− s)α−γ−1 , s ≤ t

tα−γ−1 (1− s)α−1 , s ≥ t.

We recall the definition of a Caratheodory function:

Definition 34 A map f : [0, 1]× R2 → R is said to be Caratheodory if:

(a) t→ f (t, u, v) is measurable for each u, v ∈ R.

(b) (u, v)→ f (t, u, v) is continuous for almost all t ∈ [0, 1].

Theorem 35 Assume (H1) and the following hypotheses hold

(H2) f : [0, 1]× R2 → R+ is a Caratheordory function.

(H3) There exist a nonnegative function g ∈ L1 [0, 1] , two constants C > 0

and R > 0 such that

f (t, u, v) ≤ g (t) + C (|u|+ |v|) , 0 ≤ t ≤ 1, u, v ∈ R. (3.8)

and

(‖g‖L1 + CR)

[(
G∗ +

H∗

ξ

m∑
k=0

λk

)(
1 +

1

Γ (2− γ)

)
+

2

ξΓ (α− γ)

]
≤ R (3.9)
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Then the boundary value problem (3.1)-(3.2) has at least one positive solution,

such that u∗ (t) ≤ u (t) ≤ u∗ (t) and Dγ
0+u

∗ (t) ≤ Dγ
0+u (t) ≤ Dγ

0+u∗ (t) , for all

t ∈ [0, 1] .

Proof. Transform the problem (3.1)-(3.2) into a fixed point problem. Denote

by DR the set

DR =

{
u ∈ K, ‖u‖W 1−γ,1

RL,0+
≤ R, u∗ (t) ≤ u (t) ≤ u∗ (t) ,

Dγ
0+u

∗ (t) ≤ Dγ
0+u (t) ≤ Dγ

0+u∗ (t) , t ∈ [0, 1]
}

,

where R is defined in hypothesis (H3). It is clear that DR is a bounded, closed

and convex subset of W 1−γ,1
RL,0+ . Define the operator N : DR → W 1−γ,1

RL,0+ by

Nu (t) =

1∫
0

G (t, s) f (s, u (s) , Dγu (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) f (s, u (s) , Dγu (s)) ds

We shall show that N satisfies the assumptions of Schauder’s fixed point theorem.

The proof will be done in some steps.

Claim1: N is continuous in W 1−γ,1
RL,0+ . Let be a sequence such that un → u in
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W 1−γ,1
RL,0+ . from (3.8) and Lemma 33 we get

|Nun (t)−Nu (t)|

≤
1∫

0

G (t, s) |f (s, un (s) , Dγun (s))− f (s, u (s) , Dγu (s))| ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)

× |f (s, un (s) , Dγun (s))− f (s, u (s) , Dγu (s))| ds

≤

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 .

Consequently,

‖Nun −Nu‖L1 ≤

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
×

‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 . (3.10)

Similarly, we get

∣∣I1−γ
0+ Nun (t)− I1−γ

0+ Nu (t)
∣∣

≤ 1

Γ (1− γ)

t∫
0

(t− s)−γ |Nun (s)−Nu (s)| ds

≤ 1

Γ (2− γ)

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
×

‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 , (3.11)

hence

∥∥I1−γ
0+ Nun − I1−γ

0+ Nu
∥∥
L1(0,1)

≤

1

Γ (2− γ)

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
×‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 . (3.12)
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Remarking that Nu can be written as

Nu (t) = −Iα0+f (t, u (t) , Dγu (t)) + tα−1Hu,

where

Hu =
1

Γ (α)

1∫
0

(1− s)α−1 f (s, u (s) , Dγu (s)) ds

− 1

Γ (α + β) ξ

m∑
k=0

λk

ηk∫
0

(ηk − s)
α+β−1 f (s, u (s) , Dγu (s)) ds

+
1

Γ (α + β) ξ

m∑
k=0

λkη
α+β−1
k

1∫
0

(1− s)α−1 f (s, u (s) , Dγu (s)) ds,

then

∣∣Dγ
0+Nun (t)−Dγ

0+Nu (t)
∣∣ =∣∣Iα−γ0+ f (t, un (t) , Dγun (t))− Iα−γ0+ f (t, u (t) , Dγu (t))

+
Γ (α)

Γ (α− γ)
tα−γ−1 (Hu −Hun)

∣∣∣∣
≤ 2

ξΓ (α− γ)
‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 .

Consequently, we get

∥∥Dγ
0+Nun (t)−Dγ

0+Nu (t)
∥∥
L1 ≤

2

ξΓ (α− γ)

×‖f (., un (.) , Dγun (.))− f (., u (.) , Dγu (.))‖L1 . (3.13)
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Thanks to inequalities (3.10)-(3.13), the operator N is continuous in W 1−γ,1
RL,0+ .

Claim2: N (DR) ⊂ DR. Let u ∈ DR, we have

|Nu (t)| ≤
1∫

0

G (t, s) f (s, u (s) , Dγu (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) f (s, u (s) , Dγu (s)) ds

≤

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
(‖g‖L1 + C (‖u‖L1 + ‖Dγu‖L1)) . (3.14)

Hence,

‖Nu‖L1 ≤

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
(‖g‖L1 + CR) . (3.15)

Similarly, we obtain

∥∥I1−γ
0+ Nu

∥∥
L1 ≤

1

Γ (2− γ)

(
G∗ +

H∗

ξ

m∑
k=0

λk

)
(‖g‖L1 + CR) , (3.16)

and ∥∥Dγ
0+Nu

∥∥
L1 ≤

2

ξΓ (α− γ)
(‖g‖L1 + CR) . (3.17)

Taking (3.15)-(3.17) and (3.9) into account, we get

‖Nu‖W 1−γ,1
RL,0+

≤ R.
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Let u ∈ DR, then u∗ (t) ≤ u (t) ≤ u∗ (t). By hypothesis (H1) we have

Nu (t) ≤
1∫

0

G (t, s)U (s, u (s) , (Dγu) (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u (s) , (Dγu) (s)) ds

≤
1∫

0

G (t, s)U (s, u∗ (s) , Dγu∗ (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u∗ (s) , Dγu∗ (s)) ds

≤ u∗ (t) .

Similarly, we have

Nu (t) ≥
1∫

0

G (t, s)L (s, u∗ (s) , (Dγu)∗ (s)) ds

+
tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s)L (s, u∗ (s) , (Dγu)∗ (s)) ds

≥ u∗ (t) ,

thus, u∗ (t) ≤ Nu (t) ≤ u∗ (t) , for all u ∈ DR, t ∈ [0, 1] .

Remarking that Nu (t) can be writen as

Nu (t) = −Iα0+f (t, u (t) , Dγu (t)) +
tα−1

ξ
(Iα0+f (1, u (1) , Dγu (1))

−
m∑
k=0

λkI
α+β
0+ f (ηk, u (ηk) , D

γu (ηk)) ,
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by calculus, we get

Dγ
0+Nu (t) = −Iα−γ0+ f (t, u (t) , Dγu (t)) +

Γ (α)

ξΓ (α− γ)
tα−γ−1 (Iα0+f (1, u (1) , Dγu (1))

−
m∑
k=0

λkI
α+β
0+ f (ηk, u (ηk) , D

γu (ηk))

=

1∫
0

G1 (t, s) f (s, u (s) , Dγu (s)) ds+
Γ (α) tα−γ−1

ξΓ (α− γ) Γ (α + β)

×
m∑
k=0

λk

1∫
0

H (ηk, s) f (s, u (s) , Dγu (s)) ds.

Since the functions G1 and H are continuous and nonnegative on [0, 1] , then

Dγ
0+Nu (t) ≤ 1

Γ (α− γ)

1∫
0

G1 (t, s)U (s, u (s) , Dγu (s)) ds

+
Γ (α) tα−γ−1

ξΓ (α− γ) Γ (α + β)

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u (s) , Dγu (s)) ds

≤ 1

Γ (α− γ)

1∫
0

G1 (t, s)U (s, u∗ (s) , Dγu∗ (s)) ds

+
Γ (α) tα−γ−1

ξΓ (α− γ) Γ (α + β)

m∑
k=0

λk

1∫
0

H (ηk, s)U (s, u∗ (s) , Dγu∗ (s)) ds

≤ Dγ
0+u

∗ (t)

Similarly we prove that Dγ
0+Nu (t) ≥ Dγ

0+u∗ (t) and then N (DR) ⊂ DR.
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Claim 3: N (DR) is relatively compact in W 1−γ,1
RL,0+ . To this end, we show that

the two statement of Lemma 22 hold. Let u ∈ DR. From (3.5) we have

|Nu (t+ h)−Nu (t)|

≤
1∫

0

|G (t+ h, s)−G (t, s)| |f (s, u (s) , Dγu (s))| ds

+
(t+ h)α−1 − tα−1

ξ

m∑
k=0

λk

1∫
0

H (ηk, s) |f (s, u (s) , Dγu (s))| ds

≤

(
3h (α− 1) + hα−1 +

1

ξ
h (α− 1)H∗

m∑
k=0

λk

)
(‖g‖L1 + CR)→ 0 as h→ 0,

(3.18)

In view of (3.14), it yields

∣∣I1−γ
0+ Nu (t+ h)− I1−γ

0+ Nu (t)
∣∣

=
1

Γ (1− γ)

∣∣∣∣∣∣
t+h∫
0

(t+ h− s)−γ Nu (s) ds−
t∫

0

(t− s)−γ Nu (s) ds

∣∣∣∣∣∣
≤ 1

Γ (1− γ)

 t∫
0

(
(t− s)−γ − (t+ h− s)−γ

)
|Nu (s)| ds

+

t+h∫
t

(t+ h− s)−γ |Nu (s)| ds



≤ (‖g‖L1 + CR)

Γ (2− γ)

(
G∗ +

H∗

ξ

m∑
k=0

λk

)(
t1−γ + 2h1−γ − (t+ h)1−γ)

→ 0 as h→ 0. (3.19)
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Moreover, we have

∣∣Dγ
0+Nu (t+ h)−Dγ

0+Nu (t)
∣∣∣∣Iα−γ0+ f (t+ h, u (t+ h) , Dγu (t+ h))− Iα−γ0+ f (t, u (t) , Dγu (t))

+
Γ (α)

Γ (α− γ)

(
(t+ h)α−γ−1 − tα−γ−1

)
Hu

∣∣∣∣
≤ (‖g‖L1 + CR)

Γ (α− γ)

(
2 (α− γ − 1)h

ξ
+ hα−γ−1

)
→ 0 as h→ 0. (3.20)

From (3.18)-(3.20), we obtain that ‖τhNu−Nu‖W 1−γ,1
RL,0+

→ 0 as h→ 0 for any

u ∈ DR and then the first statement of Lemma 22 is proved. Now let us show the

second statement of Lemma 22. From the proof of Claim 2, we get

1∫
1−ε

|Nu (t)| dt+

1∫
1−ε

∣∣I1−γ
0+ Nu (t)

∣∣ dt+

1∫
1−ε

∣∣Dγ
0+Nu (t)

∣∣ dt ≤
ε (‖g‖L1 + CR)×((

1 +
1

Γ (2− γ)

)(
G∗ +

H∗

ξ

m∑
k=0

λk

)
+

2

ξΓ (α− γ)

)
→ 0, (3.21)

uniformly on DR. Since all hypotheses of Lemma 22 are satisfied then N is rela-

tively compact on DR. Thanks to Schauder’s fixed point Theorem, N has a fixed

point u ∈ DR, which is a positive solution of the problem (3.1)-(3.2).
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4.1 Introduction

A generalized fractional derivative was recently proposed by Katugampola in [36]

which generalizes the concept of Caputo and Caputo-Hadamard fractional deriva-

tives. In [2], Almeida et al, gave a new type of fractional operator, that is called

Caputo–Katugampola derivative and studied the existence and uniqueness of so-

lution for the following fractional Cauchy type problem involving the Caputo–

Katugampola derivative

CDα,ρ
a+ x (t) = f (t, x (t)) , a ≤ t ≤ b,

x (a) = xa, xa ∈ R ,

where 0 < α < 1, ρ > 0, ρ 6= 1, f ∈ C ([a, b]× R,R). The authors proved

an approximation formula for the Caputo–Katugampola fractional derivative that

depends only on the first-order derivative of a given function, then they solved

numerically the above problem.

Baleanu et al. in [3] considered chaotic behavior and Lyapunov stability of

fractional differential equations containing the Caputo–Katugampola fractional

derivative of order 0 < α ≤ 1. The proofs are based on Adomian polynomials and

a fractional Taylor series.

In [20], Ge and Kou investigated the stability of the solutions of the following

nonlinear Caputo fractional differential equation

CDαx (t) = f (t, x (t)) t ≥ 0,

x (0) = x0, x′ (0) = x1,

where CDαx is the standard Caputo’s fractional derivative of order 1 < α < 2.

By employing the Krasnoselskii’s fixed point theorem in a weighted Banach space,

the authors obtained stability results.

Motivated by the mentioned papers, we focus, in this chapter, on the existence and

stability of solutions for a Caputo–Katugampola fractional nonlinear differential
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equation of the form

CDα,ρ

t+0
x (t) = f (t, x (t)) t ≥ t0, (4.1)

x (t0) = x0, x′ (t0) = x1, (4.2)

where 1 < α < 2, ρ > 0, ρ 6= 1, x0, x1 ∈ R and f : [t0,+∞)× R → R is a

continuous function and f (t, 0) = 0, ∀t ≥ t0.

To prove the existence and stability of the solutions, we transform the problem

(4.1)-(4.2) into an integral equation that returns to a sum of two mappings, one

is a contraction and the other is compact, and then we apply Krasnoselskii’s fixed

point theorem.

4.2 Existence and stability of solutions

We recall the definition Caputo-Katugampola fractional derivative.

Definition 36 The Caputo-Katugampola fractional derivative of order α > 0 of

the function f is defined by

CDα,ρ
a+ f (t) = In−α,ρa+

(
t1−ρ

d

dt

)n
f (t)

=
ρ1−n+α

Γ (n− α)

t∫
a

sρ−1 (tρ − sρ)n−α−1

(
t1−ρ

d

dt

)n
f (s) ds

=
ρα−n+1

Γ (n− α)

t∫
a

s(ρ−1)(1−n)f
(n)

(s)

(tρ − sρ)α−n+1 ds.

where n = 1 + [α].

Next, we give a relation between the Caputo–Katugampola fractional deriva-

tives of order α and (α− 1) .
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Lemma 37 Let 1 < α < 2. The following relationship holds

CDα,ρ

t+0
u (t) =C Dα−1,ρ

t+0

 t∫
t0

s1−ρu(2) (s) ds

 .
Proof. We have

CDα−1,ρ

t+0

 t∫
t0

s1−ρu(2) (s) ds


=

ρα−1

Γ (2− α)

t∫
t0

d

ds

 s∫
t0

τ 1−ρu(2) (τ) dτ

 1

(tρ − sρ)α−1ds

=
ρα−1

Γ (2− α)

t∫
t0

s(1−ρ)u
(2)

(s)

(tρ − sρ)α−1 ds

= CDα,ρ

t+0
u (t) .

Let ρ > 0, ρ 6= 1 and g : [t0,+∞)→ R+ such that for all t, s ≥ t0 , g (t) ≥ tαρ+3

and g
(
t
s

)
g (s) ≤ g (t).

Let

E =

{
x ∈ C [t0,+∞) ,R : sup

t≥t0

|x (t)|
g (t)

<∞
}
.

Note that E is a Banach space equipped with the norm ‖x‖ = supt≥t0
|x(t)|
g(t)

. For

more properties of the Banach space E, we refer to [11].

We recall the definition of stability.

Definition 38 The trivial solution x = 0 of (4.1)-(4.2) is said to be stable in

the Banach space E, if for every ε > 0 there exists δ := δ (ε) > 0 such that

|x0| + |x1| < δ implies that the solution x(t) exists for all t ≥ t0 and satisfies

‖x‖ ≤ ε.

Let F (ε) = {x : x ∈ E, ‖x‖ ≤ ε} . We will use the following modified com-

pactness criterion:
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Lemma 39 [41] Let F be a subset of the Banach space E. Then F is relatively

compact in E if the following conditions are satisfied

(i)
{
x(t)
g(t)

: x (t) ∈ F
}

is uniformly bounded,

(ii)
{
x(t)
g(t)

: x (t) ∈ F
}

is equicontinuous on any compact interval of R+,

(iii)
{
x(t)
g(t)

: x (t) ∈ F
}

is equiconvergent at infinity. i.e. for any given ε > 0,there

exists a T > t0 such that for all x ∈ F and t1, t2 > T it holds
∣∣∣x(t1)
g(t1)
− x(t2)

g(t2)

∣∣∣ < ε.

Next, we solve the corresponding linear problem.

Lemma 40 Let r ∈ C ([t0,+∞) ,R), 1 < α < 2 and ρ > 0, ρ 6= 1. A function x

is a solution of the fractional initial value problem

CDα,ρ

t+0
x (t) = r (t) t ≥ t0, (4.3)

x (t0) = x0, x′ (t0) = x1, (4.4)

if and only if, x is a solution of the fractional integral equation

x (t) = x0

( t

t0

)1−ρ

− (1− ρ) t−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds

+ x1t
1−ρ
0

t∫
t0

t1−ρ

s2−2ρ
ds

+

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
+

ρ2−α

Γ (α− 1)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ

τ ρ−1

(sρ − τ ρ)2−α r (τ) ds

 dτ . (4.5)

Proof. Assume that x (t) is a solution of the initial value problem (4.1)-(4.2).

From Lemma 37, we have

CDα,ρ

t+0
x (t) =C Dα−1,ρ

t+0

 t∫
t0

s1−ρx(2) (s) ds

 . (4.6)
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By integration by parts, it yields

t∫
t0

s1−ρx(2) (s) ds =
[
s1−ρx′ (s)

]t
t0
−

t∫
t0

(1− ρ) s−ρx′ (s) ds

=
[
t1−ρx′ (t)− t1−ρ0 x′ (t0)

]
− (1− ρ)

t∫
t0

s−ρx′ (s) ds,

and

t∫
t0

s−ρx′ (s) ds =
[
s−ρx (s)

]t
t0

+ ρ

t∫
t0

s−ρ−1x (s) ds

=
[
t−ρu (t)− t−ρ0 x (t0)

]
+ ρ

t∫
t0

s−ρ−1x (s) ds.

Using the Leibniz integral law, we obtain t∫
t0

s1−ρx(2) (s) ds

 = Iα−1,ρ

t+0
r (t) =

ρ2−α

Γ (α− 1)

t∫
t0

sρ−1r (s)

(tρ − sρ)2−αds.

Then,

t1−ρx′ (t) + (ρ− 1) t−ρx (t)− t1−ρ0 x1 − (ρ− 1) t−ρ0 x0

+ (ρ− 1) ρ

t∫
t0

s−ρ−1x (s) ds

=
ρ2−α

Γ (α− 1)

t∫
t0

sρ−1r (s)

(tρ − sρ)2−αds.

Hence,

x′ (t) =
1

t
(1− ρ)x (t) +

1

t1−ρ
[
t1−ρ0 x1 + (ρ− 1) t−ρ0 x0
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+ (1− ρ) ρ

t∫
t0

s−ρ−1x (s) ds+
ρ2−α

Γ (α− 1)

t∫
t0

sρ−1r (s)

(tρ − sρ)2−αds

 .
By the variation of constants formula, we get

x (t) = x0

( t

t0

)1−ρ

+ (ρ− 1) t−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds

+ x1

t1−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds


+

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
+

ρ2−α

Γ (α− 1)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ

τ ρ−1

(sρ − τ ρ)2−α r (τ) ds

 dτ .
Conversely, if we assume that x (t) is a solution of (4.3), then using the fact that
CDα,ρ

t+0
is the left inverse of Iα,ρ

t+0
, we get that x is the solution of (4.3)-(4.4).

Lemma 41 Let ρ > 0, ρ 6= 1, 1 < α < 2. Then, there exist

M1 = M1 (ρ) > 0, 0 < M2 = M2 (ρ) < 1, M3 = M3 (ρ) > 0,

such that for all t ≥ t0, we have

1

g (t)

t∫
t0

t1−ρ

s2−2ρ
ds ≤M1, (4.7)

1

g (t)

∣∣∣∣∣∣
t∫

t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
∣∣∣∣∣∣ ≤M2 ‖x‖ , (4.8)

k (t, τ)

g
(
t
τ

) ≤M3t
−1ταρ, (4.9)

where
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k (t, τ) =

{
ρ2−α

Γ(α−1)

∫ t
τ

t1−ρ

s2−2ρ
τρ−1

(sρ−τρ)2−α
ds, t > τ,

0, t ≤ τ .

Proof. Let ρ > 0, ρ 6= 1 and 1 < α < 2, we have two cases:

Case1: For ρ ∈ (0, 1) , we have

1

g (t)

t∫
t0

t1−ρ

s2−2ρ
ds ≤

t∫
t0

t1−ρ

s2−2ρ

1

tαρ+3
ds

≤ 1

t2−2ρ
0

t∫
t0

1

tαρ+ρ+2
ds

≤ 1

tαρ−ρ+3
0

,

and

1

g (t)

∣∣∣∣∣∣
t∫

t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
∣∣∣∣∣∣

≤
t∫

t0

 t∫
τ

1

g (t)

t1−ρ

s2−2ρ
τ−ρ−1 |x (τ)| ds

 dτ
≤

t∫
t0

 t∫
τ

ταρ+3

tαρ+3

t1−ρ

s2−2ρ
τ−ρ−1 |x (τ)|

g (τ)
ds

 dτ
≤ ‖x‖

t∫
t0

[
t−αρ−ρ−1 τ

αρ−ρ+2

τ 2−2ρ

]
dτ

≤ ‖x‖
t∫

t0

[
t−αρ−ρ−1ταρ+ρ

]
dτ ≤ ‖x‖

αρ+ ρ+ 1

< ‖x‖ ,
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some computations give

k (t, τ)

g
(
t
τ

) ≤ ρ2−α

Γ (α− 1)

t∫
τ

1

g
(
t
τ

) t1−ρ
s2−2ρ

τ ρ−1

(sρ − τ ρ)2−αds

≤ ρ2−α

Γ (α− 1)

t∫
τ

ταρ+3

tαρ+3

t1−ρ

s2−2ρ

τ ρ−1

(sρ − τ ρ)2−αds

≤ ρ2−α

Γ (α− 1)

t∫
τ

t−αρ−ρ−2

ρs1−ρ
ρsρ−1ταρ+ρ+2

(sρ − τ ρ)2−α ds

≤ ρ2−αt−αρ−ρ−2

ρΓ (α− 1)

t∫
τ

ταρ+2ρ+1ρsρ−1

(sρ − τ ρ)2−α ds

≤ ρ2−αt−αρ−ρ−2

ρΓ (α)

ταρ+2ρ+1

(tρ − τ ρ)1−α

≤ ρ1−αt−1

Γ (α)
ταρ.

Case2: Similarly, for ρ > 1, we have the following estimates

1

g (t)

t∫
t0

t1−ρ

s2−2ρ
ds ≤

t∫
t0

t1−ρ

s2−2ρ

1

tαρ+3
ds

≤
t∫

t0

1

s2−2ρtαρ+ρ+2
ds

≤ 1

tαρ−ρ+3
0

,

and

1

g (t)

∣∣∣∣∣∣
t∫

t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
∣∣∣∣∣∣

≤
t∫

t0

 t∫
τ

1

g (t)

t1−ρ

s2−2ρ
τ−ρ−1 |x (τ)| ds

 dτ



61

≤
t∫

t0

 t∫
τ

ταρ+3

tαρ+3

t1−ρ

s2−2ρ
τ−ρ−1 |x (τ)|

g (τ)
ds

 dτ
≤ ‖x‖

t∫
t0

[
t−αρ+ρ−3ταρ−ρ+2

]
dτ

≤ ‖x‖
αρ− ρ+ 3

<
‖x‖
3
,

moreover,

k (t, τ)

g
(
t
τ

) ≤ ρ2−α

Γ (α− 1)

t∫
τ

1

g
(
t
τ

) t1−ρ
s2−2ρ

τ ρ−1

(sρ − τ ρ)2−αds

≤ ρ2−α

Γ (α− 1)

t∫
τ

ταρ+3

tαρ+3

t1−ρ

s2−2ρ

τ ρ−1

(sρ − τ ρ)2−αds

≤ ρ2−α

Γ (α− 1)

t∫
τ

t−αρ−ρ−2

ρs1−ρ
ρsρ−1ταρ+ρ+2

(sρ − τ ρ)2−α ds

≤ ρ2−αt−αρ−3

ρΓ (α− 1)

t∫
τ

ταρ+ρ+2ρsρ−1

(sρ − τ ρ)2−α ds

≤ ρ2−αt−αρ−3

ρΓ (α)

ταρ+ρ+2

(tρ − τ ρ)1−α ≤
ρ1−αt−1

Γ (α)
ταρ.

The proof is completed.

Theorem 42 Let 1 < α < 2, ρ > 0, ρ 6= 1. Suppose that there exist constants

η > 0, β1 > 0 and a continuous function ψ : R+ × (0, η]→ R+ such that

|f (t, yg (t))|
g (t)

≤ ψ (t, |y|) , (4.10)

for all t ≥ t0, 0 < |y| ≤ η, and

sup
t≥t0

t∫
t0

k (t, τ)

g
(
t
τ

) ψ (τ , r)

r
dτ ≤ β1 < 1−M2, (4.11)
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holds for every 0 < r ≤ η, where M2 is given in Lemma (41), ψ (t, r) is nonde-

creasing in r for fixed t and tαρψ (t, r) ∈ L1 [t0,+∞) in t for fixed r. Then

(i) The generalized nonlinear FDEs (4.1)-(4.2) is stable in the Banach space E.

(ii) The generalized nonlinear FDEs (4.1)-(4.2) has at least one solution such that

limt→+∞
x(t)
g(t)

= 0.

Proof. (i) Define two mappings A,B on F (ε) as follows:

Ax (t) =
ρ2−α

Γ (α− 1)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ

τ ρ−1

(sρ − τ ρ)2−αf (τ , x (τ)) ds

 dτ
=

t∫
t0

k (t, τ) f (τ , x (τ)) dτ , (4.12)

Bx (t) = x0

( t

t0

)1−ρ

+ (ρ− 1) t−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds

+ x1

t1−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds


+

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ . (4.13)

Obviously, for x ∈ F (ε) both Ax and Bx are continuous on [t0,+∞). Let x ∈
F (ε) . By (4.10),(4.11), we have for any t ≥ t0 :

|Ax (t)|
g (t)

=
1

g (t)

∣∣∣∣∣∣
t∫

t0

k (t, τ) f (τ , x (τ)) dτ

∣∣∣∣∣∣
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≤
t∫

t0

k (t, τ) |f (τ , x (τ))|
g (t)

dτ

≤
t∫

t0

k (t, τ)

g
(
t
τ

)
∣∣∣f (τ , x(τ)

g(τ)
g (τ)

)∣∣∣
g (τ)

dτ

≤
t∫

t0

k (t, τ)

g
(
t
τ

) ψ(τ , |x (τ)|
g (τ)

)
dτ

≤
t∫

t0

k (t, τ)

g
(
t
τ

) ψ (τ , ε) dτ

≤ β1ε < +∞.

Then
|Ax (t)|
g (t)

≤ β1ε. (4.14)

On the other hand, there exists M4 = M4 (ρ) = 1

tαρ+2
0

, such that

(
t
t0

)1−ρ

g (t)
≤

(
t
t0

)1−ρ

g (t)
≤ t1−ρ

t1−ρ0 tαρ+2
≤ 1

tαρ+2
0

:= M4. (4.15)

From (4.7),(4.8) and (4.15), we get

|Bx (t)|
g (t)

≤ |x0|
g (t)

∣∣∣∣∣∣
(
t

t0

)1−ρ

+ (ρ− 1) t−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds

∣∣∣∣∣∣
+
|x1|
g (t)

t1−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds
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+
1

g (t)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1 |x (τ)| ds

 dτ
≤ |x0|

(
M4 + |ρ− 1| t−ρ0 M1

)
+ |x1| t1−ρ0 M1 +M2ε < +∞. (4.16)

Then AF (ε) ⊂ E and BF (ε) ⊂ E. Next, we shall use Lemma 39 to prove there

exists at least one fixed point of the operator (A+B) in F (ε) . Here, we divide

the proof into three steps.

Step 1. We will prove that Ax+By ∈ F (ε) for all x, y ∈ F (ε) .

Take δ ≤ (1−M2−β1)

M4+(|ρ−1|t−ρ0 +t1−ρ0 )M1
ε. Let x, y ∈ F (ε) , from (4.14),(4.16) we obtain

|Ax (t) +By (t)|
g (t)

≤ |x0|
(
M4 + |ρ− 1| t−ρ0 M1

)
+ |x1| t1−ρ0 M1 +M2ε+ β1ε

≤
(
M4 +

(
|ρ− 1| t−ρ0 + t1−ρ0

)
M1

)
δ +M2ε+ β1ε

≤ ε.

Which implies that Ax+By ∈ F (ε) for all x, y ∈ F (ε) .

Step 2. We will prove that A is continuous and AF (ε) is a relatively compact in

E.

Firstly, we will show that A is continuous. Let (xn)n∈N be a sequence such that

xn → x in F (ε) .

Using (4.10), we get

ταρ
|f (τ , xn (τ))− f (τ , x (τ))|

g (τ)

≤ ταρ
|f (τ , xn (τ))|+ |f (τ , x (τ))|

g (τ)

≤ ταρ
(
ψ

(
τ ,
|xn (τ)|
g (τ)

)
+ ψ

(
τ ,
|x (τ)|
g (τ)

))
≤ 2ταρψ (τ , ε) ∈ L1 [t0,+∞) .
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It follows from (4.9) that for any t ≥ t0, we have

|Axn (t)− Ax (t)|
g (t)

=
1

g (t)

∣∣∣∣∣∣
t∫

t0

k (t, τ) [f (τ , xn (τ))− f (τ , x (τ))] dτ

∣∣∣∣∣∣
≤

t∫
t0

k (t, τ)

g
(
t
τ

) |f (τ , xn (τ))− f (τ , x (τ))|
g (τ)

dτ

≤ M3

t0

t∫
t0

ταρ
|f (τ , xn (τ))− f (τ , x (τ))|

g (τ)
dτ

≤ M3

t0

+∞∫
t0

ταρ
|f (τ , xn (τ))− f (τ , x (τ))|

g (τ)
dτ .

Then

‖Axn − Ax‖ ≤
M3

t0

+∞∫
t0

ταρ
|f (τ , xn (τ))− f (τ , x (τ))|

g (τ)
dτ .

We have for any τ ≥ t0,

|xn (τ)− x (τ)|
g (τ)

≤ ‖xn − x‖ ,

so

lim
n→+∞

|xn (τ)− x (τ)| = 0 for all τ ≥ t0,

then

lim
n→+∞

|f (τ , xn (τ))− f (τ , x (τ))|
g (τ)

= 0 for all τ ≥ t0,

since f is continuous in [t0,+∞)× R. Thus, it follows from the dominated conver-

gence Theorem, that ‖Axn − Ax‖ → 0 as n→ +∞. Therefore A is continuous.

Secondly, we will prove that AF (ε) is a relatively compact in E. From (4.9) it

follows that there exists a constant M3 = M3 (ρ), such that for all t ≥ t0

k (t, τ)

g
(
t
τ

) ≤M3t
−1ταρ.



66

And for any T ≥ t0, the function k(t,τ)g(τ)
g(t)

is uniformly continuous on

{(t, τ) : t0 ≤ τ ≤ t ≤ T} .

For any x ∈ F (ε) , and for any t1, t2 ∈ [t0, T ] , t1 < t2 we have

∣∣∣∣Ax (t2)

g (t2)
− Ax (t1)

g (t1)

∣∣∣∣ ≤
∣∣∣∣∣∣
t2∫
t0

k (t2, τ)

g (t2)
f (τ , x (τ)) dτ −

t1∫
t0

k (t1, τ)

g (t1)
f (τ , x (τ)) dτ

∣∣∣∣∣∣
≤

t1∫
t0

∣∣∣∣k (t2, τ)

g (t2)
− k (t1, τ)

g (t1)

∣∣∣∣ |f (τ , x (τ))| dτ

+

t2∫
t1

k (t2, τ)

g (t2)
f (τ , x (τ)) dτ

≤
t1∫
t0

∣∣∣∣k (t2, τ) g (τ)

g (t2)
− k (t1, τ) g (τ)

g (t1)

∣∣∣∣ψ (τ , ε) dτ +

t2∫
t1

k1 (t1, τ) g (τ)

g (t1)
ψ (τ , ε) dτ

≤
t1∫
t0

∣∣∣∣k (t2, τ) g (τ)

g (t2)
− k (t1, τ) g (τ)

g (t1)

∣∣∣∣ψ (τ , ε) dτ +
M3

t0

t2∫
t1

ταρψ (τ , ε) dτ ,

as t2 → t1 which means that
{
Ax(t)
g(t)

, x (t) ∈ F (ε)
}
, is equicontinuous on any

compact interval of [t0,+∞). By Lemma 39, in order to show that AF (ε) is a

relatively compact set of E.

We only need to prove that
{
Ax(t)
g(t)

, x (t) ∈ F (ε)
}

is equiconvergent at infinity.
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From (4.9) , we have

|Ax (t)|
g (t)

≤
t∫

t0

k (t, τ)

g (t)
|f (τ , x (τ))| dτ

≤
t∫

t0

∣∣∣∣∣k (t, τ)

g
(
t
τ

) ∣∣∣∣∣ψ (τ , ε) dτ

≤ M3

t

t∫
t0

ταρψ (τ , ε) dτ → 0, as t→ +∞. (4.17)

Thus
{
Ax(t)
g(t)

, x (t) ∈ F (ε)
}

is equiconvergent at infinity. Hence the required con-

clusion is true.

Step 3. We claim that B : F (ε)→ E is a contraction mapping. In fact, for any

x1, x2 ∈ F (ε) from (4.8), it follows that

sup
t≥t0

∣∣∣∣Bx1 (t)

g (t)
− Bx2 (t)

g (t)

∣∣∣∣ ≤ 1

g (t)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1 |x1 (τ)− x2 (τ)| ds

 dτ
≤ M2 ‖x1 − x2‖ .

By Krasnoselskii fixed point theorem, we conclude that there exists at least one

fixed point of the operator A+B in F (ε) , which is a solution of (4.1)-(4.2). Then

the generalized nonlinear FDEs (4.1)-(4.2) is stable in the Banach space E.

(ii) For any 0 < ε < η, set

F∗ (ε) =

{
x ∈ F (ε) , lim

t→+∞

x (t)

g (t)
= 0

}
.

We will show that Ax + By ∈ F ∗ (ε) for any x, y ∈ F ∗ (ε) , i.e. Ax(t)+By(t)
g(t)

→ 0 as

t→ +∞.
Ax (t) +Bx (t)

g (t)
=

1

g (t)

 t∫
t0

k (t, τ) f (τ , x (τ)) dτ
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+x0

( t

t0

)1−ρ

+ (ρ− 1) t−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds


+ x1

t1−ρ0

t∫
t0

t1−ρ

s2−2ρ
ds

+

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ
 .

By the fact that, g (t) ≥ tαρ+3, we obtain,

t1−ρ

g (t)
→ 0 as t→ +∞ (4.18)

and

1

g (t)

t∫
t0

t1−ρ

s2−2ρ
ds as t→ +∞. (4.19)

Moreover, we have

1

g (t)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ ≤ t∫
t0

 t∫
τ

1

g
(
t
τ

) t1−ρ
s2−2ρ

τ−ρ−1x (τ)

g (τ)
ds

 dτ .
Let us consider the following cases:

Case 1. If ρ ∈ (0, 1) , we have

t∫
t0

 t∫
τ

1

g
(
t
τ

) t1−ρ
s2−2ρ

τ−ρ−1x (τ)

g (τ)
ds

 dτ ≤ t∫
t0

[
t−αρ−ρ−1ταρ+ρ

] x (τ)

g (τ)
dτ .

It follows from limτ→+∞
x(τ)
g(τ)

= 0, that there exists T1 > t0, such that for t ≥ T1, it

yields
|x (t)|
g (t)

< (αρ+ ρ+ 1)
ε

2
.

Moreover, there exists T2 > T1, such that for t ≥ T2 we get

1

t

T1∫
t0

|x (t)|
g (t)

<
ε

2
.
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Consequently,

t∫
t0

[
t−αρ−ρ−1ταρ+ρ

] |x (τ)|
g (τ)

dτ

=

T1∫
t0

[
t−αρ−ρ−1ταρ+ρ

] |x (τ)|
g (τ)

dτ

+

t∫
T1

[
t−αρ−ρ−1ταρ+ρ

] |x (τ)|
g (τ)

dτ

<
ε

2
+ (αρ+ ρ+ 1)

ε

2 (αρ+ ρ+ 1)
< ε.

Case 2. If ρ > 1, we have

t∫
t0

 t∫
τ

1

g
(
t
τ

) t1−ρ
s2−2ρ

τ−ρ−1x (τ)

g (τ)
ds

 dτ ≤ t∫
t0

[
t−αρ+ρ−3ταρ−ρ+2

] x (τ)

g (τ)
dτ .

It follows from limτ→+∞
x(τ)
g(τ)

= 0, that for all ε > 0, there exists T1 > t0, such that

for

t ≥ T1

|x (t)|
g (t)

< (αρ− ρ+ 3)
ε

2
.

Furthermore, there exists T2 > T1 such that for t ≥ T2, it yields

1

t

T1∫
t0

|x (t)|
g (t)

<
ε

2
,
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so,

t∫
t0

[
t−αρ+ρ−3ταρ−ρ+2

] x (τ)

g (τ)
dτ

=

T1∫
t0

[
t−αρ+ρ−3ταρ−ρ+2

] |x (τ)|
g (τ)

dτ

+

t∫
T1

[
t−αρ+ρ−3ταρ−ρ+2

] |x (τ)|
g (τ)

dτ

<
ε

2
+ (αρ− ρ+ 3)

ε

2 (αρ− ρ+ 3)
< ε.

From the previous cases, we obtain

1

g (t)

t∫
t0

 t∫
τ

t1−ρ

s2−2ρ
τ−ρ−1x (τ) ds

 dτ → 0 as t→ +∞. (4.20)

By the help of (4.17), we get

1

g (t)

t∫
t0

k (t, τ) f (τ , x (τ)) dτ → 0 as t→ +∞. (4.21)

Thanks to (4.18)-(4.21), it yields Ax(t)+By(t)
g(t)

→ 0 as t→ +∞.
Thus, there exists at least one solution of problem (4.1),(4.2) such that

lim
t→+∞

x(t)

g(t)
= 0.
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4.3 Example

Let us consider the following nonlinear fractional differential equation CD
3
2
,2

1 x (t) = 1
4

(
xe−t + x2

1+t12

)
,

x (1) = x1, x
′ (1) = x2.

(4.22)

Choosing g (t) = t6, then the Banach space E is

E =

{
x ∈ C [1,+∞) ,R, sup

t≥1

|x (t)|
t6

<∞
}
.

We have

|f (t, yg (t))|
g (t)

=
1

4

∣∣∣yt6e−t +
y2t12

1+t12

∣∣∣
t6

≤ 1

4

(
|y| e−t +

y2

t6

)
.

Taking

ψ (t, r) =
1

4

(
re−t +

r2

t6

)
,

thus, we obtain
+∞∫
1

t2ψ (t, r) dt = r
5e−1

4
+
r

3

and

sup
t≥t0

t∫
t0

k (t, τ)

g
(
t
τ

) ψ (τ , r)

r
dτ ≤

√
2√
π

5e−1

4
+
r

3
.

Then there exists η > 0, such that

sup
t≥t0

t∫
t0

k (t, τ)

g
(
t
τ

) ψ (τ , r)

r
dτ ≤ 1

2
< 1− 1

4
, ∀ 0 < r ≤ η.

Moreover, t3ψ (t, r) = 1
4

(
rt3e−t + r2

t3

)
∈ L1 [1,+∞), for fixed r.

Then, by Theorem 42, we conclude that the nonlinear fractional differential equa-

tion (4.22) is stable and there exists at least one solution such that limt→+∞
x(t)
g(t)

=

0.
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CONCLUSION

This thesis can be divided in two main parts. The first parts is devoted to the

study of the existence of positive solutions for higher order Riemann-Liouville frac-

tional differential equations subject to integral conditions. The functional spaces

were either the space of continuous functions C ([0, 1]) or the Sobolev space W s,1
RL,0+ ,

0 < s < 1. The mean tools are Schauder fixed point theorem and lower and upper

solutions method. In the second part, we investigated the existence and stability

of solutions for a Caputo–Katugampola fractional nonlinear differential equation

of order 1 < α < 2, jointly with initial conditions. Employing Krasnoselskii fixed

point Theorem and a modified compactness criterion in the space of integrable

functions Lp (0, 1), we obtained the stability results in a weignted space.

These studies can be extend to more general boundary value problems involving

other types of fractional derivatives and using numerical methods.
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