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Résumé

Les travaux décrits dans cette thèse apportent une contribution à la physique de la matière
condensée des systèmes désordonnés, à la physique mésoscopique d’une part et à la physique des
verres de spins d’autre part.
La première partie de cette thèse étudie de manière numérique le transport électronique cohérent
dans un metal non magnétique dopé par des impuretés magnétiques gelées (un verre de spins à
basse température). À l’aide d’un code récursif de calcul de la conductance à deux terminaux
du système, nous étudions en détail le régime métallique de conduction (conductance élevée)
ainsi que le régime isolant (faible conductance). Dans ces deux régimes, des comportements
universels du système sont mis en évidence. En outre, une étude des corrélations de conductance
pour deux configurations différentes des spins des impuretés permet de relier ces corrélations aux
corrélations entre configurations de spins (appelées recouvrement). Cette étude ouvre la voie à
la première détermination expérimentale du recouvrement par des mesures de transport.
Une deuxième partie de cette thèse consiste à étudier le modèle de champ moyen de Sherrington-
Kirkpatrick, qui décrit la phase à basse température d’un verre de spins d’Ising. Nous nous
intéressons ici à la généralisation au cas de spins d’Ising quantiques (i.e en champ magnétique
transverse) de ce modèle classique très étudié ces trente dernières années. Nous déduisons an-
alytiquement des équations du mouvement dans le cas semi-classique où l’influence des fluctu-
ations quantiques est faible, que nous comparons au cas classique. Ces équations sont résolues
numériquement par une méthode pseudo-spectrale.
Mots-Clefs : Physique Mésoscopique, Transport Électronique Cohérent, Localisation Faible,
Fluctuations Universelles de Conductance, Systèmes Désordonnés, Verres de Spins, Recouvre-
ment de configurations de Spins, modèle de Sherrington-Kirkpatrick, Fluctuations Quantiques,
Théorie des Répliques.

Abstract

The results reported in this thesis contribute to the understanding of disordered systems, to
mesoscopic physics on the one hand, and to the physics of spin glasses on the other hand.
The first part of this thesis studies numerically coherent electronic transport in a non magnetic
metal accurately doped with frozen magnetic impurities (a low temperature spin glass). Thanks
to a recursive code that calculates the two terminal conductance of the system, we study in detail
the metallic regime of conduction (large conductance) as well as the insulating regime (small
conductance). In both regimes, we highlight a universal behavior of the system. Moreover, a
study of correlations between the conductance of different spin configurations of impurities allows
us to link these correlations with correlations between spin configurations. This study opens the
route for the first experimental determination of the overlap via transport measurements.
A second part of this thesis deals with the study of the mean field Sherrington-Kirkpatrick model,
which describes the low temperature phase of an Ising spin glass. We are interested here in the
generalization of this model to quantum spins (i.e including the possibility to flip by quantum
tunneling) of this classical model that was well studied during the past thirty years. We deduce
analytically motion equations at the semi-classical level, for which the influence of quantum
tunneling is weak, and we compare them with the classical case. We finally solve numerically
these equations using a pseudo-spectral method.
Keywords: Mesoscopic Physics, Coherent Electronic Transport, Weak Localization, Univer-
sal Conductance Fluctuations, Disordered Systems, Spin Glasses, Spin Overlap, Sherrington-
Kirkpatrick model, Quantum Fluctuations, Replica Theory.
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viii INTRODUCTION

As pointed out very recently by David Sherrington [1], it has been recognized that, for
almost fifty years1 that: the cooperative physics of interacting systems can exhibit fundamental
new behavior that is not apparent in the properties of the individual "elementary units" that make
up a many-body system of a very large number of these units. One famous example of complex
systems are spin glasses, where the "elementary unit" is a spin.

As we will see in the following of this manuscript, a "cartoon" to illustrate the character of
a complex system is a rugged energy landscape with many hills and valleys. The complexity
arising in the case of spin glasses can be illustrated by the so-called Dean’s problem2. A College
Dean is faced with the task of placing students into two dormitories in such a way to ensure that
the students are as happy as possible, given that any individual pair might want to be in the
same dormitory or in different (we assume for simplicity that feelings between pairs of students
are mutual). If, for any three students the number of pairing preferences for being apart is
odd, then not all these preferences can be satisfied simultaneously. In chapter I, we present the
general feature of frustration in the case of Ising spins (spins pointing "up" or "down"), but if
the reader is not accustomed to spins, he can remind this analogy with spin "up" represented by
a positive feeling (the corresponding students are willing to be in the same dormitory) and with
a spin "down" represented by a negative feeling. This impossibility to satisfy all the students is
precisely at the origin of the rich and interesting physics of spin glasses.

On the other hand in the past thirty years, the development of nano technologies made it
possible to build very tiny metallic wires and electric devices and allowed to study electronic
transport in such circuits. The classical representation of electric transport described at the
beginning of last century (Kirchoff, Drude, ...) no longer hold at low temperatures and the
requirement of quantum mechanics became compulsory to explain the behavior of electrons in
these nanometric samples. In figure 1 is presented one of the numerous devices used to measure
the so-called Integer Quantum Hall Effect (IQHE). The classical Hall effect is known for more
than 100 years, but IQHE has been observed experimentally only very recently (Nobel Prize for
Klaus von Klintzing in 1985 for the first observation of IQHE in 1980).

Most of the time, the nano-devices are built with metals or semiconductors, but hardly any
studies are performed with spin glass nanowires inside to measure their resistance. The main
goal of this thesis is to perform a quantitative theoretical analysis of transport in nano wires
built of spin glasses. One major reason to do this lies in the fact that the resistance, in the
quantum (or coherent as we will see later) regime is characteristic of the internal disorder that
is encountered by the electrons (i.e impurities, ... ).

In the first part of this thesis, we introduce in detail the spin glass physics (chapter 1), in par-
ticular, we show the occurrence of a phase transition between a paramagnetic and a magnetically
frozen state (the spin glass phase). At the end of this chapter, we present different theoretical
proposals aiming to describe the spin glass phase. We show that it is a very poorly understood
state. This lack of information lead us to propose a new technique to get information on the
complexity of spin glasses, which is coherent transport. Chapter 2 and 3 introduce the coherent
transport in metallic devices at the theoretical and experimental level in detail. Moreover, e
present in chapter 3, the few experimental studies of coherent transport in spin glasses. In part
II, we describe the numerical method we use for that purpose (chapter 4), and in chapter 5 and
6 we present our results. In chapter 6 we address in particular the issue of the experimental
measurement of our proposal.

1since the theoretical explanation of superconductivity by Bardeen, Cooper and Schrieffer.
2this example is a first approach to frustration arising in spin glasses, due to random interactions between

spins
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Figure 1: Illustration of a nano circuit with metallic wires of width of a few tens of nanometers. This
particular shape is used to measure the Hall effect in the quantum regime (Integer Quantum Hall Effect).

The last part of this thesis deals with a model of spin glasses which is a generalization of
the Sherrington-Kirkpatrick model, and that accounts for the description of an Ising spin glass
in a transverse magnetic field3 at the mean field level. We present our motivations in chapter 7
and chapter 8 is devoted to the analytical derivation of the equations of motion, and preliminary
numerical solutions of these equations are presented.

3here transverse means that the magnetic field is perpendicular to the direction of the Ising spins.
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Le commencement est comme un
dieu qui, aussi longtemps qu’il
séjourne parmi les hommes, sauve
toutes choses.

Platon

L’avantage du désordre c’est qu’il se
transforme en ordre, tôt ou tard.

Jean Basile

Chapter1
The Spin Glass physics

3



4 CHAPTER 1. THE SPIN GLASS PHYSICS

1.1 Spin Glasses: the physics of complexity

1.1.1 A new state of matterOne of the effort of physics during the last two centuries has been to understand con-
densed states of matter. These efforts began with Van der Waals and the study of the
liquid-gas transition, continued with the study of perfectly condensed matter, such as

the paramagnetic-ferromagnetic transition, or the superconducting state of matter, characterized
by a non resistive current conduction, which has been studied in great details and rewarded by
Nobel prizes. All these states are characterized by long range order and pure materials. But in
the nature, there exists no crystal perfectly grown on a scale greater than the centimeter. For
instance inclusions in diamonds or precious stones are defects, and the definition of the "carat"
concerning gold is representative of the degree of purity of the metal, see table 1.1. On this table
we see that even a 24 carat gold piece has impurities (0.01% of the atoms are impurities). We
then conclude that in the nature, matter is ill-condensed1.

Table 1.1: Definition of the carat as a function of the atomic percentage of gold.

carats 24 20 18 16 14 12 10 8 6 4

% of gold 99.99 83.34 75.01 66.68 58.35 50.02 41.69 33.36 25.03 16.7

Spin glasses are one famous example of disordered materials. The simplest definition of a spin
glass is the following: it is a collection of magnetic moments, frozen at low temperature, with
no simple long range order. This disordered phase is unconventional as we are more accustomed
to the perfect order of usual magnets (i.e ferromagnets). A first type of spin glasses consists in
doping a non magnetic noble metal matrix (Au, Ag or Cu) with transition metal impurities (for
instance Mn or Fe). But later in this manuscript we will also study insulating spin glasses, that
are alloys of the type: LiHoxY1−xF4, with dipolar interactions between impurities. A third type
of spin glasses are semi-conducting. There exists then a wide range of types of spin glasses. In
part II, we study metallic spin glasses, and in part III, we will mostly focus on insulating spin
glasses. In all these compounds, the disordered phase that characterizes the spin glass implies
the occurrence of a competition between the moments, so that no single configuration is uniquely
favored. In the next section, a brief presentation of the interaction between the spins is presented.

1.1.2 Interaction between spins

At high enough concentration of impurities, the interactions between spins of impurities cannot
be neglected. The type of interactions depends on the nature of the spin glass. For canonical
spin glasses the interactions are indirect and due to the polarization of the electronic cloud as we
will see in the following, and for insulating spin glasses the interactions appears to be of dipolar
kind. In this section, we focus on the origin of the interactions for canonical spin glasses, since
they are the most widespread category of spin glasses.

As shown by Ruderman and Kittel in 1954 [3], Kasuya in 1956 [4] and Yosida in 1957 [5], the
RKKY interaction between two magnetic impurities is an indirect polarization interaction. A first
impurity polarizes the surrounding cloud of electrons of conduction: the spins of these electrons

1this expression is taken from the title of a school at Les Houches [2].
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will tend to align or anti-align with the spin of the impurity. The corresponding susceptibility of
the cloud is of the form:

χ(r) ∝ cos(kF r)

(kF r)3
, for r → ∞ (1.1)

kF is the Fermi wave vector of the electrons in the sample. The spatial oscillations of the

Figure 1.1: Schematic representation of the electronic cloud surrounding an impurity. Spins of electrons
are polarized because of Friedel oscillation of the susceptibility of the cloud. These oscillations tend to
favor ferromagnetic interactions up to distance d1. Then antiferromagnetic couplings tend to anti align
the spins of electrons.

susceptibility are known as the Friedel oscillations and the consequence on electrons is illustrated
in figure 1.1. The polarized cloud will then act on the spin of another impurity in the same
way. The consequence of RKKY interaction and of random distances between impurities leads
to a random sign in the interaction (i.e the interaction between the magnetic impurities is
either ferromagnetic or antiferromagnetic, depending on the distance between them). Concerning
insulating spin glasses, the interaction is different quantitatively but it also leads to a random
ferromagnetic or antiferromagnetic interaction between spins (or pseudo spins, see chapter 7,
section 7.3).

1.1.3 The physics of frustration

Interactions between impurities whose main characteristic is to be either ferromagnetic or anti
ferromagnetic, leads to frustration. Two main types of frustration exist: the geometrical frustra-
tion, due to the topology of the lattice (it is for instance the case in spin ice as described below).
The second type of frustration, which occurs in spin glasses is due to disorder. It is the goal of
this section to present these two types of frustration.

Geometrical frustration

Consider a triangular lattice with antiferromagnetic bounds as illustrated on figure 1.2. We
show that, if the product of the couplings J in the loop is negative, the system is frustrated:
no single configuration of the spins satisfies all the constraints in the lattice. This geometrical
frustration is crucial in compounds as Dy2Ti2O7 or Ho2Ti2O7 [6, 7] called spin ice, by analogy
with real water ice. In these compounds, the frustration is related to the tetragonal topology of
the pyrochlore lattice.
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?
J < 0

J < 0J < 0

Figure 1.2: Triangular lattice with antiferromagnetic bounds between the Ising spins. No configuration
(up or down) for the third spin satisfies all the constraints in the system.

Frustration due to disorder

Another type of frustration is the frustration due to disorder: in the previous section, it has been
shown that in canonical spin glasses, interactions between impurities have an oscillatory behavior
with the distance between impurities. Consider three impurities labeled by (A), (B) and (C).
We suppose impurity (A) to be at the origin as illustrated in figure 1.3. The impurity (B) is at

?
J > 0

J > 0 J > 0

(A) (C)

(B)

Figure 1.3: Random positions of impurities (A), (B) and (C) lead to couplings with random signs
following equation (1.1), and therefore to frustration. J > 0 leads to ferromagnetic couplings and J < 0
to antiferromagnetic couplings.

a distance r(B), which corresponds to an antiferromagnetic coupling thanks to equation (1.1). In
the same way, impurity (C) is at a distance r(C) of (A) which also leads to an antiferromagnetic
coupling between impurities. Between (B) and (C), the distance is such that the coupling is
ferromagnetic. Here again if the spin of (A) is up and the one of (B) is down, no configuration
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for the spin of (C) satisfies all the constraints in the system. This kind of frustration is intrinsically
due to the random positions of impurities and to the Friedel oscillations of the couplings between
them.

At low temperature, when interactions between spins are dominant with respect to the ther-
mal fluctuations, the system freezes into a magnetic state with no long range order: spins are
frozen in a configuration where all constraints cannot be simultaneously be satisfied, the system
is called frustrated. This phase is characterized by a vanishing spontaneous global magnetization
but a non vanishing spontaneous local magnetization2 at each site. Consequently, the descrip-
tion of the freezing in terms of a standard magnetic order parameter, such as the averaged
magnetization for the paramagnetic-ferromagnetic transition will fail.

1.2 The Spin Glass state

This section is not a exhaustive description of all properties of Spin Glasses, it is a brief intro-
duction to some relevant characteristics of the Spin Glass phase due to frustration. For a more
detailed analysis see [8, 9, 10].

1.2.1 From a paramagnet to a Spin Glass: a conventional phase tran-
sition?

The existence or not of a real phase transition from a high temperature paramagnetic state, where
the spin of each impurity flips almost freely to a low temperature spin glass where the spins appear
frozen with no long range order, has been a debating issue for years. The temperature of freezing
of the spins is deduced experimentally from susceptibility measurements. In figure 1.4 Mulder et
al. [11] show the "hallmark" of spin glass behavior. The susceptibility is measured by applying
an oscillating magnetic field and measuring the magnetic response of the material (a Cu:Mn spin
glass in that case). At high temperatures the susceptibility follows a usual Curie law, similarly
to what is found for an ideal paramagnet. At low temperature, the spins can no longer follow the
oscillating magnetic field, and hence the real part of the susceptibility χ′(ω) shows a sharp drop.
The spin glass temperature is defined as the temperature of the maximum in χ′ as shown by the
arrow on this figure. In inset, a zoom on the peak shows that it is rounded and that it depends
weakly on the frequency of the magnetic field. The exact value of the spin glass temperature is
the extrapolation in the true static limit (ω → 0).

Usually, to prove the existence of a conventional phase transition thermodynamically, and to
deduce the order of the transition, we use the discontinuity or the cusp of the specific heat of
the system [12]. In figure 1.5, Wenger and Keesom [13] show that there is no detectable cusp
or discontinuity in the specific heat at the spin glass transition indicating no standard phase
transition.

Another proof of the existence of a phase transition lies in the divergence of the non linear
part of the magnetization M in a magnetic field H . Writing the expansion for M in a weak
magnetic field:

M

H
= χn.i

0

[

a1 −
1

3
a3

(
µH

kBT

)2

+
2

15
a5

(
µH

kBT

)4

+ . . .

]

, (1.2)

where µ is the magnetic moment per spin and χn.i
0 is the linear susceptibility for a non interacting

paramagnet, one can find an expression for the non linear susceptibility 1−M/(χ0H), where χ0 is

2this local magnetization indicates a freezing of the spins and it vanishes in the high temperature phase.
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Figure 1.4: Real part χ′ of the complex susceptibility χ(ω) as a function of temperature for a Cu:Mn
sample (). The inset shows the frequency dependence and rounding of the cusp by use of strongly expanded
coordinate scales. Measuring frequencies: 1.33 kHz (squares), 234 Hz (circles), 104 Hz (crosses) and 2.6
Hz (triangles). Extracted from Mulder et al. [11].

the susceptibility of the paramagnet. Omari et al. [14] have studied this quantity experimentally.
They have shown that it diverges at the spin glass temperature as predicted by [15]

1 − M

χ0H
= (1 − T/Tg)

βM̃

[(
H

T

)2

(1 − T/Tg)
−(γ+β)

]

. (1.3)

Figure 1.6 presents corresponding data for the Cu:Mn spin glass in a scaling form. See also [16].

To end up with the study of the transition, it is also possible to characterize the freezing
temperature Tg from measurement of the out of phase susceptibility χ′′. In figure 1.7 are plotted
the real and imaginary parts of the susceptibility as functions of temperature. The imaginary
part presents a sudden evolution near the spin glass temperature Tg, with a maximum at the
transition. This temperature corresponds also to the maximum of the variation of χ′′, dχ′′/dT .
Dissipation3 in the system strongly indicates the appearance of relaxation phenomena. We will
come back to this point in the next two sections.

It is worth noticing that the study of linear or non-linear susceptibilities gives hardly any
information on the spin configuration of the spin glass and its modification with time or successive
quenching of the system as they measure correlations between spins in the same configuration
and at different positions. One aim of this thesis is to find another quantity that is able to
describe such modifications.

1.2.2 Field cooled (FC) and zero-field cooled (ZFC) susceptibilities

Another characteristic of spin glasses is their sensitivity to small perturbations, such as a weak
magnetic field upon cooling. More accurately, for temperatures below the spin glass temperature

3
i.e a non vanishing imaginary part for the susceptibility.
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Figure 1.5: The specific heat of a Cu:Mn alloy plotted versus temperature. The arrow shows where the
susceptibility has its cusp. Extracted from Wenger and Keesom [13].

Tg, the value of the susceptibility depends on how the system was cooled down at Tg. Two
possibilities are considered:

(i) Zero field cooled: the system is cooled down from a temperature above Tg to a tempera-
ture below Tg without applying any magnetic field. In the low temperature phase, a small
magnetic field is applied to measure the susceptibility.

(ii) Field cooled: the system is cooled down under a given weak magnetic field H . The curve
of susceptibility obtained is almost constant and different from the one obtained via a ZFC
process.

The results are presented in figure 1.8 and are extracted from [18]. Again, the study is done
with a Cu:Mn spin glass. Only a weak magnetic field is sufficient to modify completely the spin
glass response, resulting in very different values of susceptibility. Experimentally, concerning
ZFC, each measure of susceptibility implies the use of a magnetic field and takes a few minutes.
The transition temperature Tg is defined as the temperature of appearance of the irreversibility
ZFC-FC, it will then depend weakly on time as seen previously in figure 1.4, where the real part
of the susceptibility depends on the frequency of the magnetic field.

This curve shows also that the behavior of a spin glass depends on its history: the value
at low temperature of the susceptibility depends on the way the system has been cooled down
previously (with or without a magnetic field). All these results suggest that a spin glass is not
at equilibrium: the frustrated spins may relax. Measures of the dynamic susceptibility [19] in
figure 1.9 allows the determination (at least qualitatively) of the distribution of relaxation times.
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Figure 1.6: Universal plot of equation (1.3) showing the success of the scaling argument for all the data
points (H up to 70 kOe, T up to 4 TJ with γ = 3.25 and β = 0.75 as deduced from the temperature
dependence of a3 and a5. The continuous curve 1 and the dashed curve 2 give the asymptotic behaviours.
Extracted from Omari et al. [14]. The spin glass considered is Cu:Mn for 1 at %.

Following [19], it is possible to write for the real and imaginary parts of the susceptibility:

χ′(ω) = χs + (χT − χs)

∫ τmax

τmin

g(τ)
d(log τ)

1 + ω2τ2
, (1.4)

χ′′(ω) = (χT − χs)

∫ τmax

τmin

ωτg(τ)
d(log τ)

1 + ω2τ2
, (1.5)

where χT and χs are respectively the isothermal and the adiabatic susceptibilities. This defines
an effective distribution of relaxation times g(τ). The existence of a lower (τmin) and an upper
(τmax) bound for the relaxation times is assumed. Experimentally, it is possible to estimate these
bounds as well as the average relaxation time τav, as shown in figure 1.9. This curve indicates
the existence of a great range of relaxation times, and consequently a complex landscape for the
phase space of a spin glass. In the next section we will present more quantitative examples of
dynamic effects in spin glasses and come back to this notion of complexity.

1.3 Aging and rejuvenation in a spin glass

Spin glasses are aging due to frustration: after a quench of the system, spins will relax to satisfy
more and more constraints. The more constraints satisfied, the slower the relaxation as the
number of frustrated spins diminishes. As a consequence, the only characteristic time of the
dynamics is its age, as we will see below.

1.3.1 Thermo-remanent magnetization

To measure the thermo-remanent magnetization (TRM) of a system, the system is cooled down
from a temperature above the spin glass temperature Tg to a temperature T0 < Tg, in a small
magnetic field. It then "waits" during time tw at T0 in the same field. At t = 0, the field is shut
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Figure 1.7: . Temperature dependence of the dispersion χ′ (solid symbols) and absorption χ′′ (open
symbols) for Eu0.2Sr0.8S, for ω = 10.9 Hz (circles), 261 Hz (squares) and 1969 Hz (triangles) (applied
ac field h ≈ 0.1 Oe). Extracted from [17].

down and the magnetization is measured. Results are presented by Vincent et al. [20] in figure
1.10, plot 1.a. Different curves correspond to different waiting times tw.

This plot shows that the relaxation curves of the magnetization M(t) depend on the age tw
of the system. Qualitatively, the more one waits, the slower the relaxation of the magnetization.
Aging phenomenon is highlighted: TRM is a non-stationary quantity. In this semi-log plot,
each curve presents an inflection point around log t ≈ log tw. As the relaxations are slower than
exponential, the assumption of one single relaxation time is wrong as seen in the previous section,
and the magnetization is written in terms of the distribution of relaxation times g(τ) [20]:

mtw
(t) ≡ M(t+ tw, tw)

Mfc
=

∫ ∞

τ0

gtw
(τ)e−t/τdτ, (1.6)

where τ0 is a microscopic attempt time. Mfc is the field cooled magnetization4. The distribution
depends also on the waiting time tw. The derivative with respect to log t of this equation gives
access to the distribution of relaxation times:

dmtw
(t)

d log t
≈ gtw

(t). (1.7)

Figure 1.11 from reference [21] shows a plot of the spectrum of relaxation times. As previously
said, the maximum of the distribution verifies log t ≈ log tw. Therefore, in first approximation,
aging can be seen as a "logarithmic shift towards longer times of a wide spectrum of response
times" [20]. This suggests a t/tw scaling in the TRM. This is the plot 1.b of figure 1.10.

4for T < Tg, the field cooled magnetization is almost constant, according to figure 1.8.
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Figure 1.8: Static susceptibilities of Cu:Mn vs temperature for 1.08- and 2.02-at.% Mn. After zero-field
cooling (H < 0.05G), initial susceptibilities (b) and (d) were taken for increasing temperature in a field
of H = 5.90G. The susceptibilities (a) and (c) were obtained in the field H = 5.90G applied before cooling
the samples. Extracted from [18].

1.3.2 Temperature cycles

Up to now, we have considered dynamics of the spin glass at a single temperature below the
transition. In this part we discuss what happens when the temperature is varied in the spin glass
phase, giving rise to spectacular effects of frustration as the one presented in figure 1.12. On the
left curve, the authors [20] quenched a system below the spin glass temperature (at T1 = 12K).
The results on the out of phase susceptibility is the sharp decrease we have already discussed.
After aging during a time t1 at temperature T1, the system is cooled down to T2 = 10K. The
imaginary part of the susceptibility starts again to age, as if the system just came from the
paramagnetic state (sharp decrease of χ′′). This effect is called rejuvenation: the system acts
as if it did not remember it was in the spin glass phase during time t1. At this temperature, the
system starts to age during time t2. At that time, the temperature is increased to T1 = 12K
again. The aging starts again as if the system had not been cooled down to T2 (see the inset of
that figure). This is one spectacular signature of memory effect as seen previously. The right
curve of figure 1.12 shows the same effects for two steps in temperature, and for a canonical spin
glass in inset.

In this section both static and dynamic characteristic behaviors of spin glasses were illus-
trated, but no experiments showed the measurement of a true order parameter for the spin glass
transition, as the magnetization in the case of the paramagnetic/ferromagnetic phase transition5.
The next section deals with the theory of spin glasses and the question of the order parameter
will be addressed.

5we remind the reader that here the magnetization is not a good order parameter as it is vanishing in both
phases when no magnetic field is applied.
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Figure 1.9: Relation times as obtained from χ′′ measurements for the (CoO)0.4(Al2O3)0.1(SiO2)0.5

spin glass, plotted versus inverse temperature: maximum and minimum relaxation times (respectively
open and solid squares), average relaxation time (stars). Open circles are deduced from the frequency
dependance of Tg(ω) (peak of χ′(ω)) and solid circles are µSR measurements. Extracted from [19].

1.4 Theoretical proposals for Ising spins

In this section we focus for simplicity on Ising spins since most of the theoretical studies are done
for Ising spins. See [24, 25] for very recent studies on Heisenberg spin glasses.

Two main theories are available to describe the Ising spin glass phase: a model first developed
by Edwards and Anderson (EA) [26, 27] followed by its solution at the mean field level: the
Sherrington-Kirkpatrick (SK) model. A second theory was developed in the early eighties by
Fisher and Huse [28], which gives different results. The goal of this section is to introduce both
models and to give the main differences between them.

1.4.1 Mean field theory: the Sherrington-Kirkpatrick model

Preamble: the EA model

In 1975, Edwards and Anderson [26] proposed a model to describe the nature of the low temper-
ature spin glass phase, given by the following Hamiltonian:

H = −
∑

<i,j>

Jij
~Si · ~Sj + h

∑

i

Sz
i , (1.8)

where ~Si is the spin at site i and h a magnetic field along the z-axis. Jij represents the coupling
between spin i and j. These spins are situated on a regular lattice and Jij is random in sign,
with equal probability to have positive or negative couplings. See [8] and [10] for a review. The
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Figure 1.10: 1.a: Thermo-remanent magnetization M , normalized by the field cooled value Mfc, versus
time (in seconds) (log scale) for the Ag:Mn2.6% sample, at T = 0.87Tg . The sample has been cooled in a
0.1Oe field from above Tg to 0.87Tg ; after waiting tw, the field has been cut at t = 0, and the decaying
magnetization recording. 1.b: Same data as 1.a presented as a function of t/tw. Extracted from [20].

distribution of couplings P [Jij ] is often considered gaussian

P [Jij ] =
∏

i<j

√

N

2πJ
exp

(

−
NJ2

ij

2J2

)

(1.9)

or bi-modal:

P [Jij ] =
1

2
δ(Jij − J) +

1

2
δ(Jij + J). (1.10)

This last model is also often called the "±J model".
Suggesting that the spin glass phase is characterized by a freezing of spins in random orien-

tations, Edwards and Anderson proposed the following order parameter, known as the Edwards-
Anderson (EA) order parameter:

qEA =
1

N

∑

α

Pα

N∑

i=1

(〈~Sα
i 〉)2, (1.11)

where 〈·〉 represents the ensemble average and N is the number of magnetic impurities. Pα is
defined by:

Pα =
e−βFα

∑

α e
−βFα

(1.12)

Fα is the free energy of the system in the energy valley α (β = 1/(kBT )). At high temperature,
when spins flip freely, this quantity is equal to zero, whereas it is non zero when is system is
trapped in one domain of phase space6 following the illustration of figure 1.14. This definition of
the EA order holds in the static limit (the system cannot escape from its energy valley), which
is the limit we will consider in all the following. For the original dynamical definition of the EA
order parameter, see below.

6called an ergodic component.
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Figure 1.11: Evolution of the relaxation time spectrum (g(τ ) vs τ) for different total time ttot = t + tw

the system is kept at fixed temperature (T = 23K) for a Cu:Mn spin glass (4 at % Mn). The relaxation
time spectrum is normalized according to

R

g(τ )d log τ = 1. Extracted from [21].

The EA order parameter and dynamics.
As we have seen in the previous section, spin glasses are slowly relaxing materials. To take
the time dependance (aging) into account, the Edwards-Anderson order parameter is defined
as:

qEA = lim
t→∞

lim
N→∞

〈~Si(t0)~Si(t0 + t)〉 (1.13)

This order parameter measures the memory of spin ~Si from time t0 to time t0 + t. In the
paramagnetic phase, it tends to 0, whereas it can take finite values in the spin glass phase
(even if the limit t→ ∞ is taken).

The SK model

A mean field version of the EA model is provided through the Sherrington-Kirkpatrick (SK)
model developed in 1975 in [29]. It is an infinite range (mean field) generalization of the EA
model in the simpler case of Ising spins (Sz

i = ±1). All spins interact with each other (not only
the nearest neighbors as in the EA model) and the Hamiltonian is given by:

HSK = −1

2

∑

i,j

JijS
z
i S

z
j + h

∑

i

Sz
i . (1.14)

The couplings Jij are taken according to the gaussian distribution of equation (1.9), and h is
a longitudinal (along the axis of the Ising spins) magnetic field. We will not describe here the
calculations within the SK model as chapter 8 is devoted to the solution of this model with an
additional transverse magnetic field term: Γ

∑

i S
x
i . The solution of this model is performed
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Figure 1.12: Left curve: out of phase susceptibility χ′′ of the CdCr1.7In0.3S4 sample (Tg = 16.7K)
during a temperature cycle. The frequency ω is equal to 0.01Hz. The inset shows that, despite the strong
relaxation at 10K, both parts at 12K are in continuation of each other. Extracted from [20]. Right curve:
same sample as the left curve, but with two stops during cooling, which allow the spin glass to 7h at 12K
and then 40h at 9K. Both aging memories are retrieved independently when heating back (solid circles).
The inset shows a similar "double memory" experiment performed on the Cu:Mn metallic spin glass [22].
Extracted from [23].

using the so called replica theory (see [30, 31] for a recent review and chapter 8). This method
is useful to calculate disorder averaged free energies in disordered systems, as the averaged free
energy is defined by:

F = −kBT logZ, (1.15)

where Z is the partition function of the system and the overline operator represents disorder
averaging. It consists in considering the following "replica trick"

logZ = lim
n→0

Zn − 1

n
. (1.16)

Assuming n is integer, the quantity Zn is interpreted as the product of the partition functions
of n replicas of the same system. When all replicas are assumed equivalent, the paramagnetic
phase can be accurately described, but it is not the case of the spin glass phase: in 1978, de
Almeida and Thouless (AT) showed [32] that the replica symmetric solution of the SK model is
unstable at low temperature: the resulting entropy is found negative.

Instability of the SK solution: the de Almeida and Thouless (AT) line

The accurate description of the spin glass phase is achieved [33] by breaking the symmetry of
permutation of replicas, as explained in [32]. From this point, it is possible to define the spin
overlap Qαγ , which accounts for the similarity between replica α and γ.

Qαγ =
1

N

N∑

i=1

Sz,α
i Sz,γ

i . (1.17)
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In the symmetric case, this overlap becomes equal to the EA order parameter. In the non
symmetric case, it defines a non trivial distance between two replicas in ultrametric trees:

dαγ =
1

2
(1 −Qαγ). (1.18)

The distribution of overlaps Qαγ for all pairs of replicas (α, γ) is defined as the order parameter
of the spin glass transition [34, 33, 35].

In this article, the influence of the magnetic field h is also studied and the following phase
diagram (figure 1.13) shows the AT line7 in the (h, T ) plane. See also [36].

H

T

Hc

Tc

SG

PM

Figure 1.13: The magnetic field-temperature phase diagram in the Parisi and replica symmetry breaking
(RSB) picture.

Interpretation in terms of a hierarchical structure of the free energy

To explain qualitatively the previous results, a hierarchical view of the free energy of the system
has been proposed, as illustrated in figure 1.14. Consider a system quenched at temperature
T . It is then trapped in valley α, β or γ (at a given level of the hierarchical tree). The system
must search for equilibrium in a new landscape, aging starts. If the temperature is decreased to
T −∆T , new free energy barriers appear and the system, again, must search for the equilibrium,
it restarts aging (as seen on figure 1.12). If the temperature is increased back to T , the new
metastable states disappear and the system is quenched in its energy valley α, β or γ, and
previous aging at temperature T − ∆T does not play any role. This hierarchical structure for
the metastable states explains both rejuvenation and memory effects. Moreover, the appearance
in the free energy landscape, of energy barriers with very different heights, is strongly in favor
of a wide distribution of relaxation times (i.e times to go from one energy valley to another at
fixed temperature).

7this line represents the frontier between a region where replica symmetry holds and a region where replica
symmetry breaking (RSB) appears.
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Figure 1.14: Schematic picture of the hierarchical structure of the metastable states as a function of
temperature. Extracted from [20].

1.4.2 Scaling theory: the droplets model

This phenomenological model, proposed by Fisher and Huse in 1986 [28] and reviewed in [8],
accounts for the short-range Ising spin glass. This is a scaling theory based on a simple ansatz,
motivated by works of Bray and Moore [37] and MacMillan [38]: at zero or very low temperature,
the spin glass phase is constituted of one unique fundamental state (up to the reversal of all spins).
Flipping all the spins in one compact region of the sample (one "droplet") of size L will cost a
free energy8 that grows with the size of the droplet with a power law: FL ∼ Lθ. θ is called the
stiffness exponent [38]. It is crucial to deduce the sign of this exponent as, if θ < 0, the energy
of the phase with droplets decreases with L and thermal fluctuations can break this phase, or
if θ > 0 the energy of droplets grows with their size and the phase is not destroyed by thermal
fluctuations.

The case of ferromagnets

Let consider first the simpler case of ferromagnets before studying the Ising spin glass. In
Ising ferromagnets, the low temperature phase sees all its spins pointing in the same direction.
Reversing a droplet will then cost an energy proportional to the size of the domain boundary:

∆E ∼ JLd−1, (1.19)

8this droplet contains Ld spins, where d is the dimension of the sample.
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where J is the coupling between spins. In that case, if d > 1 the ferromagnetic phase is stable.
dl = 1 is called the lower critical dimension.

The case of spin glasses

In the case of Ising spin glasses [39], the random coupling lowers the free energy of the domain,
and:

∆FL ∼ ΥLθ, (1.20)

with θ ≤ 1/2(d− 1) and Υ is a generalization of the interfacial tension. The distribution of the
excitation free energies FL of droplets has the scaling form:

PL(FL) ≈ 1

ΥLθ
ρ(FL/ΥL

θ) (1.21)

for large L, with ρ(0) > 0.
Spin glasses in a magnetic field: the argument of Imry-Ma [40] states that a droplet has

a magnetization of order Ld/2 so that any field aligns the large droplets since θ < d/2. As
a consequence, no spin glass phase survives in a magnetic field. Figure 1.15 shows the phase
diagram in the (h, T ) plane, where h is the magnetic field.

H

TTc

SG

PM

Figure 1.15: The magnetic field-temperature phase diagram in the droplet picture.

1.4.3 Slow dynamics and aging

Before concluding, we propose, in this section an overview of theories describing slow dynamics
in spin glasses. For a recent review of these results see [41].
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E Phase Space

0

Figure 1.16: Illustration of the trap model.

The trap model

This is a mean field model that accounts well for the description of aging phenomena, and it has
been developed by Bouchaud in the 90’s [42]. In the SK model, it is possible to show that the
free energy of states, in the limit of small energies (E → −∞) is distributed following:

ρ(E) = ρ0e
xβE, with x =

T

Tg
. (1.22)

This exponential distribution can also be found when we consider the Random Energy Model
of Derrida [43], not described here. The trap model links this distribution with the statistics of
energy barriers between states. As illustrated in figure 1.16, the energy needed to go from one
state to another is constant and taken to zero. States are distributed as equation (1.22). If the
system evolves by thermal activation, the characteristic time of stay in a well of depth E is given
by an Arrhenius law: τ(E) ∝ exp (βE).

As soon as the system has left a well, all the other wells in the phase space are accessible
with the same probability. In this approach, the dynamics inside a well is neglected since it is
assumed to be faster than the dynamics to exit a well. The crucial tool is the exit time τ(E).
We can calculate the average time of presence in a well, and we find it diverging in the spin glass
phase. Consequently, the system is incapable to sample correctly the whole phase space. It is
called a weak ergodicity breaking. This ergodicity breaking is only statistical, it does not
correspond to a reduction of the phase space of the static states. This model allows to study the
consequences of this weak ergodicity breaking on the aging properties of the system.

We also mention the existence of an extended version of the trap model developed by
Bouchaud and Dean [44]: the ultrametric trap model.
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Brief introduction to the mean field approach to glassy dynamics

The Langevin dynamics of the SK and other mean field disordered models have been studied [41]
in the thermodynamic limit (N → ∞), where exact integro-differntial equations on the correlation
and linear response are derived, and have been solved both numerically and analytically in the
asymptotic limit. Below the critical temperature, the dynamics is studied by considering the
autocorrelation function C(t+ tw, tw) defined as:

C(t+ tw, tw) =
1

N

∑

i

〈Si(tw + t)Si(tw)〉. (1.23)

We write C as the sum of a stationary and an aging contribution [45]: C(t+ tw, tw) = Cst(t) +
Cag(t+ tw, tw). Similarly, we decompose the response function to a variation of magnetic field h
as R(t+ tw, tw) = Rst(t) +Rag(t+ tw, tw)). R is defined by:

R(t+ tw, tw) =
1

N

∑

i

∂〈Si(t+ tw)〉
∂hi(tw)

∣
∣
∣
h=0

. (1.24)

It is possible to prove formally that the Fluctuation Dissipation Theorem (FDT) holds for short
time differences [46]:

Rst(t) =
1

T

∂Cst(t)

∂t
. (1.25)

From this FDT, it is possible to define the Fluctuation Dissipation Ratio (FDR) as the ratio of
the autocorrelation and response [47]. When the FDT holds (1.25), the FDR is proportional to
the temperature of the system.

The aging components of R and C do not verify FDT. It has been proposed a generalization
which states that the FDR is proportional to an effective temperature Teff , different from
the temperature measured by a thermometer [48]. Hérisson and Ocio have tried to measure
this effective temperature experimentally in [49], whose results are shown in figure 1.17. The
experimental occurrence of several effective temperatures each of which related to one of the
numerous time scales seems to work here.

1.4.4 Conclusion

It is important to study spin glasses as they are model systems to study disordered phases in
general (structural glasses, for instance [50, 51]) as their source of disorder is very well con-
trolled experimentally (doping with magnetic impurities) and is well-known. The complexity of
these materials originates from frustration. It leads to exotic behavior as aging or rejuvenation
phenomena, as we have shown in this chapter.

These compounds have been well studied during the last 30 years but the spin glass phase
is still a very poorly understood state of matter: the validity of both competing theories for the
description of Ising spin glasses as shown above is discussed in [52], and the conclusions of these
proposals are contradictory, as concerns first the nature of the low temperature phase and second
the effect of a magnetic field on a spin glass.

(i) The mean field approach predicts that the phase space has a huge number of energy valleys
with diverging barriers between them. This phase space has an ultrametric structure as
shown in figure 1.14, with hierarchy, which is consistent with the replica approach as we
will see in chapter 8. The consequence of this complexity is that the distribution of overlaps
P (Q) (equation (1.17)) has a non trivial structure.
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Figure 1.17: Experimental Fluctuation Dissipation diagram in a spin glass, for different temperatures.
Violation of FDT is clear, as well as the apparent disagreement with one effective temperature scenarii.
Extracted from [49].

On the contrary, in the droplet picture the ground state of a short range Ising spin glass is
trivially degenerate (Z2 symmetry of the ground state), which leads to a trivial distribution
of overlaps P (Q). The low-lying excitations of the spin glass are droplets (clusters of
connected spins with similar orientations) and are responsible for the slow dynamics of spin
glasses.

(ii) As shown on figure 1.13, at the mean field level spin glasses exist in a longitudinal magnetic
field. The spin glass phase is separated from the paramagnetic phase with the AT line. On
the contrary, no spin glass phase survives the application of a magnetic field in the droplet
theory as shown on figure 1.15.

Moreover, the spin overlap, which is known to be the order parameter of the transition has still
not been measured experimentally and should be of great interest to discriminate between both
theories.

The main part (part II) of this manuscript deals with an original theoretical proposal to
deduce experimentally the order parameter from electronic transport measurements. Part III
deals with the more fundamental issue of the ground state of the infinite range Ising spin glass
in a transverse magnetic field. The next two chapters present electronic transport in metals and
in spin glasses.
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2.1 What is coherent transport?

2.1.1 Introduction

Classical transport and Ohm’s lawElectronic transport deals with the issue of how electrons move in a conductor. In a
classical point of view, it has well been studied and, in particular, Ohm found a linear
law that links the current I of electrons to the potential difference U applied to the

conductor. The coefficient of proportionality is called the resistance R if we note U = RI. The
greater the resistance, the harder for an electron to travel across the conductor. We furthermore
define the conductance G of that device as the inverse of the resistance: G = 1/R.

R1 R2 R3 R4

Req

Figure 2.1: Schematic representation of the series association of M conductors pictured as rectangular
boxes. Each conductor is defined by its resistance Ri. The equivalent conductor (dashed lines) has a
resistance given by equation (2.1).

Moreover the resulting resistance Req of the association in series of M conductors of respective
resistance Ri as shown in figure 2.1 is given by the formula:

Req =

M∑

i=1

Ri, (2.1)

deduced from Kirchhoff’s circuit laws [53]. In 1900, Drude proposed an explanation for the
appearance of a resistance in metals [54, 55], which is based on the presence of impurities. In
Appendix A (section A.1) the Drude model is briefly described. For that purpose, we define the
electronic elastic mean free path le, which represents the average distance between two scattering
events. It is related to the time of flight τe of an electron between two scattering events by the
relation1: le = vτe, where v is the velocity of the electron. le is characteristic of the disorder
inside the conductor. The Drude model relates this time τe to the conductivity2 of the conductor.
The conductivity of a material is defined as the conductance per meter of this material. Electrons
are assumed classical and their behavior in the conductor is very much similar to the behavior
of a ball in a pinball machine.

But we know that electrons are quantum particles and not classical. The purpose of this
chapter and the next one is to study both qualitatively and quantitatively this supplementary
contribution, which is called the coherent electronic transport.

Coherent electronic transport

The supplementary contribution to electronic transport has a quantum origin, as it is now well-
known that electron’s behavior is described by quantum mechanics. For that purpose, we take

1the electron has a ballistic behavior between two successive collisions.
2we use the conductivity more than the conductance here because the conductivity is geometry independent.
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the wave nature of electrons into account, and we show that it will lead to a breakdown of
classical Kirchhoff’s law (2.1) at least at very short length scales. The combination of multiple
scattering on impurities and on the wave nature of electrons will lead to the appearance of the
phenomenon of interference. In this chapter, we will try to answer the following question:

Given a conductor, when shall we take the quantum nature of electrons into account?. Or,
equivalently: When is it sufficient to describe the conductor with purely classical electrons? and
therefore When is it sufficient to use the Drude model for electronic transport?

2.1.2 The speckle in optics

Caution: This section presents an analogy to coherent transport in optics, in a very qualitative
way: the physical origin of the phenomenon described below is completely different in optics and
in electronics.

Before trying to answer the previous question in details, we will, in this section present a
useful analogy to coherent transport to make things clearer. Consider the following experiment
in optics: enlighten a sample containing random scatterers with a Helium-Neon laser whose
beam was previously spread. The resulting intensity pattern looks as shown in figure 2.2. To

Figure 2.2: Representation of a speckle pattern in optics. The experimental setup is explained. Credits:
Institut Fresnel, UMR 6133, Marseille, FRANCE.

understand such a pattern, one has to consider interferences between the incoming photons [56],
as diffraction of photons on impurities is responsible for that pattern. Its main property is ob-
viously randomness, but it is characteristic of the disorder inside the sample. The speckle figure
is denominated as a "fingerprint" of the disorder configuration. It is a quantum phenomenon as
it deals with interferences of photons. The interference pattern is governed by the dephasing of
photons the ones with the others, which is proportional to the so called optical path difference.
If the thickness of the disordered sample grows, all optical path differences grow, and the inter-
ference pattern disappears. In the same way, in this manuscript, we consider the injection of
electrons in a random medium. The optical intensity is, in that case replaced by the conductance
G, which is then a fingerprint of the disorder in the sample (see chapter 3 for more details). If
the size of the sample increases, interferences are lost. It is then possible to define a length be-
yond which all quantum phenomena disappear. This length is called the coherence length Lφ,
and discriminates between phase coherent and phase incoherent phenomena. In electronics, the
phenomena at the origin of loss of coherence is inelastic scattering, which leads to an irreversible
phase change. In optics the phase change is reversible, as only elastic scattering on photons
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occur; the increasing width of the sample leads to an increasing of optical path difference and
interferences are lost.

2.2 The coherence length

2.2.1 The significance of the coherence length

Coherent vs incoherent wires

Consider a metallic wire of length L. If it is longer than the coherence length Lφ, the phases of
the different electrons are random with respect to each others and are time varying, therefore
no interference phenomenon takes place. Electrons are not coherent the ones with the others.
On the contrary, for wires of length smaller than Lφ, despite their randomness, the phases of
electrons are precisely determined (no time variation). Then the electrons interfere: this is the
regime of coherent transport. We recover the classical structure of the previous section for large
samples by assuming that the conductance of a conductor of length L ≫ Lφ is given by the
formula (2.1), if we divide the sample into a set of smaller samples (i.e of respective size Lφ)
in series. The conductance of the smaller samples is determined using the quantum nature of
electrons. The regime for which L < Lφ is called a mesoscopic regime, by opposition to the
macroscopic regime for which no coherent behavior has to be taken into account. It is not a
"microscopic" regime either as we consider a great number of electrons.

By now, we have a clear definition of the domain of application of the Drude model, we have
clearly extracted the coherent regime, with the help of a length, the coherence length Lφ. The
question that arises now is: What are the mechanisms responsible for a non-vanishing coherence
length?, and in relation to this: What is the order of magnitude of this length? We try to answer
these questions in the next section.

The sources of decoherence

Generally speaking, the mechanisms that limit the coherence length are all the inelastic processes
that occur in a diffusive conductor, as the phase is not conserved in such processes. Following
[57], the effect of the environment on the interference is to multiply the interference term by
the average value of eıφ, where φ is the accumulated phase. An optical analogy of this is the
experiment due to Aharonov and Bohm, who introduced a supplementary uniform magnetic field
in a Young’s holes experimental setup. The influence of the magnetic field is felt by the system
as a supplementary phase in the interference term (which is a function of the vector potential).
We define

〈eıφ〉 =

∫

P (φ)eıφdφ, (2.2)

where P is the statistical distribution of the phase. For a normal distribution, we get:

〈eıφ〉 = eı〈φ〉−〈δφ2〉/2, (2.3)

where 〈δφ2〉 is the phase uncertainty due to the coupling with the environment. (This expression
is exact if the environment is composed of harmonic oscillators, with a linear coupling to the
interfering waves). The loss of interferences is due to the random nature of that supplementary
term.

In metals, the main inelastic processes are:

(i) Electron-phonon interaction:
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~k ~k′

~q

Figure 2.3: Diagrammatic representation of the electron-phonon interaction. The straight line repre-
sents the electron and the curly line represents the phonon. A momentum q is transfered in this process.

it gives, via the Debye model [58] to a temperature dependence for the corresponding
inelastic scattering time τe−ph in a clean bulk material. It is proportional to T−3 [59, 60, 61]
if kBT ≪ ~ωD, where ωD is the Debye frequency and represents the theoretical maximum
frequency of vibration for the oscillating atoms of the crystal. At high temperature, τe−ph ∝
T−4 (kBT ≫ ~ωD) [59].

(ii) Electron-electron interaction:

Following [62, 63, 64], it is possible to find a temperature dependence for the inelastic
scattering time of electron-electron interaction (known as the AAK theory). In metals
electrons interact via the Coulombic interaction. Every electron, "dressed" by the cloud
formed by all the others, is called a quasi-particle. The Landau theory of fermi liquids [65]
states that these quasi-particles are essentially non interacting electrons with a modified
mass. The inelastic scattering time is given exactly by the lifetime of these quasi particles,
and the temperature dependence is given by: τe−e ∝ T−2/3 [66, 67, 63] for quasi-one
dimensional systems3. On figure 2.4 is represented diagrammatically the electron-electron
interaction. Straight lines represent electronic paths, and the curved line represent the
interaction between them.

~k1

~k′1
~q

~k2

~k′2

Figure 2.4: Diagrammatic representation of the electron-phonon interaction. The straight lines repre-
sent the electrons and the curly line represents the interaction between them. A momentum q is transfered
in this process.

(iii) Free magnetic impurities: Scattering on magnetic impurities leads to a saturation of the
phase coherence length at low temperatures. At lower temperatures, the Kondo effect is
responsible for the increase of Lφ, as impurities are screened by conduction electrons.

3for two dimensional systems, τe−e ∝ T−1 and for three dimensional systems, τe−e ∝ T−3/2.
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Figure 2.5: Evolution of the resistance of a Au sample with temperature, showing an increase of the
resistance at very low temperature: this is the Kondo effect. Extracted from [68].

The Kondo effect.
The Kondo effect [68, 69, 70] is the increase of the resistivity when the temperature decreases
in metals doped by magnetic impurities at low concentration (see figure 2.5): the RKKY
interaction between the spins can be neglected, as they are far away from each other. At
very low temperatures, the conduction electrons screen the spin of the impurity by creating a
singlet state, which causes an increase of the resistivity (the conduction electrons are localized
near the impurity).
At higher temperatures, thermal fluctuations break this singlet state, and it is possible to
define a temperature, called the Kondo temperature TK which is given by:

TK = εF e
−1/2|J|ρ0 , (2.4)

where εF is the Fermi energy, J is the coupling between the impurity and the electrons and
ρ0 is the density of states at the Fermi level. This temperature represents the temperature of
the minimum of resistivity with temperature, if the Kondo effect dominates: one defines the
Kondo temperature as the energy scale limiting the validity of the perturbative calculations.
See [71] for a review.

Conclusion

As expected, all these inelastic processes tend to vanish at low temperature and the coherence
length increases. At low temperatures, it is then possible to obtain experimentally coherence
lengths of order 1µm, which allows to have samples of comparable size. In the next chapters,
we will theoretically only consider the experimental relevant case of perfectly coherent wires (i.e
the regime of small length L < Lφ and low temperature, to increase the coherence length). The
electron-electron interaction dominates the electron-phonon interaction at low temperature: the
cross-over occurs typically at 1K.

The transport for wires larger than the coherence length is classical. As said before, we sum
incoherently the quantum conductances of portions of wires of length Lφ. The resistance of such
a wire is the sum of the resistances (following equation (2.1) and Kirchhoff’s circuit laws) of
portions of length Lφ.
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2.2.2 Experimental study of the coherence length

How is τφ or Lφ measured experimentally?

As we will see in details in the next chapter, the quantum corrections to conductivity are those
arising from the interference between the diffusing electrons wave packets. These corrections for
a quasi 1D wire can be written in the form [72, 73]:

∆R(T,H)

R0
∝ L̃(T,H), (2.5)

where T is the temperature, H the magnetic field applied and

L̃(T,H) =
1

√

Lφ(T )−2 + L−2
H

, (2.6)

with LH = (
√

3/π)φ0/HW . φ0 = h/e is the magnetic flux quantum, W is the width of the two-
dimensional sample. Recording the resistance (or the conductance) with increasing magnetic
field of the sample for a given temperature and fitting it with the previous formula gives access
to Lφ(T ). The phase coherence time τφ is related to Lφ via the relation: Lφ =

√
Dτφ, where D

is the diffusion coefficient.
In the following we call this measure a magnetoresistance measurement, and the resulting

trace of resistance is called a magnetofingerprint.

Low temperature behavior

In [74] Echternach et al study the magnetoresistance of Au wires. From these measurements, the
authors are able to compute the inelastic time τφ as a function of temperature. The power law
behavior (T−2/3) agrees with the theory AAK [63, 64]: figure 2.6.

In [75], it is also possible to study the cross-over from electron-electron scattering to electron-
phonon scattering, at higher temperature. The results are presented in figure 2.7. Good agree-
ment with a power law of the type:

τ−1
φ (T ) = AT 2/3 +BT 3 (2.7)

is found for pure samples, which implies that down to 1K, the electron-phonon interaction is
the major inelastic scattering mechanism. At lower temperatures, the electron-electron mech-
anism dominates. The saturation at very low temperature (T < 0.1K) is attributed to other
mechanisms, as we will see in the next section.

Very low temperature behavior

As seen above, the discrepancy between theory and experiments at very low temperatures is
due to a supplementary source of decoherence that leads to a saturation of τφ(T ) at very low
temperature. One candidate is the presence of a small amount of magnetic impurities inside the
sample giving rise to the so-called Kondo effect (see above). In [76], the authors show very good
agreement between theory and experiments if it is assumed that the samples possess impurities
with a Kondo temperature smaller than 1mK and concentration smaller than 0.08 ppm (parts
per million).

Mohanty and Webb [77, 78] in the experimental side and Golubev and Zaikin [79] on the
theoretical side proposed another explanation for the very low temperature behavior of the
phase coherence time τφ. They suggest that the zero point fluctuations of the electromagnetic
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Figure 2.6: Phase coherence time τφ as a function of temperature in a Au wire. Straight line corresponds
to τφ ∝ T−0.64 (fit of experimental data). Extracted from [74].

field are responsible for the observed saturation of τφ. In figure 3 and 4 of [78] the authors present
results from a series of pure gold wires 18nm thick and 30nm wide, under high magnetic fields
(up to 15T ) to polarize all magnetic impurities. The saturation of the phase coherence time is
nevertheless present, which is explained in terms of zero point fluctuations [79]. For a review on
this still debating issue, see [80].

Very recently, new results [81] seem to show that this is the Kondo effect that is responsible
for the increase of the phase coherence time at very low temperatures.

2.2.3 Coherence length and spin glasses

In [82], an anomaly at low temperature in the phase coherence time τφ is attributed to the
appearance of a spin glass phase. This anomaly is a saturation of the phase coherence rate, as
shown in figure 2.9. The phase coherence rate is defined as: γφ = ~/(2τφ). This result suggest
that a constant spin scattering rate, associated with the appearance of a spin glass, is the cause
of the observed saturation in the total scattering rate. Moreover, in [83], magnetoresistance
measurements in a spin glass allowed the authors to deduce the phase coherence length of a
0.35µm segment at 22mK. They found Lφ = 0.3µm to 1µm, for magnetic fields applied from 10
kG to 60kG, by two different methods.

2.2.4 Conclusion

To answer the question raised in section 2.1, the experimental coherent regime is found at low
temperature, where the influence on electrons of all inelastic processes is reduced. it is also the
regime of short wires, in the sense that the length of coherent wires must be smaller than the
coherence length Lφ. If the length of the wire is larger than Lφ, the coherent phenomena that
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Figure 2.7: Behavior of the phase coherence time τφ for different metallic wires (silver for dots, gold for
stars and copper for squares)via magnetoresistance measurements. In the purest samples (solid circles
and stars) we observe a dependence τ−1

φ (T ) = AT 2/3 + BT 3 (plain lines). Dashed line represents the
contribution with power 2/3 for silver. We attribute down to 0.1K the decoherence to electron-phonon
and electron-electron interactions. For samples with more impurities deviations with the power law
is observed. Saturation at very low temperature has been attributed to other dephasing mechanisms.
Extracted from [75].

occur are averaged over the coherence length as shown on the illustration of figure 2.10. The
resulting resistance of the wire is: Rwire = R1

q +R2
q + . . . .

We have seen in this chapter that inelastic processes are of high importance when dealing
with coherent transport. The evolution of the phase coherence time or length is well described
at low and very low temperatures by usual theories (AAK, ...): the appearance of decoherence is
mainly due to interactions (with phonons or the other electrons). In the next chapters, we assume
that the experimental conditions are set in order that the phase coherence length is greater than
the dimensions of the sample under consideration, so that we mimic the experimental relevant
case of perfectly coherent wires. In this chapter, we have also shown that the presence of free
magnetic impurities modifies the coherence length [82] through the Kondo effect. On the other
hand, the presence of frozen magnetic impurities also contributes to the elastic diffusion: this
has clear signatures on transport properties at low temperatures (T ≪ Tg), as we will see in the
next chapters.
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Figure 2.8: Phase coherence time as a function of temperature for a sample of a 120 nm width, 50 nm
thick and 450 nm long Au wire doped with magnetic impurities at various concentration (open circles).
Extracted from [76].

Figure 2.9: Magnetic scattering rate for different samples obtained by subtraction of the standard
dephasing rate (term proportional to T 2/3 + aT 3). Extracted from [82].
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Lx ≫ Lφ

Lφ Lφ Lφ Lφ Lφ Lφ

Rwire

R1
q R2

q R3
q R4

q R5
q R6

q

Figure 2.10: Resistance of a wire of length Lx larger than the coherence length Lφ. Each resistance Ri
q

is calculated in the coherent regime. The total resistance is calculated using equation (2.1).
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3.1 Diffusion on scalar impurities

3.1.1 Disorder and coherent transport

The importance of disorderStatic impurities present in a metal are of high importance to explain classical or quan-
tum conduction of electrons phenomena: electrons must pave their way inside the
metal, with diffusions on impurities. This leads to the appearance of a resistance in

the material, which would not be the case if the conductor was perfect. The goal of this section is
to get an analytical expression for the averaged conductance over the scalar disorder by consider-
ing only scalar impurities, that is to say on impurities without any spin. Different contributions
from the more obvious to the more complicated one will be described. The formalism used to
study phase coherence in metals is semi-classical in the sense that electrons are considered as
localized wave packets and they diffuse elastically, recalling that all inelastic collisions are taken
into account in the phase coherence length Lφ described in section 2.2. Applying this formalism
is valid provided that the disorder is "weak": the Fermi wavelength λF of the electron must be
much smaller than the mean free path le to consider the electron as a localized particle. More-
over interactions between electrons will be considered as weak, i.e much weaker than the kinetic
energy of electrons, which is true in "good" conductors. Using this formalism, we are able to
determine with high accuracy the behavior of an electron in a disordered conductor.

The models of disorder

An electron in a given crystalline structure, which is modeled by a perfect periodic potential,
with disorder is described by the following Hamiltonian:

H =
~p2

2m∗
+ Vscal(~r). (3.1)

m∗ is the effective mass of the electron in the periodic potential [84] and Vscal represents the
scalar disorder potential. It is random and encodes the position of the scalar impurities. Static
disorder corresponds to a situation where electrons diffuse elastically. There are different models
to describe the random positions of impurities:

• A first model of interest is the gaussian model. In this model of disorder, the potential Vscal

is supposed to be a continuous function of space. The probability for the potential to have
a value V (~r) at position ~r is given by:

P [V (~r)]DV (~r) =
1

Z exp

[

−1

2

∫

d~rd~r1V (~r)∆(~r − ~r1)V (~r1)

]

DV (~r) (3.2)

This general model is used in analytical studies as we will see in part III.

• Another model for the scalar disorder is the Anderson model, which is particularly useful
and efficient for numerical studies. It is a tight binding lattice model, so the precedent
Hamiltonian (3.1) is replaced by:

Ht.b. =
∑

i,j

tijc
†
icj +

∑

i

vic
†
i ci, (3.3)

where the first term represents the hopping from site j to i and the second term is an on-
site random potential, vi. It has a flat distribution in the interval [−W/2;W/2], where W
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measures the strength of the disorder potential. These random energies are supposed to be
decorrelated from one site to the other.

In our numerical study of transport in a mesoscopic spin glass wire, we will consider the latter
Anderson model. In the following one given set of of these random energies for each site i will be
called a realization of disorder and denoted by V = {vi}i: one sample corresponds to one given
position of all impurities, this is a realization of disorder. In practice, to modify this potential,
one has to change the sample, with a fixed density of impurities: same number of impurities but
at a different position, by e.g annealing it.

Probability of diffusion

In the following, we will neglect the influence of spin-orbit coupling on the electrons. It is described
in [85] and see [86] for a review.

Let us start by considering the probability for an electron to evolve from a position ~r1 to a
position ~r2 during a time t: P (~r1, ~r2, t) or its temporal Fourier transform P̃ (~r1, ~r2, ω). The larger
this probability, the easier the electron moves inside the sample, the greater the conductance1. We
will first describe incoherent transport (or classical transport), for which electrons are considered
classical (without a phase). To go beyond this hypothesis we will take the phase of electrons
into account and describe the effect of interferences between electrons, in the coherent regime (to
mimic the experimental relevant case of coherent wires) studied in the previous chapter. In the
following, we will focus on the weak disorder limit: kF le ≫ 1, which is the relevant experimental
limit for good metals as Cu or Ag2. This limit corresponds to a semi-classical theory for electrons:
the trajectory of the center of mass of the wave packet of each electron is restrained inside a
"tube" of diameter λd−1

F , where d is the dimension, and of length the length of the electronic
diffusion path L.

It is highly important to notice that the probabilities of diffusion P (~r1, ~r2, t) and P̃ (~r1, ~r2, ω)
are quantities that are averaged over disorder3.

3.1.2 Incoherent transport: Drude-Boltzmann approximation

In the classical case, the use of the Drude model allows one to compute the classical part of the
conductivity (see Appendix A (section A.1) for the details):

σ0 =
ne2τe
me

, (3.4)

where me is the mass of the electron, and τe is the elastic time of flight4. The corresponding
probability is:

P0(~r1, ~r2, t) =
δ(R− vt)e−t/τe

4πR2
, (3.5)

where R = |~r1 − ~r2|. In that case, P0 represents the probability to evolve from ~r1 to ~r2 without
having encountered an impurity.

Other mechanisms are to be taken into account to describe properly the scattering of electrons
on impurities in a metal. The simplest assumption to make concerning these mechanisms is that
multiple diffusion happens as the electron goes from ~r1 to ~r2, as shown on figure 3.1.

1the conductance transports momentum that is orthogonal to the entrance and exit interfaces of the sample.
2In these metals, kF le ≈ 1000 ≫ 1.
3
i.e over different configurations of the positions of impuritites

4we recall here that le = vF τe, where le is the elastic mean free path and vF the Fermi velocity.
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~r1
~r2

C

C′

Figure 3.1: Possible routes taken by an electron to diffuse from ~r1 to ~r2, with different collision sequences
C and C′.

3.1.3 Mutliple diffusion: the Diffuson and the Cooperon

Introduction

The probability for an electron to go from ~r1 to ~r2 during time t can be expressed under the
following form using Green’s functions (see [87] and Appendix A.). For a complete review of
quantum transport see [86]. One shows that the probability takes the following form:

P (~r1, ~r2, t) =
∑

C,C′

ACA∗C′ . (3.6)

In this equation, C and C′ are two different diffusive paths (i.e scattering sequences), and AC
and AC′ are diffusion electronic amplitudes5 along the respective paths. The star symbol in this
equation is the complex conjugation operation. This equality can be understood in the following
way: it is the product of two electronic propagator amplitudes, one for the particle and the
second one (the conjugate amplitude) for the hole as electronic transport carries in reality a
particle-hole pair excitation, as schematically shown in figure 3.2.

Which type of paths for C and C′?
The constraint on these paths is that they must start at ~r1 and end at ~r2. ~r1 and ~r2 are
not necessarily the coordinates of an impurity. CN is a path of N impurities in the sequence
(~r1, ~ra, ~rb, ..., ~rN , ~r2) and C′ is a path of N ′ impurities in the sequence (~r1, ~rα, ~rβ , ..., ~rN ′ , ~r2). For
each path, the accumulated phase is proportional to its own algebraic length LN or LN ′ . The
phase δφC,C′ of the product in the sum of equation (3.6) is given by:

δφC,C′ ≈ kF (LN − LN ′). (3.7)

5more precisely the Green’s functions are written in terms of Aeıφ.
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EF

t

Figure 3.2: Schematic view of the creation and propagation of a particle-hole excitation of the Fermi
sea. On the left, the pair particle-hole is created and then the occupied state (particle) and the unoccupied
state (hole) propagate independently. The propagation of a hole is similar to the propagation of a particle
with reversed time evolution. Electrons are represented by black circles and holes by white circles.

If paths are different6 as shown in figure 3.1, the difference LN − LN ′ will be at least of order
le. Due to disorder averaging or sum over the different paths (as it is the case in optics), the
corresponding term will vanish, as kF le ≫ 1 (weak disorder limit). Therefore, the only terms
that remain in equation (3.6) are the terms for which both paths C and C′ have the same
number of diffusors and the same sequence, which means that scatterers are encountered in the
same order. The remaining degree of freedom is the direction of propagation of these paths:
(~r1, ~ra, ~rb, ..., ~rN , ~r2) or (~r1, ~rN , ..., ~rb, ~ra, ~r2). In that case, LN = LN ′ or LN = −LN ′ . The
equation for the probability (3.6) can then be separated into two parts:

P (~r1, ~r2, t) = Pd + Pc, (3.8)

where

Pd =
∑

CN

|AN |2, (3.9)

Pc =
∑

CN ,C′N

AN × (A′N )∗. (3.10)

In this equation CN is a path with N diffusion centers (~r1, ~ra, ~rb, ..., ~rN , ~r2) and C′N the reversed
(~r2, ~rN , ..., ~rb, ~ra, ~r1).

For a quantitative analysis of this probability in terms of Green’s functions, as well as the
link between this probability P and the conductivity of the metal, refer to Appendix A. the goal
of this section is to introduce two useful tools concerning electronic transport: the Diffuson and
the Cooperon.

The Diffuson

The term of equation (3.9) is called a Diffuson. This term is characterized by identical paths
C and C′, the phase of the product ACA∗C′ vanishes: the Diffuson is an incoherent contribution
to transport. Using this term and the Drude-Boltzmann one for the probability for electron to
go from ~r1 to ~r2 in time t gives a well normalized probability (see [86] for the details of the
calculation of this probability and its normalization). A schematic view of the Diffuson is given
in figure 3.3; the Diffuson term is interpreted as the combination of an electron propagating in
one direction (plain line) and of a hole propagating in the same direction (dashed line). It is the
usual particle-hole propagation in a solid as seen in figures 3.3 and 3.2. This term has a non
vanishing contribution to the probability for all ~r1 and ~r2.

In Appendix A, section A.2.3, we show quantitatively that the Diffuson term, in the isotropic
case, gives no contribution to the conductivity. It is nonetheless of high importance as it has
a non vanishing contribution to the probability P defined above. This term, in addition to the

6N 6= N ′ or a different sequence
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~r1
~r2

Figure 3.3: The Diffuson. Loops are similar. Its phase vanishes for all values of ~r1 and ~r2. There is a
direct correspondence between this curve and the diagram of figure A.1.

classical one (i.e P0 of equation (3.5)), must be taken into account to have a normalized total
probability.

The Cooperon

Consider now that the electronic diffusion path makes a loop as shown in figure 3.4. In the
parts outside the loop, the only term that contributes to the probability P is the Diffuson as
schematically drawn in figure 3.1. We now focus on the loop of the electronic path. As a
particular case of multiple scattering, a Diffuson term is associated with any loop. But an other
term appears: the Cooperon, which is schematically drawn in figure 3.5. The fact that the path
is closed allows to reverse one diffusion path with respect to the other: the reversal does not

Figure 3.4: Schematic plot of multiple scattering of an electron on impurities. Along the path, a loop
occurs.
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introduce any further dephasing, which is the case if one reverse for instance the dashed curve
between ~r1 and ~r2 in figure 3.3. This supplementary term gives exactly the same contribution as
the Diffuson, the probability to go from ~r0 to ~r0 is doubled (a Diffuson plus a Cooperon term)
by comparison to the case with no loop. Under these conditions, the probability reads:

Pc =
∑

CN

|AN |2, (3.11)

which is exactly identical to the Diffuson term (see equation (3.9)). The probability is then
doubled compared to the case without quantum corrections. This is the so-called coherent
backscattering, which leads to the weak localization phenomena that will be described in the
next section.

~r0

b

a

c

d

Figure 3.5: The Cooperon: a quantum crossing between paths occurs at point ~r0. Contribution to the
quantum correction to the probability of return to ~r0. There is a direct correspondence between this curve
and the diagram of figure A.3. To produce a loop with no supplementary phase, 4 impurities (a, b, c and
d) are needed.

We stress that every external parameter (see section A.3) like a magnetic field, that breaks
time reversal symmetry will kill the Cooperon term [88, 89] and the associated quantum correc-
tions to the conductance vanish.

The resulting probability of diffusion is qualitatively drawn in figure 3.6. On this plot the sum
of the Diffuson and the Cooperon terms are represented schematically to show the enhancement
of the probability of return to the origin (in r = 0).

The Cooperon term can be described as an electron propagating in one direction (plain line
of figure 3.5) and a hole propagating in the opposite direction or equivalently another electron
propagating in the same direction (dashed line). The name "Cooperon" has been given in
reference to the so-called Cooper pairs appearing in the Bardeen-Cooper-Shrieffer (BCS) theory
of superconductivity.

Contrary to what happens for the Diffuson term, the Cooperon gives a non vanishing con-
tribution to the conductivity and hence to the conductance (section A.4). In the following, we
study the influence of this term on transport properties.

The conductance

The resulting conductance G for one given realization of disorder is unique. The conductance
is a fingerprint of the disorder configuration as the phase in the Cooperon encodes loops that
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Figure 3.6: Schematic plot of the full probability of diffusion P (0, ~r, t) of an electron as a function of
the distance ~r from the origin during time t. Doubling of the probability of due to the quantum corrections
(the Cooperon).

are created by the position of each impurity the electron encounters. Changing the scalar con-
figuration of disorder will cause the conductance to fluctuate. In other words, the conductance
is not a self-averaging quantity, with respect to scalar disorder7. Therefore the conductance for
one particular realization of the scalar disorder potential is not a physical quantity: it is not re-
producible from one sample to another. The statistical distribution of conductance is of greater
interest. All the theoretical and experimental efforts on coherent transport consist in sampling
correctly this statistical distribution.

3.2 Weak localization and conductance fluctuations

Weak localization has two main signatures on mesoscopic transport: conductance magneto-
fingerprints and Universal Conductance Fluctuations (UCF). In the following, we will consider
for the theoretical parts a quasi one dimensional system, i.e a thick wire of length Lx, width Ly

and thickness Lz connected electrically with two metallic leads. The transverse dimensions Ly

and Lz are smaller than the elastic mean free path so that diffusion occurs dominantly in the
longitudinal direction (the x-direction).

3.2.1 Conductance magneto-fingerprints

See Appendix A (section A.3) for the calculations of weak localization corrections under an
external parameter as the magnetic field [72]. The effect of the magnetic field is to dephase the
electronic paths. The Diffuson term, as a classical contribution, is not affected by a magnetic
field. On the contrary, the Cooperon term is affected by a magnetic field: the phase of this
contribution is modified by the magnetic field, so is the interference pattern and then the resulting
conductance.

7Define ON a statistical observable. N is the number of degrees of freedom of the corresponding system. ON

is self averaging if and only if it takes the value O∞ at the thermodynamic limit (N → ∞) with probability 1 (it
does not fluctuate any more).



3.2. WEAK LOCALIZATION AND CONDUCTANCE FLUCTUATIONS 43

The ergodic hypothesis

In the previous theoretical analysis of coherent transport, all quantities of interest such as the
conductance or the probability of return of an electron to point ~r in time t are averaged over the
scalar disorder. In practice, one given sample represents one realization of the position of impu-
rities. Therefore to modify the scalar disorder configuration experimentally, one has to change
the sample or anneal it, to get a new positions of impurities with the same concentration. For
instance, in [90], the authors used a GaAs sample doped by Si and measured the magneto conduc-
tance after 46 annealing processes. In figure 3.7 are presented all these 46 random fingerprints.
We see clearly that, for magnetic fields greater than 4.10−2T, all these curves fluctuate around

Figure 3.7: 46 reproducible magneto conductance curves at T = 45mK in the same GaAs wire doped
with Si. Extracted from [90].

an horizontal line and the averaged value over disorder (also shown in figure 3.8) is the same as
the average over the magnetic field applied (for fields greater than 4.10−2T). These results show
that the conductance is a fluctuating quantity with respect to the magnetic field or the scalar
disorder. From these results, we present the ergodic hypothesis, which states that the statistical
ensemble of the conductance is similar if one changes the sample or the magnetic field8 [91], see
figure 3.9. Changing the magnetic field causes indeed a modification of phases of the amplitudes
(3.6) AC along the paths. This is similar to changing directly the length of the paths (i.e the
realization of disorder). This hypothesis gives a correspondence between theoretical works that
calculate averages over scalar disorder and experiments that perform averages over the magnetic
field: it is experimentally much easier to measure the conductance for several values of magnetic
field than for several samples. In the next chapters, we will present original results on transport
with averages performed over scalar disorder. We use this hypothesis to link our theoretical
results to experiments.

8This is true provided that the modification of the magnetic field is greater than the decorrelation field Bc

defined as Bc = φ0/Σ, where φ0 = h/e is the flux quantum and Σ = Lx × Ly is the surface of the sample.
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Figure 3.8: A: mean conductance obtained from figure 3.7 and the weak localization fit [72]. B: the
variance over the 46 disorder configurations (at fixed magnetic field) as a function of the magnetic field.
Extracted from [90].

Figure 3.9: Illustration of the ergodic hypothesis that states that the statistical ensembles of the con-
ductance with respect to disorder or magnetic field (or the Fermi energy) are similar. Numerical data
extracted from [89].

The negative magnetoresistance

A first result is given in figure 3.8A, where averages are directly performed over disorder. It
shows clearly that the magnetoconductance increases with the magnetic field, for small magnetic
fields. The plain line represents the theory [72], and see also Appendix A, section A.3 for the
details. Another example is given in experiments [73] using Lithium films of variable width and
applying a magnetic field perpendicular to the plane of the sample which give the results shown
in figure 3.10. In this curve, points are experimental data and plain lines are analytical fits as
previously. In these experiments, the authors use only one sample with non annealing. The plot
shows all the same an average resistance as they use long wires: they are longer than the phase
coherence length Lφ of the system, so that it is possible to divide the sample in a number k of
coherent wires of length Lφ. According to section 2.1, these k coherent contributions are summed
as resistances in series. This is equivalent to average over different samples.

In both cases, the averaged magnetoresistance decreases with an increasing magnetic field
perpendicular to the plane defined by the two-dimensional sample. An increasing magnetic field
breaks progressively the quantum corrections. As seen on figure 3.3, both trajectories are in
the plane of the sample and propagate in the same direction for the Diffuson. A magnetic field
perpendicular to that plane will then have no influence in terms of dephasing one trajectory with
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Figure 3.10: Experimental averaged magnetoresistance of Li films, H is the magnetic field applied.
The different curves correspond to different widths of the system and show a negative magnetoresistance.
Extracted from [73].

respect to the other. This is not the case for the Cooperon since trajectories are propagating
in opposite directions. The magnetic field’s influence on the system is to add a phase difference
between both trajectories. The intensity of the field is weak enough to prevent the system from
being in the Quantum Hall regime (no edge states). Consequently the Cooperon contribution
vanishes progressively for increasing magnetic fields.

3.2.2 UCF

Theory

As already said in the previous section, the conductance is a fingerprint of the disorder con-
figuration encountered, and from one configuration to another the conductance will fluctuate.
This section studies the amplitude of the fluctuations of conductance in the so-called mesoscopic
regime where the length Lx of the sample is smaller than the phase coherence length Lφ, but
much greater than the mean free path le (diffusive regime). This regime is of great interest as
it is the only one that is easily accessible experimentally. For a quasi one dimensional system,
diffusion of electrons takes place only in the longitudinal direction (x direction), whereas the
finite transverse direction acts as a confinement potential for the electrons. In the following we
denote by ~q the diffusion modes of the electrons. The principle of the calculation uses, as in
section A.3 (Appendix A), the Green’s functions of the system. Al’tshuler [91] and Lee et al.
[93, 89] showed that the sum of diagrams like those of figure 3.11 must be calculated. In this
figure, only the diagram contributing to the fluctuations of the diffusion coefficient is shown.
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Figure 3.11: Feynman diagrams entering in the calculation of the fluctuations of conductance. Dashed
lines are interaction with impurities. Contribution to the Diffusion coefficient only. See [92] for the
diagram contributing to the density of states.

Another diagram contributes to the density of states. See [92], and [86] for a review.
The fluctuations of conductance are calculated by substituting the realization of disorder V1

in one electron loop and a realization V2 in the other, and one then finds for the disorder averaged
fluctuations of conductance9:

〈G2〉c ≡ 〈G2〉 − 〈G〉2 ∝ s2

β

(
e2

h

)2∑

~q

(
1

Dq2

)2

, (3.12)

where s is the spin degeneracy of the electron, β is a symmetry factor (see section 3.2.5 below),
e the charge of the electron and h the Planck constant. This expression is found with the use of
the Fourier transform of the Diffuson and Cooperon terms in space and time. With no additional
dephasing terms than the scalar impurities, this Fourier transform takes the following form, as
explained in section A.2.4:

P̃ (q, ω) =
1

Dq2
, (3.13)

since this term is solution of a diffusion equation. For a box of size Lx × Ly × Lz, with Lx =
Ly = Lz = L, the components of the wave vector q are quantized, and we find in general that:

〈G2〉c ∝ s2

β

(
e2

h

)2 ∑

nx 6=0,ny,nz

1

n2
x + n2

y + n2
z

. (3.14)

In this equation, we assume that qα = nαπ/L. The mode nx = 0 is forbidden if we assume
that the electrodes are situated in the x direction (in x = 0 and x = L). In the case of a
quasi-one dimensional system with Lx ≫ Ly, Lz and with Lz = 1 in units of lattice spacing (see
introduction of section 3.2), we find:

〈G2〉c =
2

15β
G2

0, (3.15)

where G0 = se2/h is the quantum of conductance. These fluctuations are constant and do not
depend on disorder.They are called universal (UCF stands for Universal Conductance Fluctua-
tions) as they only depend on the symmetries characterized by s and β.
Definition: we define the dimensionless conductance g as g = G/G0.

9we recall that the Diffuson and Cooperon terms are solution of a diffusion equation (see section A.2.4) in the
reciprocal space, in the diffusive regime (Lx ≫ le, where Lx is the length of the wire).
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Experiment

Thanks to the previous equation (3.15), one predicts that the fluctuations of conductance of a
metallic diffusive sample are of order 1, in units of G2

0. In figure 3.12 is plotted the conductance
as a function of the magnetic field of two different devices. This plot is extracted from [89]. The

Figure 3.12: Evolution of the conductance with increasing magnetic field. The left curve (a) corre-
sponds to a 0.8µ m-diam gold ring, and the right one (b) corresponds to a quasi-1D silicon MOSFET.
These experimental data are extracted from [89].

conductance fluctuates and the order of magnitude of the fluctuations in both cases is (e2/h)2.
Another example of UCF is given in figure 3.8B. In this plot, it is also shown that the magnetic
field changes the value of the fluctuations: the value of UCF is twice in the presence of magnetic
field compared to the value without a magnetic field, as expected in [89, 91]. The effect of a
external parameter (as magnetic impurities or magnetic field) is described in Appendix A, section
A.3.

3.3 Coherent transport in a spin glass

3.3.1 Effect on electrons

A pioneering theoretical study of coherent transport in disordered wires was performed in 1985
by Alt’shuler and Spivak [88]. They studied the effect of external perturbations on conductance
fluctuations including spin glass effects. Following them, we model the spin glass as a set of
frozen magnetic impurities with no simple long range order due to frustration. This description
in terms of frozen spins is valid at low temperature (T ≪ Tg) as the dynamics of the spins in
a spin glass is slowed down (see chapter 1). Moreover, the action of the eventual remaining
free spins on the conduction electrons is inelastic scattering which is taken into account in the
phase coherence length Lφ. The interaction between the spin of impurities and the conduction
electrons is of the RKKY (see chapter 1) type, which is an exchange interaction. The spin of
the conduction electrons will be scattered by the orientation of the spin of the impurities as the
momentum of these electrons is scattered by the position of the impurities (which happens for
both magnetic and non magnetic impurities). Similarly to all diffusion processes, we define a
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diffusion length of the spin that we denote Lm (see the next section for more details on this
length), the magnetic length, and a corresponding diffusion time τm. This quantity is related to
the intensity of magnetic disorder J by the relation:

τm =
1

2πρ0niJ2〈S2〉~S

, (3.16)

where ρ0 is the density of states at the Fermi level, ni the density of impurities and 〈S2〉~S is

the average over the orientations of the spin of the impurities ~S. Lm and τm are linked by:
Lm =

√
Dτm, where D is the diffusion coefficient. In the following, we study the influence of

the presence of frozen magnetic impurities on transport properties; in particular, we derive the
Cooperon contribution to the probability of return, and we show that the length Lm plays a
crucial role.

3.3.2 The magnetic length and universality classes

The magnetic length

Lm has been defined above as the typical length of spin diffusion: this is the magnetic elastic
mean free path. It can be interpreted as the length beyond which the electron has lost the
memory of its spin. Indeed, suppose that the electronic path has a length L. If Lx < Lm, the
spin of the electron does not diffuse efficiently, it remains almost as it was at the entrance of
the diffusive sample. On the contrary, if Lx > Lm, the spin of the electron diffuses, and then
there is no correlation between the spin at the entrance of the sample and the spin at the end of
the path. Lm discriminates then systems in which electrons feel the diffusion due to magnetic
impurities (case Lx ≫ Lm) from systems where the influence of the spin of the impurities is
negligible (if Lx ≪ Lm). In this last case, the spin glass is similar to a metal, i.e with non
magnetic impurities. To study the transport in a spin glass, the relevant case is then when the
length of the system is larger than Lm.

Link with universality classes

Consider a diffusive system of length Lx and width Ly connected to two leads as shown on
figure 3.13. This system can be equivalently described in terms of a scattering matrix S or a
transfer matrix M [94, 95, 96]. As we will see in more details in the next chapter, the scattering
matrix links outgoing waves functions to incoming wave functions, whereas the transfer matrix
relates states in the left lead to states in the right lead. The advantage of the transfer matrix is
that it can be obtained simply by successive multiplication of statistically independent transfer
matrices of thin slices of the sample [97, 98], as it links left amplitudes and right amplitudes.
The Random Matrix Theory (RMT) is applied to the transfer matrix as a product of random
matrices. This theory, developed by Wigner and Dyson consists in the study of an ensemble of
Hermitian matrices H, with a statistical distribution given by [99, 100]:

P (H) ∝ exp
[
−βTr(H2)

]
. (3.17)

The coefficient β depends on the symmetries of the problem. Here the random matrices are the
transfer matrices of the thin slices of the sample, and are distributed following equation (3.17).

In the case of a metallic system with no magnetic field applied, time reversal symmetry as
well as Kramers degeneracy (spin rotation symmetry) are preserved. In the classification of
universality classes of RMT this class is called the Gaussian Orthogonal Ensemble (GOE) and
is characterized by a value of the spin degeneracy s equal to 2 (see equation (3.15)) and the β
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Figure 3.13: Diffusive sample connected to two leads. S is the scattering matrix of the system and M
its transfer matrix. The a’s are electronic wave functions.

parameter equal to 1. This case corresponds to the situation J = 0 or Lx ≪ Lm, where J is the
intensity of the magnetic disorder (see equation (3.16)). For a strong magnetic disorder (J large
or Lx ≫ Lm), time reversal symmetry is broken as the spin of impurities play the same role as
a local magnetic field felt by the electrons, and the spin rotation degeneracy is also removed. In
RMT it corresponds to the Gaussian Unitary Ensemble (GUE) where s = 1 and β = 2. In other
words, the spin rotation matrix Rt that is written in equation (3.19) is a product of rotation
matrices that do not commute, hence the breaking of time reversal symmetry. For a review on
RMT and quantum transport see [101].

3.3.3 The Cooperon and magnetic impurities

Having spins on impurities will change the phase in the Cooperon term as follows [102, 89]:

Pm
c = Pc ×

1

2

(

3e−2t/3τm − e−2t/τm

)

. (3.18)

Pm
c represents the Cooperon term with magnetic impurities and Pc is the Cooperon term without

magnetic impurities, as already studied in section 3.1, an in Appendix A.2.
Following [60] and [86], we consider Rt the spin rotation operator. From t = 0 to t > 0, each

electron has encountered a certain number of impurities, so its spin state is:

|st〉 = Rt|s0〉. (3.19)

Rt is a product of rotation matrices corresponding to rotations that the spin of the electron
undergoes during the diffusion process.

To describe the effect of coupling to magnetic impurities on the Cooperon, we consider two
sequences of collisions conjugated by time reversing, as explained in the precedent section. The
time evolution in one direction is given by the factor 〈sf |Rt|s0〉 and the evolution in the other
direction is given by 〈sf |R−t|s0〉∗. Both trajectories have the same configuration of spins. The
spin part of the Cooperon term (without disorder averaging) is then given by the product of
these two contributions for all final spin states |sf 〉:

Qm(t) =
∑

sf =±

〈sf |R−t|s0〉∗〈sf |Rt|s0〉 =
∑

sf =±

〈s0|R†−t|sf 〉〈sf |Rt|s0〉. (3.20)

Mixing these two trajectories is similar to the mixing of two spin-1/2 states, therefore any
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tensorial product state can be written in terms of a singlet |S〉 and triplet |Tα〉 states. . As

|S〉〈S| +
∑

α

|Tα〉〈Tα| = 1, (3.21)

we show following [89] that the averaged rotation operator can be written as
〈Rt〉 = exp

(
−1/2(t/3τm)(σa)2

)
, and we find

〈Qm(t)〉 =
1

2
(3e−2t/3τm

︸ ︷︷ ︸

Triplet

− e−2t/τm

︸ ︷︷ ︸

Singlet

). (3.22)

From this result, we deduce the modified Cooperon term which is given by:

Pm
c (~r, t) = Pc(~r, t) × 〈Qm(t)〉. (3.23)

Similarly to what has been done in the non magnetic case, one is able to have access to the
fluctuations of dimensionless conductance [103] as a function of the length of the wire:

〈g2〉 =
1

4
F2(0) +

3

4
F2

(√

4

3

Lx

Lm

)

︸ ︷︷ ︸

Diffuson term

+
1

4
F2

(√
2
Lx

Lm

)

+
3

4
F2

(√

2

3

Lx

Lm

)

︸ ︷︷ ︸

Cooperon term

, (3.24)

where the F2 function has the form [104]:

F2(x) =
6 + 6x2 − 6 cosh(2x) + 3x sinh(x)

x4 sinh2(x)
. (3.25)

The limits of that function are: if x ≫ 1, F2(x) → 0, and F2(0) = 4/15. See figure 3.14 for
the plot of the function F2. We notice that for conductance fluctuations, both the Diffuson and
the Cooperon terms have a non vanishing contribution. To calculate in details the Feynman
diagrams corresponding to the conductance fluctuations and that lead to this expression, see
[91, 89, 103].

The corrections due to weak localization to the average conductance are also derived (see
Appendix A):

δgWL = 〈g〉 − 〈gclass〉 =
1

2
F1

(√
2
Lx

Lm

)

+
3

2
F1

(√

2

3

Lx

Lm

)

︸ ︷︷ ︸

Cooperon term

, (3.26)

where F1 has the form:

F1(x) = −coth(x)

x
+

1

x2
. (3.27)

We remark that this contribution is negative, proving that the suppression of the quantum
corrections leads to an increase of the average conductance, see figure 3.14. Moreover the Diffuson
term does not contribute to the correction of weak localization to the average conductance but
contribute to the fluctuations of conductance. We will come back to this point in chapter 6. In
figure 3.14 are represented both functions F1 and F2.

In the next section we present experimental studies of transport in spin glasses, and in par-
ticular we describe a work performed in the early nineties showing that conductance fluctuations
measurements allow the possibility to access the spin configurations of the magnetic impurities,
which is at the origin of the numerical work of this thesis (see chapters 5 and 6).
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Figure 3.14: Plot of the functions F1 and F2 that correspond to the evolution with the longitudinal
length of respectively the average conductance and the variance. We notice that F1 is always negative,
which is related to the negative magnetoresistance effect (see text).

3.3.4 Experimental transport in a mesoscopic spin glass wire

Pioneering experiment

As seen in chapter 1, despite a lot of experimental efforts, a good understanding of the spin glass
phase was still lacking in the late eighties. In this section we present the pioneering experiment
that studied coherent transport in a spin glass nanowire. This experimental study has been
performed by de Vegvar et al. and their results are summarized in [83]. In this article they study
the coherent electronic transport in a Cu matrix doped with Mn impurities at a concentration
equal to 1000 ppm (0.1% of impurities). One of their key results is presented in figure 3.15, and
measurements are performed in that case on a 0.65µ m long segment of spin glass. The spin glass
temperature has been evaluated to be approximately equal to 1.6K, and the phase coherence
length has been evaluated to be of order of 1µm.

One first obvious result lies in the amplitude of the conductance fluctuations: as soon as
the system enters the spin glass phase (T < Tg ≈ 1.6K), the amplitude of the fluctuations
grows (appearance of the UCF), indicating the entrance in the coherent regime. Next, curves
corresponding to two low temperatures (0.9K and 23mK) are correlated showing the rigidity of
the underlying spin configuration of the spin glass. Next, the authors measured a magnetofin-
gerprint at low temperature (Texp < Tg), then they heated up the system above the spin glass
temperature, and they cooled it down again to the same temperature Texp, and they measured
a second magnetofingerprint. From the correlation between both traces, they managed to prove
reorientations of spins occured.

The conclusion of this study is that coherent transport is indeed experimentally observable in
a spin glass. From the small correlation between different magneto-fingerprints across the anneal
of figure 3.15, the authors managed to show the occurrence of spin reorganizations inside the
spin glass phase, which demonstrates the possibility to get information on the spin configuration
via conductance measurements. This experimental result is the starting point of our
own study of coherent transport in a spin glass, as no theoretical support were available
at that time to interpret the experimental results more quantitatively.

Other transport studies in spin glasses: noise measurements

Israeloff et al [105] considered the noise spectrum of electrical resistance in a mesoscopic spin glass.
In a spin glass phase, the noise spectrum is expected to follow a 1/f behavior [106], where f is the
frequency. In figure 3.16 is plotted the dimensionless noise parameter α(f, T ) ≡ fSR(f)NA/R

2,
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Figure 3.15: Plot of the magnetic contribution of the conductance, antisymmetric in the magnetic
field, as a function of the magnetic field applied in Cu:Mn spin glass (Tg ≈ 1.6K). The sample was
cooled from 4K to 12mK in 7kG and subsequently warmed to the indicated temperatures. The curve are
offset vertically for clarity. The two traces at 0.9K indicate the experimental reproducibility and have
correlation C = 0.9. Extracted from [83].

where SR(f) is the spectral density of the fluctuations in resistance R (i.e the Fourier transform
of the time fluctuations in resistance R of the spin glass), and NA is the number of atoms in the
sample, for a Cu1−xMnx spin glass film of thickness 50 − 70nm, at temperatures above 5K. It
is plotted versus temperature T . It shows approximately two plateaus for which α seems to be
constant, and a step. From the position of the step, they deduce the spin glass temperature which
is compared to the temperature transition extracted from susceptibility measurements (see the
inset of figure 3.16). The effect on noise of field cooling with H = 2.1T is shown in figure 3.17.
The noise onset temperature is weakly reduced, while the spectral exponent near Tg is strongly
affected. The effects of magnetic fields, which change not only the temperature dependence and
the magnitude of the spectrum but also its shape, and the dependence of the noise on the field
history confirm that below Tg, they are measuring slow spin dynamics in the resistivity noise,
since fields should not be affecting the dynamics of anything else. Therefore, electrical noise is
measurable in spin glass phases and it is affected by the presence of frozen magnetic moments.

In 1998, another work on resistance noise is performed by Jaroszyǹski et al [107] in diluted
magnetic semiconductors (DMS) [108]. They used sub-micron wires of Cd1−xMnxTe : I with
electron densities greater than that corresponding to the metal-insulator transition. In the range
of temperatures they used, it is highly probable they performed conductance measurements in
the coherent regime. They found that if the system enters the spin glass phase, the fluctuations



3.3. COHERENT TRANSPORT IN A SPIN GLASS 53

Figure 3.16: The normalized electrical resistance noise (0.08 − 17Hz) plotted versus temperature for
Cu1−xMnx films with a range of x. The films were 50 − 70nm thick. Inset: the SG freezing temperature
Tg, determined from magnetic susceptibility measurements and by noise measurements [max(∂α/∂T )],
plotted vs x2/3. The line is a fit to the susceptibility points. Extracted from [105].

Figure 3.17: (a) The noise onset (measured near 1Hz) with zero field and with 2.1T for a film with
x = 0.108. (b) The spectral exponent, −∂ log SR/∂ log T , vs T for the same sample with and without
field. Extracted from [105].

of conductance agree, at least qualitatively with theory [89, 109]. Other signatures, particularly
strong and complex of the spin glass freezing are found in these DMS: see figure 3.18. In curve
(a) are depicted relevant examples of history dependent effects. It shows a series of magneto
fingerprints, measured successively as a function of the magnetic field (and time) after a heat
pulse and subsequent cooling from T > Tg to T ≈ 0.02Tg. In this plot, the gradual decrease in
both the amplitude of the fluctuations and the differences between subsequent traces is a clear
effect of aging. The effect of aging, that is, a gradual decrease in both the fluctuation amplitude
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Figure 3.18: Conductance G as a function of the magnetic field (a) and time (b) in the wire n+-
Cd0.8Mn0.2Te at 50mK. The traces in (a) were taken in succession starting from the top, and are
shifted by e2/h for clarity. The arrows indicate directions of the sweep. Note that G decreases in the
upward direction. Temperature dependencies of the root mean square conductance fluctuations are shown
in (c), while time-averaged resistance (open symbols) and normalized variance of the noise spectrum in
(d); the solid lines are guides for the eye. Extracted from [107].

and the difference between subsequent traces, is clearly visible. Magnetic irreversibilities persist
even after a long waiting time. This article proves also the existence of a clear signature of the
spin glass phase on transport.

In the same way, Neuttiens et al [110] identified an intrinsic 1/f noise in narrow AuFe spin
glass wires. As in [105], 1/f noise is characteristic of spin glass freezing process as it is related
with the presence of a huge number of relaxation time scales in the material [106]. All these
examples reveal the interplay between spin freezing and electron dephasing in mesoscopic spin
glasses. However, none of these experiments were able to extract quantitative information on
the local spin configuration of the spin glass, as de Vegvar et al did.

3.3.5 Conclusion

As a conclusion for this chapter, we have shown, both qualitatively and quantitatively that it
is possible to have access to the frozen spin configuration of a spin glass via conductance fluc-
tuations measurements. This result is at the origin of our work. Similarly, original works on
coherent transport [88] derive the conductance fluctuations in the presence of frozen impurities.
All these studies show that frozen magnetic impurities have an influence on transport. To quan-
tify more precisely this influence, we propose to study not the fluctuations 〈g2〉, but conductance
correlations 〈g× g′〉, where the conductance g corresponds to one frozen spin configuration, and
g′ to another different frozen spin configuration, both taken in the same scalar disorder configu-
ration. We assume that the comparison of these conductances gives access to the comparison of
the different spin configurations.

In the next chapter, we describe the method we use to study coherent transport in a nanowire.
In chapter 5, we study in detail the universal properties of transport in different conduction
regimes and we manage to calibrate with high accuracy the Universal metallic regime (charac-
terized by the so-called UCF). In chapter 6, we study the conductance correlations and we show
that they are directly related to a crucial intrinsic spin property of the spin glass.
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Ly

Lz

Lx

e−

Figure 4.1: Schematic picture of the system with an incoming electron. The spin glass is a quasi one
dimensional wire of length Lx, width Ly and thickness Lz.

4.1 Introduction

4.1.1 The systemWe consider a system modeling a canonical Spin Glass (i.e Au doped with Fe or Ag doped
with Mn) connected to two electrodes modeled in the following as two semi-infinite
metallic wires. The goal of the study is to calculate numerically the conductance of

such a device, using the retarded Green’s functions formalism. The system we consider in the
numerical method has length Lx, width Ly and thickness Lz as shown in figure 4.1. The thickness
of the system is set to 1 in units of lattice spacing1 for efficiency in numerical calculations. We
can restrict ourselves to Lz = 1 as we are dealing with the regime of one dimensional diffusion in
the x direction: the universal properties of diffusive transport do not depend on the transverse
dimensions. The Spin Glass nature of this sample is described by a set of classical spins {~Si}i.
These spins are chosen frozen (see section 3.2.3) to mimic a low temperature Spin Glass phase.
This basic description is sufficient for the purpose of the calculation of the conductance.

The Hamiltonian of the system is a tight binding Anderson [111] Hamiltonian as described in
the previous chapter in equation (3.3) with an added magnetic disorder that couples the SU(2)
spin of the electron (described by the Pauli matrices ~σ) and the Heisenberg classical spin of the

1in the following, this length is not varied, we will not talk about it any more.
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impurity. In second quantization formalism, the Hamiltonian takes the form:

H =
∑

<i,j>,s

tijc
†
j,sci,s +

∑

i,s

vic
†
i,sci,s

︸ ︷︷ ︸

Scalar disorder

+ J
∑

i,s,s′

~Si · ~σs,s′c†i,sci,s′

︸ ︷︷ ︸

Magnetic disorder

. (4.1)

i represents the position of the electron in the lattice and s its spin state. The magnetic disorder
is described as an onsite potential to model the randomly oriented classical spin of the magnetic
impurities. We remind the reader that vi is a random quantity, whose statistical distribution is
chosen flat in the interval [−W/2;W/2]. The orientation of each impurity spin is random on the
sphere of radius S = 1/2.

4.1.2 The parameters of the study

The lattice is a grid with longitudinal and transverse hopping amplitudes between sites, tij ,
chosen constant in the x (t//) and the y (t⊥) directions. In the following, we impose t// = 1.
Concerning the scalar disorder, we call a realization of disorder the set of {vi}i’s, and we note
V ≡ {vi}i. The intensity W of the scalar disorder is taken equal to 0.6 in the whole study. In
most cases, the number of realizations of disorder used in this study is Ndis = 5 000, the main
goal of the study being the study of the statistical distribution of the conductance with respect
to scalar disorder. To sample the distribution of conductance with high accuracy we generated
up to 50 000 disorder configurations in a particular case (see next chapter).

To mimic a low temperature spin glass, the spin configuration {~Si}i is built by generating a
random Heisenberg vector at each site i. In this model, ~σ is the coherent spin of the electron. J
is the amplitude of magnetic disorder and different values of J are taken between 0.025 ("weak"
magnetic disorder) and 0.4 ("strong" magnetic disorder).

The width of the system Ly is varied from 5 to 80 (in units of lattice spacing a), and the
length Lx from 5 to 60 000. Both the longitudinal and the transverse lengths are supposed to be
smaller than the coherence length Lφ, defined in chapter 2. It is introduced phenomenalogically
via a very small imaginary part given to the energy (in practice, E = E0 + ıηφ with ηφ = 10−7.).

Magnetic fluxes, if applied, are chosen from 1 flux quantum to 1 500 flux quanta through the
sample. We recall that fluxes are calculated through the whole sample:

φ = BLx × Ly. (4.2)

In this model, the magnetic field is taken into account through the Peierls substitution2:

t// → t//e
ı |e|

~

R

~A· ~dr, (4.3)

where ~A is the vector potential created by the magnetic field.

4.2 The Landauer-Büttiker formula of coherent transport

4.2.1 The scattering matrix

Definition of the scattering matrix

The goal of this part is to present the main properties of the scattering matrix of a diffusive sam-
ple, in relation with the current amplitudes coming in and going out of the sample. Considering

2we suppose that the magnetic field is weak, so that it only modifies the phase of the Green’s functions
calculated in Appendix A, section A.2.
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a diffusive sample as shown in figure 3.13 (chapter 3), we define incoming current amplitudes
at the left or right part (aleft,right

in ) of the sample or outgoing current amplitudes aleft,right
out using

standard Quantum Mechanics, as:

aright,left
in,out =

√
vgψ

right,left
in,out , (4.4)

where ψ is the wave function of an electron and vg the group velocity of the corresponding mode
ψ. By definition, the scattering matrix S of the system links these amplitudes as follows:





aleft
out

aright
out



 = S





aleft
in

aright
in



 (4.5)

The sample with its leads is described in figure 3.13. In this figure, the sample is taken between
x = 0 and x = Lx. The wave function propagating in the direction of the x-axis (towards positive
x) have the form ψ+(x) ∝ eıkxx, where kx is the x component of the wave vector of the electron.
Wave functions propagating towards the negative x have the form: ψ−(x) ∝ e−ıkxx. The wave
functions ψ introduced in equation (4.4), can then be calculated, following figure 3.13:

ψleft
in = ψ+(x = 0),

ψleft
out = ψ−(x = 0),

ψright
in = ψ−(x = Lx),

ψright
out = ψ+(x = Lx). (4.6)

For a system with a number of Ny transverse modes, the scattering matrix is 2Ny ×2Ny [96].
In the following, the quantity of interest is the transmission probabiltiy Tm←n from a channel n
in the lead3 p to a channel m in the lead q. It reads:

Tm←n = |smn|2, (4.7)

where smn are the coefficients of S.

Interpretation of S

The conservation of current:

|aright
in |2 + |aleft

in |2
︸ ︷︷ ︸

Incoming current

= |aright
out |2 + |aleft

out|2
︸ ︷︷ ︸

Outgoing current

(4.8)

imposes that the scattering matrix S must be unitary [97, 112], i.e S†S = 1. It is possible to
define the scattering matrix from wave amplitudes (denoted S′). The coefficients of this matrix
are related to the coefficients of the S matrix by (consider equation (4.4)):

s′mn =

√
vm

vn
smn, (4.9)

where vm,n are the group velocities of respectively channel m and n. Notice that the matrix S′

is not unitary.
If one applies a magnetic field B perpendicular to the plane sample, the scattering matrix

statisfies a reciprocity relation:
S(B) = St(−B). (4.10)

St is the transpose matrix of S.
3in this two-terminal geometry, p and q denote either the left or the right lead.
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4.2.2 The Landauer-Büttiker formula

In figure 3.13 the left and right reservoirs are particle reservoirs at respective temperature TL and
TR. Their chemical potential is µL,R. Both are supposed to be at thermodynamical equilibrium.
When an outgoing particle reaches a reservoir, it is absorbed with probability 1. For simplicity
in this section, we consider a purely one dimensional system. The probability for an incoming
electron with energy E to be transmitted from left to right part of the diffusive sample is given
by the transmission amplitude t(E). In other words, the scattering matrix S reads [113]:

S =

(
r(E) t(E)
t(E) r′(E)

)

(4.11)

r(E) and r′(E) are reflexion amplitudes, and t(E) is a transmission amplitudes. The quantity of
interest is the net electric current I that flows from left to right as a function of applied voltage
Velec.

The form of the wave function of an incoming particle from the left reservoir to the diffusive
sample is, following equation (4.6):

ψL(x) ∝ eıkxx, (4.12)

for a perfect one dimensional system. Then the wave function of the outgoing particle, in the
right electrode, is ψR(x) = t(E)ψL(x). The corresponding one particle current from the left
to the right (far from each particle reservoir) IL→R, can be derived using standard Quantum
Mechanics calculations [114]:

IL→R ∝ ekxt(E)t∗(E). (4.13)

For many particles with energies between E and E + dE, this current is modified as:

dIL→R =
dρ(E)

dE
ev(E)fL(E)|t(E)|2dE, (4.14)

where dρ(E)
dE is the density of state at energy E, v(E) is the group velocity of electrons at this

energy and fL is the Fermi-Dirac distribution:

fL,R(E) =
1

exp
(

E−µL,R

kBTL,R

)

+ 1
, (4.15)

where µL,R is the chemical potential of the left (resp. right) reservoir.
In the case of a one dimensional system, ρ(E) = N(E)/Lx with N(E) the number of particles

at energy E, we find that ρ(E) = k(E)/2π (k(E) is the wave vector at energy E). As v(E) = dE
~dk ,

the net current in one dimension reads:

dIL→R =
e

h
fL(E)T (E)dE, (4.16)

with T (E) = |t(E)|2 the transmission probability. We define the total current I as

I =

∫

(dIL→R − dIR→L) (4.17)

as the difference between the current flowing from left to right and the current flowing from right
to left. If I > 0, the current flows effectively from left to right, whereas it flows from right to left
if I < 0. Moreover no reflected current from left to left or from right to right have to be taken
into account since we count the number of electrons flowing through a section in the middle of
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the conductor. If we assume that the transmission probabilities from right to left and from left
to right are equal, we end up with:

I =
e

h

∫

dE (fL(E) − fR(E)) T (E). (4.18)

The origin of the movement of the electrons in the wire is the non vanishing applied voltage Velec.
The chemical potential reads then: µL,R = µ± eVelec

2 , and TL = TR. Therefore

I =
e

h

∫

dE

(

f(E − eVelec

2
) − f(E +

eVelec

2
)

)

T (E). (4.19)

For sufficiently low potential difference Velec this equation can be simplified by assuming that the

difference of the two Fermi-Dirac distributions is approximately equal to eVelec ×
(

− df
dE

)

. This

derivative is exactly a Dirac delta-function at zero temperature. We can then conclude that, at
that temperature:

I =
e2

h
VelecT (EF ), (4.20)

where EF is the Fermi energy. The conductance G is then equal to e2

h T (EF ). This equation is
valid for a one dimensional system. If the sample and electrodes have a transverse extension Ly,
and if the spin of the electron is taken into account, the conductance takes the following form
(Landauer-Büttiker formula [115]):

G =
se2

h

∑

m,n

Tm←n(EF ), (4.21)

where m and n are transverse modes. s is the spin degeneracy, and depends on the universality
class (see chapter 3).

For a wire of width Ly, the total wave function has the form:

Ψ(x, y) = eıkxxχn(y). (4.22)

In the transverse direction, electrons are confined between y = 0 and4 y = Ly ≡ aNy. Solving
the Schrödinger equation in the transverse direction (electrons feel a confining potential that is
infinite if y > Ly and y < 0, and null either) leads to the appearance of quantized energies En

and transverse modes χn(y) defined as:

Hyχn(y) = Enχn(y), (4.23)

where Hy = −∂2
y (if we impose ~ = 1 and me = 1). The eigenfunctions χn are then:

χn(y) =

√

2

Ny + 1
sin

(
nπy

Ny + 1

)

. (4.24)

The group velocity of this mode is given by:

vn = 2
t//

~
sin kx, (4.25)

4Ny represents the number of normal modes, and is equal to Ly/a, where a is the lattice spacing.
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where the wave vector kx is determined by the dispersion relation:

En = ǫ− 2t⊥ cos

(
nπ

Ny + 1

)

− 2t// cos kx, (4.26)

where ǫ is the on-site energy. In the following these transverse modes are called propagating
modes or channels. We impose the supplementary condition t// = 2t⊥ to stay near the band
center (and therefore avoiding the presence of fluctuating states [116].

4.3 The Fisher-Lee relation.

4.3.1 What are Green’s functions?

The Green’s functions of a physical system provide the response at any point of the system due
to an excitation at any other point. Assume that the response ψ(~r, ~r′) of a system is related to
the external excitation B(~r, ~r′) by a generic linear differential operator L

L [ψ](~r, ~r′) = B(~r, ~r′), (4.27)

it is possible to define a Green’s function G(~r, ~r′) as the response to a Dirac like excitation:

L [G](~r, ~r′) = δ(~r, ~r′), (4.28)

with δ the Dirac distribution function.

Example.
Consider a free particle in a magnetic field. The Hamiltonian of this particle is:

H =
(ı~∇ + eA)2

2m
.

The eigenstates Ψ and eigenvalues E are calculated via the equation:

H Ψ(r) = EΨ(r).

This equation can be written in terms of one operator applied to the state Ψ and a source:

(H − E)Ψ(r) = 0.

The Green’s function G of this system is then the state that verifies

(H − E)G (r, r′) = δ(r, r′).

This is the response for a pulse excitation at position r′.

The Green’s function is formally equal to

G ≡ L
−1. (4.29)
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4.3.2 Link between the Green’s function and the scattering matrix

Considering the system described by figure 3.13, one can calculate the Green’s function between
a point lying on the line xp = 0 in lead p and another point lying on the line xq = Lx in lead q,
denoted by GR

pq(xq = Lx, yq;xp = 0, yp) ≡ GR
qp(yq; yp). The upper script R stands for retarded

Green’s functions (see [112]). As shown on figure 3.13, there are several transverse channels in
each lead (p or q), so the retarded Green’s function has the following expression [112]:

GR
qp(yq; yp) =

∑

n∈p

∑

m∈q

(
δnmA

−
n + s′mnA

+
n

)
χm(yq). (4.30)

χm is the eigenstate of the transverse Hamiltonian (4.24) (the potential in the transverse direction
is only confining, equal to zero if 0 ≤ y ≤ Ly and infinite either, see section 4.2.2). A+

m is the
wave amplitude of an electron in channel m ∈ q going in the direction of the diffusive sample,
A−m is the wave amplitude of an electron in the same channel but in the direction opposite to
the diffusive sample. The channel n belongs to lead p. s′mn is the scattering matrix defined in
section 4.2.1 in terms of wave amplitudes. Recall that this matrix is not unitary5. Considering
continuity arguments for the wave function, one finds:

A+
n = A−n = − ı

~vn
χn(yp). (4.31)

Using equation (4.9), the Green’s function reads:

GR
qp(yq; yp) =

∑

n∈p

∑

m∈q

− ı

~
√
vnvm

χn(yp) (δnm + smn)χm(yq). (4.32)

In order to obtain the expression of the scattering matrix elements as a function of the Green’s
functions of the system, we multiply equation (4.32) by χn(yp)χm(yq), integrate over yp and yq

and make use of the orthogonality between the χ functions.

smn = ı~
√
vnvm

∫ ∫

dypdyqχn(yp, xp = 0)

×GR(yp, xp = 0|yq, xq = Lx)χm(yq, xq = Lx), (4.33)

This relation is known under the name of Fisher-Lee relation [117].
Thanks to this last relation and equation (4.21), one is able to link directly the conductance of

any conductor to its retarded Green’s functions. The last step needed to obtain the conductance
is the calculation of the Green’s functions of the system. In this study, we use a numerical
method based on a recursive calculation of the Green’s functions.

4.4 Computing Green’s functions

In this section, we study the influence of perturbations of a free system. In section 4.4.1, we
present general results on Green’s functions in perturbed systems, and we apply in section 4.4.2
these results to our own Anderson model.

5the unitary scattering matrix links current amplitudes
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4.4.1 Green’s functions and perturbed systems

The perturbed Hamiltonian can be expressed in the form

H = H0 + V , (4.34)

where H0 is the free part of the Hamiltonian and V is a perturbation potential. We define two
types of Green’s functions:

GR
0 = (E −H0)

−1 (4.35)

GR = (E −H)−1 (4.36)

GR
0 is the Green’s function of the free Hamiltonian H0, and GR is the Green’s function of the

complete system. It is generally difficult (if not impossible) to calculate directly the Green’s
function of such a system, but it appears that

GR =
(
(GR

0 )−1 − V
)−1

. (4.37)

Provided that the perturbation V is small compared to the free part of the Hamiltonian (V ≪
H0 ≡ (GR

0 )−1), one can expand the above equation in powers of V [118]:

GR =
(
(GR

0 )−1(1 −GR
0 V )

)−1
=
(
1 −GR

0 V
)−1

GR
0

= GR
0 +GR

0 V GR
0 +GR

0 V GR
0 V GR

0 + . . .

= GR
0 +GR

0 V




GR

0 +GR
0 V GR

0 + . . .
︸ ︷︷ ︸

GR






= GR
0 +GR

0 V GR (4.38)

In the following, we use this so-called Dyson equation in the tight binding model presented
above to calculate recursively the retarded Green’s functions of the whole system.

4.4.2 The recursive numerical method

We calculate the Green’s functions recursively by building the wire row by row as shown in figure
4.2. In this case, the perturbation V is the hopping from a slice at step n and the slice with
only one row. Using a Dyson equation (4.38), the recursive method to calculate numerically the
propagators is described schematically in figure 4.2. We also refer to [119] for the description of
the method in the three dimensional case.

We define GM
M,M , the Green’s function for a system with M columns (the number of columns

in the previous expression is given by the upper script), that links any point at x = M with
any point at x = M . See figure 4.3 for the definition of all the relevant Green’s functions. We
explain, in this section how we use the Dyson equation (4.38) to calculate recursively all of them,
and we concentrate on GM

M,M .
For that purpose, we define the hopping from column x = n to column x = n + 1 by the

operator V (n, n+ 1), and we define V (n+ 1, n) the hopping in the opposite direction (i.e from
column n+ 1 to column n). As illustrated in figure 4.2, we suppose that the sample is already
built from x = 0 to x = n (i.e the Green’s functions of such a system are supposed known), and
we want to add one column to build a sample with n + 1 columns. the unperturbed system is
constituted by a sample of size n, and one column. These two systems are unconnected and the
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Rg  (n+1,n+1)G
(n)

1,n G1,n+1
(n+1)

Step n + 1Step n
ν

Figure 4.2: Explanation of the recursive method of calculation of the retarded Green’s functions of the
system. The potential ν = V in the text is the longitudinal hopping term in the Hamiltonian. At step n,
all retarded Green’s functions are supposed known. One transverse column is then added to the system
via a Dyson equation: the Green’s function for a single transverse column is calculated numerically. The
Green’s function of a system of n+1 columns is deduced from the knowledge of the Green’s function of a
system of n columns and the calculation of the Green’s function of a system of one column, by inversion
of the transverse Hamiltonian at n + 1 (see equation (4.39)).

Step M

G
(M)
1,1 G

(M)
M,M

G
(M)
1,M

G
(M)
M,1

Figure 4.3: Definition of the different Greens functions at an arbitrary step M . G
(M)
1,1 is the Green’s

function of an electron going from any point of the first column to any other point of the first column.
The electron diffuse nonetheless in the whole sample. In the same way G

(M)
M,M links any point of column

M to any other point of column M , G
(M)
1,M links any point of the first column to any other point of column

M , and G
(M)
M,1 links any point of column M to any other point of the first column.

Dyson equation is required to connect them. The Green’s function of one column of the system
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is denoted gR(n+ 1, n+ 1) and is equal to:

gR(n+ 1, n+ 1) = (E −Htrans)
−1, (4.39)

where Htrans is the Hamiltonian of a slice of one column of the system ("transverse" Hamiltonian),
and takes the following form:







w1 −t⊥I2 0 ... 0
−t⊥I2 w2 0 ... 0

0 0 ... −t⊥I2 wN







(4.40)

The wi’s are the onsite potential terms defined as follows (see equation (4.1)):

wi = viI2 + J ~Si · ~σ, (4.41)

where I2 is the 2 by 2 identity matrix and ~σ gathers the three Pauli matrices. This form is
justified since the spin of the electron is a quantum number: the transverse Hamiltonian is a
2Ny × 2Ny block matrix, whose blocks are of size 2 × 2. Each block represents one propagating
channel and the 2 × 2 structure represents the spin of the electron in each channel.

To calculate G(n+1)
n+1,n+1, we use equation (4.38) in the following way: the perturbed Green’s

function GR is equal to the Green’s function of the linked system. Before linking, the Green’s
function that relates any point at x = n + 1 to any point at x = n+ 1 is gR(n + 1, n+ 1). We
have then GR

0 ≡ gR(n + 1, n+ 1). Then V links any point at x = n+ 1 to any point at x = n.
We end up with the equation:

G
(n+1)
n+1,n+1 = gR(n+ 1, n+ 1) + gR(n+ 1, n+ 1)V (n+ 1, n)G

(n+1)
n,n+1. (4.42)

Similarly, we deduce from equation (4.38), the expression of G(n+1)
n,n+1, as a function of gR(n +

1, n+ 1) and Green’s functions of the sample of n columns:

G
(n+1)
n,n+1 = 0 +G(n)

n,nV (n, n+ 1)G
(n+1)
n+1,n+1. (4.43)

In the unperturbed system, columns n and n+ 1 are not connected, therefore GR
0 is zero in the

previous equation. Combining both equations, we find an expression for G(n+1)
n+1,n+1 depending

only on gR(n + 1, n + 1) and on the Green’s functions defined in figure 4.3. In equation (4.44)
we report the results for the four Green’s functions needed:

G
(n+1)
n+1,n+1 =

(

1 − gR(n+ 1, n+ 1)V (n+ 1, n)G(n)
n,nV (n, n+ 1)

)−1

gR(n+ 1, n+ 1),

G
(n+1)
1,n+1 = G

(n)
1,nV (n, n+ 1)G

(n+1)
n+1,n+1,

G
(n+1)
n+1,1 =

(

1 −G(n)
n,nV (n, n+ 1)gR(n+ 1, n+ 1)V (n+ 1, n)

)−1

G
(n)
n,1,

G
(n+1)
1,1 = G

(n)
1,1 +G

(n)
1,nV (n, n+ 1)G

(n+1)
n+1,1, (4.44)

We remark that this set of Green’s functions is a closed set of operators, we do not need one
more to perform the calculation at each step.

Justification of the recursive method.
This method is efficient as the time of calculation is linear with the longitudinal size of the
system. The quasi one dimensional geometry allows the building of the sample column by
column. The calculation time is not linear in the transverse size, which limits the extension
of the sample in that direction.
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4.4.3 The boundaries.

One issue that has not been discussed up to now, is the injection and the collection of electrons
to measure a current and a potential difference. The leads that connect the diffusive sample are
modeled as semi infinite metallic wires without disorder, so that no electron can come back in the
diffusive sample: all electrons are perfectly absorbed by the electrodes. The Green’s functions of
such a system between two points at the interface of the semi infinite wire are known analytically:

Glead(y1, y2) = − 1

t//

Ny∑

n=1

χn(y1)e
ıkxx0χn(y2), (4.45)

where x0 is the position of the interface. According to figure 4.4, the initial step for the recursive
method is given by the left electrode Green’s function, and the terminal point is given by the
right electrode Green’s function.

Figure 4.4: Boundary conditions are given by the Green’s functions of the electrode (two semi infinite
metallic wires). The left electrode is the first step of the recursive method, and the right one is the
terminal point of the method.

To sum up the results of this chapter, for one given realization of scalar disorder and one given
spin configuration for the impurities, we are able to calculate recursively the Green’s functions of
the spin glass, from the Fisher-Lee relation, equation (4.33), it is possible to deduce the scattering
matrix of the system, and from the Landauer-Büttiker formula, equation (4.21), the two terminal
conductance is derived.

4.4.4 Numerical tests

Basic tests can be performed to control numerical errors. After having calculated recursively
the Green’s functions, the scattering matrix can be computed numerically thanks to equation
(4.33). The system has a physical meaning provided that this matrix is unitary (recall that this
unitarity is a consequence of current conservation). The matrix

A = S†S (4.46)

is computed, with the coefficients of the matrix A equal to:

aij =
∑

k

s∗kiskj . (4.47)

If the S matrix is unitary, A must be the identity matrix. the first test is to calculate the trace
of A and to compare it to the number of channels in the leads:

testunit1 =
∑

i

aii −Ny (4.48)
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The second test checks if there are non zero terms outside the diagonal:

testunit2 =
∑

i,j 6=i

aij . (4.49)

The third test is very similar to the second one, it is:

testunit3 =
∑

i,j

aij − testunit1. (4.50)

If these three tests are equal to zero, the scattering matrix is unitary, and the system is physical,
the conductance is then calculated via equation (4.21). In practice the first test remains lower
than 10−4 even for the largest sizes we considered.
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72 CHAPTER 5. UNIVERSAL PROPERTIES OF CONDUCTIONIn the previous chapter we presented the numerical method that is at the origin of this
thesis. The next two chapters deal with the results we obtained in different conduction
regimes. The goal of this part is to show that, depending on the length of the wire, there

exists an insulating regime (Anderson localization) and a metallic regime for the conduction of
electrons. The length that discriminates between both regimes is studied in detail, and universal
properties (i.e that only depend on the symmetries of the problem) are extracted in both regimes.
A particular focus is made on the conditions for obtaining the universal metallic regime, since it
is the regime of interest for the next chapter and the only experimentally accessible regime. At
the end of the chapter, the issue of the validity of the ergodic hypothesis (see section 3.2.1) is
raised.

5.1 The Anderson localization in quasi one dimensional sys-

tems

5.1.1 What is Anderson localization?

In 1958 Anderson [111] proved that diffusion in random lattices can disappear due to the quantum
interferences. For a three dimensional system, a transition between a metallic and an insulating
regime appears when the strength of disorder is increased. For large disorder, electrons cannot
escape the system, they are localized in a region of the solid: this is the Anderson localization.
In an electronic transport point of view, Anderson localization is characterized by a vanishing
conductance, as the electrons have difficulties to escape the solid. On the contrary, the conduc-
tance is large in the metallic regime. In the following more quantitative characterizations of the
Anderson localized state will be highlighted. In 1979, Abrahams et al. [120] established a scaling
theory of localization stating the absence of quantum diffusion in one and two dimensions. Their
argument is presented briefly in the following.

They assume the existence of a single parameter scaling that describes the behavior of elec-
tronic transport when the typical size L of the system is modified. This single parameter is the
dimensionless conductance g(L)1. In other words, they assume:

g(bL) = f(b, g(L)), (5.1)

where b is a scaling factor. In continuous terms, it is practical to define a scaling function β(g)
by:

β(g) =
d log g

d logL
. (5.2)

At large and small conductance, it is possible to deduce the asymptotics of that function from
general arguments.

Large conductance

In that case, macroscopic transport can be used, the quantum effects are negligible (the effects of
disorder are small). We use then the relationship between the conductance and the conductivity
σ (because the conductivity does not depend on L), and for a sample of size Ld (where d is the
dimension of the sample), we get G(L) = σLd−2. We deduce then:

lim
g→∞

β(g) = d− 2. (5.3)

1we remind the reader that g = G/G0, where G is the conductance of the system and G0 the quantum of
conductance defined in section 3.2.2.
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Small conductance

In the limit of small conductance, all electronic states are predicted to be exponentially localized
around the impurities, and therefore g falls off also exponentially (at least at zero temperature):

g = g0e
−αL. (5.4)

From this relation, we deduce the behavior of the scaling function in that regime:

β(g) = log g − log g0 (5.5)

at all dimensions.

The scaling function

From these limits, the authors sketched the universal curve β(g) reproduced in figure 5.1, using
continuity arguments. The flow of renormalization (by increasing at each step the size of the

Figure 5.1: Plot of the scaling function as a function of log g for one, two and three dimensional
systems. The absence of fixed points for a finite value of conductance in one and two dimensions leads
to the absence of metallic regime in the asymptotic limit. Extracted from [120].

system) tends to g(Lx → ∞) = 0 in one and two dimensions, as the sign of the β function
indicates the increase or decrease of the conductance with the length of the system. The presence
of a fixed point in three dimensions ensures the existence of a transition at g = gc. Recently,
the possibility to probe directly the properties of this localization with cold atoms [121, 122] has
greatly renewed interest for this physics.

In the case of quasi one dimensional wires with a fixed amplitude of disorder, the conductance
vanishes with increasing longitudinal length Lx. For short wires, the conductance can reach large
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values as shown on figure 5.2. Changing the length of the sample allows the system to reach
both metallic and insulating regimes of conduction. The goal of this chapter is to study these
regimes and in particular the conditions to enter the diffusive metallic behavior, which is the
relevant experimental regime of usual nanowires.

5.1.2 Universal and non universal regimes

As we have seen in chapter 3 (section 3.2.5), systems with longitudinal length Lx much larger
than the magnetic length Lm are in GOE and systems of length much smaller than Lm are
in GUE. Each of these ensembles defines a different universality class, as both ensembles are
characterized by different symmetries. Experimentally speaking, real spin glass nanowires are
generally neither in one class nor in the other, but in a non universal regime, which corresponds
to the case of moderate values of magnetic disorder J or of a longitudinal length in between
the two limits described above. In the following we will study both the universal and the non
universal properties of transport in the insulating and metallic regimes of conduction.

5.2 Study of universal properties of the Anderson localized

regime

5.2.1 The localization length

In a metallic nanowire with a given value of disorder, there exists a value of the longitudinal
length for which the average conductance becomes smaller than one, as explained before. Figure
5.2 shows this behavior for a purely metallic wire and for a spin glass wire with different values
of magnetic disorder J . This curve illustrates our point that the conductance of a wire vanishes
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Figure 5.2: Evolution of average conductance with longitudinal length Lx for different values of mag-
netic disorder. The line 〈g〉 = 1 is shown, to emphasize that for large systems, the wire acquires vanish-
ingly small values of conductance.

with increasing length. As shown in section 5.1 in the regime of small conductance, exponential
localization occurs which implies that the conductance is exponentially decreasing: equation
(5.4). Using dimensional arguments, α−1 is the decaying length of the conductance. It is natural
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to assume that this length is directly proportional to the so called localization length ξ which
characterizes the cross-over between the metallic (Lx < ξ) and the localized (Lx > ξ) regimes.
In this section, we present two methods to determine this length via transport properties.

The determination of ξ

First we consider the typical conductance of the system defined as:

gtyp = e〈log g〉. (5.6)

From the above discussion (see equation (5.4)), we expect the following scaling behavior:

gtyp ∼ e−
2Lx

ξ for Lx ≫ ξ (5.7)

Knowing equation (5.7) we plot the average value of the logarithm of the conductance as a
function of the longitudinal length of the sample. This is shown in figures 5.3, 5.4 and 5.5, for
different values of magnetic disorder. These curves show that for very small longitudinal lengths
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Figure 5.3: Evolution of 〈log g〉 = log gtyp as a function of longitudinal size for different transverse
lengths. The amplitude of magnetic disorder is J = 0. The linear part of the curve allows one to get the
localization length from the scaling form in the insulating regime 〈log g〉 = − 2Lx

ξ
.

〈log g〉 is not proportional to Lx. For large values of the longitudinal length, 〈log g〉 is directly
proportional to Lx as expected and a basic fit of this linear part of the curve gives access to the
localization length. Notice well that the linear part in all these curves is clearly identified, so the
evaluation of ξ is straightforward. This method allows to determine the localization length for
each value of Ly and J we consider.

Another way to extract the localization length from the conductance consists in studying the
Lyapunov exponent γ of the transfer matrix of the system. In the scaling theory of localization
(RMT), a Lyapunov exponent can be defined related to the product of transfer matrices [123,
124, 125, 101] (see section 3.2.5 for the definition of the transfer matrix). Consider the transfer
matrix Θ of the entire wire. It is a product of random matrices (each of size 2N × 2N) as:

Θ =

n∏

a=1

Ta. (5.8)
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Figure 5.4: Evolution of 〈log g〉 as a function of longitudinal size for different transverse lengths and
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the insulating regime 〈log g〉 = − 2Lx

ξ
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Figure 5.5: Evolution of 〈log g〉 as a function of longitudinal size for different transverse lengths and
J = 0.4. The linear part of the curve allows one to get the localization length from the scaling form in
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ξ
.

In the limit of large wires (n → ∞), the 2N random eigenvalues e±2xi of ΘΘ† tend to the
non-random values e±2γiLx , with γi independent of Lx [101]. The largest Lyapunov exponent is
equal to this inverse of the localization length.
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Following [126, 116] it is a function of the conductance:

γ(Lx) =
1

2Lx
log

(

1 +
1

g(Lx)

)

−→
Lx→∞

1

ξ
. (5.9)

On figure 5.6 and 5.7 we have plotted the Lyapunov exponent versus the inverse of the longi-
tudinal length for different values of magnetic disorder. Different curves correspond to different
widths of the wire. The advantage of this method is that there is no need of any numerical fitting
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Figure 5.6: Evolution of Lyapunov exponent with the inverse of longitudinal length in semi-log plot.
Circles correspond to J = 0, squares to J = 0.05, diamonds to J = 0.2 and triangles to J = 0.4. The
value of the transverse length is 10. The localization length can be extrapolated from the value of γ for
Lx → ∞. The denomination ξprev is the value of the localization length determined previously using
the typical conductance. The different values correspond to the different values of magnetic disorder in
consideration.

procedure, only an extrapolation is necessary to get the value of the inverse of the localization
length for an infinite wire. Nevertheless, this method has less accuracy than the previous one
(with the use of the typical conductance) as on many plots of figures 5.6 or 5.7, the Lyapunov
exponent is still significantly varying with the longitudinal length. To reduce the error, very long
wires are needed2, which is limited by calculation time. Both methods give finally comparable
results but the accuracy on the localization length is better with the first method using the
typical conductance, as for all geometries and all values of magnetic disorder a linear behavior
of the average of the logarithm of conductance has settled. On all these curves one obviously
notice that the localization length depends on both the magnetic disorder J and the width of
the sample. The next section deals with the study of the behavior of ξ as a function Ly, plotted
for different values of magnetic disorder.

The evolution of ξ with the width of the wire

Qualitatively the localization length is a growing function of the width of the wire as the entrance
in the insulating regime corresponds to the progressive closure of all propagating modes whose

2compare for instance figure 5.6 and 5.7: in the first one, the maximum aspect ratio is 3 000, whereas it is only
600 in the second one.
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Figure 5.7: Evolution of Lyapunov exponent with the inverse of longitudinal length in semi-log plot.
Circles correspond to J = 0, squares to J = 0.05, diamonds to J = 0.2 and triangles to J = 0.4. The
value of the transverse length is 20. The localization length can be extrapolated from the value of γ for
Lx → ∞. The denomination ξprev is the value of the localization length determined previously using
the typical conductance. The different values correspond to the different values of magnetic disorder in
consideration.

number is directly proportional to the width of the sample. Quantitatively, the evolution of
ξ(Ly) is expected to follow [101, 127]:

ξ = (βLy + 2 − β)le. (5.10)

le is the mean free path and β is the symmetry index. β = 1 corresponds to the Gaussian Or-
thogonal Ensemble universality class GOE while β = 2 for the Gaussian Unitary Ensemble GUE.
Note that this change in β is accompanied by an artificial doubling of the number of propagating
modes as a consequence of the breaking of Kramers degeneracy [101] and the modification of
the definition of the quantum of conductance (equation (3.13)). In GUE, the quantum of con-
ductance is then twice smaller than in GOE. Comparison of numerical localization lengths for
different J with (5.10) is shown in fig 5.8. In this curve, the elastic mean free path is determined
for J = 0 by fitting the numerical data with the previous expression for the localization length.
In units of lattice spacing, this length is found equal to 60. For J 6= 0, we deduce the value of
the elastic mean free path using the ratio: le(J)/le(0), which is found to be equal to the ratio of
σ0(J)/σ0(0) (see section 5.3.2) using the Matthiesen rule. For the largest values (J = 0.2 and
J = 0.4) of magnetic disorder, a comparison between the value found by this method and a fit
using equation (5.10) gives very close results.

Excellent agreement is found for J = 0 (GOE class, β = 1). In the case J 6= 0 we observe
a crossover between GOE and GUE for intermediate values of magnetic disorder, while a good
agreement with the GUE class is reached for J ≥ 0.2. The intermediate values of J are not
compatible with the linear behavior (5.10) (see in particular the curve for J = 0.05). This signals
a non-universal behavior of localization properties for intermediate magnetic disorder.

From these results, we already notice that the localization regime is reached for much longer
wires in the GUE case than for GOE. As shown below, this allows for an easier numerical
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investigation of the universal metallic regime in the GUE case: magnetic impurities help in
finding the universal conductance fluctuations!
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Figure 5.8: Evolution of localization length as a function of transverse length. le is the mean free path
of the diffusive sample. Different behavior of the localization length if J = 0 (GOE) or J 6= 0 (GUE).

Notice that for intermediate values of the magnetic disorder (for instance consider the case
J = 0.05 of figure 5.8) the behavior of the localization length with the transverse length of
the system is incompatible with the linear universal law. This regime of intermediate magnetic
disorder amplitudes is the relevant experimental case. Up to my knowledge, this non universal
behavior is not yet understood analytically. This regime is presently under investigation: the
determination of the localization length for smaller values of the transverse length Ly and for
smaller values of magnetic disorder J allows to conclude that for small Ly and J ≈ 0, ξ follows
the J = 0 universal law, and that the slope of the linear behavior changes to the GUE case when
Ly is increased. For moderate values of J (squares, diamonds), the law at large Ly seems to
have the right slope but a different y-intercept. The accurate characterization of the localization
length in both universal regimes opens the route for a study of the insulating regime on the one
hand and of the metallic regime on the other hand. The next section deals with the study of
universal properties in the localized regime.
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5.2.2 Statistical distribution of conductance

A preliminary result

In the previous section we plotted the average conductance as a function of longitudinal size
(see figure 5.2) to characterize the cross-over between the metallic and the insulating regimes.
Consider now the whole statistical distribution of conductance to study the change of the shape
of this distribution, while the length of the wire is increased. This is plotted in figure 5.9. From
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Figure 5.9: Evolution of the statistical distribution of the conductance for different longitudinal sizes.
Ly = 10 and J = 0. Plain lines are gaussian (if gtyp > 1) or log-normal (if gtyp < 1) interpolations of
numerical data. PDF stands for Probability Density Function. N = 50 000 is the number of configurations
of disorder used to plot the statistical distributions.

this curve one can make a preliminary conclusion: in the metallic regime the Probability Density
Function (PDF) of the conductance is almost Gaussian as expected [128, 129], whereas it tends
to a Log-normal distribution but only in the deep insulating regime (Lx ≫ ξ). The Log-normal
shape [129, 130] in the insulating regime has also been predicted. See [101] for a review. The
convergence toward a Gaussian PDF is fast as soon as the system enters the metallic regime
whereas the convergence is "slow" 3 to obtain a Log-normal distribution in the localized regime
[129]. The other striking behavior illustrated on this curve is the appearance of a non-analytic
point at g = 1 as soon as the system enters the localized regime, which is in agreement with
[130, 131, 132, 133]. The next sub section studies this non analyticity.

Non-analyticity at g = 1 in the localized regime

To do so, we plot the PDF of conductance in the so called intermediate regime (〈g〉 . 1). The
result is shown on figures 5.10 and 5.11. In the regime where 〈g〉 is very close to one, figure 5.11
shows that as soon as the system enters the metallic regime, the Gaussian shape for the PDF
settles. For 〈g〉 = 0.995 the PDF is no longer gaussian but the tail in the metallic regime (g > 1)
is well approximated by a gaussian curve. This behavior shows that as soon as the system enters
the localized regime, the statistical distribution of the conductance becomes non symmetric. If

3for a ratio Lx/ξ ≈ 2.5, the difference between numerical data and a Log-normal interpolation is still perceptible
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Figure 5.10: Comparison of Probability density functions (PDF) of conductance for J = 0 (plain
curves) and J = 0.2 (dashed curves). Plots are performed for different values of average conductance.
(a): 〈g〉(J = 0) = 0.84 and 〈g〉(J = 0.2) = 0.79. (b): 〈g〉(J = 0) = 0.67 and 〈g〉(J = 0.2) = 0.62. (c):
〈g〉(J = 0) = 0.45 and 〈g〉(J = 0.2) = 0.42. (d): 〈g〉(J = 0) = 0.21 and 〈g〉(J = 0.2) = 0.18.

the longitudinal length is increased figure 5.10 shows the appearance of a clear non analyticity
that seems to develop around g = 1, that is to say at the entrance of the localized regime. One
still open question is the way (sudden or smooth) this non analyticity appears when the system
reaches the localized regime (i.e when its longitudinal length becomes greater than ξ). To try
to answer this question, one possible way is to use the Cumulative Distribution Function (CDF)
as plotted in figure 5.12, to fit it with polynomial functions on each side of the non analyticity
and to derive each fit, to have access to the slope of the derivative of the PDF. Figure 5.12 is a
preliminary result and further analysis is required to have a quantitative understanding of the
phenomenon.

A second study consists in analyzing the influence of the symmetries and of the value of
〈g〉 on the non-analyticity. For similar values of 〈g〉 we compare the PDF of conductance in
GUE (J 6= 0) and in GOE (J = 0). The results are plotted in figure 5.10. The shapes of these
distributions are highly similar if 〈g〉 ≪ 1, showing that distributions for J = 0 and J 6= 0 tend to
become Log-normal with the same cumulants. In the intermediate regime (〈g〉 ≈ 1), shapes are
symmetry dependent. Moreover the non-analyticity appears for different values of conductance
(close to 1) and the rate of the exponential decay [130] in the metallic regime seems to differ
from one ensemble to the other (see for instance curves (a) or (b)). One can then state that in
the deep insulating regime statistical distributions for the same geometry but for vanishing or
not magnetic disorder seem to collapse in one single curve, giving rise to super-universality, as
described in [134], as opposed to the metallic regime.

After having concentrated on statistical distributions, we continue with the study of second
and third cumulants of the logarithm of conductance to study the convergence of the conductance
distribution towards a Log-normal. We also extract a remarkable scaling called the one parameter
scaling: all cumulants of the distribution of log g are proportional to one single parameter [120,
135]. Strong evidence [136, 129] have been found to show that in the thermodynamic limit
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Figure 5.11: PDF of conductance for 〈g〉 < 1(J = 0.2) and 〈g〉 > 1(J = 0) and Gaussian interpolations.
Ly = 10.

(Lx → ∞), the distribution of log g has a Gaussian shape. However, for a finite value of Lx,
non-universal and non Gaussian tails are found.

The study of cumulants

As we have already plotted the evolution of the average logarithm of the conductance as a
function of Lx (see for instance figure 5.5), we will now plot higher order cumulants as a function
of the first one. On figure 5.13 or 5.14 we show the evolution of the second cumulant of log g
versus 〈log g〉. On figure 5.13, the plots for two different values of magnetic disorder (J = 0 and
J = 0.2) and Ly = 10 show the same linear behavior of the variance of log g as a function of the
average. One of the key points of this curve is the one parameter scaling that is verified for this
cumulant in the deep insulating regime, as the second cumulant is proportional to the first one.
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Figure 5.12: Right: PDF of conductance for 〈g〉 < 1(J = 0.2) and Ly = 10. Left: Cumulative
Distribution Function (CDF) of the numerical results (50000 configurations of disorder were used for
this study).
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Figure 5.13: Plot of the variance of log g as a function of the mean for J = 0 (left curve) and J = 0.2
(right curve). The slope of the linear fit is equal to −1.88 in both cases.
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Figure 5.14: Plot of the variance of log g as a function of the mean for the orthogonal and unitary
case. The slope of the linear fit is equal to −1.88. This plot shows also super-universality as the behavior
of the second cumulant does not depend neither on geometry of the wire nor on the universality class.

The coefficient of proportionality is found via a fit of the linear part of the curve and gives a value
that is very close to −1.88. Analytically, the second cumulant is expected to follow[137, 127]:

〈(log g − 〈log g〉)2〉 = 〈(log g)2〉c = −2〈log g〉. (5.11)

On these curves, the fit was a pure linear function (i.e of the form x → αx, with α a free
parameter). Our numerical result shows a small discrepancy with that theoretical study (based
on RMT). Notice that a fit of the linear parts of the curves of figure 5.13, with a function of the
form x→ αx + β, with α and β free, gives a result for α that is very close to 2, but with a non
vanishing β, which is not in agreement with [127].

Another crucial result shown in these plots and more accurately in figure 5.14 is the con-
firmation of the super-universal behavior, as the second cumulant for both universality classes
(J = 0 and J 6= 0) behaves in the same manner in the deep insulating regime.

Finally in figure 5.15, we show the third cumulant of log g as a function of the first one. The
linear behavior for each value of magnetic disorder in the deep insulating regime (〈log g〉 < −5)
is in agreement with the single parameter scaling. We find that contrary to the second cumulant
the coefficient of proportionality between the skewness and the average depends on the symmetry
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Figure 5.15: Plot of the skewness of log g as a function of the mean for the orthogonal and unitary
case.

of disorder, which denotes a lack of super-universality concerning this cumulant. For instance
dots and diamonds ( which correspond to the case J = 0) have the same behavior, but it is not
the case compared to squares or triangles (J = 0.2). We remark the strange behavior of the
third cumulant for J = 0.2 and Ly = 10, which seems to be in contradiction with a Log-normal
statistical distribution. To clear up this point a further analysis, that is currently performed, is
needed. For instance, more statistics are needed to study the third cumulant in detail (see also
the discussion on the third cumulant in the metallic regime).

The study of cumulants of the distribution of log g confirm the single parameter scaling of the
distribution, with a slight discrepancy concerning the value of the coefficient of proportionality
between second and first cumulant. Moreover, super-universality has been highlighted concerning
the second cumulant but is not confirmed by the study of the third cumulant. Nevertheless, the
curve (d) of figure 5.10 indicates that the total distribution possesses this super-universality
as the influence of the third cumulant on the curve is moderate (it tends to zero in the deep
insulating regime as the distribution becomes Log-normal).

5.3 The Universal metallic regime

We now focus on the universal metallic regime described by weak localization. By definition weak
localization corresponds to metallic diffusion, expected for lengths of wire le ≪ Lx ≪ ξ. For this
regime to be reached, we thus need to increase the number of transverse modes Ly and thus ξ
for all other parameters fixed (see (5.10)). Moreover, for a fixed geometry, this regime will be
easier to reach in the GUE class than in the GOE. The preceding study describes with precision
the entrance in the localized regime. As we saw it in section 4, Fig. 5.10, the shape of the PDF
of conductance is almost gaussian. In the following we will study the different cumulants of the
conductance.
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5.3.1 Universal Conductance Fluctuations (UCF): obtaining Lm

At first the study of the second cumulant (the variance) of the distribution of conductance is
performed as it has a purely quantum origin: at the classical level, the conductance does not
show any fluctuation (se Appendix A, section A.1). It allows a determination of the magnetic
dephasing length Lm. Moreover we exhibit a universal regime where the fluctuations do not
depend on geometry any more.

Fluctuations of conductance: analytical reminder

In the metallic regime, it is possible to find an expression for the fluctuations of conductance in
the presence of magnetic impurities as a function of the longitudinal length, see [86, 138] and
section 3.2.3. The expression is recalled hereafter:

〈δg2〉 = 〈g2〉c =
1

4
F2 (0) +

3

4
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where x = Lx/Lm and the scaling function F2(x) is given by [86, 139] and equation (3.25). See
section 3.2.3 for a few details on the calculation of these fluctuations, and the expression of this
function and figure 3.14 for a plot. We conclude that 〈g2〉c → 1

4F2 (0) = 1
15 when x→ ∞. In this

regime the fluctuations of conductance are constant. A similar study in the case of non-magnetic
impurities (GOE) exhibits also a universal regime with 〈g2〉c = 2

15 . Due to our convention (the
spin degeneracy s is included in the definition of the quantum of conductance), it corresponds to

〈G2〉c = 8
15

(
e2

h

)2

. These values, known as the Universal Conductance Fluctuations (UCF) are

in full agreement with equation (3.15).

The Universal regimes

In figure 5.2, we have calibrated the direct correspondence between the average conductance and
the longitudinal length. As in the localized regime, we will then plot the cumulants of g as a
function of the first one, as shown in figure 5.16 for the variance. This plot shows that for a
suitable value of transverse length Ly, the system reaches a plateau in conductance fluctuations
whose value depends on the symmetry of the system, in agreement with previous analytical re-
sults. Notice that the presence of the plateau depends strongly on the value of the transverse
length Ly: for instance refer to the J = 0 curves (plain dots, squares and diamonds) of figure
5.16. It is easily understood as the localization length is a growing function of Ly: if Ly is too
small, the inequality le ≪ Lx ≪ ξ is never satisfied and the system enters the localized regime
before reaching the Universal regime. In the same way, equation (5.10) and figure 5.8 show that
for a given value of transverse length Ly, the localization length is greater for GUE than for
GOE, which explains why the universal regime is more easily reached in presence of magnetic
impurities. Figures 5.17 and 5.18 show that specific point more clearly. In these plots we show
conductance fluctuations as a function of longitudinal size Lx for J = 0 and J = 0.2 and for two
values of transverse length Ly. On the first plot, for both values of magnetic disorder the uni-
versal plateau arises, whereas it does not appear for non magnetic impurities (J = 0) if Ly = 40.
In our study, values of UCF are reached with a maximal error of 1% for GOE and 3% for GUE
with respect to the analytical value of the UCF in the regime independent of 〈g〉 (i.e with much
higher precision than e.g [131] or [140]). In the first article the authors using the transfer matrix
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Figure 5.16: Plot of the variance of g as a function of the mean for the orthogonal and unitary cases,
for different width of the wire and different values of magnetic disorder. The Universal Value of the
fluctuations of conductance is plotted for GOE (plain line) and for GUE (dotted line).

and RMT found that their value of Universal Conductance Fluctuations in a Spin Glass is given
with an error of almost 20% compared to the analytical value. Notice that this numerical study
is done in two dimension and not in quasi one dimensional wires. In the second article, using
a two-dimensional binding system coupled to a three dimensional Edwards-Anderson Ising spin
glass, UCF in GOE are found with an error of approximately 10% with the quasi 1d scheduled
value. In all cases the error is calculated exactly in the same way, and is just the relative distance
between the obtained and the analytical values of UCF. To our knowledge it consists in the most
accurate numerical determination of the UCF. In many studies, plots showing two or three points
around the analytical plateau are called UCF. In the previous paragraphs we prove that it is not
so easy to reach them, because of ξ.

Our numerical study accounts well for the universal regimes where fluctuations of conductance
are independent of the length Lx of the wire. According to the section 5.1.3, the experimental
regime of interest is the one for which the length of the wire is of order of the magnetic length.
In this non-universal regime, the fluctuations of conductance will necessary depend on the length
of the wire as 〈g2〉c = 2/15 if Lx ≪ Lm and 〈g2〉c = 1/15 if Lx ≫ Lm. The question that
immediately arises is the following: are we able to characterize numerically this non universal
dependence? At this point we remind the reader that the answer to this question in the localized
regime concerning the non universal dependence of the localization length with the width of the
wire was negative.

Fit of the fluctuations of conductance

In figure 5.19, the fluctuations of conductance are plotted as a function of longitudinal length.
The numerical data are fitted with equation (3.24), as the only free parameter is the magnetic
length. From each fit, one extracts Lm(J). One also notices from equation (3.24) the scaling form
of the fluctuations of conductance. It then appears natural to plot the variance of conductance as
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Figure 5.17: Second cumulant of g as a function of longitudinal length. Dots represent data for J = 0
and squares for J = 0.2. The value of UCF is shown in each symmetry class (with or without magnetic
disorder). UCF regime is reached in both cases.

a function of Lx/Lm(J), as shown in figure 5.20. The agreement between theory and numerical
calculations is good. The difference between theory and numerics for small longitudinal lengths
in figures 5.19 and 5.20 lies in the fact that the analytical formulae are valid in the limit of quasi
one dimensional systems, which may not be reached for Lx ≈ 400 and Ly = 40.

This study of the variance of the conductance in the metallic regime allows to determine
accurately the universal regime (for which the fluctuations are constant) and the non universal
one dimensional diffusive regime, which is the regime of experimental interest. This regime will
be used in the next chapter to study correlations of conductance. Before that, there remains some
uncertainty concerning the magnetic length Lm: how can we compare it to theoretical expression?
To answer this question, we go on to the study of the other cumulants of the conductance and
first we focus on the mean value.

5.3.2 The average conductance: determination of Lm(J)

Coming back to chapter 3, the probability of diffusion from ~r1 to ~r2 during time t has a classical
and a quantum term, which leads to a quantum and a classical part for the average conductance.
Up to now, we have performed extensive studies of the quantum contribution to the variance.
We have shown in particular that its behavior is based on the new diffusion length: Lm. For a
quasi one dimensional wire, it is possible to derive the quantum corrections for the conductance,
see [86, 141] and Appendix A, section A.3:

δgWL =

∞∑

n=1






−1/π2

n2 + 2
(

Lx

Lm

)2 − 3/π2

n2 + 2
3

(
Lx

Lm

)2




 . (5.12)

We now study the classical part of the conductance, defined as:

gclass = 〈g〉 − δgWL. (5.13)
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Figure 5.18: Second cumulant of g as a function of longitudinal length. Dots represent data for J = 0
and squares for J = 0.2. The value of UCF is shown in each symmetry class (with or without magnetic
disorder. UCF regime is reached in the case of magnetic impurities but not for scalar impurities.

This classical conductance depends on J and Lx and not on Lm as this length is related to
quantum transport (the weak localization term δgWL).

The classical conductance, function of the longitudinal length

Classically, the evolution of conductance with the longitudinal length for a one dimensional
system is of the form:

g(L) =
σ

L
, (5.14)

where σ is called the conductivity. On figure 5.21 we plot the classical conductance as a function
of Lx and from a single parameter fit using equation (5.14) one can determine the conductivity
for each value of magnetic disorder. One easily sees that the agreement between theory and
numerical calculations is not very good.

The development of mesoscopic physics and of conductance measurements raised this previous
problem: the measurement of a ballistic resistance with two leads does not vanish. Every physicist
has already measured the resistance of an electronic compound. To do so, the current that goes
through the corresponding device is measured by plugging an ammeter4 inside the circuit. The
potential difference is measured by using a voltmeter in parallel. This suggests that a good
measure of resistance requires four terminals. In the present study of coherent transport in a
spin glass, only two terminals are considered. One then needs to add a contact resistance [142].
This new resistance comes from the use of only two terminals to measure both the current and
the voltage. Adding this contact resistance5 has the following effect on the relation between the
conductance and the conductivity:

gclass(J, Lx) =
1

1
Ly

+ Lx

Lyσ0(J)

. (5.15)

4or a galvanometer.
5also called the Sharvin resistance.
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Figure 5.19: Plot of the variance of the conductance as a function of longitudinal length for Ly = 40
and different values of magnetic disorder. Plain lines are analytical fits from equation (3.24). The value
of Lm for each value of J is then extracted. The dotted line represents the universal value of fluctuations
of conductance in GUE.

Using this new expression for the conductance it is possible to fit again the numerical data. The
results are shown in figure 5.22. The agreement is now very good, and the conductivity can be
extracted with no difficulty.
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Figure 5.20: Plot of the variance of the conductance as a function of the scaling variable x = Lx/Lm

for Ly = 40 and different values of magnetic disorder. All numerical points of figure 5.19 collapse on
one scaling curve given by equation (3.24).

Important:
it is essential to understand that the two terminal behavior lies in the equation we used to
link the transmission probabilities Tm←n and the conductance. We found (see section 4.2)

g =
∑

m,n

Tm←n. (5.16)

Consider the case of a perfect metal (with no impurity). We envisage that the conductance di-
verges as the occurrence of a non vanishing resistance is due to impurities. Without impurities,
each transmission probability goes to 1, but the corresponding conductance, equation (5.16)
does not diverge in that limit. In a four terminal setup, the link between the transmission
probabilities and the conductance is given by:

g =

∑

m,n Tm←n
∑

m,n(Rm←n)
, (5.17)

where Rm←n are reflection amplitudes. For each value of n, we have:
∑

m Tm←n = 1 −
∑

mRm←n. The resulting conductance diverges when all transmission probabilities
∑

m Tm←n

are equal to one (or all reflection coefficients
∑

mRm←n vanish), and the conductance reads:

g =

∑

m,n Tm←n

Ny −∑m,n(Tm←n)
, (5.18)

The difference between both definitions of the conductance is the contact conductance (it is
the inverse of the contact resistance).
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Figure 5.21: Plot of the classical part of the conductance (dots, squares,...) and analytical fits using
the result in one dimension: g(Lx) = σ/Lx. The agreement between numerical data and theory is not
good.

The classical conductivity

For each value of magnetic disorder, the classical conductivity is extracted. One can then try to
plot that conductivity as a function of magnetic disorder and compare it to theoretical predic-
tions. The Einstein relation links the conductivity to the diffusion coefficient D and the density
of state at the Fermi level ρ0(εF ):

σ0 = se2ρ0(εF )D. (5.19)

s is the spin degeneracy. By definition, in the case of non magnetic impurities, the diffusion
coefficient reads:

D = v2
F τe, (5.20)

with vF the Fermi velocity and τe the elastic scattering time. It is related to the scalar disorder
by:

τe =
1

2πρ0niv2
0

, (5.21)

where ni is the impurity density and v2
0 = W 2/12 is the variance of the distribution of scalar

disorder. In the presence of magnetic impurities, another diffusive process is to be taken into
account: the spin diffusion characterized by a length Lm and a time τm = L2

m/D. The Matthiesen
rule explains how the scattering time τe must be modified for two diffusive processes:

1

τe
→ 1

τe
+

1

τm
. (5.22)

More accurately the scattering time τm is directly related to the magnetic disorder, at the second
order in J , see [102]:

τm =
1

2πρ0niJ2〈S2〉 . (5.23)
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Figure 5.22: Plot of the classical part of the conductance (dots, squares,...) and analytical fits using
the contact resistance. The agreement between numerical data and theory is now good.

Collecting all these results, one can deduce the magnetic disorder behavior of the classical con-
ductivity:

σ0(J) =
σ0(J = 0)

1 + 3
W 2J2

. (5.24)

In figure 5.23 we compare this previous equation with numerical evaluation of the conductivity
(there are no free parameter here). The relatively good agreement between both curves ensures
a good understanding of the physics of the transport in materials with magnetic impurities.

Fit of Lm(J)

This allows one to give an expression to second order in J for the magnetic dephasing length:

Lm(J) =
√

D(J)τm(J) ∝ 1

J
√

W 2

12 + J2

4

. (5.25)

On figure 5.24 we plot numerical evaluation of the magnetic length as a function of magnetic
disorder and we fit these values with the preceding function. The agreement is good. In that
figure, error bars on the magnetic length are present but are contained in the width of dots.
These error bars were found by using formula (3.24) on a plot of conductance fluctuations for a
given J . Beginning with small values, Lm is increased until the fit is relatively good. This gives
Llow

m (J). In a similar way, beginning with a large value, Lm is decreased to reach a suitable fit,
we determine Lup

m (J). These two values are defined as the lower and upper bound of error bars
on Lm respectively. This algorithm is applied for all values of magnetic disorder. In figure 5.24,
the coefficient of proportionality is the only fitting parameter and equal to 6.07 for numerical
data extracted from the study of conductance fluctuations, and is equal to 5.61 for numerical
data extracted from conductance correlations for two different spin configurations. See section
6.3.2 for a more accurate description of the second determination of Lm.

The agreement between the numerical data and the expression for Lm(J) is good, it ends
the complete characterization of the quantum corrections to the conductance. The last point
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Figure 5.23: Evolution of conductivity with magnetic disorder. Dots are numerical data. Plain line
is the theory given by Einstein relation and Matthiesen rule for the conductivity. Agreement is good
especially at low magnetic disorder.
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Figure 5.24: Evolution of magnetic dephasing length with magnetic disorder. Dots are numerical
data extracted from the study of UCF and diamonds are numerical data extracted from the study of
conductance correlations for two different spin configurations. Plain and dotted lines are analytical fits
from perturbation theory at second order in J. Error bars are smaller than dots and diamonds sizes.

that has still not been debated is the Gaussian shape of the distribution of conductance that we
expect. To study it, we focus on the third cumulant of the distribution.
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5.3.3 The third cumulant: Gaussian distributions?

According to the analytical study of [132], this cumulant decays to zero in a universal way as
〈g〉 increases. Here in figure 5.26 we find a dependance of this decrease on the symmetry class:
for GOE 〈g3〉c goes to zero in a monotonous way whereas it decreases, changes its sign and then
goes to zero in GUE case. For 〈g〉 > 4 numerical errors are dominant, then this part of the
curve is irrelevant. Moreover, for GUE this decrease seems to be universal whereas it depends
on the transverse length for GOE. On figure 5.25, is represented the convergence of the skewness
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Figure 5.25: Plot of 〈g3〉c as a function of 〈g〉 in the metallic regime, averages are performed with
an increasing number of configurations Ndes. Convergence curves are shown for Ly = 10 and J = 0 or
J = 0.2.

when increasing the number of configurations used to perform averages Ndes for both GOE and
GUE. Plots show a good enough convergence of averages to conclude that the third cumulant
of conductance is not zero for all values of 〈g〉. Notice that the maximal number of averages is
50 000. Moreover this fast vanishing of the third cumulant confirms the faster convergence of the
whole distribution towards the gaussian, compared to what happens in the insulating regime.
Based on our numerical results, we cannot confirm nor refute the expected law 〈g3〉c ∝ 1/〈g〉n,
with n = 2 in GOE and n = 3 in GUE [98, 143].

5.3.4 The ergodic hypothesis

In this section we study the statistical distribution of conductance with respect to the scalar
disorder. In chapter 2 and 3, we have seen that experimental measurements of conductance are
performed by applying a magnetic field (magneto resistances or conductances are measured). To
compare theoretical and experimental results, we invoked the ergodic hypothesis. The goal of
this section is to study numerically the validity of this ergodic hypothesis (see sections 3.2.1 and
6.1.3).

We consider the conductance as a function of two variables: the disorder configuration V and
the magnetic flux6 φ through the sample. φ is expressed in units of the quantum flux φ0 = h/e.

6the magnetic flux is defined by φ = B/Σ, where Σ is the surface of the sample.
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Figure 5.26: Plot of 〈g3〉c as a function of 〈g〉 in the metallic regime.

The conductance fluctuates in terms of both the scalar disorder and the magnetic flux [91], we will
then compare statistical distributions of conductance sampled either over disorder or magnetic
field and compare them.

Notations

We remind the reader that averages over the total number of scalar disorder configurations is
denoted by 〈·〉. Disorder averages over a smaller number of configurations (denoted Vmax) is
defined by:

〈g〉Vmax(φ) =
1

Vmax

Vmax∑

V =1

g(V, φ). (5.26)

Averages over the total number of magnetic fluxes are denoted with strait brackets [·] as follows:

[g](V ) =
1

Nφ

Nφ∑

φ=1

g(V, φ), (5.27)

where φ is the flux of the magnetic field. Averages over partial numbers of magnetic fluxes are
denoted by [g]φmax as in equation (5.26). In practice we sample the conductance of a system of
size 1600×40 for J = 0.4 with 1600 disorder configurations and 1250 values of the magnetic flux
(φ = 1 → 1250, in units of the quantum flux). Values of magnetic disorder and geometry are
chosen so that the system is in the UCF regime. As a statistical distribution is entirely determined
by its cumulants (irreducible moments) [144], we will study the average (first cumulant), the
variance (second cumulant) and the skewness (third cumulant) separately. Higher cumulants are
denoted in a similar way: for instance the variance of the conductance over scalar disorder for
Vmax configurations is written as:

〈g2〉Vmax

c . (5.28)

We remark that this cumulant still depends on φ, as the conductance is now a function of two
variables.
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Cumulants over disorder

We first focus on cumulants with averages over disorder. We plot each partial cumulant 〈gn〉Vmax
c

as a function of Vmax, for different values of magnetic flux. We also plot on the same figure the
crossed average:

[〈gn〉Vmax
c ] for n = 1 → 3, (5.29)

which is the mean value over magnetic field [·] of the cumulant of order n with respect to scalar
disorder. We also define error bars as the following mean square root:

errorφ(〈gn〉Vmax
c ) ≡ ±

√

2

[(

〈gn〉Vmax
c − [〈 gn〉cVmax]

)2
]

. (5.30)

Figure 5.27 shows the results we obtained. Note that concerning the second cumulant, we find
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Figure 5.27: Study of the fluctuations with magnetic flux of the first cumulants with respect to disorder.
Error bars are defined in equation (5.30).

the expected universal value of 1/15 ≈ 0.067.

Cumulants over magnetic flux

The study here is highly similar to the previous one provided that:

〈·〉 ↔ [·]
Vmax ↔ φmax

and we find the results of figure 5.28, which have essentially the same shape as figure 5.27.
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Figure 5.28: Study of the fluctuations with disorder of the first cumulants with respect to magnetic flux.
Error bars are defined similarly to equation (5.30).

Comparison: the ergodicity issue

In this section, we compare residual fluctuations of the different cumulants. In the last section,
we have shown that, for each cumulant, the quantities of interest are 〈gn〉Vmax

c (φ) on the one
hand and [gn]φmax

c (V ) on the other hand, where n goes from 1 to 3. Each of these objects have
therefore a statistical distribution with respect to the magnetic flux φ and the scalar disorder
respectively. For n = 1, we compare in figure 5.29, the mean value and the root mean square
variation (see equation (5.30)) of 〈g〉Vmax(φ) and [g]φmax(V ). It appears that these quantities
have the same mean value but different second cumulant.

On the contrary, for n = 2 and n = 3, the statistical distributions of respectively 〈gn〉Vmax
c (φ)

and [gn]φmax
c (V ) are equal (figures 5.30 and 5.31). We note also that the expected UCF value is

reached in figure 5.30, and that the evolution of figure 5.31 illustrates that conductance distri-
butions are gaussians.

To conclude on the ergodicity hypothesis, the quantities 〈gn〉Vmax
c (φ) and [gn]φmax

c (V ) are sim-
ilar for n = 2 or 3, for these cumulants the ergodic hypothesis holds, which is not the case for
the average value, in agreement with [145]. However, we showed that the quantities 〈g〉(φ) on
the one side and [g](V ) on the other side have a Gaussian statistical distribution with respect to
magnetic flux and scalar disorder respectively. These distributions have the same average value:

[〈g〉] ≡ 〈[g]〉, but a different variance:
[

(〈g〉 − [〈g〉])2
]

6=
〈

([g] − 〈[g]〉)2
〉

, which is an original

result on the ergodicity issue in mesoscopic conductors. In the following, all our theoretical anal-
ysis of conductance correlations will be performed with averages over scalar disorder V ≡ {vi}i,
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(the error functions as defined in equation (5.30)) are plotted in the main figure.
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(the error functions as defined in equation (5.30)) are plotted in the main figure.

no magnetic field will be applied any more.

Important: in chapter one we mentioned that, following the hierarchical vision of a spin
glass, the system is trapped in an ergodic component of the phase space (one energy valley), and
that the ergodicity is broken in the low temperature spin glass phase. This ergodicity deals with
the ability for the system to reach all possible states in the energy landscape. It is broken in
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Figure 5.31: Study of the statistical distributions of the skewness [g3]φmax
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(the error functions as defined in equation (5.30)) are plotted in the main figure.

a spin glass since the energy barriers are diverging at low temperature with no hope to escape
them. In this chapter, the ergodic hypothesis can be applied to all conductors and not only to
metallic spin glasses. It deals with the ability of the system to reach similar states in the energy
landscape by changing the scalar disorder or the magnetic field of the system. These two types
of ergodicity issues are different.

5.4 Conclusion

In this chapter, we have performed an extensive study of the universal properties of coherent
transport in the presence of magnetic frozen impurities in both the metallic and the localized
regimes. Comparing and extending previous analytical and numerical studies, we have identified
the insulating and metallic regimes described by the universality classes GOE and GUE. We
have paid special attention to the dependance on this symmetry of cumulants of the distribution
of conductance in both metallic and insulating universal regimes. In particular, we have iden-
tified with high accuracy the domain of universal conductance fluctuations, and determined its
extension in the present model. This study also allowed us to characterize with high precision
the experimental regime of interest of non universal metallic diffusion, which will be useful for
the study of conductance correlations in the next chapter.
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102 CHAPTER 6. CONDUCTANCE CORRELATIONS

6.1 Introduction

6.1.1 Back to Spin Glass physicsOne of the key conclusion on Spin Glass physics is that it is a very poorly understood state
of matter (see chapter 1) as two competing theories claim to describe the ground and
excited spin states of a spin glass. One crucial tool to study experimentally the internal

spin state of a spin glass is the spin overlap (also called the spin configurations correlation), whose
definition is generalized here for classical Heisenberg spins (see equation (1.17) section 1.4.1):

Q12 =
1

Nimp

Nimp∑

i=1

~S
(1)
i · ~S(2)

i , (6.1)

where Nimp represents the number of impurities in the sample, and ~S
(1,2)
i are two different spin

configurations. In this chapter, the spin overlap is denoted Q12 and not Qαγ to enforce that we
are dealing in this chapter with Heisenberg and not Ising spins. Notice again that the quantity
1−Q12 defines a distance between spin configurations 1 and 2 (distance that is ultrametric [33]
at the mean field level). In the simpler case of Ising spins, 1−Qαγ simply counts the percentage
of spin flips that occurred between spin configurations α and γ.

A more intuitive way to understand the usefulness of the overlap is to imagine the following
experiments:

(i) First experiment: Consider a spin glass initially at high temperature (Ti > TSG), in
the paramagnetic phase. At time t = 0, the spin glass is quenched to a temperature
Tf < TSG, and imagine it is possible to take a "snapshot"1 of the spin configuration. It is
spin configuration number 0. Configuration number i consists in taking a snapshot of the
spin state of the spin glass after waiting time ti = i× tW .

(ii) Second experiment: Start again from a spin glass in the paramagnetic phase, and make
successive quenching to temperature Tf and heating to temperature Ti. Snapshot of the
spin configurations are taken after each quench of the system.

For each experiment, we end up with a set of spin configurations that are a priori different. As it
is experimentally illusory to get a direct imaging of the spin configuration, it is highly challenging
to be able to measure the spin overlap Q12, as it encodes how different the configurations are.
The knowledge of Q12 is crucial as it gives access to the evolution of the spins with time (i.e
aging properties of the sample) in the first experiment. In the second one, successive quenches of
the sample allow to sample the statistical distribution of overlaps, which is the order parameter
of the spin glass transition. Up to now, this quantity has not been measured experimentally and
we propose an original method to do it.

6.1.2 A qualitative approach

In the previous section, we imagined two experiments. In these experiments we also imagined
to take a snapshot of the spin configuration. We propose to use conductance measurements
(calculations) as a snapshot of the spin configuration, as we have already seen that in the coherent
regime the conductance is a fingerprint of the disorder encountered. More precisely, comparison

1with snapshot we mean that we imagine a way to measure the spin configuration, and that measure takes a
time texp negligible compared to the relaxation time of a spin glass (see section 1.3).
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of the conductance in each spin state gives access indirectly to the spin overlap. This section
is devoted to a qualitative analysis to show that conductance correlations, as defined below
(equation (6.2)) depend on the spin overlap Q12. We define the conductance correlation by:

〈δg
(

V, {~S(1)
i }

)

δg
(

V, {~S(2)
i }

)

〉 ≡ 〈g
(

V, {~S(1)
i }

)

g
(

V, {~S(2)
i }

)

〉c, (6.2)

where δg ≡ g − 〈g〉. As before, 〈·〉 represents average over scalar disorder V .
We showed in section 3.1 that the calculation of the quantum corrections to the averaged

conductance is based on the pairing of two electronic diffusion paths, which leads to two types
of diagrams, the Diffuson and the Cooperon. As shown in equation (6.2), the correlation of
conductance is a product of two conductances, each one calculated for the same scalar disorder
configurationV but for different spin configurations. The corresponding Diffuson and Cooperon
terms take the form:

Pd,c ∝
∑

C,C′

AC
︸︷︷︸

spin config 1

A∗C′
︸︷︷︸

spin config 2

. (6.3)

Be aware that the terms

Pd,c ∝
∑

C,C′

AC
︸︷︷︸

spin config 1

A∗C′
︸︷︷︸

spin config 1

and

Pd,c ∝
∑

C,C′

AC
︸︷︷︸

spin config 2

A∗C′
︸︷︷︸

spin config 2

(6.4)

only contribute to 〈g(V, {~S(1,2)
i }i)〉〈g(V, {~S(1,2)

i }i)〉, and not to the connected correlation (6.2).
These Diffuson and Cooperon terms have the same structure as in chapter 3 (but now each

electronic path encounters a different spin configuration). Moreover each Diffuson or Cooperon
term represents a pairing of spin 1/2, the natural basis to decompose the Diffuson and the
Cooperon is still the singlet-triplet base as shown in the calculation of the conductance fluctu-
ations in section 3.2.3. As previously said, the phase vanishes in the Diffuson term, it is not
sensitive to random magnetic fields (or equivalently frozen magnetic impurities). In a singlet
state the electrons have the same spin projection; this state is therefore not sensitive to a ran-
dom magnetic field (and only this state). Consequently, only the Diffuson/singlet term is not
sensitive to the frozen impurities if spin configurations are similar. The corresponding diffusion
length2 LD,S

m is diverging3. The other lengths ( for the Diffuson/triplet, Cooperon/singlet and
Cooperon/triplet) never diverge. If configurations of frozen impurities are different in each path,
each electron of the Diffuson/singlet encounters a different spin landscape. These electrons will
decorrelate from each other. If spin configurations are almost similar, the decorrelation will be
moderate and then the value of the conductance correlations will be of the order of the con-
ductance fluctuations (almost identical configurations). If configurations are far away from each
other (Q12 ≈ 0), the conductance will be maximally decorrelated.

To conclude on this qualitative part, we suggested that the correlations of conductance as
defined in equation (6.2) are indeed function of the overlap. In the following we study numerically
these correlations of conductance. Another useful remark is that the diffusion length LD,S

m plays
a crucial role as it is the only length that diverges in the case of similar configurations. We use
this fact in section 6.3.

2we associate a diffusion length to each of the four terms of equation (3.24): see below.
3This is the reason why we have a term F2(0) in equation (3.24) for the fluctuations of conductance.
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6.1.3 An experimental proposal

To measure experimentally correlations of conductance, we propose [138] the protocol plotted
in figure 6.1. At time t = 0, the system at temperature T ′ > Tg ≡ TSG. It is frozen to reach

Temperature, T

time t

TSG

{!S
(n)
i
}

{!S
(n+1)
i

}

Texp

0

Bexp

B,EF

tw

T
′

Figure 6.1: Proposed experimental protocol to measure conductance correlations in a spin glass.

Texp < TSG. We let then the system relax for some time (to be determined experimentally), to

obtain a "frozen" (at the experimental time scale) spin configuration {~S(n)
i }. Afterwards, the

measurement of the magnetoconductance is performed in the spin glass frozen in configuration
{~S(n)

i }. After the measurement, the temperature is increased again up to T ′ > TSG. After a
second waiting time at this temperature, the systems is frozen again to Texp. The spins freeze,

after a waiting time, in a configuration {~S(n+1)
i }, and the measurement of the magnetoconduc-

tance is performed. This protocol is very close to the experiment (ii) we imagined in section
6.1.1, with magneto conductance measurements as the "snapshot" of the spin configuration.
Thanks to the ergodic hypothesis we described in section 3.2.1, the conductance measured with
an increasing magnetic field has the same effect as sampling the conductance distribution by
considering numerous configurations of scalar disorder. The correlations, as defined in equation
(6.2) are then reachable experimentally. These experiments are performed at Institut Louis Néel
in GRENOBLE by the Quantum Coherence group of L. Saminadayar and L. Lévy.

The study of the previous chapter is of great importance as we managed to characterize with
high accuracy the experimental accessible regime of non universal metallic diffusion. We use this



6.2. CONDUCTANCE CORRELATIONS AND RANDOM CONFIGURATIONS 105

extensive study to consider numerical systems that are in the experimentally relevant case in all
that follows.

6.2 Conductance correlations and random configurations

In the following we first study directly the statistical distribution (still as scalar disorder is varied)
of the difference of conductances, each one calculated with its own spin configuration and the
same realization of disorder V . We show that this comparison leads to the study of the previous
correlation. In a second time we come to the study of the correlation itself, as a function of
the overlap. To begin, the algorithm of creation of random spin configurations but with a finite
correlation (i.e with a non vanishing overlap between them) is described.

6.2.1 Random spin configurations

In this section we present how random configurations with a non vanishing correlation are built.
The constraint is to build up different spin configurations with random orientations but the
correlation Q12 must not vanish. A first spin configuration is created by choosing random ori-
entation for each impurity. These orientations are chosen independently from each other. Other
configurations are created by rotating of a random angle the spins of the first configuration with
a probability p≪ 1. This probability changes from one configuration to the other so that we end
up with a set of 24 configurations with mutual overlaps Q12 between 10−3 and 1 (identical con-
figurations). The highest value of overlap for two different spin configurations is4 Q12 = 0.9992.
Figure 6.2 represents schematically the initial spin configuration, another one created via the
previous algorithm, and the overlap between them, in the simpler case of Ising spins. Black
squares for the overlap represents the spin flips that occurred. This figure illustrates that both
spin configurations are random. Moreover spin flips occur uniformly in the whole sample, which
mimics a mean field-like spin excitation [33].

6.2.2 Probability distribution of g1 − g2

A first quantity to study is the probability density function of variation of conductance between
two different spin configurations. This quantity will be denoted by g1(V )−g2(V ) in the following.

g1(V ) − g2(V ) ≡ g
(

V, {~S(1)
i }i

)

− g
(

V, {~S(2)
i }i

)

. (6.5)

The averages are still performed over the scalar disorder V . In figure 6.3 we show that this
quantity can be well approximated by a gaussian which allows us to deal either with the brut
numerical data or with gaussian interpolations. Note that the statistical distributions of g1 − g2

are centered around zero:
〈

g
(

V, {~S(j)
i }i

)〉

=
〈

g
(

V, {~S(k)
i }i

)〉

∀(j, k). In detail, the variance

〈(g1(V ) − g2(V ))2〉c ≡ 〈((g1(V ) − g2(V )) − 〈g1 − g2〉)2〉c is equal to:

〈(g1(V ) − g2(V ))2〉c = 2
(
〈g2

1,2(V )〉c − 〈g1(V )g2(V )〉c
)
, (6.6)

Hence it encodes the correlations between the two conductances as defined in equation (6.2).
The study of the variance of this distribution is then crucial to study how a change in Q12 affects
the conductance correlation. We plot the statistical distributions of g1(V ) − g2(V ) for different
couples of spin configurations leading to different values of spin correlations Q12. The results are
shown in figure 6.4. This curve shows that we are able to discriminate different spin correlations

4it corresponds, in the case of Ising spins to about 26 spin flips between both configurations, each containing
64 000 spins.
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Initial Configuration

Random flips

Overlap

Figure 6.2: Schematic view of two random configurations, and of the corresponding overlap. In the two
plots on the left, black (respectively white) squares represent a positive (resp. negative) projection of the
spin along the z−axis (axis perpendicular to the sample), and on the right black (resp. white) squares

represent a positive (resp. negative) result to the scalar product ~S
(1)
i · ~S

(2)
i .
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Figure 6.3: Probability density function of the difference of conductances, each calculated for one spin
configuration. Q12 = 0.9100, J = 0.1, Lx = 1600 and Ly = 40. Averages performed over N = 5000
realizations of scalar disorder.

between two configurations with the help of conductance correlations. The statistical distribution
of g1 − g2 is sensitive to changes in Q12. One immediately remarks that the sensitivity is very
high when Q12 is close to 1.

Note that the probability P (g1 − g2 ≃ 0) is found on figure 6.4 to be highly sensitive on
small departures from Q12 = 1. This is easily understood by using a Gaussian approximation
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Figure 6.4: Probability Density Function of g1−g2 where gk is the dimensionless conductance calculated
for spin configuration k. Plain curves are Gaussian interpolation of numerical data.

of P (g1 − g2 ≃ 0). The probability of similar conductances then reads P (0) = 1/
√

2πσ with
σ = 2(〈(δg)2〉V − 〈δg1δg2〉V ).

The last question concerning the distribution of g1−g2 is the following: does the conductance
correlation depend only on Q12 or does it also depend on each spin configuration? To answer
this question we propose to plot the distribution of g1 − g2 for different configurations but with
the constraint that the spin correlation is similar for each couple of configurations. The result is
plotted on figure 6.5. This figure shows clearly that a same value of Q12 ≈ 0.91 (dots, squares,
diamonds and down triangles) leads to a same value of conductance correlation, and if we have
a different spin correlation (up triangles), the distribution is different.

6.2.3 Conductance correlations, function of overlap

Theory

To deduce analytically the conductance correlations as a function of the spin overlap, the method
is the same as what is described for the fluctuations of conductance at section 3.2.3. The difference
lies in the fact that the spin rotation operators Rt are now different as each electron encounters
its own spin configuration. Equation (3.20) is modified as:

Qm(t) =
∑

sf =±

〈sf |R(1)
−t |s0〉∗〈sf |R(2)

t |s0〉 =
∑

sf =±

〈s0|(R(1)
−t )
†|sf 〉〈sf |R(2)

t |s0〉, (6.7)

where R(i)
t is the rotation matrix with respect to the spin configuration number i. We end up

with the following expression for the correlations [138]:

〈δg1(V )δg2(V )〉 =
1

4
F2

(
Lx

LD,S
m

)

+
3

4
F2

(
Lx

LD,T
m

)

+
1

4
F2

(
Lx

LC,S
m

)

+
3

4
F2

(
Lx

LC,T
m

)

, (6.8)
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Figure 6.5: Probability Density Function of g1 − g2 for comparable overlap Q12 ≈ 0.91 (dots, squares,
diamonds and down-pointing triangles). The up-pointing triangles represent two spin configurations with
a different overlap: Q12 ≈ 0.98. Plain and dotted lines are the gaussian interpolations for the respective
value of Q12.

where δgi(V ) and gi(V ) are defined in the previous section. In the case of random excitations,
explicit expressions for the diffusion lengths are derived:

LD,S
m =

Lm√
1 −Q12

LD,T
m =

Lm
√

1 +Q12/3

LC,S
m =

Lm√
1 +Q12

LC,T
m =

Lm
√

1 −Q12/3
(6.9)

The function F2 is defined in section 3.2.3.

Numerical results

The conductance correlation is plotted (figure 6.6) for each pair of spin configurations as a func-
tion of the spin correlation Q12, and for different values of magnetic disorder J . The number
of different spin configurations used for this study is 24. On these plots the correlation between
spin configurations decreases from the left part to the right part (i.e from Q12 = 1 to 0) as we
anticipated in section 6.1.2: the decorrelation between the conductances is larger if Q12 tends to
zero (very different spin configurations). We also notice that the longer the sample, the larger
the decorrelation of conductance: if the sample is longer, electrons diffuse on more impurities,
the resulting dephasing is larger, and the corresponding correlation of conductance is smaller.
The results presented in that figure consist in some of the key results of this study. For all
values of magnetic disorder J there is a unique value of overlap that corresponds to a given value
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Figure 6.6: Evolution of the conductance correlations, equation (6.2) as a function of overlap, in a
semi-logarithmic scale. Different curves in the same plot correspond to different values of the longitudinal
length Lx. Different figures correspond to different values of magnetic disorder J. The correlations of
conductance are normalized by their value at Q12 = 1.

of conductance correlation, and these plots validate the use of conductance correlations to have
indirect access to the spin overlap of a spin glass.

The comparison of numerical calculations with the theoretical expression of equation (6.8) is
given in figure 6.7. It appears that theory and numerical data are in good agreement. Note that
theory is plotted with no free parameter as the magnetic length Lm has been determined with
the study of the fluctuations of conductance, function of longitudinal length (section 5.3.1).

6.3 Spatially correlated spin excitations

In the previous study, we built spin configurations with random orientations between them as
shown on figure 6.2. In this section we push our analysis further with the introduction of spatial
correlations in the spin rotations.
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Figure 6.7: Evolution of the conductance correlations, equation (6.2) as a function of overlap, in a
semi-logarithmic scale, for a 1600× 40 sample and J = 0.1. Numerical results are compared with theory.

6.3.1 Creating spatially correlated spin configurations

Bounded box reversal

In the droplet theory [28], two different spin configurations differ by the reversal of all spins inside
a bounded area of the sample (a droplet). To mimic this behavior5 (as opposed to the previous
mean field like excitations), we use the following algorithm to create new configurations. First
we choose an initial random configuration and a value of overlap (Q12 = 0.9 in practice). The
value of overlap imposes the number of spin flips occurring in the sample, denoted by Nflips.
We then consider a box in the sample containing Nflips spins and we reverse almost all of them
to create a first excited configuration. A second one is created by considering a box twice bigger
and reversing half the spins in it, and so on until the box reaches the size of the sample6. Figure
6.8 shows both configurations and the overlap between them in the simpler case of Ising spins.
As in the mean field case both configurations are random, but now spin flips occur preferentially
in a bounded area of the sample. We allowed some spin flips outside the box, diminishing the
number of flips inside the box (the total number of spin flips being fixed by the overlap) for a
more realistic description of the excitation.

Spin Wave excitation

Another possible type of excitations in a Heisenberg spin glass consists in applying a spin wave
to the sample. This corresponds to even stronger spatial correlations of the excitations. We first
consider the same initial configuration as before, and we choose a value of overlap. The excited
configuration is created by rotating all spins with the angle δφ = xδφ0 along the z-axis, which is
perpendicular to the sample. x is an integer that goes from 1 for the first row of the system to
Lx for the last one. The value of δφ0 is determined by the overlap chosen, and is closely related

5we do not claim that we model real spin excitations that occur according to the droplet theory.
6the width wbox of all boxes is equal to Ly, the width of the sample. The length of each box is varied to

produce the adequate excitation.
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Figure 6.8: Schematic view of two random configurations, and of the overlap in the case of bounded
excitations. For the overlap, black squares represent spin flips between both configurations.

to the spatial period of the Spin Wave. In figure 6.9 we plot the value of the overlap as a function
of the period of the Spin Wave, to calibrate the Spin Wave.
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Figure 6.9: Evolution of the overlap as a function of the period of the Spin Wave in units of lattice
spacing. The sample has Lx = 1600 and Ly = 40.
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6.3.2 Random versus spatially correlated spin configurations

The study of the influence of the spatial correlations is performed at constant overlap, it is then
impossible to draw curves of the type of 6.6. Moreover, no analytical expression such as equation
(6.9) for the diffusion lengths is available for non mean field excitations. Hence we study the
influence of spatial correlations through the behavior of these diffusion lengths as a function of
the magnetic length Lm, for different values of magnetic disorder J .

Reduction of the number of parameters

In section 6.1.2, we have qualitatively shown that LD,S
m is the only diffusion length that diverges

for Q12 = 1 and that is finite for Q12 6= 1. Hence near Q12 = 1, this length dominates the
behavior of the correlations. To show this, we define the difference:

∆corr(J,Q12) = 〈g2
1,2(V )〉c − 〈δg1(V )δg2(V )〉. (6.10)

This equation quantifies the variation of conductance correlations from Q12 = 1 to Q12 < 1.
In figure 6.10, we plot this function for mean field like excitations (i.e using formulae (6.8) and
(6.9)) in two cases: if all diffusion lengths are taken into account, or if only the Diffuson/singlet
term is considered. Near the value Q12 = 1, this shows that it is justified to reduce the number of
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Figure 6.10: Evolution of the function ∆corr (equation (6.10)) as a function of Q12. The dashed line is
plotted by considering the four terms of equation (6.8) and the plain line is plotted by taking into account
only the Diffuson/singlet term.

parameters and to consider only the Diffuson/singlet term. See also [146] for a non-linear sigma
model study.

Numerical results

The function defined in equation (6.10) depends on Q12 but also on the longitudinal length of
the system. It is then possible, as we did before for the UCF, to plot ∆corr as a function of
longitudinal length and to fit the numerical data with theory (equation (6.8)). The fit parameter
gives access directly to LD,S

m ; see figure 6.11 for the random configurations case. It allows a
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determination of LD,S
m for the bounded as well as the Spin Wave excitations for different values

of the magnetic disorder (i.e for different values of the magnetic length Lm).

Back to the magnetic length.
In section 5.3.2 we plotted the evolution of the magnetic length as a function of J (figure 5.21).
On this curve we mentioned two different determinations of the magnetic length. The first one
was a direct fit of the UCF curve as explained above. The second determination comes from
the determination of LD,S

m and the application of the relation LD,S
m = Lm/

√
1 −Q12. These

two methods give comparable results.
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Figure 6.11: Scaling evolution of the function ∆corr (equation (6.10)) as a function of Lx/LD,S
m for

different values of overlap. In inset the fits of ∆corr as a function of Lx are shown. Different curves
correspond to different values of overlap. The magnetic disorder is set to 0.1.

The left curve of figure 6.12 gives the evolution of the dephasing rate for the Diffuson/singlet
(1/LD,S

m )2 as a function of the dephasing rate for electrons (1/Lm)2 for random, bounded and
Spin Wave excitations. 1/L2

m is also a growing function of magnetic disorder J (see section
5.3.2). This plot shows that the Diffuson/singlet dephasing rate is proportional to the electron
one as expected (blue dots), in the case of uniform configurations (mean field like). For spatially
correlated configurations, the behavior is completely different, the Diffuson/singlet rate is a non-
linear function of (1/Lm)2. The more correlated the configurations, the stronger the effect, as
(1/LD,S

m )2 is almost constant in the case of Spin Wave excitations.

The right curve of figure 6.12 shows the evolution of the same quantities, for a different value
of overlap and only for random and Spin Wave excitations for two different values of spatial
period leading to the same value of overlap (see figure 6.9). The same conclusion applies.
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Figure 6.12: Left figure : evolution of the Diffuson/singlet dephasing rate (1/LD,S
m )2 as a function of

the electronic dephasing rate (1/Lm)2 for mean-field like, spin wave (dash dot), and boxed excitations.
The overlap is 0.9 for all of them. The linear dependance corresponds to the analytical expression
(1/LD,S

m )2 = (1 − Q12)/(L
2
m), valid in the absence of spatial correlations between the spin states. These

results show a clear deviation from this behavior for strong spatial correlations, and the absence of any
effective overlap. Right figure : same evolution for random configurations and for spin wave with two
different spatial periods corresponding to the same overlap (Q12 = 0.54). The stronger correlation (longer
period) corresponds to the larger deviation from the linear law.

Conclusion

In this part we validate the use of coherent transport as a probe of the spin state of a spin glass,
as we managed to show that the difference between conductance distributions for each spin con-
figurations is characteristic of the corresponding value of the overlap between the configurations.
the route towards the experimental measurement of the overlap is open. Moreover we highlight
at the end of this study a useful tool that discriminates between spatially correlated and spa-
tially non correlated spin configurations. We now discuss the experimental studies in relation
with these theoretical results and we show preliminary experimental results on measurements of
conductance correlations.
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6.4 Link with experiments

The experimental measurements of the conductance correlations in a Spin Glass nanowire are
performed at the Institut Louis Néel in Grenoble (FRANCE) in the Quantum Coherence
group lead by L. Saminadayar and L. Lévy. In figure 6.13 is a figure of one the experimental
setup they use in that purpose. The experimental protocol followed is the one we presented in
section 6.1.3.

Figure 6.13: View of an experimental Spin Glass nanowire, between the reservoirs denoted with +I and
−I. The total length of the wire is approximately 1µm (∼ Lφ). The width of the wire is w = 50nm and
the thickness is t = 40nm. The presence of electrodes along the wire allows to measure the conductance
for different longitudinal lengths.

In figure 6.14, we present preliminary results of this work. The left curves of this figure are
magnetoresistance measurements on the wire presented in figure 6.13, which is constituted of
pure Ag. A first magneto fingerprint is made at low temperature T0 (in practice, T0 ≈ 500mK),
then the system is heated up to T1 = 15K during 15h. After waiting at high temperature, the
wire is cooled down again at temperature T0, and a second magneto fingerprint is made. The
correlation between both traces is almost 1.

If the wire considered is not pure Ag but a Spin Glass Ag:Mn, with 400 ppm of Mn, the
results are different: the system, initially at temperature T ′0 below the spin glass temperature
Tg is heated up at temperature T ′1 = 20Tg during 15min, and is then cooled down to T ′0. As
previously, magneto conductance traces are measured at temperature T ′0, before and after the
heating. At that time, the correlation between both traces decreases to almost 20%. Notice that
on the right part of the figure, both traces are vertically shifted for clarity. The conclusion of
this preliminary study is that it is possible to decorrelate traces only by introducing magnetic
impurities (the only difference between the results presented in the left and in the right part of
figure 6.14 is the presence of magnetic impurities on the right).
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Figure 6.14: Experimental results of magnetoresistance measurements, for a wire of pure Ag (left
curves) and Ag:Mn (right curves) with Mn at a concentration of 400 ppm (parts per million).

To conclude on this chapter, we proved numerically that it is possible to use electronic
transport in the coherent regime to deduce crucial information on the spin overlap Q12. We
first showed that the statistical distribution of the difference of conductances calculated for the
same value of scalar disorder (same realization of disorder V ), but for two different realizations
of magnetic disorder (different orientations of the frozen spins of each impurity) depend only on
this spin overlap. Moreover, we quantized the decrease of the correlation when configurations are
more and more uncorrelated (i.e Q12 → 0). We also addressed the issue of the type of excitations,
showing that one diffusion length (LD,S

m ) is sensitive to it, which opens the possibility to imagine
a probe of the spatial correlations between two spin configurations. This theoretical study is
related to experimental measurements of magnetoconductance through the ergodic hypothesis,
whose validity was studied in the previous chapter, and preliminary results show that it is indeed
possible to decorrelate conductance traces only by adding magnetic impurities.
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7.1 Introduction: the quantum SK model

7.1.1 The quantum SK modelIn chapter 1, we introduced the classical SK model, whose goal is to model the low
temperature spin glass phase at the mean field level for Ising spins, and the breaking
of the freezing of the spins due to thermal fluctuations (see equation (1.14)). One way

to take the quantum nature of the Ising spins into account consists in considering a quantum
generalization of the random p-spin spherical model following [147, 148, 149].

Another way to take the quantum tunneling of spins into account is to consider the SK model
in a transverse magnetic field. The advantage of this method lies in the fact that the intensity
of the quantum effects is tunable via the intensity of the transverse magnetic field. In the next
chapter, we use this method to deduce semi-classical solutions of the quantum SK model in the
limit of a weak transverse magnetic field. The strength of quantum tunneling is denoted Γ in
the following. At zero temperature, we envisage a quantum phase transition when the Γ of the
quantum effects is varied: from a magnetically frozen state (a spin glass state) if Γ < Γc to a
paramagnetic phase if Γ > Γc. See [150] for a detailed study of quantum phase transitions and
section 7.2.2 for a brief introduction. If things are clear on the lines (T = 0,Γ) and (T,Γ = 0),
the goal of this part is to study the competition between thermal and quantum effects.

7.1.2 The replica theory

Reminder of chapter 1

As introduced in section 1.4.1, the replica theory is useful in the study of spin glasses in particular.
Consider the more general case of a disordered system with a Hamiltonian that depends on a
random parameter J . Recall that in the case of the SK model, J represents the random (in
amplitude and in sign) coupling between the spins of impurities constituting the spin glass (see
equation (1.14)) due to RKKY or dipolar interactions for instance. To find the ground state of
such a system, the usual method consists in finding the minima of energy (or more precisely in
free energy as the temperature is fixed and finite1.). The physical quantity experimentally is the
free energy of the system, and more accurately its disorder average F [J ], as it is self-averaging.
Disorder averages are defined as follows:

F [J ] =

∫

DJP [J ]F [J ], (7.1)

where P [J ] is the statistical distribution of the random parameter J . From now on, disorder
averages are denoted with an over line as in the previous equation, and not with 〈·〉 any more.
Usual statistical mechanics [12] tells us that the free energy is related to the Hamiltonian of the
system via its partition function Z[J ]:

F [J ] = −kBT logZ[J ], (7.2)

where kB is the Boltzmann constant and T is the temperature of the system. In section 1.4.1,
we showed that the logarithm can be written as the limit:

logZ[J ] = lim
n→0

Zn[J ] − 1

n
. (7.3)

1we consider the canonic statistical ensemble.
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The so called replica trick consists in considering n as an integer and in interpreting Zn[J ] as
the product of the partition function of n (non interacting) replicas of the system, all evaluated
for the same value of disorder parameter J :

Zn[J ] = Z1[J ] × Z2[J ] × · · · × Zn[J ], (7.4)

where Zα[J ] is the partition function of replica α. To derive the "true" partition function, it is
necessary to take the limit n→ 0.

Important:
one interpretation of the replica trick is the following: the partition function of the system
Z[J ] is a random quantity that depends on the random J ’s. It then has a given statistical
distribution P[Z]. The calculation of the terms Zn[J ] for integer n replaces the study of the
whole statistical distribution P[Z] by the study of all the moments of the distribution.

To compare the different replicas of the system, we have introduced the spin overlap Qαγ in
chapter 1, equation (1.17) (which is called Q12 in chapter 6, in the case of Heisenberg spins).
We discuss this quantity in the case of a non standard full RSB2 Ansatz [151, 152], as described
below. In this part, we define β as:

β =
1

kBT
, (7.5)

where kB is the Boltzmann constant.

Full RSB

Due to frustration, the ergodicity3 of the phase space is broken [153], that is, the case where there
are very many stable (or metastable) states. We have seen in chapter 1, for temperatures below
Tg, a multi-valley picture for the free energy (see figure 1.14). This implies that the system
is trapped in one region of phase space with no hope to traverse the complete phase space.
A mean-field picture of spin glasses states the existence of a lot of these ergodic components
called metastable states with diverging energy barriers (the barriers between energy valleys are
diverging). Starting with two different replicas in the paramagnetic phase (i.e these replicas are
two different points in phase space), they can be found in two different metastable states when
lowering the temperature (in an ergodic system, they would be found at least in the same state,
at low temperature). From this simplistic view, we illustrate the origin of the breaking of the
symmetry of replicas (under permutation) as illustrated in figure 7.1.

Why do we use a non standard RSB scheme?
The Ansatz we describe here is non standard and is described in [151, 152]. This scheme of RSB
allows to deduce from the Hamiltonian the identical free energy functional that has been calcu-
lated from dynamical arguments by Sompolinsky [154]. We use this algorithm by analogy with
the classical case to deduce to deduce the low temperature solution of the SK model according
to [155]. Moreover, this scheme breaks the symmetry of the replica matrix in both diagonal and
off-diagonal blocks. The parameters ri (see below) are representatives of this breaking scheme.
These parameters were also introduced by Goldschmidt and Lai [156] for a one step RSB for

2Replica Symmetry Breaking.
3we remind the reader that in this part, the ergodicity describes the ability (or not) for the system to reach

all states in the phase space.
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F

T’<T

T

T’’<T’

Figure 7.1: Illustration of ergodicity breaking as in figure 1.14, and of the ansatz of replica symmetry
breaking. Two replicas are schematically represented by circles. T > Tg and T ′ < Tg.

an Ising spin glass in a transverse magnetic field. To compare our solutions with theirs, it was
obvious to use the De Dominici’s RSB scheme.

Qαγ is a n × n matrix. In the symmetric case, all the coefficients, except on the diagonal,
are equal to qEA. The algorithm to break the symmetry of replicas is recursive: consider step
0 of symmetry breaking. The replicas are regrouped in different groups of same size p0. The
membership in a group is characterized by an overlap between the constituting replicas equal to
q0. The overlap between replicas of different groups is equal to r0. By regrouping the replicas in
the overlap matrix, we end up with the following block matrix:

Qαγ =





q0 r0 r0
r0 q0 r0
r0 r0 q0



 .

Here we have (n/p0)
2 groups of replicas, each constituted of p0 replicas.

The first step of RSB consists in considering the q0 matrices of size p0 × p0 and to apply
the same algorithm as before. Each q0 matrix reads then:

(q0)p0 =





q1 q0 q0
q0 q1 q0
q0 q0 q1



 .

In this matrix all blocks are of size p1 × p1 (p1 < p0), and q1 > q0. We apply the same sequence
to the r0 matrices (they are of size p0 × p0 too):

(r0)p0 =





r1 r0 r0
r0 r1 r0
r0 r0 r1



 .
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This procedure is iterated K times on diagonal blocks (qi)pi
and (ri)pi

of size4 pi for a K-step
RSB Ansatz. The successive sizes of matrices will be: p0 > p1 > · · · > pK . At that time, the
limit p0 ≫ p1 ≫ · · · ≫ pK → ∞ will be considered, and the number of steps of RSB will be
sent to infinity: K → ∞. Consider a given step, denoted by i (i ∈ [1,K]). If we consider a full
RSB, the variable i/K becomes continuous, is taken between 0 and 1 and is labeled with x. The
evolution from step i to step i+ 1, becomes infinitely small and is labeled by δx. The quantity
qi − qi−1 will be equal to dq/dxδx at first order in δx. In the next chapter we will study the
influence of this procedure on the thermodynamic quantities of the quantum Ising spin glass.
The next section deals with the presentation of the model and the motivations of this work.

At this stage, notice that the use of a hierarchical algorithm is evident as the structure of
the free energy is also hierarchical, and that the variable x = i/K that has just been defined, is
a measure of the energy scale under consideration: the step number i characterizes the number
of different groups of replicas we consider, which corresponds roughly to the number of energy
valleys existing in the energy landscape: if we look at figure 7.1, the first free energy is at
temperature T > Tg, replicas are symmetric which corresponds to one single minimum in the
free energy landscape. If the temperature is decreased such as T ′ . Tg, the free energy landscape
presents two minima, which can be associated to two different groups of replicas (one step of
RSB). If the temperature is further decreased, the appearance of more energy valleys is related
to higher steps of RSB.

7.2 Quantum fluctuations

7.2.1 A two-level model

To explain hallmarks of disordered materials in general as the anomalous temperature behavior5

in the specific heat Cv, Anderson et al [157] and Philips [158] proposed a two level system (TLS)
approach. In its standard form, we assume the presence in the amorphous solid of degrees of
freedom (atoms, defects, ...) that possess two states of local quasi-equilibrium (i.e local minima
in the energy landscape). In the case of spin glasses, these two states are related with the vision
of a hierarchical free energy landscape of figure 1.14. We moreover suppose that the temperature
is low enough to avoid thermal activation between the two states: the height of energy barriers is
big enough compared to thermal energy. As thermally activated processes are highly improbable,
one is left with the idea of tunneling between two states. Tunneling can occur if the height V and
the width d of the barrier are small enough. In the same way, the energy difference ∆ between
both states must be not too large. See figure 7.2 for the notations. As concerns disordered
systems in general, the precise nature of these tunneling objects is still controversial. We note
∆ = E2 − E1, and ∆0 the tunneling amplitude which is given by:

∆0 = ~ωe−d/ξ, (7.6)

where ~ω is approximately the zero point enregy (E1 +E2)/2 and ξ is the penetration length in
the energy barrier

ξ =

√

~

2mV
. (7.7)

The Hamiltonian of such a system is then:

HTLS =
∆

2
σz +

∆0

2
σx, (7.8)

4the off diagonal blocks (qi−1)pi and (ri−1)pi are remained untouched.
5
i.e the linear dependence of the heat capacity in temperature in amorphous materials for temperatures below

1K.
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E 2

Ε

arbitrary degree of freedom

V∆

d

Figure 7.2: Double well potential with an energy barrier of height V and width d. The energy difference
between the two states is ∆. The x-axis is an arbitrary degree of freedom. It is the orientation of the
spin in the case of an Ising spin glass.

where σz and σx are Pauli matrices. In the case of Ising spin glasses, the local TLS represents
the equilibrium orientations of the Ising spin (aligned or anti aligned with the z-axis), and the
tunneling between both states accounts for the quantum fluctuations of the spins. Hence this
Hamiltonian (7.8) models the quantum fluctuations of an Ising spin. Thermal fluctuations of
the spins are modeled by the first term in the SK Hamiltonian, which alone accounts for the
description of the spin glass phase in the case of classical Ising spins.

7.2.2 A transverse magnetic field as source of quantum fluctuations

In the previous section, we have seen that the quantum fluctuations of an Ising spin are taken
into account with a term that has the form:

Γσx, (7.9)

where Γ is the tunneling amplitude. This term can be written as:

Γσx = ~Γ · ~σ, (7.10)

with ~Γ pointing in the x direction. Then both terms in the TLS Hamiltonian can be written as:

HTLS = (~h+ ~Γ) · ~σ, (7.11)

where ~h is a longitudinal magnetic field and ~Γ is the previous transverse magnetic field.
This model is a particular case of a more general model, called the rotor spins model [159, 160]

and defined as:

HRd =
g

2

∑

i

L
2
i −

1

2

∑

(i,j)

Jij~ni · ~nj , (7.12)

where niµ are the M components of a unit-length rotor ~ni at site i (i ∈ [1, N ]). The Liµν

(µ < ν, µ, ν = 1, . . . ,M) are the M(M − 1)/2 components of the angular-momentum generator
~Li in the rotor space, and Jij are mutually uncorrelated exchange constants. At zero temperature,
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this system presents a quantum phase transition. The corresponding Ising model is found by
imposing that the rotor spins only have two components (M = 2). See [150] for a complete
review.

7.2.3 Mean field level

The mean field model we will consider in the following is the Sherrington-Kirkpatrick model in
a transverse magnetic field, which is equivalent to the previous rotor model with M = 2, and a
longitudinal magnetic field term:

HQSK = −
∑

(i,j)

Jijσ
z
i σ

z
j − Γ

∑

i

σx
i − h

∑

i

σz
i . (7.13)

In this model, (i, j) represents distinct pairs of spins, and each pair is counted once. We consider
a set of N spins. σz,x

i,j are Pauli matrices as explained in the previous section. The couplings Jij

are distributed with a gaussian statistics as written in equation (1.9):

P [Jij ] =
∏

i<j

√

N

2πJ
exp

(

−
NJ2

ij

2J2

)

.

This distribution has zero mean and a variance which is equal to J2/N . The factor 1/N has
been explicitly written in this equation to obtain finite thermodynamic quantities when N → ∞.

The phase diagram of the quantum SK model is presented schematically in figure 7.3. As
studied in the previous section, a quantum phase transition appears at zero temperature. More-
over, a "classical" phase transition occurs for Γ = 0 is shown in chapter 1: without any transverse
magnetic field, the quantum tunneling amplitude for the Ising spins vanishes. From these two
extremal points, we extrapolate the phase diagram. At the end of the derivation of the free
energy, we will consider the limit of a weak transverse magnetic field6, to derive the equations of
motions. The study will also be performed at low temperature, as shown on figure 7.3. See also
[161].

7.3 Experimental realization of a quantum spin glass

In this section we present results showing the experimental interest of studying theoretically the
quantum SK model.

7.3.1 The proton glass

First, an extension of the SK model has been proposed to describe the proton glass. Experimen-
tally, the compound used is Rb1−x(NH4)xH2PO4 [162]. This is a hydrogen-bonded solid solution
of ferroelectric (RbH2PO4) and antiferroelectric (NH4H2PO4) isostructural7 crystals, commonly
abbreviated as RADP. By analogy with spin glasses, the frozen state is believed to be due to
quenched random interactions between the pseudospin degrees of freedom which represent the
equilibrium positions of the hydrogen bonds [163, 164], as schematically plotted in figure 7.4.
Each hydrogen atom is linked with a covalent bond (plain line) to an oxygen atom and with a so
called hydrogen bond (dashed line) with another oxygen atom. The "up" state of the pseudospin
represents the configuration where the hydrogen is covalently bounded to oxygen 1, the "down"

6
i.e we consider a semi-classical development of the solutions.

7in the high-temperature disordered paramagnetic phase.
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Classical phase transition
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Quantum phase transitionΓ
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Figure 7.3: Schematical representation of the phase diagram of the quantum SK model. Γ is the
tunneling amplitude of the Ising spins and T is the temperature.

O1 H O2

Spin "up"

O1 H O2

Spin "down"

Tunneling

Figure 7.4: Representation of the pseudospin degree of freedom. Solid line represent a covalent bond,
the dashed line represent a hydrogen bond.

state of the pseudospin represents the configuration when the hydrogen is covalently bound to
oxygen 2. The tunneling of the proton from one state to the other, gives the direct relation be-
tween this compound and the quantum SK model. It appears nevertheless that the proton glass
is not just an analogue of the quantum spin glass as the presence of an intrinsic random field
adds new features to the proton glass. This presence of the intrinsic random field is due to the
nonsymmetrical position of the NH4 groups with respect to the surrounding cations (Rubidium
ions), that tilts randomly the proton double well potential.

7.3.2 Lithium-Holmium compounds

Another example of an experimental realization of a quantum Ising spin glass is LiHoxY1−xF4.
Generic compounds LiRF4 where R is a rare earth ion are body centered tetragonal lattices
[165]. The Ho3+ ion is magnetic whereas the Y3+ ion is non magnetic. The single-ion anisotropy
is Ising with the moments (µeff = 7µB) derived from the ground state doublet of Ho3+ lying
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Figure 7.5: Imaginary part of the susceptibility over many decades in frequency f for T < Tg. The flat
response at low f for small transverse fields Ht is a signature of spin glasses. With increasing Ht, the
spectral response becomes paramagnetic.

parallel to the c axis. The dominant interactions between the magnetic ions are dipolar, and
the pure compound (x = 1) is a ferromagnet with an essentially perfect mean field transition at
Tc = 1.53K. When this compound is diluted (by replacing Ho3+ ions by Y3+ ions), the long range
order can be broken (due to the competition between ferro- and antiferromagnetic interactions
in a dipolar-coupled system), and disorder leads to a spin glass at x = 0.167, with a transition
temperature Tg of order 0.1K.

The first excited crystal-field level in LiHoxY1−xF4 is 9.4K above the ground state doublet. At
the low temperatures of the experiments of [166, 167, 168] (0.025K ≤ T ≤ 0.25K), only the Ising
doublet is appreciably populated. The application of an external magnetic field perpendicularly
to the crystallographic direction of the spins of this Ising spin glass, gives an experimental
realization of a quantum spin glass with tunable quantum fluctuations. In figure 7.5 is presented
one result on the imaginary part of the susceptibility for different values of the transverse field.
It shows that if the system is in the spin glass phase for Γ = 0 (it is called Ht in that figure), it
enters the paramagnetic phase if the transverse field is increased.

Recent numerical studies [169] using the Monte Carlo method have renewed interest on the
subject, establishing the occurrence of a transition for the classical system, but questioning the
issue of the transition at finite temperature and transverse magnetic field, idea also supported
experimentally in [170]. In this last article, the authors also claim the occurrence of the quantum
phase transition at zero temperature. Their analysis of experimental results under the picture
of the droplet theory (see section 1.4.2) supports the validity of this picture. Nevertheless, both
articles question the description of this compound in terms of a transverse field Ising spin glass.

In the next chapter, we present the derivation of the Quantum SK model as well as its results
at low temperature and low magnetic field.
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8.1 The free energy and replica theory

8.1.1 The Interaction Representation

The modelAs we have seen in chapter 7, we consider in the following the Hamiltonian HQSK of
equation (7.13). The couplings Jij are random and their statistical distribution P [Jij ]
is given by (7.14). σx and σz are the usual Pauli matrices:

σz =

(
1 0
0 −1

)

and σx =

(
0 1
1 0

)

Application of the replica theory

As explained in section 7.1.2, it is possible to replace the study of the statistical distribution of
partition functions P[Z] by the study of the moments Zn[J ] of that distribution (n is supposed
integer and large). This replicated partition function is given by:

Zn[J ] = Tr
{Sα

i }
exp(−βHrep), (8.1)

where Hrep is the replicated Hamiltonian

Hrep = −
∑

(i,j)

Jij

n∑

α=1

σz,α
i σz,α

j − Γ

N∑

i=1

n∑

α=1

σx,α
i − h

N∑

i=1

n∑

α=1

σz,α
i , (8.2)

and {Sα
i } is a basis of the Hilbert space of the replicated Hamiltonian. Remember that β =

1/(kBT ). As σx and σz do not commute, we need to find a new way to calculate the partition
function, by comparison to the classical case. Numerous work has been done on the quantum
Ising spin glass [161, 171] using, at this point, the so called Suzuki-Trotter formula [172, 173].
This formula replaces a d dimensional quantum system by a (d + 1) dimensional Ising system.
The extra dimension is a time dimension. Using this technique, much work has been done either
at zero temperature [171], or using only the replica symmetric ansatz [161] or one step of RSB
[156].

We will not apply this strategy, as the results from this method do not give directly compa-
rable results with the classical case. We choose to use the Interaction Representation to extend
the classical case, and the derivation initiated by Parisi, which implies a full (i.e infinite number
of steps) RSB, following [151, 152].

The Interaction Representation

We choose the free part H0 of the Interaction Representation to be the transverse field part of
the replicated Hamiltonian. The reason of this choice is that the σx term is the only one that is
purely linear in spin operator (as we have one linear and one quadratic term in σz in equation
(7.13)). This implies that the only time dependent operator is σz as we will see below (equation
(8.9)). See reference [174] for a pedagogical introduction to this representation:

H0 = −Γ

N∑

i=1

n∑

α=1

σx,α
i . (8.3)
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In this interaction representation, we write the operator exp−βHrep as

e−βHrep = U(τ = β), with U(τ) = e−τHrep = e−τH0UI(τ). (8.4)

The determination of the operator UI(τ) goes as follows: we differentiate U with respect to τ ,
and we deduce a differential equation for UI :

dU(τ)

dτ
= −Hrep U(τ)

︸ ︷︷ ︸

e−τH0UI (τ)

= −H0e
−τH0UI(τ) + e−τH0

dUI(τ)

dτ
(8.5)

⇒ dUI(τ)

dτ
= −eτH0(Hrep −H0)e−τH0UI(τ) = −(Hrep −H0)UI(τ) (8.6)

⇒ UI(τ) = T e−
R

τ

0
dτ ′(Hrep−H0)(τ

′), (8.7)

where the T operator is the time ordering operator and is defined as (A and B are two operators
which do not commute):

T A(τ)B(τ ′) = θ(τ − τ ′)A(τ)B(τ ′) + θ(τ ′ − τ)B(τ ′)A(τ). (8.8)

The function θ is the Heaviside step function.
Note that in this representation, it is possible to express explicitly the time1 dependent

component of the Hamiltonian. We now focus on the two spin components σx and σz . It is
obvious to see that the first one commute with exp(−τH0), so σx is independent of τ . Therefore,
the other component σz becomes time dependent and its dependence is given by:

σz,α
i (τ) = eτH0σz,α

i e−τH0 = eτΓσx,α
i σz,α

i e−τΓσx,α
i as [σx,α

i , σz,γ
j ] = 0 if i 6= j or α 6= γ. (8.9)

This time dependent spin component can be written in the following way:

σz,α
i (τ) = cosh(2τΓ)σz − sinh(2τΓ)ıσy , (8.10)

where σz is the matrix defined above and σy is the third Pauli matrix, which verifies:

[σx, σz ] = −2ıσy. (8.11)

To lowest order in Γ (semi-classical limit), equation (8.10) reads:

σz,α
i (τ) = σz − 2ıτΓσy + O(Γ2). (8.12)

8.1.2 The free energy under the static hypothesis

Derivation of the averaged free energy

Collecting the previous results on the Interaction representation, it is possible to write the time
dependent replicated partition function as [175, 176]:

Zn[J ] = Tr
{Sα

i }

(

eβΓ
P

i

P

α σx,α
i T e−

R

β

0
dτ ′(

P

(i,j) Jij

P

α σz,α
i (τ ′)σz,α

j (τ ′)+h
P

i

P

α σz,α
i (τ ′))

)

. (8.13)

Using the gaussian distribution for the couplings of equation (7.14), it is possible to perform the
disorder average following:

Zn[J ] =

∫

DJP [J ]Zn[J ]. (8.14)

1τ is called the imaginary Matsubara time [174].
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Refer to Appendix B (section B.1) for the complete integration. We find:

Zn = Tr exp
[

βΓ
∑

i

n∑

α=1

σx,α
i

]

× T exp
[ 1

4N

(∑

α6=γ

∫ β

0

dτ

∫ β

0

dτ ′(
∑

i

σz,α
i (τ)σz,γ

i (τ ′))2

+
∑

α

∫ β

0

dτ

∫ β

0

dτ ′(
∑

i

σz,α
i (τ)σz,α

i (τ ′))2
)

+ h
∑

i

∑

α

∫ β

0

dτσz,α
i (τ)

]

. (8.15)

Using a Hubbard-Stratonovitch transform [177, 178]

e
1
2 λa2

=

√

λ

2π

∫

dxe−
1
2λx2+λax (8.16)

we decouple the quadratic terms, and we find for the averaged free energy (βF = limn→0
1
n

(
Zn − 1

)

using the replica trick):

βF = − lim
n→0

1

n

{∫ ∏

α6=γ

√

Nβ2

4π
Dyαγ(τ, τ ′)

∏

α

√

Nβ2

4π
Dwαα(τ, τ ′) exp

(
−Nfn(yαγ , wαα)

)
− 1
}

,

(8.17)
where

fn(yαγ , wαα) =

1

4

∫ β

0

dτ

∫ β

0

dτ ′




∑

α6=γ

(yαγ(τ, τ ′))2 +
∑

α

(wαα(τ, τ ′))2





− ln

[

Tr exp
{

βΓ
∑

α

σx
α

}

T exp
{1

2

∫ β

0

dτ

∫ β

0

dτ ′
(∑

α6=γ

σz
α(τ)σz

γ(τ ′)yαγ(τ, τ ′)

+
∑

α

σz
α(τ)σz

α(τ ′)wαα(τ, τ ′)
)

+ h

∫ β

0

dτ
∑

α

σz
α(τ)

}]

(8.18)

is the free energy per spin. From now on, we note σx/z
α/γ ≡ σx/z,α/γ . Looking at equation (8.17),

it is on the form to apply the saddle point expansion of the fn function inside the exponential,
thanks to the N factor multiplying the fn function. See Appendix B (section B.2) for the detail
of the saddle point expansion. We get, for the variables yαγ and wαα:

yαγ(τ, τ ′)|saddle point = Qαγ(τ, τ ′) = 〈T σz
α(τ)σz

γ(τ ′)〉T , α 6= γ (8.19)

wαα(τ, τ ′)|saddle point = R(τ, τ ′) = 〈T σz
α(τ)σz

α(τ ′)〉T , (8.20)
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and the free energy (8.17) reads (where we have noted F |saddle point = f)

−βf = lim
n→0

1

n

{

− 1

4

∫ β

0

dτ

∫ β

0

dτ ′




∑

α6=γ

(Qαγ(τ, τ ′))2 +
∑

α

(R(τ, τ ′))2





+ ln

[

Tr exp
{

βΓ
∑

α

σx
α

}

× T exp
{1

2

∫ β

0

dτ

∫ β

0

dτ ′
(∑

α6=γ

σz
α(τ)σz

γ(τ ′)Qαγ(τ, τ ′)

+
∑

α

σz
α(τ)σz

α(τ ′)R(τ, τ ′)
)

+ h

∫ β

0

dτ
∑

α

σz
α(τ)

}]
}

. (8.21)

〈· · · 〉T represents thermal average. The function Qαγ that has just been defined (equation
(8.19)) is equivalent to the definition we proposed for the spin overlap in chapter 1 in equation
(1.17):

Qαγ =
1

N

∑

i

σz,α
i σz,γ

i .

The static hypothesis

To simplify the calculations, we suppose that the order parameters Qαγ(τ, τ ′) are static. For
α 6= γ, this quantity describes the coupling between distinct replicas and, as a consequence
of invariance with respect to the translation of time, Qαγ(τ, τ ′) cannot depend on time labels.
Moreover, the work of Miller and Huse [171] is in favor of the static hypothesis at least in the
semi-classical limit of "small" transverse field, which is confirmed by the work of Rozenberg and
Grempel [179]. Furthermore, we approximate2 R(τ, τ ′) = r, and we write:

Qαγ(τ, τ ′) = qαγ , (8.22)

R(τ, τ ′) = r. (8.23)

Using this hypothesis, the free energy reads:

−βf = lim
n→0

1

n

{

− β2

4




∑

α6=β

(qαβ)2 +
∑

α

r2



+ ln

[

Tr exp

{

βΓ
∑

α

σx
α

}

exp
{β2

2

(∑

α6=β

σz
ασ

z
βq

αβ +
∑

α

σz
ασ

z
αr
)

+ βh
∑

α

σz
α

}]
}

. (8.24)

8.2 The equations of motion

8.2.1 Reparametrization and full RSB

To continue the calculation of the replicated free energy, we apply the full RSB procedure de-
scribed in the previous chapter. It allows to find the structure of the qαγ matrix for any step
of RSB. The details of the transformation of the sums on replicas of the previous equation are

2it appears morre obvious that this function does not depend on time: all replicas have a similar behavior.



134 CHAPTER 8. MEAN FIELD QUANTUM ISING SPIN GLASS

presented in appendix C (sections C.1 and C.2). The hierarchical structure of the RSB scheme
leads to a hierarchical structure in the free energy. It is then possible to define an iterative
function Ψl−1, where l is the step of RSB under consideration. This procedure is similar to the
approach of [151, 152]. The form of the function Ψl−1 is given by:

(
exp pl−1Ψl−1(h,Γ)

)
=

∫
dzl√
2π

exp−z
2
l

2

×
(∫

dyl√
2π

exp pl

[

− y2
l

2
+ Ψl

(
h+

√
ql − ql−1zl +

√

−∆′lyl,Γ
)]
)pl−1/pl

.

l = 0..K p−1 ≡ n q−1 ≡ 0 (8.25)

For the different notations, see appendix C. ∆(x) is defined by Sompolinsky in [154], and repre-
sents (in a dynamic view) the slow response due to overturning of large clusters, and therefore is
a decreasing function of x with its maximum value ∆(0). This function is sometimes called the
"response anomaly" [180].

Looking carefully at this equation, we remark that a saddle point method can be applied with
respect to the variables yl (see appendix B, section B.2). To justify this method, it is necessary
that the size pl tends to the infinity. This is well satisfied as we have seen that the full RSB
procedure is characterized by p0 ≫ p1 ≫ · · · ≫ pK → ∞. It leads to:

exp pl−1Ψl−1(h,Γ) =
∫

dzl√
2π
e−

z2
l
2 exp pl−1

(

−y
2
c

2
+ Ψl(h+

√
ql − ql−1zl +

√

−∆′lyc,Γ)

)

and yc =
∂Ψl

∂yc
(h+

√
ql − ql−1zl +

√

−∆′lyc,Γ). (8.26)

This equation is the starting point to reach the full RSB limit (i.e with an infinite number of
RSB steps). We consider the following limits: K → ∞, l/K → x, {Ψl(h,Γ)}l → Ψ(x, h,Γ) and,
to the order δx, ql − ql−1 → q̇(x)δx, as this was defined3 in section 7.1.2. In this vision, we end
up with an infinite number of order parameters: a function q(x) of the interval [0, 1] [34].

Ψl

(

h+
√
ql − ql−1zl +

√

−∆′lyc,Γ

)

→ Ψ(x, h+
√

q̇(x)δxz +

√

−∆̇(x)δxyc), (8.27)

and yc → ∂Ψ(x, h,Γ)

∂h
×
√

−∆̇(x)δx. (8.28)

Equation (8.28) is obtained directly with a change of variables in equation (8.26). From (8.27),
we deduce a development of Ψ to first order in δx:

Ψ(x, h+
√

q̇(x)δxz +

√

−∆̇(x)δxyc) → Ψ(x, h,Γ) + z
√

q̇(x)δx
∂Ψ

∂h

−
(

J2∆̇(x)

(
∂Ψ

∂h

)2

− 1

2
z2q̇(x)

∂2Ψ

∂h2

)

δx+ O(δx3/2). (8.29)

We then develop equation (8.26) in powers of pl−1, and the continuous limit of the resulting
equation at first order in pl−1 is considered:

∂Ψ

∂x
(x, h,Γ) = −1

2

(

−∆̇(x)

(
∂Ψ

∂h
(x, h,Γ)

)2

+ q̇(x)
∂2Ψ

∂h2
(x, h,Γ)

)

and Ψ(1, h,Γ) = ln
(

2 cosh(β
√

h2 + Γ2)
)

. (8.30)

3in the following, derivatives with respect to x are denoted with a dot.
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We simplify this expression by using the so-called "Parisi gauge" which is defined as [181, 182]:

∆̇(x) = xq̇(x). (8.31)

The name of this gauge lies in the fact that imposing it to equation (8.27) allows to find back
the so-called Parisi equation [154, 183]:

∂Ψ

∂x
(x, h,Γ) = − q̇(x)

2

(

x

(
∂Ψ

∂h
(x, h,Γ)

)2

+
∂2Ψ

∂h2
(x, h,Γ)

)

. (8.32)

Similarly, the function Ψ−1 can be expresed in a different way if we come back to equation (8.26):

expnΨ−1(h,Γ) =

∫
dz0√
2π
e−

z2
0
2 expn

(

−y
2
c

2
+ Ψ0(h+

√
q0z0 +

√

−∆′0yc)

)

. (8.33)

Using the continuous limit, we get:

Ψ−1(h,Γ) =

∫
dz√
2π
e−

z2

2

(

−1

2

(
∂Ψ

∂yc

)2

+ Ψ(0, h+
√

q(0)z +

√

−∆̇(0)
∂Ψ

∂yc
,Γ)

)

and yc =
∂Ψ

∂yc
(0, h+

√

q(0)z +

√

−∆̇(0)yc,Γ). (8.34)

In Parisi gauge, ∆̇(0) = 0. The above equation becomes then:

Ψ−1(h,Γ) =

∫
dz√
2π
e−

z2

2

(

−1

2

(
∂Ψ

∂yc

)2

+ Ψ(0, h+
√

q(0)z,Γ)

)

and yc = 0. (8.35)

Ψ does not depend explicitly on yc from equations (8.34) and (8.35).
As a consequence, the free energy in this gauge is:

−βf =
β2

4

(

(1 − q(1))2 − (1 − r)2 + 2

∫ 1

0

dxxq(x)q̇(x)

)

+

∫
dy

√

2πq(0)
e−

(y−h)2

2q(0) Ψ(0, y), (8.36)

where we introduced the variable y which is defined as: y = h +
√

q(0)z. Do not forget the
constraints on the Ψ function:

∂Ψ

∂x
(x, h,Γ) = − q̇(x)

2

(

x

(
∂Ψ

∂h
(x, h,Γ)

)2

+
∂2Ψ

∂h2
(x, h,Γ)

)

, (8.37a)

and Ψ(1, h,Γ) = ln
(

2 cosh(β
√

h2 + Γ2)
)

. (8.37b)

8.2.2 The variational method

We can directly take into account the previous constraints (equations (8.37a) and (8.37b)) into
the free energy of equation (8.36) by introducing two Lagrange multipliers P (x, y) and P (1, y).
We also introduce a new function φ(x, y) as

βφ(x, y,Γ) = Ψ(x, y,Γ) (8.38)
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to enforce Ψ to be a free energy. With these new notations, we find:

− f =
β

4

(

(1 − 2q(1)) − (1 − r)2 +

∫ 1

0

dxq2(x)

)

+

∫
dy

√

2πq(0)
e−

(y−h)2

2q(0) φ(0, y,Γ)

−
∫ 1

0

dx

∫

dyP (x, y)

(

φ̇(x, y,Γ) +
q̇(x)

2

(
φ′′(x, y,Γ) + βxφ′2(x, y,Γ)

)
)

+

∫

dyP (1, y)
(

φ(1, y,Γ) − T ln
(

2 cosh
(

β
√

y2 + Γ2
)))

, (8.39)

where the dot represent the partial derivative with respect to x, and the prime the partial
derivative with respect to y. This equation is the variational form of the Parisi equation [152, 181].

To solve this problem, we use a variational approach developed in the classical case by Som-
mers and Dupont [181]. It consists in imposing the stationnarity of the free energy with respect
to the variations of P (x, y), P (1, y), φ(x, y,Γ), φ(0, y,Γ) and q(x).

For each quantity, it gives:

• P(x, y): differential equation verified by φ(x, y,Γ)

φ̇(x, y,Γ) = − q̇(x)
2

(
φ′′(x, y,Γ) + βxφ′2(x, y,Γ)

)
. (8.40)

• P(1,y): boundary condition verified by φ(1, y,Γ) :

φ(1, y,Γ) = T ln
(

2 cosh
(

β
√

y2 + Γ2
))

. (8.41)

• φ(x, y,Γ): we obtain, after an integration by parts of the term P(x, y)×φ̇(x, y,Γ), the equa-
tion verified by P (x, y)

Ṗ (x, y) =
q̇(x)

2

(

P ′′(x, y) − 2βx (φ′(x, y)P (x, y))
′
)

. (8.42)

• φ(0,y,Γ): we deduce the form for P (0, y) :

P (0, y) = exp

(

− (y − h)2

2q(0)

)

/(2πq(0))−1/2. (8.43)

Without any longitudinal magnetic field h, the boundary condition for P (0, y) becomes:

P (0, y) = δ(y). (8.44)

The previous expression for the function P (x, y) can be explained using the dynamical
interpretation of Sompolinsky [154]: q(x) represents the proportion of spin-spin correlations
that did not have decayed at the time scale τx. In that vision, q(x) is defined as [154]:

q(x) = 〈Si(0)Si(τx)〉. (8.45)

Thus, q(x) is a monotonous increasing function with a maximum value q(1) = qEA, which
the frozen correlations measured in finite time. τ0 is the longest time scale (this is purely
static limit). We thus understand easily why q(0) = 0, which also explains why P (0, y) is a
delta function in the absence of a longitudinal magnetic field.
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• q(x):

q(x) =

∫

dyP (x, y)φ′2(x, y) (8.46)

Again, this equation is obtained by integration by parts of the stationnarity equation of f
with respect to q(x).

We modify the previous equation (8.46) and we show, with an integration by parts on variable
y that it is equivalent to equation

1 =

∫

dyP (x, y) (φ′′(x, y))
2
. (8.47)

We can indeed derive equation (8.46) with respect to x

q̇ =

∫

dyṖφ′2 +

∫

dyP ˙(φ′2) =
q̇

2

(∫

dyP ′′φ′2 − 2

∫

dyPφ′φ′′
)

,

and then integrate this result by parts with respect to y.
Most of these equations depend on the first derivative of the function φ(x, y,Γ) with respect

to y, we introduce the following quantity:

m(x, y,Γ) = φ′(x, y,Γ). (8.48)

The introduction of this new parameter has two main consequences:

(i) First, both partial differential equations for m and P becomes highly similar, they will be
solved in the same way. The equation for m is given by derivating equation (8.40) with
respect to y:

ṁ = − q̇
2

(m′′ + 2βxmm′) . (8.49)

The boundary condition verified by this new function is:

m(1, y,Γ) =
y

√

y2 + Γ2
tanh

(

β
√

y2 + Γ2
)

. (8.50)

(ii) The second consequence of the introduction of m lies in the interpretation of the set of
functions m, P and q. As previously seen, a time scale τx can be associated to the order
parameter q(x), in the way that for times of order τx, states with an overlap greater than
q(x) can be reached by the system as explained by Crisanti and Rizzo [184]. In this picture,
P is interpreted as the statistical distribution of local frozen fields y and m is the local
magnetization in a local field y, at time scale fixed by the value of x. We have indeed:

q(x) =

∫

dyP (x, y)m2(x, y,Γ). (8.51)

This expression is very similar to the definition of the overlap as a correlation function of
magnetization: see equation (1.17). Moreover, P (x, y) has a probabilistic interpretation: it
verifies a continuity equation (8.42), its normalization is conserved:

∫

dyP (x, y) = 1 P (x, y) ≥ 0. (8.52)

And, for x→ 0, it approaches a gaussian thanks to equation (8.43).
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Finally, the issue of the nature of the spin glass phase at low temperature and low transverse
field has been found equivalent to the resolution of the following system of partial differential
equations for the functions m(x, y,Γ), P (x, y,Γ) and q(x).

q(x) =

∫

dyP (x, y)m2(x, y,Γ) (8.53a)

ṁ(x, y,Γ) = − q̇(x)
2

[m′′(x, y,Γ) + 2βxm(x, y,Γ)m′(x, y,Γ)] (8.53b)

Ṗ (x, y) =
q̇(x)

2

[
P ′′(x, y) − 2βx (m(x, y,Γ)P (x, y))

′] (8.53c)

with the boundary conditions (without any longitudinal magnetic field)

m(1, y,Γ) =
y

√

y2 + Γ2
tanh

(

β
√

y2 + Γ2
)

(8.54a)

P (0, y) = δ(y) (8.54b)

These equations (8.53) are highly similar to the ones that have been found in the classical case by
Sommers and Dupont [181]. The only difference lies in the presence of a Γ term in the boundary
condition for the local magnetization (8.54a). It turns out that the influence of the transverse
field is to modify the local field in the system.

8.3 Numerical solutions

These equations (8.53) will be solved numerically using a pseudo spectral method, which is very
efficient for this type of differential equations4 [184, 185]. This work was done in collaboration
with E. Lévêque, at the École Normale Supérieure of Lyon. This pseudo spectral method has
the advantage to be efficient in terms of calculation time and in memory allocation.

8.3.1 The order parameter

The first study consists in solving the equations to deduce the order parameter q(x) for different
temperatures and transverse fields. In the classical case (Γ = 0), considering the definition of
the function q(x) and the definition of the Edwards-Anderson order parameter, it is clear that
q(x) = qEA, for x close to 1. In the paramagnetic phase, the Edwards-Anderson order parameter
is equal to zero and is non vanishing in the spin glass. In figure 8.1, is represented the evolution
of the order parameter q(x) numerically calculated, for different temperatures (β = Tc/T , where
Tc is the critical temperature. On this curve, it is clear that in the paramagnetic phase, the
order parameter is equal to zero, whereas it possesses a non trivial behavior at low temperature.
A plateau (q(x) = qEA) appears near x = 1 when the temperature decreases. The length of
that plateau decreases with the temperature. We notice that in the presence of a transverse
magnetic field, the transition does not occur at Tc any more, as expected classically (see the
phase diagram of the previous chapter: figure 7.3). At given temperature, the evolution of the
order parameter is given by figure 8.2. These curves of the order parameter also give information
about the very low temperature behavior of the spins: if T → 0, qEA → 1, which implies that
the overlap between the different replicas is almost 1 at very low temperatures. The function

4at the origin, this method was used in hydrodynamics to solve the Navier-Stokes equation. It is used here as
the equations we have obtained are close to this hydrodynamic equation of motion.
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Figure 8.1: Evolution of the order parameter q(x) for different temperatures (β = Tc/T , where Tc is
the spin glass transition temperature). At high temperatures, the q(x) is almost constant and equal to
zero, whereas a plateau appears near x = 1 if the temperature decreases. Γ = 0.1, h = 0.005.
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Figure 8.2: Evolution of the order parameter q(x) for different transverse magnetic fields at given
temperature (lower than Tc). β = 16, h = 0.005.

q(x) is interpreted in terms of a probability distribution for the overlap Qαγ , defined in the
previous chapter as a distance between two different spin states. Parisi [35] gave an equilibrium
interpretation of his Ansatz, showing that P (Qαγ) = (dx/dq)q(x)=Qαγ describes the probability
of two configurations α and γ of the system, sampled with a Boltzmann weight, to have mutual
overlap Qαγ . This interpretation has recently been generalized beyond the mean-field case [186].

An alternative to this static interpretation is the dynamic one by Sompolinsky [154]. He
assumes the existence of a hierarchical set of time scales τx as explained in section 8.2. The
dynamic overlap defined in this formalism: q(x) = 〈si(τx)si(0)〉 appears to be identical to Parisi’s
one [45, 187].

The parameterization of the previous section allows also to determine numerically some other
local properties of a spin glass as the probability distribution of local fields P (x, y), which is
investigated hereafter.
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8.3.2 The distribution of local fields

We also determine by integration of the equations of motion (8.53), the evolution of the dis-
tribution of local fields P (1, y) for different temperatures, and/or different transverse fields. In
the paramagnetic phase, this distribution is gaussian, centered at y = h, as in the paramagnetic
phase the local field felt by the spins is the external field. In the spin glass phase in the classical
case, a pseudo gap opens in this distribution at y = 0 due to the freezing of all spins. This also
happens in in the mean field theory of the three-dimensional Coulomb glass [180]. As concerns
the quantum spin glass, we plot P (1, y) as a function of y for different temperatures and a non
vanishing transverse magnetic field in figure 8.3. In fact, y depends on x and the value y(x = 1)
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Figure 8.3: Evolution of the distribution of local fields y for x = 1 (y(x = 1) represents the physical
total field). A pseudo gap opens at y = 0 in the spin glass phase due to ergodicity breaking. Γ = 0.1,
h = 0.005.

represents the total local field. y(x) represents the part of the total local field y(1) that is not
affected by averaging on a time scale τx (see section 8.2.2 and [181]). The shape of the distri-
bution changes well from a gaussian at high temperature to a double peak distribution at low
temperature, but the transition does not occur at T = Tc. The transverse field modifies the
transition temperature. This can also be seen on figure 8.4. It is clear that the classical system
is in the paramagnetic phase (a gaussian distribution), whereas it is in the spin glass phase for
the largest values of Γ.

8.3.3 Conclusion

In this chapter we have presented a generalization of the non standard full RSB procedure of
de Dominicis et al [34, 33, 183, 152, 181] in the case of the Infinite Range Quantum Ising spin
glass (SK model in transverse magnetic field). The equations of motion that have been derived
are highly similar to the one derived in the classical case [155], the only difference coming from
the boundary condition in the local magnetization. Quantum effects were taken into account
by considering the Interaction representation, which implied that the spin operators in the z
direction (the axis of quantification) were time5 dependent. The static hypothesis allowed us to
simplify the equations and the quantum nature of the remaining operators (i.e σx and σz do not
commute) lead to a modification of the boundary condition for the local magnetization (8.54a).

5more precisely, this is the Matsubara imaginary time [174].
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Figure 8.4: Evolution of the distribution of local fields y for x = 1 for different values of the transverse
field Γ. T/Tc = 0.06, h = 0.005.

We moreover managed to solve numerically these equations using a pseudo spectral method
with the help of Emmanuel Lévèque at the ENS of Lyon. We found that the influence of the
transverse field is to break the short range order of the spins and to enter the paramagnetic phase
at lower temperatures. We also find that the distribution of local fields is modified. Further study
on the low temperature behavior of the pseudo gap is at the time performed.

To go further on this project, we will in the future try to find a similar scaling behavior at
low temperature of the equations of motion as in the classical case following [155]. We hope that
this scaling would give information on the behavior of the pseudo gap in the distribution of local
fields, as it is the case in the classical SK model.
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Il n’existe que deux choses infinies,
l’univers et la bêtise humaine... mais
pour l’univers, je n’ai pas de certi-
tude absolue.

Albert Einstein

Conclusion
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144 CONCLUSIONThe main goal of this Thesis was to prove and extend the validity of an original theoret-
ical proposal to study spin glasses using coherent transport, this in close relation with
experimental constraints (this numerical work is a part of an ANR financial support:

ANR MESOGLASS, in collaboration with the Quantum Coherence group at Institut Louis Néel
in Grenoble). The goal was also to clarify the different regimes of conduction of a spin glass
nanowire and to study in detail the relevant differences with what happens in purely metallic
nanowires. The second goal of this work was to generalize the mean field model (SK model) of
a generic classical Ising spin glass to a quantum Ising spin glass, only by adding a transverse
magnetic field.

In a first part, we have studied in detail the Anderson localized regime, which is characterized
by a vanishingly small conductance. We have been able to extract with accuracy the localization
length which represents the length of the wire beyond which the system is called localized. The
universal variation of that length with the width of the sample has allowed us to compare it
in the case of a metallic and a spin glass nanowire. We have shown that it is larger in the
case of a spin glass, since Anderson localization is an interference effect and impurities break
the interference pattern. Moreover, the universal behavior of this length with the transverse
dimension of the wire has allowed us to discriminate universal from non-universal regimes. In
particular, experimentally relevant samples appear to be non-universal as their magnetic disorder
is moderate (in comparison with the amplitude of the scalar disorderW ). In the localized regime,
we confirm that the statistical distribution of conductance is Log-Normal at the limit of infinite
length, and we highlight the presence of a non-analyticity at g = 1 in both universal classes, and
we also confirm the occurrence of a one parameter scaling of the distribution. We show that the
second cumulant of the distribution of log g becomes super-universal in the sense that it does
not depend on universality class, in the deep insulating regime.

For wires, whose length is smaller than the localization length but larger than the elastic mean
free path, the metallic diffusive regime is reached. This regime is characterized by a universally
fluctuating conductance: the fluctuations of the conductance only depend on the symmetries of
the system. We have also shown that the experimentally relevant case of moderate magnetic
disorders is non-universal but is well described by weak localization calculations. We managed
to reach numerically the universal regime with an accuracy that has never been reached, to our
knowledge. Moreover, contrary to what was well-spread in the literature, it is not that simple
to reach the metallic diffusive regime as the localization length plays a crucial role. We confirm
that in the metallic regime, the statistical distribution of conductance is almost gaussian. This
extensive study of the conductance distribution in the metallic regime was the preliminary to
enter the main part of the Thesis: the study of conductance correlations to have access to the
spin overlap in a spin glass nanowire. We have first studied the statistical distribution (with
respect to scalar disorder) of the difference g1 − g2, where gk is the conductance calculated for
one given realization of scalar disorder and spin configuration number k. We have shown that
this distribution is centered around 0 (the average conductance does not depend on the spin
configuration) and that it only depends on the spin overlap Q12. Therefore we have gone on the
study of the correlations of conductance, which appear to be a unique function of the spin over-
lap, which obviously opens the route for an experimental determination of that intrinsic property
of spin glasses. Very recent preliminary experimental results show that it is indeed possible to
decorrelate the conductance only by introducing magnetic impurities and applying temperature
steps.

A second part of the Thesis was the study of a mean field model for Ising spin glasses: the
Sherrington-Kirkpatrick model in a transverse magnetic field. Using the Replica theory and
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the Interaction representation, we managed to derive equations of motions in the full-Replica
Symmetry Breaking Ansatz. We found very similar equations in comparison with the classical
case (i.e with no transverse magnetic field). We solved numerically these equations using a
standard pseud-spectral method and we found a solution for the continuous order parameter
q(x) and the distribution of local fields P (1, y).
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A.1 The Drude model for the conductivityClassical (incoherent) electrons contribute to the conductivity. To find an expression
for this conductivity, we apply the Drude model [84]: the elastic scattering time τe is
interpreted as the inverse of a damping coefficient. The corresponding damping force

acts on the electrons to stop them. If an electric field ~E is also applied1, we find, by application
of the second law of Newton on one electron:

me
d~v

dt
=

1

τe
~v − e ~E . (A.1)

If we use complex notations for the velocity ~v(t) = ~v0e
ıωt, we find for the conductivity:

σ(ω) =
ne2/me

1
τe

− ıω
, (A.2)

where ne is the number of electrons per unit volume.

A.2 The Kubo formalism of coherent transport

This formalism has been built to calculate the conductivity of a disordered metal, with the help
of Green’s functions.

A.2.1 The Kubo formula and disorder averaging

For a quasi-one dimensional system as the one that is considered in this manuscript, the longi-
tudinal conductivity is expressed as:

σxx(ω) =
s~

2πV
ReTr

(

ĵxĜ
R(EF )ĵxĜ

A(EF − ~ω)
)

. (A.3)

To derive this expression, the hypothesis of linear response to an electric field has been assumed,
and this formula is valid for a degenerate gas of electrons, where ĵx is the current operator in
the x direction. It is defined as: ĵx = ı~ e

m∂x. Terms as GRGR and GAGA are not taken into
account here, as they lead to negligible contributions to the conductivity.

We then obtain for the disorder averaged conductivity:

σ(ω) = 〈σxx(ω)〉 ∝
∫

d~r1d~r2Re
〈
∂x1G

R(EF , ~r1, ~r2)∂x2G
A(EF − ~ω,~r2, ~r1)

〉
, (A.4)

or, in the momentum space:

σ(~q, ω) ∝
∑

~k1,~k2

k1,xk2,xRe
〈

GR(~k1 + ~q/2, ~k2 + ~q/2, EF )GA(~k1 − ~q/2, ~k2 − ~q/2, EF − ~ω)
〉

.

(A.5)
In chapter 3, we have seen that the probability of diffusion of an electron from one point of
the sample to another in time t is the sum of one incoherent term, plus two coherent terms:
the Diffuson and the Cooperon. With similar arguments we will study, in the next section, the
different terms contributing to the conductivity.

1more accurately, a potential difference is applied to the diffusive sample.
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× × × × ×

~ω ~ω

k1

k2

q

k1 + q

k2 − q

· · ·

· · ·

Figure A.1: The Diffuson of figure 3.3 as a Feynman diagram. Crosses are impurities, which are
encountered with the same sequence for both electronic paths (up and down arcs). Dashed lines are
interactions with these impurities. q is the momentum transfered by each impurity.

A.2.2 Incoherent diffusion

This approximation, which is the simplest thing we can imagine consists in taking in equation
(A.5):

〈GRGA〉 ≈ 〈GR〉〈GA〉, (A.6)

which means that both averaged Green’s functions are independent with respect to each other. In
optics this is equivalent to consider that the intensity at a point enlightened by two sources is the
sum of intensities of each source. Interferences are not taken into account: it is an "incoherent"
term. One can show that this term gives the Drude conductivity as in the first section of this
appendix.

Using perturbation theory for interacting systems2, it is possible to develop the product of
Green’s functions under the following formal equation [60]:

〈GRGA〉 ≈ 〈GR〉〈GA〉 + 〈GR〉〈GA〉Γω〈GR〉〈GA〉, (A.7)

where Γω is a form factor that depends on interactions.

A.2.3 The Diffuson

Concerning the Diffuson term, we find for the conductivity:

σd(~q, ω) ∝
∑

~k1,~k2

k1,xk2,xRe
(

〈GR(~k1 + ~q/2)〉〈GA(~k1 − ~q/2)〉Γω(~k1 − ~k2)〈GR(~k2 + ~q/2)〉

× 〈GA(~k2 − ~q/2)〉
)

, (A.8)

where the form factor is calculated self-consistently, using figure A.2 and a Dyson equation [60]:

Γω(~k1 − ~k2) = γe +
γe

V

∑

~q1

Γω(~k1 − ~k2)〈GR(~k2 + ~q1)〉〈GA(~k2 + ~q1)〉, (A.9)

where γ is the quantity defined by γe = 1/(2πρ0τe) = niv
2
0 (see section 5.3.2 for the notations).

τe is the elastic time of flight of electrons in the sample.

2Interaction between the electrons mediated by impurities.
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Γω

~k1 + ~q/2

~k1 − ~q/2

~k2 + ~q/2

~k2 − ~q/2

=

~k1 + ~q/2

~k1 − ~q/2

~k2 + ~q/2 − ~q1

~k2 − ~q/2 + ~q1

~q1 + Γω

~k1 + ~q/2

~k1 − ~q/2

~k2 + ~q/2 − ~q1

~k2 − ~q/2 + ~q1

~q1

~k2 + ~q/2

~k2 − ~q/2

Figure A.2: Illustration of the recursive calculation of the Diffuson term Γω. The analytical expression
is given in equation (A.9).

Back to the probability of diffusion.
Notice that this term Γω enters in the calculation of the probability of diffusion from point ~r1
to ~r2 during time t: in momentum space, this probability is proportionnal to:

Pd(~k1, ~k2, ω) ∝
∑

~k1,~k2

Re
(

〈GR(~k1 + ~q/2)〉〈GA(~k1 − ~q/2)〉Γω(~k1 − ~k2)〈GR(~k2 + ~q/2)〉

× 〈GA(~k2 − ~q/2)〉
)

. (A.10)

This equation is highly similar to equation (A.8). This term is of high importance as it is
possible to show that only the sum of the probability of both the inoherent part and the
Diffuson part is normalized to one.

Due to the presence of the product k1,xk2,x, the contribution of the Diffuson term to the con-
ductvity is zero, in the case of isotropic3 collisions. It is now time to discuss the Cooperon
contribution to the conductivity.

A.2.4 The Cooperon

The diagram of a Cooperon, as already said in section 3.1.3, is the same as a Diffuson diagram
with one electronic path reversed. In figure A.1, we reverse the dashed line, and we end up with
a so-called maximally crossed diagram (figure A.3). The conductivity is then given by a formula,
that is very close to equation (A.8):

σc(~q, ω) ∝
∑

~k1,~k2

k1,xk2,xRe
(

〈GR(~k1 + ~q/2)〉〈GA(~k1 − ~q/2)〉Γ′ω(~k1 + ~k2)〈GR(~k2 + ~q/2)〉

× 〈GA(~k2 − ~q/2)〉
)

, (A.11)

3which we assume to be the case in all this manuscript.
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×

~ω ~ω

Figure A.3: The Cooperon of figure 3.5 as a Feynman diagram. Crosses are impurities, which are
encountered with the same sequence but in reversed order, in comparison with the Diffuson term. Dashed
lines are interactions with these impurities.

Γ′ω

~k1

~k2

~k2

~k1

=

~k1

~k1 − ~q1

~k1 − ~q1

~k1

~q1 + Γ′ω

~k1

~k2

~k2 + ~q1

~k1 − ~q1

~q1

~k2

~k1

Figure A.4: Illustration of the recursive calculation of the Cooperon term Γ′

ω. The analytical expression
is given in equation (A.12).

where the form factor is also calculated recursively via the summation of an infinite number of
diagrams [188], as geometrically shown in figure A.4:

Γ′ω(~k1 + ~k2) = γ +
γ

V

∑

~q1

Γ′ω(~k1 + ~k2)〈GR(~k2 + ~q1)〉〈GA(~k1 − ~q1)〉, (A.12)

Consider the diffusive limit as in section 3.1.3 (Qle ≫ 1), where ~Q = ~k1 + ~k2. In this limit,
the previous equation can be inverted, and we find:

Γ′ω( ~Q) =
γ

τe(−ıω +DQ2)
, (A.13)

where D is the diffusion coefficient, and τe = le/vF . This is the kernel of a diffusion equation.
This shows that, in the diffusive limit, the Cooperon term is solution of a diffusion equation.
Therefore, the quantum corrections to the classical conductivity (which is only the Cooperon
contribution), is:

∆σ(ω) ∝ −
∑

~Q

1

−ıω +DQ2
. (A.14)
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A.3 Weak localization correction

More generally, it is possible to show [89, 88] that the presence of a magnetic field and/or of
magnetic impurities are taken into account in the conductivity in the form (see [86] for a complete
review):

∆σ(ω) ∝ −
∑

~Q









1/2

−ıω + En( ~Q) + 2
τm

︸ ︷︷ ︸

Singlet term

+
3/2

−ıω + En( ~Q) + 2
3τm

︸ ︷︷ ︸

Triplet term









. (A.15)

The Singlet/Triplet decomposition comes from the presence of magnetic impurities: see sec-
tion 3.2.2 and [88, 138], and is due to pairing of two spins 1/2 (two electronic paths). Usual
quantum mechanics states indeed that a system with two spins 1/2 is properly described in the
Singlet/Triplet basis [103]. In this equation, En = DQ2 if the magnetic field is zero and is equal
to (n+ 1/2)4eDB/~ in a uniform magnetic field B. τm is the magnetic scattering time, this the
characteristic scattering time of the magnetic impurities. It is also possible to define a related
magnetic scattering length, with the help of the relation: Lm =

√
Dτm. See section 3.2.5 for

more details on this length.
In a two dimensional system, Q = nπ/Ly, where Ly is the transverse length of the sample.

We find [72], in the absence of magnetic impurities for the corrections to the conductance g:

∆g = g(B) − g(0) ∝ 1

B1/2
, (A.16)

for perfectly coherent wires (Lφ > Lx). This expression allows to fit the average conductance
of figure 3.8A. In the presence of magnetic impurities and no magnetic field, this expression is
modified to obtain the equation (3.26) of section 3.2.3 for quantum corrections to the average
conductance. In this equation, only the Cooperon term is present as the contribution of the
Diffuson to the average conductance vanishes.

More generally, Lee et al [89] showed that for any diffusive process with diffusion time τ , the
corrections to conductivity (or conductance) are calculated by replacing the diffusion pole DQ2

by DQ2 + τ−1. If the process is spin dependent, we must use the Singlet/Triplet basis [103].
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B.1 Disorder averagingThe starting point of disorder averaging is equation (8.13) of section 8.1.1. We introduce
the statistical distribution of couplings Jij as defined in equation (7.14) and we find:

Zn = Tr exp
[

βΓ
∑

i

n∑

α=1

σx,α
i

]

× T
∫

DJij exp
[ ∫ β

0

dτ
{∑

i<j

n∑

α=1

Jijσ
z,α
i (τ)σz,α

j (τ)

−
∑

i<j

N

2J2
J2

ij + h
∑

i

n∑

α=1

σz,α
i (τ)

}]

. (B.1)

We collect both the quadratic and the linear terms in Jij

∫ β

0

dτ
∑

ij

n∑

α=1

Jijσ
z,α
i (τ)σz,α

j (τ) −
∑

i<j

N

2J2
J2

ij

= −
∑

i<j

(

N

2J2
Jij −

√

J2

2N

∫ β

0

dτ
∑

α

σz
iα(τ)σz

jα(τ)

)2

+
J2

2N

(
∫ β

0

dτ
∑

α

σz,α
i σz,α

j

)2

. (B.2)

to find a generalized gaussian integral for the Jij dependence. It is integrated over R, which gives
a constant number that will be "forgotten" in the following as it is of no use from a physical
point of view. Considering the next step:

1

2

∑

i6=j

(
∫ β

0

dτ
∑

α

σz,α
i (τ)σz,α

j (τ)

)2

=
1

2

∑

i,j

∑

α,γ

(
∫ β

0

dτ

∫ β

0

dτ ′σz,α
i (τ)σz,α

j (τ)σz,γ
i (τ ′)σz,γ

j (τ ′)

)2

− cst

=
1

2

∑

αγ

∫ β

0

dτ

∫ β

0

dτ ′

(
∑

i

σz,α
i (τ)σz,γ

i (τ ′)

)2

− cst, (B.3)

where the constant term cst is of the form:

cst =
∑

i

∑

α,γ

∫ β

0

dτ

∫ β

0

dτ ′ (σz,α
i (τ))

2
(σz,γ

i (τ ′))
2
. (B.4)

As a quadratic term in the spin operators, it does not depend on the spin any more, it is useless
in the derivation. We end up with the following disorder averaged partition function as written
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in section 8.1.1, equation (8.15):

Zn = Tr exp
[

βΓ
∑

i

n∑

α=1

σx,α
i

]

× T exp
[ 1

4N

(∑

α6=γ

∫ β

0

dτ

∫ β

0

dτ ′(
∑

i

σz,α
i (τ)σz,γ

i (τ ′))2

+
∑

α

∫ β

0

dτ

∫ β

0

dτ ′(
∑

i

σz,α
i (τ)σz,α

i (τ ′))2
)

+ h
∑

i

∑

α

∫ β

0

dτσz,α
i (τ)

]

.

The first step of this integration is justified because the Trace operator runs over the whole set
of spin configurations {Sα

i }.

B.2 The saddle point method

This method [189] allows to evaluate the following type of integrals:
∫

dye−NG(y), (B.5)

where the function G is at least a twice differentiable function. N is a large number. Assume
that G has a unique global minimum at y0. If we multiply this function by a large number N , the
gap between NG(y0) and NG(y) will be large. Then, significant contributions to the integral
will only come from points y very close to y0. We assume that y0 is not an endpoint of the
interval of integration (which can be infinite), that the values of G(y) cannot be close to G(y0)
unless y is close to y0 and that the second derivative of G at point y0 is positive: G′′(y0) > 0.

Using Taylor’s theorem, we expand G around y0:

G(y) = G(y0) +G′(y0)(y − y0) +
1

2
G′′(y0)(y − y0)

2 + o((y − y0)
3). (B.6)

Since y0 is a minimum for the function G, the expansion reads:

G(y) ≈ G(y0) +
1

2
G′′(y0)(y − y0)

2, (B.7)

which gives: ∫

dye−NG(y) ≈ e−NG(y0)

∫

dye−
N
2 G′′(y0)(y−y0)

2

. (B.8)
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158 APPENDIX C. EQUATION VERIFIED BY THE FUNCTION ΨLThe starting point of this derivation is the equation (8.24) for the disorder averaged free
energy under the static hypothesis, and it is recalled here:

−βf = lim
n→0

1

n

{

− β2

4




∑

α6=γ

(qαγ)2 +
∑

α

r2





+ ln

[

Tr exp
{

βΓ
∑

α

σx
α

}

exp
{β2

2

(∑

α6=γ

σz
ασ

z
γq

αγ +
∑

α

σz
ασ

z
αr
)

+ βh
∑

α

σz
α

}]
}

.

To continue the calculation, we will break an arbitrary number (K) of times the symmetry of
replicas, and then explicitly calculate the sums that appear in the previous. The scheme of
replica symmetry breaking is the same as the classical one, which has been presented in the
previous chapter, and it gives the shape of the qαγ .

C.1 Calculation of the sum of the (qαγ)2

In a first part, we will calculate the quadratic term in qαγ , that does not depend on the spin
configurations σ:

∑

α6=γ

(qαγ)2, (C.1)

This sum is calculated recursively using [154, 152], and is based on the determination of the
number of spins in each block and the corresponding size of the block:

∑

α6=β

(qαβ)2 = q2K
n

pK
(p2

K − pK) + r20(n
2 − n

p0
p2
0)

+

K−1∑

i=0

q2i
n

pi
(p2

i −
pi

pi+1
p2

i+1) +

K−1∑

i=0

(r2i+1 − r2i )
pi

pi+1
p2

i+1((
n

pi
)2 − n

pi
). (C.2)

Note that the notations are the same as in the previous chapter: pi is the size of blocks in the qαγ

matrix at step i, and qi is the corresponding value of overlap. Re-arrangements of the different
terms leads to:

lim
n→0

1

n

∑

α6=β

(qαβ)2 = q2K(pK − 1) − r20p0 +

K−1∑

i=0

q2i pi −
K−1∑

i=0

q2i pi+1 −
K∑

i=1

(r2i − r2i−1)pi. (C.3)

We introduce a new quantity ∆′i in order to obtain, in the limit of pi → ∞:

−2∆′iqi = 2
∑

i

piqi ((qi − ri) − (qi−1 − ri−1) ≈
pi→∞

pi

((
q2i − r2i

)
−
(
q2i−1 − r2i−1

))
. (C.4)

Consequently, we get for the term in front of the logarithm in equation (8.24):

β2J2

4

(

q2K − r2 + 2

K∑

i=0

∆′iqi

)

. (C.5)

It is now time to go to the calculation of the linear term in qαβ .
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C.2 Calculation of the linear term in qαγ

As this term is harder to calculate, we will only present the method for the first two RSB, but
it is possible to find an equation for the case of K RSB. The term to calculate is the following

∑

α6=β

qαβσασβ . (C.6)

It is harder to calculate because of the presence of the spins. We consider here the first two steps
of symmetry breaking. We introduce, as seen in the previous chapter, the quantities q0, r0, q1
and r1. The qαγ matrix will have a set of blocks, of size p0 after step 1, and of size p1 after step
2 (p1 < p0). The number of blocks is respectively n/p0 and n/p1. We also introduce new indices
j0 and j1. They run respectively from 1 to n/p0 and from 1 to n/p1. Moreover, we introduce an
index α that runs from 1 to p1. With a combination of these three indices, the whole matrix is
covered. Consider first that the matrix is only constituted of r0 terms. At this stage, the linear
term reads:

r0(
∑

j0j1α

σj0j1α)2. (C.7)

However, the first of RSB consists in replacing the r0 with q0 on diagonal blocks of size p0. We
then add to the previous term the following one:

(q0 − r0)
∑

j0

(
∑

j1α

σj0j1α)2. (C.8)

The second step consists in replacing r0 terms by r1 ones in diagonal blocks of size p1 (in the
remaining blocks of size p0 with r0 terms) on the one hand and similarly q0 terms by q1 ones in
blocks of size p0 with only q0 terms. The replacement of r0 by r1 leads to a supplementary term
of the form:

(r1 − r0)




∑

j1

(
∑

j0α

σj0j1α)2 −
∑

j0j1

(
∑

α

σj0j1α)2



 (C.9)

and the replacement of q0 by q1 leads to the following expression:

(q1 − q0)
∑

j0j1

(
∑

α

σj0j1α)2 − nq1. (C.10)

One can continue the RSB sheme to reach K steps in a similar way.
All the terms (equations (C.7), (C.8), (C.9) and (C.10)) are quadratic in spin operators σ

except the last one: nq1. It is proportional to n, it can then be extracted from the exponential
and even from the limn→0 operation. As a consequence, the quadratic term in qαγ and this terms
read:

β2

4

(

q2K − r2 − 2qK + 2r + 2

K∑

i=0

∆′iqi

)

(C.11)

= β2

4

(

(1 − qK)2 − (1 − r)2 + 2
K∑

i=0

∆′iqi

)

(C.12)

From what, we get

−βf =
β2

4

(

(1 − qK)2 − (1 − r)2 + 2

K∑

i=0

∆′iqi

)

+ lim
n→0

p0≫p1≫...≫pK→∞

Ψ−1(Γ, h)
1. (C.13)

1the denomination of this function as Ψ−1 will become clearer in section C.3
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All the terms which appear in Ψ−1(Γ, h) are quadratic in spin operators. We will linearize them
by using a Hubbard-Stratonovitch transform as in section 8.1.2.

C.3 From discrete to continuous sums

Following [152], it is possible to change the sums in the logarithm into a succession of hierarchical
integrals. In the simpler case of two steps of RSB, we obtain for the term of (C.7) an integral
under the form:

exp r0(
∑

j0j1α

σj0j1α)2 →
∫

dz0√
2Π

exp

(

−z
2
0

2
+ z0

√
r0β

∑

α

σz
α

)

. (C.14)

In the same way, the term of equation (C.8) can be written as:

exp(q0 − r0)
∑

j0

(
∑

j1α

σj0j1α)2 →
∏

j0

∫
dyj0

2Π
exp

(

−
y2

j0

2
+ yj0

√
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σz
α

)

. (C.15)

The expressions (C.9) and (C.10) concerning the second step of RSB read

exp(r1 − r0)




∑

j1

(
∑

j0α

σj0j1α)2



→
∏

j1

∫
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(

−
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2
+ zj1

√
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σz
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)

, (C.16)

and

exp ((q1 − q0) − (r1 − r0))




∑
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(
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α
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By extension to a numberK ≫ 1 of steps of RSB, we get the formula for the function expnΨ−1(Γ, h)

expnΨ−1(Γ, h)

=

∫
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where we have the notation:

Hz = h+
√
q0z0 + ...+

√
qK − qK−1zjK

+
√

−∆′0yj0 + ...+
√

−∆′Kyj0...jK
. (C.19)
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The operator σx can be reintroduced inside the exponential that does only depend on σz in
equation (8.24). This is allowed thanks to the presence of the Trace operator: if one considers
two operators that do not commute, we all the same have the following equality:

Tr
(
eAeB

)
= Tr

(
eA+B

)
. (C.20)

The trace operation on the following operator

σz
αHz + σx

αΓ, (C.21)

is calculated by diagonalizing this 2 × 2 matrix, which leads to the eigenvalues:

±
√

H2
z + Γ2. (C.22)

The calculation of the trace gives
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From this expression, we define iteratively the set of functions (Ψl)l≥−1 (equation (8.26)).
Their structure is given in the following equation and it is suggested by the hierarchical form of
expnΨ−1(h,Γ).

exp pl−1Ψl−1(h,Γ) =

∫
dzl√
2π

exp−z
2
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2
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.

l = 0..K p−1 ≡ n q−1 ≡ 0

More precisely, this form has been proposed a priori but it allows to get Ψ−1(h,Γ) back, provided
that we impose:
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C.4 Justifications

Form of Ψl

In equation (C.24), we have chosen an iterative form for the function Ψl. In this section, we are
interested in the justification of that particular form.

Consider step l of the RSB procedure (1≤ l ≤ K). At this step, we have already performed all
the Hubbard-Stratonovitch transforms described in the previous section on blocks of size greater
than pl, which is indicated by the presence of the indices zi and yi in sums for i running from
1 to l. Then the next RSB step begins: the terms ql are replaced by generic terms qαγ , which
leads to the appearance of the term

∑pl

α6=γ(qαγ − ql)σασγ . The block structure of [151] is found
by writing this term as:

pl∑

α6=β

(rαβ − rl)σασβ +

pl∑

α6=β

[(qαβ − ql) − (rαβ − rl)]σασβ . (C.25)

Boundary conditions

As seen in section C.3, the continuous version of RSB is performed by assuming that the total
number of steps of RSB K → ∞, l/K → x, where l is the step number. To find the boundary
condition on Ψ(x = 1, h,Γ), we only have to put l ≡ K in equation (C.24). At that point, as
we are performing the last RSB step, the last sum is equal to zero (qαγ = qK). We immediately
deduce that the remaining terms can be written in the form (equation (8.27)):

Ψ(1, h,Γ) = ln
(

2 cosh
(

β
√

h2 + Γ2
))
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