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INTRODUCTION

The Information and communication technologies (ICT) industry has been going through rev-

olutionary changes in the last decade. These changes are manifesting themselves in the form of

various new services, smart and slick personal computing devices and even in the architectural

changes in the mode of computing itself. In a more connected and communicative information

society, wireless networks are playing the role of major connection medium due to their ubiq-

uitous presence in the information eco-system (Raychaudhuri and Mandayam, 2012). For its

increasing importance as a communication channel, the stress on wireless networks for carry-

ing significantly more traffic with varied quality of service (QoS) requirements is stronger than

ever before. But it is a well known fact that with scarce radio spectrum (Akyildiz et al., 2006)

and limited control over the networking gear, operators are struggling to cater for such needs.

With vendor locked-in devices, it is not possible to provision new network services that require

novel protocols or processing algorithms for optimal service provisioning. The way forward

is to rethink the way traditional networks work and re-architect them, so that, they offer more

flexibility (Koponen et al., 2011) and fine-grained control over the network resources that will

enable operators to provide novel differentiated services, while at the same time ensuring effi-

cient resource utilization.

Traditional cellular networks are designed to serve the peak network traffic demand. This

often results in over-provisioning of network resources (Zhou and Chen, 2014), which is very

expensive in terms of network deployment as well as operational costs. Network operators do

not have the facility of on demand resource provisioning which would allow them to scale-

up or scale-down network resources according to traffic demand at any given instant of time.

Moreover, the use of complex control plane protocols and vendor locked-in devices are not

amenable to provision new cellular services that might require to implement novel protocols or

signal processing schemes. Future 5G networks will demand a more flexible and elastic net-

work architecture that will facilitate provisioning novel services in lower network cost, which

is not possible with current network architectures. To resolve these issues, it is imperative to

re-architect current network structures in new ways that make most efficient use of available
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resources, use less expensive general-purpose hardware rather than expensive special-purpose

hardware to reduce overall network cost and provide flexibility to incorporate new network

technologies using programmable and elastic network infrastructure (Pentikousis et al., 2013).

Virtualizing wireless access solves to a great extent the aforementioned problems.

Virtualization has been employed in computer systems for a very long time for abstracting

memory (Morin and Puaut, 1997), storage (Dimakis et al., 2011), or virtual systems (Smith and Nair,

2005). In wired networks virtualization has been implemented for deploying virtual local area

networks (VLANs) in enterprise networks, and also for deploying virtual private networks

(VPNs) in wide area networks (WANs) (Chowdhury and Boutaba, 2010). Several internet re-

search testbeds (Chun et al., 2003), (Niebert et al., 2008) have been deployed to study the

technologies to overcome the architectural challenges of the current internet.

To cope with the novel service requirements of the future 5G networks and the incredible

growth in user traffic, virtualization of wireless networks is being advocated by major tele-

com operators and vendors (nfv, 2013). Wireless virtualization enables the decoupling of the

physical network infrastructure from the services that it provides. In a virtual wireless net-

work scenario, the infrastructure providers (InPs) deploy and manage the physical network

infrastructures. Different virtual network operators (VNOs) lease virtual network nodes from

the InPs and deploy their own network by dynamically sharing the physical infrastructure.

Since physical infrastructure is shared by multiple VNOs in a virtualized platform, a signif-

icant improvement in the capital expenditure (CAPEX) and operational expenditure (OPEX)

is achieved. It has been reported that a saving of 40% can be achieved (Perez et al., 2009) in

CAPEX and OPEX over a period of five years by radio access network virtualization. Pro-

visioning of differentiated services on a common physical infrastructure also ensures efficient

resource utilization. By slicing the wireless network through virtualization, it is convenient to

deploy newer services while supporting legacy services.

In a virtual access topology, independent and isolated virtual networks are built on one or



3

more physical network substrates in which the presence of the virtual networks are transpar-

ent to each other. The virtual networks are able to use customized network protocols, signal

processing and network management functionalities that best suites the intended services. In

virtualized wireless networks, physical wireless infrastructure as well as the wireless spectrum

is abstracted and sliced, so that, multiple VNOs share the resources to build their own networks.

But the presence of each VN should be isolated from each other, so that, the operation of one

VN does not affect any other VN sharing the same physical infrastructure and radio spectrum.

One major distinction of the wireless network from the wired network is the stochastic nature

of the wireless channel that varies with time and space and also suffers significant attenuation

with propagation distances. This makes abstraction and sharing of radio spectrum very chal-

lenging.

Though there exists no universal consensus on the definition of wireless network virtualiza-

tion, its scope lies in the virtualization of physical network infrastructure as well as the wire-

less spectrum. In such a scenario, physical infrastructure and radio spectrum are deployed

and owned by one or more InPs who employ resource abstraction & isolation mechanisms

to create virtual resources that are eventually shared by multiple VNOs. In this thesis, wire-

less network virtualization is defined as a network technology that abstracts network resources

(both physical nodes and radio spectrum) in a technology-agnostic manner. These abstracted

network resources are then sliced to create virtual resources which are then shared by multiple

VNOs where an isolation mechanism ensures transparent co-existence of the deployed virtual

networks on a common physical substrate. As an integral part of the wireless virtualization,

end-to-end programmability of the virtual networks has also been emphasized in this work

which will enable VNOs to deploy their own customized (virtual) networks.

Requirements of Virtual Wireless Networks

A virtualized wireless network must satisfy certain requirements, and some of these critical

requirements are discussed in this section.
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Virtual Network (VN) Isolation

The VNs sharing a common physical infrastructure should be perfectly isolated from each

other, so that, to a VNO, it will appear that it has the sole-ownership of the (virtual) network.

Operation of a VN should in no way affect the other VNs sharing the same physical resource,

e.g., for two VNs sharing a common physical node, if load increases in one VN, traffic belong-

ing to the other VN should not suffer from additional delay in processing, queuing or reduction

in throughput. Service level agreements (SLAs) between the VNOs and the InPs should be al-

ways fulfilled. SLAs are basically a subset of key performance indicators (KPIs) which might

comprise of minimum guaranteed processing power, memory space, bandwidth/throughput,

maximum downtime of system, etc.

End-to-end Programmability

VNOs should have complete flexibility over the virtual/physical resources they lease from one

or more InPs. This flexibility is demonstrated through their ability to modify (program) the

underlying resources in a way that best supports their intended service requirements. For ex-

ample, in a virtual LTE network implementation, a VNO should be able to program the core

network switching fabric to route its core network packets through the optimum routing graph

consisting of mobility management entity (MME), switching gateway (S-GW), packet data

network gateway (P-GW), policy and charging rules function (PCRF), etc. Similarly, for the

radio access plane, a VNO might require customized radio processing chain to process its

baseband signal. Hence, provisions should be made so that, it can assemble various processing

blocks (e.g., for frequency transformation, modulation, coding, etc.) in a programmatic man-

ner (Bansal et al., 2012). Also, a VNO should be able to implement its custom protocol stack

to optimize its intended service performance; hence, programmatic control over the protocol

layers is also necessary.
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On demand resource provisioning

In the VNO-InP business model, a VNO would request for its required resources (virtual/phys-

ical) to the InP. Upon availability of the resources, the InP would assign the requested resources

to the VNO, forming a service level agreement (SLA) between the InP and the VNO. During its

operation, if the VNO need additional resources (e.g., computing, storage, radio spectrum, etc.)

it would request the InP for the lease of these additional resources. InPs should be able to cater

for such on demand elastic resource provisioning. This is where the cloud computing model

comes into play in a virtual wireless network ecosystem. In this model, an InP can be seen a as

cloud service provider that composes of geographically distributed cloud of resources. A VNO

receives the lease of its requested resources from the InP without the necessity of being aware

of the physical location of the resources.

Network Function Virtualization (NFV)

One of the major motivation behind network virtualization is to reduce the CAPEX and OPEX

of network provisioning, so that, the operators can cope with the increasing network cost and

also, new players can get affordable entry to the market. To address this issue, major telecom

operators and vendors are opting for network function virtualization (NFV) (nfv, 2013). The

main idea behind NFV is to separate network hardware from the software that runs on it, this

will pave the way to implement different network functionalities as software instances in a

general IT platform. This paradigm shift in network architecture will replace the traditional

specialized network nodes which are not only expensive but also very power hungry.

Dynamic Spectrum Sharing

Scarcity of the licensed spectrum is the Achilles’ heel for the next generation wireless networks.

Despite all the advances made in network architectures, baseband processing, error correction

channel coding, etc., limited licensed spectrum remains the major bottle neck for telecom-

munication networks. To alleviate this problem, efficient utilization of the radio spectrum in
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time (time division multiple access (TDMA)), frequency (frequency division multiple access

(FDMA)), space (space division multiple access (SDMA)) is necessary (Niebert et al., 2008).

Especially in the virtual wireless networks environment, dynamically sharing the spectrum

among the incumbent VNs while respecting the SLA is of utmost importance. Opportunistic

sharing of the licensed spectrum in combination with utilizing the unlicensed spectrum band

wherever possible might mitigate the spectrum scarcity problem to a great extent. Also, the

use of millimetre (mm) wave for future 5G network is gaining momentum as many researchers

from industry and academia are strongly advocating in its favor (Zhao et al., 2013), (Rappaport

et al., 2013). Due to its ability to provide higher throughput for lower transmission distance

mm wave is an ideal transmission candidate for small cells (pi and Khan, 2011). In this thesis,

software defined networking (SDN) and cloud computing technologies have been considered

as key enabling technologies for implementing virtualized wireless networks. A brief intro-

duction to these technologies is given below:

Software Defined Networking (SDN)

Traditional networks are designed to have distributed control for scalability reasons. In this

structure, network intelligence is distributed throughout the network, where each network node

has both control and data forwarding logic. For example, a simplified representation of an

evolved packet system (EPS) is shown in Fig. 0.1. It consists of mobility management entity

(MME), packet gateway (P-GW), switching gateway (S-GW), home subscriber server (HSS),

policy charging and rules functions (PCRF) and the evolved node Bs (eNBs). The eNBs are

the last mile radio access points. Each eNB has decision making and forwarding functionali-

ties. It makes the local radio resource management decision for allocating radio resources to

individual users. It also communicates with the neighbouring eNBs via X2 interfaces to coop-

erate resource provisioning. Functionalities like mobility management, policy implementation,

charging, access control and even access to internet are managed by decision nodes resident in

the core network. The problem with this kind of network architecture is manifold; first, the net-

work architecture is very inflexible, it operates with a fixed set of network protocols and it is not

possible to implement a novel network protocol that will have optimal performance for a new
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Figure 0.1 A block representation of EPS

service. Second, because of vendor locked-in network nodes, an operator has less freedom to

purchase network equipment from different vendor companies because the proprietary equip-

ment sold by vendors generally do not interoperate well enough with one another. Thirdly, the

formidable cost of the network equipment discourages network operators to provision new ser-

vices as it will require to add new equipment to the network, sometimes replacing previously

purchased well-functioning equipment. The high cost of network roll-out also acts as an entry

barrier for new entrants to the heterogeneous wireless networks’ business eco-system. Finally,

the special purpose hardware based networks also have higher operational costs due to higher

power consumption and requirements for a significant number of highly skilled employees for

operation and management of the network. Software defined networking can resolve these

issues to a great extent by flexible creation and management of networks using inexpensive

programmable switches and off the shelf general purpose servers.

Software defined networking (Nunes et al., 2014), (Xia et al., 2015) is a relatively new paradigm

in network architecture design that has created a lot of interest in both industry and academia

alike. SDN is a complete makeover of the norm with which network intelligence and for-

warding cooperate with each other. SDN enables programming the underlying network as a

system by separating the control plane from the data plane. It provides high level abstraction of

the network hardware, where a centralized controller can program the network. As defined in

the Open Networking Foundation (ONF) white paper (onf, b), in a SDN architecture, network
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control and data planes are decoupled and the intelligence and state of the network are logi-

cally centralized in the controller platform. SDN facilitates traffic engineering (Akyildiz et al.,

2014), and it has also been used in large scale wide area network (WAN) (Jain et al., 2013).

SDN can also function as an enabler for network function virtualization (NFV) (Chiosi et al.,

2012a), (nfv, 2013) which is a major sought after technology by telecom operators around the

globe. Though the immense interest on SDN is pretty recent, the core idea of programmable

networks is the accumulation of research advances on different aspects in this area (kreutz

et al., 2015), (Feamster et al., 2013). To summarize, the main components of SDN architecture

are:

• separation of network data plane from the control plane;

• logically centralized control and global view of the underlying network infrastructure;

• programmability and modularity of the control plane;

• high-level abstraction of the hardware layer;

• open application programming interfaces (APIs) for data plane (McKeown et al., 2008) and

control pane (Gude et al., 2008), (Mccauley), (Ryu), (ope, b), (flo), so that, both planes can

grow independently of each other.

A simplified schematic for a SDN architecture is shown in Fig.0.2. The top tier is the appli-

cation layer where the network applications reside that define the operational behavior of the

network. Different applications, for example, routing, mobility management, access control

via firewall, load balancer can be part of this layer. VNOs can have one or more applica-

tions packed together for a particular service provisioning. For easier management of different

applications in the application layer, the northbound API (Reich et al., 2013), (Foster et al.,

2011) is used to ensure the synchronous operations of different applications. The controller

layer consists of network operating systems (NOSs) e.g., NOX (Gude et al., 2008), POX (Mc-

cauley), OpenDaylight (OD) (ope, b), Floodlight (FL) that interfaces the application layer with

the forwarding layer. This layer is responsible for dynamically setting up (and tearing down)
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network paths according to the application layer instructions by modifying the underlying pro-

grammable switching fabric. For this purpose, the controllers use well defined southbound

API (e.g., OpenFlow (McKeown et al., 2008), NetConf (net, 2013), ForCES (Yang et al.,

2004), etc.) to program the underlying switching fabric. SDN is gaining increased interest

���������	
�

Figure 0.2 Simplified representation of a SDN architecture

from both wireless industry and academia working on wireless network research to facilitate

service differentiation, and ease network management, network innovation and convergence of

heterogeneous wireless networks. We classify the proposals on wireless networks leveraging

SDN according to their target wireless domain, i.e., WiFi, sensor and cellular networks. We

compare the proposals from their capability of providing an end-to-end programmable virtual-

ized solution for the target wireless network domain.

Cloud computing

Cloud computing is a relatively new paradigm for large scale distributed computing. The major

benefit of cloud-based infrastructure is its ability to provide on-demand computing resources

in convenient pricing schemes, e.g., pay-as-you-go, paying for the leased resources that can be
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elastically scaled up or down depending on cloud clients’ demand at a specific point of time.

Cloud resources are basically composed of storage, computing and networking elements.

There are mainly three types of abstraction for cloud-based service provisioning, namely,

infrastructure-as-a-service (IaaS), platform-as-a-service (PaaS) and software-as-a-service (SaaS).

In a IaaS model, processing, storage, networking and other computing resources are provided

as a standardized services by cloud providers to their clients. The IaaS clients can deploy and

run their own operating systems (OSes) on the leased resources from the cloud provider. For

example, Amazon web services (AWS) (aws), Microsoft Azure (msA), Google Compute En-

gine (GCE) (gce) are some popular IaaS platforms. In case of a PaaS model, a higher level

of abstraction of network resources is used and the cloud clients are provided with run time

systems using which they can build (program) their own customized applications and run on

the PaaS platform. Apprenda (app) is a PaaS platform for developing .Net and Java based ap-

plications. On the other hand, the SaaS model is the highest level of abstraction provided by

the cloud providers where different applications are provided as services to the clients. Ex-

ample of SaaS are: email services, various customer service management application, e-health

software services, etc. Fig. 0.3 shows a schematic representation of different cloud models.

When cloud computing technology is extended to the virtual wireless network domain, besides

the traditional cloud resources (e.g., compute, storage, network, etc.), a cloud provider should

also provide access to various wireless access nodes (e.g., APs, BSs, Repeaters, sensor nodes,

etc.), core network elements (e.g., EPC for LTE core network) as well as access to wireless

radio spectrum. VNOs will build their customized networks with the above mentioned leased

resources.

Objectives

Virtualization of wireless networks is a fairly recent trend in wireless research. Different re-

search groups in industry and academia are working to conceive the architectural model for

virtualizing wireless networks. But there exists no agreed upon architectural framework for

provisioning virtual wireless networks. In this thesis, we have proposed three wireless net-
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Figure 0.3 Different models of cloud infrastructure

work virtualization frameworks that provide an end-to-end virtualized solution for wireless

networks. As has been mentioned previously (and in more detail in Chapter 1), current re-

search on wireless virtualization strictly focuses on the technical aspect of virtualization. But

there is also a significant economic aspect to any network architecture and there are cases where

the most technically sound solution may not be implemented due to the network cost limita-

tions for the prospective network operators. Hence it is very important to evaluate network

deployment options not only from their technical merits (or demerits) but also from their eco-

nomic merits. In this thesis, the proposed virtualization frameworks are analyzed from their

cost perspectives as well as from their achievable QoS. The goal is to come up with a com-

posite techno-economical model that considers a virtualized network’s cost (both CAPEX and

OPEX) and achievable QoS and provides deployment solution for a particular scenario while

considering the expenditure constraint of a network operator/ service provider.

Next in this thesis we focus on the architectural deployment of heterogeneous wireless network

virtualization. And investigate the provisioning of differentiated services as SDN policies.
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As part of the thesis, we were involved in a research collaboration with Huawei Canada Re-

search Center. The objective of the collaboration was to investigate the deployment challenges

for full duplex (FD) cellular networks and develop algorithm for successful realization of the

FD multi-cell multi-tier networks.

Contributions

Wireless network virtualization is a multi-dimensional problem that involves slicing of physical

nodes, spectrum sharing, air interface virtualization, etc. Unlike the wired networks, the trans-

mission channels of wireless networks are inherent broadcast in nature and also vary with time.

Also mobility of users and attenuation of radio signals make wireless virtualization even more

complicated. Wireless network virtualization has been approached from different perspectives:

spectrum virtualization (Perez et al., 2009),(Zaki et al., 2010a), as well as virtualization for

different wireless technologies (i.e., WLAN, WiMAX, LTE) (Singhal et al., 2008),(Bhanage

et al., 2010a),(Bhanage et al., 2010c),(R.Kokku et al., 2012b),(Yap et al., 2010b),(Zhu et al.,

2010). There have also proposals for virtualizing the access networks (Perez et al., 2009) as

well as the core networks (Kempf et al., 2012). But there has not been any solution that pro-

vides an end to end solution to wireless network virtualization. Moreover, different kinds of

virtualization architectures vary significantly from the hardware infrastructure they use and

also the virtualization mechanism used. For this reason, the implementation cost vary signif-

icantly from one architecture to the other. Also the available QoS varies significantly in these

different architectures. The contribution of thesis can be classified into three parts:

1) in the first part, three architectural frameworks for wireless network virtualization are pro-

posed. The frameworks differ significantly in their architecture, especially in terms of the

degree of segregation between the baseband processing and radio access units. The asso-

ciated network cost also vary significantly from one framework to the other. Moreover,

the achievable QoS in the proposed virtualization frameworks also varies considerably.

Hence, a novel utility model has been developed to select the best network for a certain

implementation scenario. This part provides:



13

A) the classification of virtual wireless access networks into three models (considering

Green Field deployment scenarios):

• a special-purpose hardware-based wireless access virtualization model, referred

to as Locally Virtualized Network (LVN), where a hypervisor is used to slice

super base stations (SBSs) to create multiple virtual base stations (VBSs);

• a data center based wireless access virtualization model, referred to as Clus-

tered/Remote Virtualized Network (CVN/RVN), where SDN and cloud comput-

ing technologies are used to virtualize the underlying networking fabric and com-

putation & storage resources. In this model, fiber-distributed remote radio heads

(RRHs) are used to provide radio access to users;

• a third model, referred to as hybrid virtualized network (HVN), where we prop-

erly combine both of the above mentioned models to offer the potential to balance

network cost and QoS with greater flexibility than the previous two models (LVN

and CVN/RVN).

B) a new multi-criteria utility function that account for network cost & QoS trade-offs to

enable the design and optimization of wireless access virtualization architectures that

best comply with the investment and service-level requirements of network operators

(and/or service providers).

The techno-economic model suggests that the HVN framework that is composed of special-

purpose hardware as well as cloud-based data center achieves the optimal balance between

network cost and QoS (Rahman et al., 2014b) (Rahman et al., 2013), (Rahman et al.,

2014a), (Rahman et al., 2015d).

2) in the second part of the thesis, it is argued that for realizing a programmable & flexible

heterogeneous virtual network infrastructure, SDN & cloud computing technologies are

the key tools to leverage. In such a network infrastructure, VNOs will be able to offer

their differentiated services in their target networks (e.g., WSN, cellular or WiFi) leasing

virtual resources from one or more InPs. Different proposals on wireless networks exist

in the open literature (c.f. Chapter 1) that uses the SDN and cloud computing concepts
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for efficient management of different wireless networks. But these proposals focus on a

particular network technology (WiFi or 4G or WSN). But no approach exists that gives

solution for implementing a heterogeneous virtualized wireless network platform that will

enable the deployment of different virtualized wireless networks using different radio ac-

cess technologies (RATs) on a common physical infrastructure. In this regards, we lay

out the blueprint of an end-to-end programmable heterogeneous virtualized wireless net-

work (HVWN) platform. The key requirements of such a heterogeneous virtual wireless

network (HVWN) infrastructure have been identified. Then different components for an

end-to-end solution for a programmable, elastic HVWN have been discussed following a

top-down approach. Open problems and challenges in realizing a programmable, elastic

HVWN have also been identified (Rahman et al., 2015a).

3) in the third part, implementation of differentiated services in a virtualized platform are

studied. We have focused on a particular case of the end-to-end programmable HVWN

proposed in Chapter 3 where a cellular and an WiFi network are implemented on com-

mon physical infrastructure. We study how differentiated services can be implemented in

such a programmable virtualized platform through extensive system level simulation in

Mininet (min) platform. We propose to use the spare bits of OpenFlow (McKeown et al.,

2008) packet structure to implement virtual network entities, e.g., virtual networks, vir-

tual switches, allocated radio resources of a virtual operator, etc. We also emphasize the

use of northbound APIs to facilitate composing complex wireless network applications.

To demonstrate the impact of using northbound APIs, we have implemented different

network applications using Pyretic (Reich et al., 2013) and composed them in sequence

and/or in parallel to provision differentiated services in two virtual network scenario. It

has been shown through system-level simulation that it is possible to implement differ-

ential services in a virtualized network platform by expressing service differentiation as

high-level network policies through SDN paradigm. The intensive system-level simula-

tion results suggests that such SDN-based virtualized platform is capable of achieving

the service requirements (e.g., throughput and transmission delay) of traditional cellular

networks (Rahman et al., 2015b), (Rahman et al., 2015c).
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4) in the final part of the thesis, we focused on FD deployment of multi-cell networks. Cur-

rent cellular networks are suffering from spectrum ossification problem. In a virtualized

environment where multiple VNOs will compete for access to shared radio resources, the

spectrum scarcity problem will be more severe. In such context, FD systems can provide

an efficient solution by doubling the spectral efficiency hence, doubling the capacity. In

our research, we have identified the critical challenges for real world deployment of multi-

tier FD multi-cell networks. We have analyzed and report on FD performance trade-offs

for a dense urban multi-tier cellular network. We have used the Madrid grid model pro-

posed by METIS project (Agyapong and et al., 2013) that consists of macro and pico cells.

We have also investigated the impact of co-located BS interference in FD performance for

a single-tier homogeneous network deployment. We have proposed intelligent propor-

tional fair joint user selection and power control algorithms to harness the gain of FD

deployment. We have developed algorithms for both cloud radio access network (C-RAN)

and traditional distributed RAN (D-RAN) network models. Extensive system-level simu-

lation results show that using the devised algorithms the FD systems are able to achieve

significant performance gain (Rahman et al., 2016b), (Rahman et al., 2016a).

The list of publications resulted from this thesis is given in Table 0.1.
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Table 0.1 List of publications from this thesis
Article type No. Title Publisher

J1 Design Optimization of Wireless Access Virtu-

alization Based on Cost & QoS Trade-off Util-

ity Maximization.

accepted for pub-

lication at IEEE

TWC 2016.

Journal J2 End-to-End Programmable, Cloud-based Vir-

tualized HetNet: Advances Made & Challenges

to Address

Elsevier Computer

Communications

(under review)

J3 Deployment of Full Duplex Multi-Cell Systems

for Dense Urban and Rural Environments

IEEE TWC (under

review).

C1 Analysis of CAPEX and OPEX Benefits of

Wireless Access Virtualization

IEEE ICC’2013

C2 Green Wireless Access Virtualization Imple-

mentation: Cost vs. QoS Trade-Offs

ICECCS’2014

C3 Configuration Cost vs. QoS Trade-off Analysis

and Optimization of SDR Access Virtualization

Schemes

IEEE Net-

Soft’2015

Conference C4 Service Differentiation in Software Defined

Virtual Heterogeneous Wireless Networks

IEEE

ICUWB’2015

C5 HetNet Cloud: Leveraging SDN & Cloud

Computing for Wireless Access Virtualization

IEEE

ICUWB’2015

C6 Multi-Cell Full-Duplex Wireless Communica-

tion for Dense Urban Deployment

IEEE Globe-

com’2016



CHAPTER 1

STATE OF THE ART

1.1 Wireless Network Virtualization

Virtualizing the wireless network infrastructure enables sharing of the physical resources by

multiple operators at the same time. This will ensure efficient resource utilization which is

critical for the success of any successful business operation. Virtualization is the process of

abstracting physical resources, so that, multiple network entities (VNOs), can have shared ac-

cess to these resources to deploy their own customized network. Virtualization for the wired

networks is a well studied and well understood topic (Chowdhury and Boutaba, 2010). In

comparison, virtualization of wireless networks, is a fairly recent trend (Smith et al., 2007),

(Hamaguchi et al., 2010), (Xia et al., 2011), (Perez et al., 2009). Virtualization of wireless

networks has immense benefits. Besides providing a platform for shared access of network

hardware resources, it can also enable shared access of wireless spectrum (Zaki et al., 2010b),

which can mitigate the long standing spectrum ossification problem (Tan et al., 2012b). By

shared usage of wireless resources (both equipment and radio spectrum), wireless virtualiza-

tion can reduce a network’s CAPEX and OPEX (Rahman et al., 2013), (Rahman et al., 2014a).

Virtualization has been proposed for different wireless radio access technologies. Network

Virtualization Substrate (NVS) (R.Kokku et al., 2012a) is a WiMAX virtualization platform

for creating virtual wireless networks on a common physical substrate. It is basically a MAC

layer virtualization technique that allows bandwidth-based and resource-based slicing through

a slice scheduler. Moreover it also incorporates customized flow scheduling for each slice in a

BS. A virtual base station architecture for a WiMAX network is presented in (Bhanage et al.,

2010b). In this model, virtual base stations are implemented in an external substrate that uses

layer-2 switched data paths and a control path to the BS. Radio resources of a BS are virtu-

alized to create isolated slices that can implement different flow types with customized flow

scheduling algorithms. SplitAP (Bhanage et al., 2010c) is a WLAN virtualization architecture,
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focused on fair sharing of uplink airtime across a group of users. A physical AP can be shared

by different slices that can run different algorithms to control the UL airtime among different

user groups. In (Zaki et al., 2010b), virtualization of the air interface of the LTE network has

been studied. Here, a hypervisor was used for virtualizing the wireless spectrum.

Different experimental test-beds (using SDN or not) have been developed to do research on

clean-slate networking technologies leveraging virtualization. GENI (Bermana et al., 2014),

Planetlab (Chun et al., 2003), AKARI (aka, 2009), SAVI (Kang et al., 2013), OFELIA (ofe),

4ward (Niebert et al., 2008) to name a few. Wireless network virtualization (WNV) can be

achieved in different ways. But we deem SDN and cloud computing as significant enablers for

successful realization of WNV. These technologies have gained increased attention in recent

time. SDN introduces flexibility in network deployment and management while cloud com-

puting enables on-demand, elastic resource provisioning. Recent works on wireless networks

that employs SDN and cloud computing are briefly discussed in this chapter.

SDN (Bosshart et al., 2013), (Kobayashi et al., 2013) is able to abstract physical resources

for its ability to separate the network control plane from the data plane. Thus it can provide

absolute control over the network substrate through programming. The flexibility provided by

SDN is instrumental in providing novel services that require changing device functionalities

to provide differential services (Rahman et al., 2015b). In addition to providing flexibility in

managing the network infrastructure, SDN can also reduce network cost (both CAPEX and

OPEX) by replacing expensive network nodes with off-the-shelf (OTS) cheaper programmable

data plane equipment and centralizing controller in IT servers.

To further reduce the network cost, expensive special purpose network nodes that perform

specific tasks, e.g., mobility management, gateway functionalities, billing, etc., can be im-

plemented as software instances that run on IT servers. This can be achieved by separating

network device hardware from the software that runs on it. This separation of network de-

vices and software is known as network function virtualization (NFV) that is being actively

LENOVO
Stamp
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sought after by major telecom operators and vendors around the globe (nfv, 2013). In the NFV

model, the virtual network functions (VNFs) are put in centralized locations, i.e., data centers

where the physical resources (e.g., processing, storage, networking, etc.) are pooled together.

In a distributed pooled resources model, these data centers are basically distributed clouds of

resources managed by infrastructure owners (InPs), who can provide on-demand, elastic re-

sources to the operators (VNOs). Network nodes (e.g., base stations (BSs) and access points

(APs)) can also be implemented as software instances in these data centers. To handle the high

processing requirements of baseband signals, besides the software instances, special purpose

FPGA-based processing boards can also be installed in the data centers.

1.1.1 SDN for WiFi Networks

SDN has been used for WiFi networks for implementing applications based service provision-

ing. Also, SDN is leveraged as a tool for implementing virtualization of WiFi access points

(APs). Odin (Suresh et al., 2012) is a software-defined wireless network prototype for enter-

prise WLANs. It implements a flow-based virtualization technique to enable network operators

to implement different WLAN services as network applications. In this architecture, an Odin

master is the central controller entity that uses OpenFlow (McKeown et al., 2008) to program

switches and APs that it controls. Each AP is packed with an Odin agent that communicates

with Odin master by using Odin’s custom protocol. The applications on top of the Odin master

uses Odin’s primitives to implement different enterprise services. Odin is a single operator so-

lution to implement virtual AP abstraction and does not consider the case when multiple VNOs

operate on a common infrastructure. Also, it does not consider abstraction and sharing of radio

resources.

EmPOWER (Riggio et al., 2013) is an experimental testbed for SDN and NFV experimen-

tation. The testbed’s data plane consists of OpenVSwitch (ope, c) and Click Modular Router

(cli), while Floodlight (flo) has been used as the controller platform. It also utilizes a power

management component called Arduino. This AP-based test-bed has provisions for imple-
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menting different network applications as slices. But the feasibility of implementing a resource

allocation based multi-VNO platform is not discussed in the paper. Also virtualization of radio

resources has also not been discussed.

1.1.2 SDN for Wireless Sensor Networks (WSNs)

To resolve the management problem of WSNs, SDN has been used for smart management of

sensor networks. For example, a software-defined wireless sensor network (SD-WSN) (Luo

et al., 2012) proposes a flexible, generalized architecture for WSN. To overcome the resource

underutilization and network management problems of traditional application specific WSNs,

the authors propose a programmable sensor network by following the control and data plane

separation paradigm of SDN. To handle the data-centric characteristics of WSN, as opposed to

the address-centric model of OpenFlow (McKeown et al., 2008), a modification of the Open-

Flow protocol, named Sensor OpenFlow (SOF) has been proposed in this paper. SOF uses

two different addressing schemes, Class-1: compact network-unique addresses and Class-2:

concatenated attribute-value pairs (CAV) that suits the data-centric operation mode of WSNs.

Managing the control channel overhead and additional latency (due to data exchange between

the control and the data planes) to ensure the desired performance SD-WSN would be a chal-

lenging task.

Gante and et al. propose a WSN framework to facilitate management of a WSN (Gante et al.,

2014). The authors propose a distributed control mechanism by incorporating a software-

defined controller in each sensor BS. Application layer above the controller dictates the flow-

table format of the sensor nodes. As dictated by the application (e.g., temperature, humidity

sensing), the controller collects information from the sensor nodes and defines flow tables. For

calculating the optimal routes among the sensor nodes, the controllers form an adjacency ma-

trix that consists of the connection information (e.g., distance, signal strength, energy level,

etc.) between the adjacent nodes. In this model, each node forms its own neighbor table

which is sent to the BS to enable the controller to build a network interconnection map. The
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energy-aware routing mechanism proposed in this paper is very efficient for low-powered sen-

sor network environment but as sensor networks are power limited, periodical update of the

neighbor tables from sensor nodes might create significant overhead burden.

1.1.3 SDN for Cellular Networks

A software-defined network paradigm has been proposed for cellular networks for both core

and access network parts. These proposals leverage network programmability to foster rapid

innovation, easier network management and also lower network CAPEX and OPEX. Some

of such notable proposals are discussed in this section. SoftRAN (Gudipati et al., 2013) pro-

poses a software-defined centralized control plane for radio access network. It abstracts all the

base stations (BSs) in a geographical area as one virtual big base station, composing of a pro-

grammable central controller and individual base station function as radio elements. All cross

radio element resource planning is made by the controller, i.e., if decisions of one BS impact

the decisions of another neighbouring BS, those decision should be made by the controller. As

the controller has a network-wide view, this scheme will help in reducing interference, smooth

the handover process and also can facilitate data offloading. On the other hand, decisions that

are based on frequently varying radio parameters should be taken locally by the individual ra-

dio elements. SoftRAN basically targets to ease the management of a RAN by providing better

control on network management issues like: load balancing and interference management.

SDMN (Pentikousis et al., 2013) is a SDN based implementation of cellular core networks.

It introduces a new MobileFlow stratum that decouples network control from the user plane.

A MobileFlow controller controls the underlying MobileFlow forwarding engines (MFFEs)

which are interconnected by IP/Ethernet network. MFFEs incorporate a standard mobile net-

work tunnelling process, such as GTP-U, GRE encapsulation/decapsulation etc., that facili-

tate MobileFlow controllers to interoperate with legacy evolved packet core (EPC) nodes (e.g.

MME, PGW, SGW, etc.). SDMN enables the creation of multiple virtual core networks over

the same hardware resources. This work basically focuses on the core network part of cellu-
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lar networks, while virtualization of radio access network has not been addressed. Also slice

management issue on a shared infrastructure has also not been discussed.

CellSDN (Li et al., 2012a) has been proposed as a way of simplifying design and manage-

ment of cellular network using SDN. This architecture suggests allowing network control ap-

plications to express control policies based on subscriber attributes rather than the traditional

trend of using network addresses and locations. Local agents are used in switches to enable

fine-grained control of real time applications. It also suggests enhancing switch function ca-

pabilities to make them capable of more deep packet inspection (DPI). It proposes a slicing

mechanism called CellVisor that is an extended version of FlowVisor (Sherwood et al., 2009)

capable of slicing cellular network resources. This work focuses on cellular network virtualiza-

tion from user attribute point of view. Issues like radio spectrum virtualization (sharing among

different VNOs), SLA enforcement have not been discussed in this position paper.

A scalable architecture for cellular core network is presented in SoftCell (Jin et al., 2013),

which offers control of high level network policies for mobile users. The central controller in

this architecture implements network policies by directing traffic through a sequence of com-

modity middle boxes and forwarding devices. The structure of BSs and middle boxes remains

unchanged but each BS is paired with an additional switch that performs packet classification

of the traffic from the user equipments (UEs). In this way, part of the traffic management is

offloaded toward the edge of the network and the network controller installs high level ser-

vice policies to the underlying network nodes. While SoftCell architecture brings flexibility

in maintaining cellular core networks, multi-tenant virtual network implementation was not

studied in this work. Moreover, the work focuses on the core network part of cellular infras-

tructure, and the efficacy of such fine grained control over radio resources was not investigated.

SoftAir (Akyildiz et al., 2015) is a software-defined network architecture for 5G wireless net-

works. In this architecture, core network functionalities are implemented in data centers that

consist of controllers in servers and programmable switches. RAN functionality is distributed
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between the data center and the RRHs. Modulation and demodulation functionalities are per-

formed at the RRH while more demanding PHY and MAC layer functionalities are pooled in

the data center. To realize such a network model, it is imperative to have high capacity front-

haul between the data center and the RRHs. In a certain geographical region, where it is not

possible to have fiber optic cable or high capacity microwave links between the RRH and the

data center, realizing such a network model will be very difficult.

A software-defined control plane architecture for 5G networks is presented in (Yazici et al.,

2014). In this architecture, a hierarchical network controller model is presented that enables

service differentiation by allowing varied level of performance for different core network func-

tionalities. A connectivity management as a service (CMaaS) paradigm is also presented which

is a unified approach in managing user connectivity and simplifies user mobility, handoff and

traffic routing. This work’s proponents argue for an all-SDN programmable future network.

While it acknowledges that SDN can be instrumental for implementing NFV, it does not dis-

cuss a multi-slice solution for virtualizing wireless networks. SoftMoW (Moradi et al., 2014)

presents a programmable, recursive and reconfigurable cellular WAN architecture. The hierar-

chical construction of the architecture enables seamless inter-connection among core networks,

programmable control plane and global optimization. It presents a novel label swapping mech-

anism for end-to-end path setup that enables each controller to operate only on its logical

topology. The scalable optimization achieved in the SoftMoW architecture facilitates different

network-wide optimization, for example optimal routing, handover minimization in a certain

area. SoftMoW aims at resource management in cellular WAN, specifically at the network

core. But efficient resource utilization through shared resource usage in a virtualized platform

is not discussed in the paper.

OpenRAN (Yang et al., 2013) is a software-defined virtualized RAN architecture for hetero-

geneous networks. It consists of three parts: a wireless spectrum resource pool (WSRP) which

is responsible for virtualizing radio spectrum, a cloud computing resource pool (CCRP) that

consists of physical processing pool and an SDN controller which controls the underling net-
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work by abstracting control functions of the access nodes. This model proposes virtualization

in four levels: application, cloud, spectrum and cooperation levels, respectively. Though this

model outlines a general model of the software-defined HetNet, it does not give any detail

on the implementation technologies that might be used to realize such an architecture. Also

the authors do not discuss issues like slice management, virtualization technology used, i.e.,

flow-level virtualization or hard-slicing (i.e., physical segregation of resources), etc.

1.1.4 SDN for heterogeneous Networks

OpenRoads (Yap et al., 2010a) is a seminal work on using SDN paradigm for wireless net-

works. This platform uses SDN to build a programmable virtualized wireless data plane. Open-

Roads consists of basically three layers: a flow layer where the flow-tables of different data

plane nodes are modified using OpenFlow (McKeown et al., 2008) protocol. Different wire-

less configuration parameters, like: SSID, wireless channel assignments, transmission power

level are controlled and monitored by SNMP protocol. To enable resource sharing among mul-

tiple clients, a slicing layer is used to slice the network using the FlowVisor (Sherwood et al.,

2009). The controller layer which is built on NOX (Gude et al., 2008), has a global view of the

whole network and it allows the network applications (by different network users) to add/mod-

ify flow-table entries in the underlying data plane. OpenRoads is a heterogeneous platform that

supports both WiFi and WiMAX networks. It has been shown that the platform supports seam-

less vertical handover between the disparate wireless technologies (Yap et al., 2010c). But the

work does not discuss virtualization of radio resources (e.g., antenna, wireless spectrum, etc.).

Also the effect of elastic capacity provisioning in flow-based virtualization such as this, has not

been studied in this work, which is a critical issue for an end-to-end virtual wireless network

provisioning. The proposals on software-defined wireless networks are summarized in Table

1.1.
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1.1.5 Virtualization without SDN

There have been works on wireless network virtualization that necessarily do not use the SDN

concept of separating network control from the data plane. Network Virtualization Substrate

(NVS) (R.Kokku et al., 2012a) is a WiMAX virtualization platform for creating virtual wireless

networks on a common physical substrate. It is basically a MAC layer virtualization technique

that allows bandwidth-based and resource-based slicing through a slice scheduler. Moreover it

also incorporates customized flow scheduling for each slice in a BS.

A virtual base station architecture for WiMAX network is presented in (Bhanage et al., 2010b).

In this model, virtual base stations are implemented in an external substrate that uses layer-2

switched data path and a control path to the BS. Radio resources of a BS is virtualized to create

isolated slices that can implement different flow types with customized flow scheduling algo-

rithms. SplitAP (Bhanage et al., 2010c) is a WLAN virtualization architecture, focused on fair

sharing of uplink airtime across a group of users. A physical AP can be shared by different

slices that can run different algorithms to control the UL airtime among different user groups.

In (Zaki et al., 2010b), the virtualization of the air interface of the LTE network has been stud-

ied. Here, a hypervisor was used for virtualizing the wireless spectrum.

Different experimental test-beds (using SDN or not) have been developed to do research on

clean-slate networking technologies leveraging virtualization. GENI (Bermana et al., 2014),

Planetlab (Chun et al., 2003), AKARI (aka, 2009), SAVI (Kang et al., 2013), OFELIA (ofe),

4ward (Niebert et al., 2008) to name a few.

1.2 Programmable Radio Plane

The radio plane consists of radio front-ends and radio spectrum. This last-mile access network

part constitutes a very important part of the end-to-end virtual wireless network framework. For

a true virtual network implementation virtualization of the radio plane is of utmost importance.

This section discusses the proposals on virtualization of radio transmission chain and wireless
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spectrum. We classify the state-of-the art into two categories: programmable front-end and

programmable nodes & spectrum sharing.

1.2.1 Programmable Front-end

Radio front-end consists of the radio transmission chain of the transceiver systems. Pro-

grammability of the front-end gives greater control over the PHY layer processing and it also

paves the way for implementing novel PHY layer processing schemes. Sora (Tan et al., 2011)

is a programmable radio platform where the PHY and MAC layer functionalities are imple-

mented in general-purpose processor (GPP) platform. Sora hardware platform consists of a

radio front-end for wireless transmission and reception, a radio control board (RCB) for in-

terfacing radio front-end with the processing engine in the server, and GPP servers. In (Tan

et al., 2011) the authors also demonstrates SoftWiFi, a software-defined wireless system that

can seamlessly interoperate with IEEE 802.11 a/b/g network interface cards. Success of such

implementation is very interesting for cloud-based virtualization of wireless access networks

using general purpose IT-grade servers, as it shows the feasibility of such network architecture.

OpenRadio (Bansal et al., 2012) is a design for programmable wireless data plane. It pro-

vides a modular and declarative programming interface for PHY later processing of the wire-

less protocol stack. The architecture is divided into processing and decision planes, where

the processing plane includes directed graphs of different algorithmic actions (e.g., different

modulation, coding schemes) and the decision plane contains the logic as to which processing

plane graphs should be used for a particular wireless stack implementation. Various wireless

protocols, like WiFi, LTE can be implemented using the off-the-shelf DSP chips using this

model. The hardware processing abstraction enabled by OpenRadio (Bansal et al., 2012) can

be leveraged for virtualization of radio front-end.

MPAP (He et al., 2010) is a SDR architecture based on Sora (Tan et al., 2011) platform that

virtualizes the radio front end to support different radio standards on the same transmission
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hardware. It uses a SDR service layer which is basically a virtualization layer. To minimize

interference among virtual nodes sharing a common physical node, a scheduler is used. Spec-

trum is shared among different virtual nodes in an opportunistic manner. Use of GPP hardware

to run software implementation of different radio functionality adds significant CAPEX and

OPEX gain to such architecture.

1.2.2 Programmable nodes and spectrum sharing

Shared access of radio nodes as well as wireless spectrum is critically important for virtualiza-

tion of wireless networks. Virtual radio (Sachs and Baucke, 2008) is a virtualization framework

that proposes to virtualize wireless nodes as well as the radio spectrum. In this model, the vir-

tualization manager which is an InP-side component, takes virtual node instantiation requests

from the prospective VNOs and upon the availability of resources creates new virtual nodes on

a shared physical node. The paper however does not give any insight on how isolation would

be managed among the incumbent VNOs that share a common physical node. Also the authors

proposes to use various multiple access schemes (e.g., CDMA, TDMA, FDMA) for spectrum

virtualization. But how to handle the added degree of complexity due to the virualization of

radio spectrum is not discussed.

The spectrum virtualization layer (SVL) presented in (Tan et al., 2012a) is a sub-PHY layer

that provides transparent abstraction for spectrum allocation. It allows dynamic spectrum al-

location (DSA) to be implemented in a technology agnostic spectrum manager. SVL enables

abstraction of the radio front-end which is very important for sharing (i.e., virtualizing) of the

physical front-end by multiple players. One of the major advantages of SVL architecture is

that it is fully implemented in software using the Sora (Tan et al., 2011) platform.

Picasso (Hong et al., 2012) is a full-duplex (FD) transceiver system that can simultaneously

transmit and receive signals using the same frequency band. This is a significant breakthrough

in the traditional half-duplex transceiver systems that we use today. The major problem of
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designing a FD system is the leakage transmit power received at the receiver chain, which

is orders of magnitudes higher than the received signal. This phenomenon knows as self-

interference (SI) makes realizing a FD difficult. Picasso resolves the SI problem by reducing

SI using both analogue and digital cancellation techniques. Moreover it enables spectrum slic-

ing using special purpose FPGA-based digital filters.

The architectures on programmable radio plane are summarized in Table 1.2.
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1.3 Cloud Computing for Wireless Networks

Cloud computing is a relatively new paradigm for large scale distributed computing. The major

benefit of a cloud-based infrastructure is its ability to provide on-demand computing resources

in convenient pricing schemes, e.g., pay-as-you-go, paying for the leased resources that can be

elastically scaled up or down depending on cloud clients’ demand at a specific point of time.

Cloud resources are basically composed of storage, computing and networking elements.

When cloud computing technology is extended to the virtual wireless network domain, be-

sides the traditional cloud resources (e.g., compute, storage, network, etc.), a cloud provider

should also provide access to various wireless access nodes (e.g., APs, BSs, Repeaters, sen-

sor nodes, etc.), core network elements (e.g., EPC for LTE core network) as well as access to

wireless radio spectrum. VNOs will build their customized networks with the afore mentioned

leased resources.

In this section, we shall discuss various cloud-based proposals for wireless networks. We

have classified the state-of-the-art for cloud-based wireless networks according to the network

types, i.e., cloud solutions for cellular, WiFi and heterogeneous networks. We also point out

the added value of the proposals and the missing elements for end-to-end virtualized wireless

network provisioning.

1.3.1 Cloud solution for Cellular Networks

Cloud-based solutions for cellular networks have been proposed for elastic, on-demand re-

source provisioning, reduction of network cost and easier management of the network infras-

tructure. We discuss some of the notable proposals of such cloud-based solutions from both

industry and academia in this section. In the position paper (Bosch et al., 2011), Virtual Telco, a

cloud based architecture for telecommunications networks is presented. It proposes to replace

several expensive centralized telecommunication control plane functionalities as distributed

applications. These applications should be available on-demand and would be implemented
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over a pool of computing and networking resources. Operators will manage pooled hardware

resources and thus basically serve as a infrastructure-as-a-service (IaaS) providers. As a use

case of virtual telco, a distributed mobility management entity (dMME) for LTE core network

has been also studied in this paper. The virtual Telco solution is basically a distributed cloud-

based solution for several key cellular core network functionalities. The impact of such form of

virtualization on the RAN below has not been investigated. Also, the virtualization techniques

to be used for such virtualization have not been discussed in the paper.

China Mobile Research Institute (CMRI) (cmr, 2011) proposed a Cloud RAN (C-RAN) ar-

chitecture, where data processing functionalities (layer 1 to layer 3) of BSs are pooled for

centralized processing and radio access is provisioned via fiber-fed RRHs. Two modalities of

C-RAN architecture are discussed: one is full-centralization, where layer 1 to layer 3 func-

tionalities are implemented centrally and the other is partial-centralization that implements

baseband (layer 1) processing as part of the RRH and all other functions in centralized pool.

C-RAN is a virtual cloud-based implementation for cellular access networks where various

PHY and MAC layer processing functionalities are implemented as software instances. This

model does not discuss the VNF-based implementation of core network functionalities; also,

spectrum sharing techniques among different VNOs are also not explained.

The wireless network cloud (WNC) (Lin et al., 2011) was proposed by an IBM research group.

The structure is composed of a radio front-end device that consists of RRH, antenna and A/D,

D/A converters and IT-grade server platform where all the PHY and MAC layer processing

take place. Besides the IT-grade servers, to satisfy the computational demand of PHY layer

processing, FPGA-based implementation of the channel decoders has been proposed in the

WNC architecture. 10 GbE or InfiniBand technology has been recommended to carry CPRI

protocol over the optical front-haul from the baseband pool to RRHs. Timing synchronization

in a TDD-based implementation has been proposed to be implemented using the IEEE 1558

precision timing protocol (PTP). A TDD WiMAX based adoption of the architecture was im-

plemented in (Zhu et al., 2010). The testbed studies the virtualization performance of a very
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limited number of implemented VBSs, and the scalability of such a platform for large-scale

VBS pool deployment has not been discussed in the paper.

The CloudIQ (Bhaumik et al., 2012) framework implements the baseband processing of BSs

in a general purpose hardware platform. The authors in the paper show that at least a 22%

savings can be achieved in computing resources by exploiting the variation in processing load

among different BSs, when the baseband processing of a geographically grouped BSs is cen-

tralized in a common IT platform. OpenAir (ope, a), an open source implementation of LTE

standard, was used to implement the CloudIQ framework. This paper mainly focuses on the

computing resource management and savings in the processing load when BSs in a certain area

are grouped to be processed in a common IT platform to achieve a certain statistical guarantee.

End-to-end virtual cellular network implementation was not studied in this work.

Kempf et al. (Kempf et al., 2012) proposes to move the control plane of the evolved packet

core (EPC) of 4G networks to the cloud using SDN. Two extensions to the OpenFlow (McK-

eown et al., 2008) version 1.2 are used to centralize the control plane of the EPC in a data

center. The extensions used are: defining virtual ports that allow packet encapsulation and

decapsulation and the other is to allow flow routing using the GPRS tunnelling protocol (GTP)

Tunnel Endpoint Identifier (TEID). As a result, the GTP control plane can be decoupled from

the serving gateway (S-GW) and the packet data network gateway (P-GW) and moved to a

virtual machine (VM) situated in a data center. This proposal shows the strength of SDN tech-

nology in implementing cloud-based virtual systems. However, this paper addresses issue of

cloud-based implementation of a specific cellular protocol, and it does not give a solution to

cloudify the heterogeneous networks as a whole.

Huawei’s SoftCOM (sof) is a vendor perspective towards a fully cloud network architecture. It

envisions the cloud-based network architecture in four dimensions: Equipment-Level Cloud-

Lization (decoupling hardware from the software), Network-Level Cloud-Lization (decoupling

the forwarding plane from the control plane), IT system Cloud-Lization (using IT infrastructure
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for telecommunication purpose) and Internetized Operation (to transform telecommunications

systems to internet-oriented systems). It is an all-encompassing virtualized cloud-based ap-

proach aiming to reduce CAPEX and OPEX for network operators. Important issues e.g.,

virtualization of the radio spectrum (both licensed and unlicensed bands), slice management

for operational management of VNOs in an InP platform will need to be analyzed for success-

ful realization of such a platform.

EASE (Taleb et al., 2015) is an on-demand cloud-based model for elastic mobile core networks.

The article discusses the feasibility of on-demand creation of elastic cloud-based service for

EPC with their life cycle management. The authors also present several implementation vari-

ants of EPC-as-a-service model focusing on full and partial virtualization approaches.

1.3.2 Cloud solution for Heterogeneous Networks

Some cloud-based solutions for wireless networks target adhoc networks, a mix of WLAN

and cellular networks, for flexible resource provisioning and easier network management. A

SDN-based cloud architecture for mobile adhoc networks is presented in (Ku et al., 2014). An

extension of the OpenFlow (McKeown et al., 2008) protocol is used to implement wireless

adhoc scenarios. Here, the nodes can operate in multiple radio access technologies (RATs),

and each node has a local controller that operates on behest of a central controller. If the con-

nection to the central controller is unavailable the local controller falls back to operate using

traditional ad-hoc protocols. The authors have simulated SDN routing as a cloud application to

showcase the feasibility of such an implementation. It is to be noted that, while this proposal

shows the feasibility of SDN-based cloud implementation of mobile ad-hoc networks, this is a

very specific case of a wireless network implementation and is not suitable for an infrastructure

based wireless network.

Carmen (Kim et al., 2012) is a cloud-centric network architecture for providing seamless mo-

bility in a mobile personal grid (MPG) which is a collection of networked devices owned by
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a user. In this architecture, the meta-states of a MPG are maintained in the cloud and a con-

nectivity maintenance entity called Avatar ensures the situation-aware mobility of the user in

the MPG. Carmen is a user-centric cloud approach for managing a user’s mobility in different

wireless environment and various user devices belonging to the same user. This is a conceptu-

ally different approach than the end-to-end virtual wireless network deployment. Rather than

virtualizing the communication network, it virtualizes the user space that consists of the wire-

less environment a user moves in and different devices it uses.

Concert (Liu et al., 2014) is a cloud-based architecture for cellular network edge. It uses

SDN to decouple the control and the data planes to facilitate management of network appli-

cations. It distributes computing resources at different location to facilitate latency-dependent

applications which is more like partial-centralized processing discussed in (cmr, 2011). It uses

a control plane entity called conductor that takes care of virtualization and orchestration of

data plane resources. This architecture is very interesting for its ability to virtualize the edge

network and also for tackling the resource placement issue to meet the delay requirement of

delay-sensitive applications. But virtualization of the core network and efficient slice manage-

ment in an end-to-end programmable virtual network are the missing pieces in such a solution.

FluidNet (Sundaresan et al., 2013a) is a framework for dynamically reconfiguring the backhaul

in a cloud-based radio access network for small cells. It implements logically re-configurable

front-haul to apply appropriate transmission strategies that matches user profile and dynamic

traffic load pattern. It serves the dual purpose of maximizing traffic demand satisfaction in the

access network while optimizing compute resource utilization at the BBU pool. The authors

have shown that FluidNet (Sundaresan et al., 2013a) achieves 50% improvement in traffic load

satisfaction while minimizing BBU resource usage by 50%. Hence, this architecture further

improves the efficiency of the C-RAN model.

The iJOIN (ijo) project proposes a RAN-as-a-service (RANaaS) architecture where the radio

access network is implemented using virtualization in a cloud infrastructure. Rather than full
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centralization, it provides flexible centralization of the RAN functionalities and offers it as a

service. This provides a compromise between achievable flexibility and depth of virtualization

that VNO can choose during its negotiation phase with the InP.

Follow Me Cloud (FMC) (Taleb and Ksentini, 2013) is a framework for smooth migration

of all or only a required portion of an ongoing IP service between a UE and the serving data

center (DC). In this approach, to ensure the best quality of experience (QoE), mobile cloud

services follow the respective users by migrating all or part of the services to an optimal DC.

The feasibility of the FMC concept has been proven via an OpenFlow (McKeown et al., 2008)

based implementation in (Taleb et al., 2013). This proposal gives a solution for QoE manage-

ment in a cloud-based virtual network implementation. A summary of the cloud based wireless

network architecture in given in Table 1.3.
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1.4 Full Duplex (FD) systems

Spectrum scarcity is one of the major impediments of today’s network. Wireless network vir-

tualization will further deteriorate the problem as multiple virtual networks will compete for

access to shared radio resources. In such a scenario, FD cellular systems can mitigate the spec-

trum scarcity problem to a great extent by simultaneously using the wireless channels for both

uplink (UL) and downlink (DL) transmissions. FD system has the potential to almost double

the spectrum capacity.

The major problem for the FD communication of a transceiver is the leakage power from the

Tx to the Rx which is referred to as self interference (SI). The SI is so much higher than the

received power that it makes decoding of the received signal almost impossible. In recent time,

a significant progress has been made to reduce the SI to a great extent by a combination analog

and digital cancellation techniques. Such techniques allow to reduce the SI to such lower val-

ues that decoding of the weak received signals become possible. SI cancellation using multiple

antennas were studied in (Bliss and et al., 2007), (Choi and et al., 2010), (Khandani, 2010),

(Haneda and et al., 2010). FD operation in a single cell was studied in (Goyal and et al., 2014),

(B.Di and et al., 2014), (Barghi and et al., 2012).

But FD operation in a multi-cell environment is very challenging because the lack of syn-

chronization in UL and DL transmissions gives rise to a complicated interference scenario.

Investigation in FD multi-cell systems is starting to gain momentum in recent time (Huawei,

2015), (Chung and et al., 2015). DUPLO (DUPLO, 2012) project is investigating the FD sys-

tem for cellular small cell deployment; a joint UL-DL beamforming was designed for single

cell deployment in (Nguyen and et al., 2014).

As can be seen from the aforementioned works (cf. Table 1.1, Table 1.2 and Table 1.3), they

propose wireless network architectures that leverage SDN, cloud computing and programmable

radio plane. Each proposal tries to solve a particular aspect of wireless network infrastructure,
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e.g., core or access networks or radio transceiver and/or radio spectrum virtualization. But a

comprehensive architectural solution for end-to-end wireless network virtualization is absent

in open literature. Also, the existing proposals only considers the technical aspects of wireless

network virtualization. The economic aspect of virtualized network deployment and manage-

ment is not investigated but it is a critical part of any commercial network deployment. In this

thesis, we propose three different frameworks for wireless network virtualization that consid-

ers end-to-end service provisioning. Network deployment and management costs have also

been considered in addition to achievable QoS to compare the suitability of the frameworks

for different implementation scenarios (Chapter 2). Detailed architectural blueprint of an end-

to-end programmable, elastic virtualized wireless network has been proposed in chapter 3 that

leverage SDN and cloud computing technologies. To further investigate the efficacy of such

programmable virtual wireless networks, system-level implementation of SDN-based virtual

heterogeneous wireless networks have been implemented in chapter 4. Also provisioning of

differentiated services in such virtual network environment has also been investigated. Exten-

sive system-level simulation shows that such programmable virtualized wireless networks are

able to meet the QoS requirements of carrier networks. Finally, as solution to mitigate spec-

trum scarcity problem in a virtual wireless network scenario, FD transmission in multi-cell

system has been proposed. It has been shown that the novel user scheduling and power control

algorithms can provide significant throughput gain in a FD system compared to the traditional

half duplex (HD) systems.





CHAPTER 2

DESIGN OPTIMIZATION OF WIRELESS ACCESS VIRTUALIZATION BASED ON
COST & QOS TRADE-OFF UTILITY MAXIMIZATION

2.1 Introduction

Traditional cellular networks are designed to serve the peak network traffic demand. This often

results in over-provisioning of network resources (Zhou and Chen, 2014), which is very expen-

sive in terms of network deployment as well as operational costs. Network operators cannot

benefit from on-demand resource provisioning which would allow them to scale-up or scale-

down network resources according to traffic demand at any given instant of time. Moreover,

the use of complex control plane protocols and vendor locked-in devices are not amenable to

provision new cellular services that might require the implementation of novel protocols or

signal processing schemes. Future 5G networks will demand a more flexible and elastic net-

work architecture that will facilitate provisioning novel services at a lower network cost, which

is not possible with current network architectures. To resolve these issues, it is imperative to

re-architect current network structures in new ways that make most efficient use of available

resources, use less expensive general-purpose hardware rather than expensive special-purpose

hardware in order to reduce overall network cost and provide flexibility to incorporate new net-

work technologies using programmable and elastic network infrastructure (Pentikousis et al.,

2013). Virtualizing wireless access solves to a great extent the aforementioned problems.

In a virtual access topology, independent and isolated virtual networks are built on one or

more physical network substrates in which the virtual networks are transparent to each other

in terms of presence. The virtual networks are able to use customized network protocols, sig-

nal processing and network management functionalities that best suit the intended services.

Wireless network virtualization has been approached from different perspectives: spectrum

virtualization (Perez et al., 2009),(Zaki et al., 2010a), as well as virtualization for different

wireless technologies (i.e., WLAN, WiMAX, LTE) (Singhal et al., 2008),(Bhanage et al.,
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2010a),(Bhanage et al., 2010c),(R.Kokku et al., 2012b),(Yap et al., 2010b),(Zhu et al., 2010).

Major telecommunication vendors and operators are teaming up for research in network func-

tion virtualization (NFV) (Chiosi et al., 2012b). The FP7-iJOIN project (fp7) is investigating

the use of cloud computing for a radio access network as a service (RANaaS) paradigm, where

RAN functionalities are distributed among decentralized and centralized network entities. The

model focuses on handling interference in a dense network environment consisting of a large

number of small (femto) cells. For front-haul, it uses either wireless or optical transmission

links. Software defined networking (SDN) is being seen as a crucial driver to virtualize wire-

less access (Lin et al., 2014),(Pentikousis et al., 2013),(Bernardos et al., 2014) and core (Li

et al., 2012b),(Karagiannis et al.) networks due to its ability to introduce network flexibility

by separating the control and data planes. Cloud computing is also being investigated as a sig-

nificant enabler towards a shared and elastic virtual wireless network (cmr, 2011),(Rost et al.,

2014),(Sundaresan et al., 2013b).

Each of the aforementioned works tries to solve a particular problem pertaining to virtual-

ization but a unified solution to wireless access network virtualization that incorporates virtu-

alization of radio resources, computing & storage resources and the underlying network fabric

is absent in the open literature. Different radio access technologies (RATs) use different physi-

cal, MAC and network layer processing techniques. Hence, a virtualization solution targeted to

one particular RAT (e.g., WiFi) might not be applicable to another (e.g., 3G, long term evolu-

tion (LTE), etc.). In a complete virtualized platform, all network resources are virtualized. As

such, it is not sufficient to virtualize processing and storage resources; the underlying network

fabric must also be virtualized in order to create isolated virtual networks (VNs) on a shared

infrastructure. Also provisions should be made for shared and isolated use of radio spectrum

while maintaining service level agreements (SLA) between the infrastructure providers and the

virtual network operators (VNOs). Hence, a unified solution to wireless network virtualization

is necessary in order to facilitate shared and efficient resource utilization among incumbent

VNOs, thus enabling them to implement a customized network using a common subset of net-

work resources. Also the economic impact of various wireless virtualization models has not
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been analyzed in the available open literature according to the best knowledge of the author.

In this chapter, we classify wireless access virtualization frameworks in three different cate-

gories that vary in terms of their underlying physical infrastructures. We also analyze their

respective network cost and achievable QoS trade-offs from PHY and MAC layer perspectives.

This analysis provides guidance in selecting the best possible virtualization model for a certain

implementation scenario. It also offers the following contributions:

1) the classification of virtual wireless access networks into three models (considering green-

field deployment scenarios);

• a special-purpose hardware-based wireless access virtualization model, referred to as

Locally Virtualized Network (LVN), where a hypervisor is used to slice super base

stations (SBSs) to create multiple virtual base stations (VBSs);

• a data center based wireless access virtualization model, referred to as Clustered/Re-

mote Virtualized Network (CVN/RVN), where SDN and cloud computing technolo-

gies are used to virtualize the underlying networking fabric and computation & storage

resources. In this model, fiber-distributed remote radio heads (RRHs) are used to pro-

vide radio access to users;

• a third model, referred to as hybrid virtualized network (HVN), where we properly

combine both of the aforementioned models to offer the potential to balance net-

work cost and QoS with greater flexibility than the previous two models (LVN and

CVN/RVN).

2) a new multi-criteria utility function that accounts for network cost & QoS trade-offs to

enable the design and optimization of wireless access virtualization architectures that best

comply with the investment and service-level requirements of network operators (and/or

service providers).

We present a LTE HetNet model as a benchmark to compare the current network deployment

approach with the proposed virtualization frameworks. The remainder of this chapter is struc-
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tured as follows. In Section 2.2, we briefly present the dimensioning, the cost analysis, and the

time division duplex (TDD) configuration of a typical 4G LTE HetNet as a benchmark archi-

tecture without virtualization. In Sections 2.3 and 2.4, respectively, we analyze the virtualized

architectures, the dimensioning, and both the capital expenditure (CAPEX) and operational

expenditure (OPEX) calculations for the LVN and the CVN/RVN frameworks. Next, we sub-

due the HVN framework that we advocate in Section 2.5 to the same analysis exercise. The

new network utility function is introduced and defined in Section 2.6, while analysis results are

presented and discussed in Section 2.7. Conclusions are drawn out in Section 2.8.

2.2 Traditional Heterogeneous Network (HetNet)

We consider here as a benchmark, an architecture without virtualization based on a multi-tier

LTE HetNet consisting of macro, micro, and pico cells. It is pertinent to distinguish our net-

work modeling with the models in (Zhou et al., 2010) and (Soh et al., 2013). The system model

in (Zhou et al., 2010) considers multiple radio interfaces per node that are capable of working

on multiple channels. The paper focuses on the fact that, using multiple channels through mul-

tiple interfaces will enable higher bandwidth use, which will eventually result in higher system

capacity. Though the authors consider heterogeneous channels and heterogeneous traffic, they

do not consider a multi-tier heterogeneous network. The system model considered in (Soh

et al., 2013) consists of a two-tier network having a macro-cell tier and a femto-cell tier and

both are modelled following Poisson point process (PPP). Whereas in this work, we consider a

three-tier network model consisting of macro, micro and pico base stations, that are distributed

across the coverage area following a deterministic distribution model. Moreover, we do not

consider femto BSs (FBSs) in our analysis because FBSs are user owned devices that are de-

ployed randomly according to the preference of users, which is beyond the control of cellular

network operators.
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2.2.1 HetNet dimensioning

The HetNet model considered in our analysis consists of distributed smaller cells (micro, pico,

and femto) with an overlay of large macro cells. While the macro cells provides network

coverage, smaller cells are normally deployed to meet capacity demands in a certain area. To

estimate the BS requirements, the total number of BSs needed to cover a certain area can be

expressed as

NBS = f (A,RBS,RUE ,NUE) (2.1)

where NBS is the total number of BSs, A is the coverage area, RBS is the data rate capacity per

BS, RUE is the average data rate capacity demand per user equipment (UE) and NUE is the

average number of active UEs. A network can be modeled to be either coverage or capacity

limited. Hence a straightforward way to model the required number of BSs is (Johansson et al.,

2004):

NBS = max
(

A
πd2

BS
,
NUERUE

RBS

)
(2.2)

where dBS is the coverage radius of a BS. It should be noted that, in (Johansson et al., 2004),

only single-tier architectures are considered. The authors compared operational costs when the

network consisted of any BS type (macro/micro/pico BSs). On the other hand, in this work,

we consider a three-tier heterogeneous network model that consists of macro, micro and pico

BSs. We dimension the macro cells in coverage-limited cases in order to provide ubiquitous

network coverage, whereas smaller cells (micro and pico) are deployed in capacity-limited

cases, to satisfy user data rate demands.

2.2.2 HetNet cost analysis

The total cost per tier is the aggregate of capital expenditures (CAPEX), i.e., the initial set

up cost of the network and operational expenditures (OPEX), i.e., the operational cost of the

network per year for a specific tier. Hence the network cost for a tier i can be expressed as

Ci = NBSi(Ccapi +Copi) (2.3)
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where Ci is the total cost for tier i, NBSi is the number of BSs in tier i, Ccapi and Copi are the

corresponding CAPEX and OPEX, respectively. Further, the CAPEX can be expressed as

Ccapi =Ceqi +Csbi (2.4)

where Ceqi and Csbi are the equipment and site-buildout costs, respectively. And the OPEX can

be decomposed as

Copi =Csli +Comi +Cbhi (2.5)

where Csli , Comi , and Cbhi are the site-lease cost, the operation and maintenance cost and the

back-haul cost, respectively. The total cost for a K-tier HetNet is

CT =
K

∑
i=1

Ci. (2.6)

We adopt the cumulated discounted cash flow (DCF) method (Kruschwitz and Loeffler, 2005)

to calculate the total cost per tier i in present time. DCF analysis is a very commonly used

valuation method to estimate the attractiveness of an investment opportunity, namely in terms

of net present value (NPV). This is a very widely used economic tool for cost estimation of

IT infrastructure. In this form of financial analysis, all the future cash flows are estimated

and discounted to give their respective values in present time. DCF is based on the concept

of time value of money, with variations in time due to inflation, capital gains, etc. Hence, in

financial analysis, all future cash flows are estimated and discounted to give their present value.

In DCF analysis, to compute the NPV of an economic opportunity, all the future cash flows and

a discount rate are given as input, and the output gives the NPV. Mathematically, the discounted

cost of an investment, c, at a discount rate of d%, can be expressed as (Kruschwitz and Loeffler,

2005)

C =
c

(1+d)
. (2.7)

In case, there are multiple cash-flows at future time periods, all future cash flows should be

discounted and added together to get the NPV. For example, the NPV of a cash flow in P years
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can be calculated as (Kruschwitz and Loeffler, 2005)

C =
P−1

∑
p=0

cp

(1+d)p (2.8)

where cp is the cash flow at year p and d is the discount rate. In our analysis, one BS is

exploited for Y years, hence, for a discount rate d, the net NPV for the BS is

c =
Y−1

∑
y=0

ci
y

(1+d)y (2.9)

where ci
y is the cost of a BS at tier i for the year y. Here, the CAPEX, i.e., the radio equipment,

site buildout and site installation costs are accounted for the first year (y = 0). The annual

OPEX (i.e., the site lease, O & M and backhaul costs) is assumed to be constant. The OPEX

values are discounted for from y = 1 to Y − 1 years to calculate the net cost value in present

time. Hence, c provides the net estimate (both investment and running costs) for the entire

life-cycle of the BS in present values.

Adopting a similar approach, the total cost for the K-tier network that is exploited for Y years

can be calculated as

CDT =
Y−1

∑
y=0

CTy

(1+d)y

=
Y−1

∑
y=0

∑K
i=1Ciy

(1+d)y

=

(
K

∑
i=1

Ccapi +
Y−1

∑
y=1

∑K
k=1Copiy

(1+d)y

)
NBSi

(2.10)

where CTy is the total cost for year y, Ciy is the cost of tier-i for year y. In our analysis, the

discount rate, d is assumed to be 10% and the BSs in the network are assumed to be used for

Y = 5 years. The cost values used are given in Table 2.1 (Loizillon and et al., 2002). Cost val-

ues used in the analysis are approximate, yet very representative. Since the goal of this chapter

is to show the relative trend qualitatively rather than reporting exact cost values quantitatively,
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these representative values serve the purpose without impinging the quality or nature of the

obtained results and conclusions even if a more realistic setup were to be adopted instead. To

keep our analysis tractable, it should be noted that we have assumed the discount rate d to be

constant for the duration of the calculation time period, i.e., Y years. However, in practice, the

discount rate may vary according to various factors, such as, the inflation rate, the financial risk

involved in the opportunity, and the higher value of other opportunities.

Again, we would like to emphasize that the network cost calculated in (Johansson et al., 2004)

is targeted for a single-tier homogeneous network; in contrast, the cost model in Eq.(2.10) rep-

resents a heterogeneous network that consists of three different types of BSs deployed either in

coverage-limited (macro BSs) or capacity-limited (micro and pico BSs) cases.

Table 2.1 Traditional network BS parameter

Parameter MBS MiBS PBS
Cell range 700 m 175 m 70 m

Capacity (RBS) 300 Mbps 100 Mbps 100 Mbps

Radio equipment cost [$k] 50 20 5

Site build-out [$k] 70 - -

Site installation [$k] 30 15 3

O&M [$k/year] 3 1 1

Site lease [$k/year] 10 3 1

Backhaul transmission [$k/year] 5 5 5

2.2.3 LTE-TDD configuration

LTE operates in two different modes: Time Division Duplex (TDD) and Frequency Division

Duplex(FDD). In our analysis, we have considered the TDD mode of operation due to its wide

acceptance among mobile operators around the world (Lehpamer, 2002), (Borth, 1989). One

other key motivation is that TDD, in contrast to FDD, could operate in full-duplex mode.
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However, using TDD requires tight coordination and synchronization among network equip-

ment in the same coverage area. For this reason, in TDD, the evolved nodes B (eNBs) operating

in the same coverage area need to be synchronized with each other within the frame granularity.

The switching electronics in the eNB and UE need time to toggle between the Tx/Rx modes. To

facilitate this operation, a guard period (GP) is allocated in a special subframe to compensate

for the switching time and the propagation delay.

Table 2.2 Special subframe configuration for normal CP

Special subframe configuration CP in OFDM symbols
DwPTS GP UpPTS

0 3 8 1

1 8 3 1

2 9 2 1

3 10 1 1

4 3 7 2

5 8 2 2

6 9 1 2

The special subframe mainly takes care of the DL-UL synchronization. This frame is structured

in three parts: the Downlink Pilot Time Slot (DwPTS), the GP and the Uplink Pilot Time Slot

(UpPTS). Table-2.2 (3GPP TS 36.211) shows the subframe configuration for LTE-TDD using

a normal cyclic prefix. The GP has to be sufficiently long to accommodate the propagation

delay and the hardware switching time to properly enable the DL/UL transition.

2.3 Locally Virtualized Network (LVN)

We propose the LVN as a distributed virtualization model that consists of virtualized BSs dis-

tributed in a certain coverage zone. In this model, BSs are virtualized (or sliced) to create

multiple VBSs that are operated by different VNOs. A flow-based virtualization method is

adopted, where the incumbent VBSs in a physical BS are isolated at the flow-level. The vir-

tualization models in (Bhanage et al., 2010a), (R.Kokku et al., 2012b) and (Yap et al., 2010b)
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require modifications to the existing network nodes and use of a separate IT-based network in

order to implement virtualization functionalities. But the LVN model proposed in this chapter

uses a single network substrate composed of SBSs to implement VBSs. We use OpenFlow

(McKeown et al., 2008) for flow-level virtualization of the physical BSs; we also consider that

the nodes in LVN are multi-RAT capable. A detailed description of the LVN model is given in

this section along with its dimensioning and cost analysis.

2.3.1 LVN architecture

Figure 2.1 Bolck diagram of a multi-RAT SBS

For the LVN framework, we propose a BS architecture that is an enhanced version of multiple

radio access technology ( multi-RAT) enabled BS (Xing et al., 2013) with hardware augmenta-

tion (by including a hypervisor module) to make them virtualization-capable. We refer to these

newly created base stations as super base stations (SBSs). The multi-RAT SBSs are capable of

supporting multiple wireless access technologies (e.g., WiFi, 3G, OFDMA based 4G systems,
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etc.) simultaneously to serve user equipments (UEs) using one or some if not all of these RATs.

The major enhancement in the SBS architecture (cf. Fig. 2.1) is the ‘Hypervisor’ block, which

virtualizes (or slices) the physical SBS into multiple virtual BSs (VBSs). Traditional BSs are

operated by a single operator; hence, all the hardware (processing, storage, transmission, etc.)

and radio resources are exploited and managed by that operator. On the contrary, an SBS is

sliced into multiple virtual BSs (VBSs), each of which belongs to a different network operator.

The hypervisor in the SBS is in fact, the virtualizing entity that manages isolation among the

incumbent VBSs and provisions hardware and radio resources among them according to the

service level agreement (SLA) between the virtual network operators (VNOs) that operate the

VBSs and the infrastructure provider (InP), which is responsible for deployment and manage-

ment of the SBSs.

The hypervisor consists of four components: a resource controller, a spectrum manager, a slice

manager, and a management and monitoring (M & M) interface (cf. Fig. 2.1). The resource

controller keeps track of the resources of the SBS and collaborates with the slice manager

for proper resource provisioning. Specialized software libraries (SLs) are used to handle the

resource allocation for each RAT. For example, the SL for OFDMA-based networks (LTE,

WiMAX) assigns physical resources at the granularity of physical resource blocks (PRBs) of

the OFDMA frame structure. Similarly, for other incumbent RATs, the corresponding SLs will

partition resources depending on the underlying PHY and MAC layer technologies. The spec-

trum manager, which orchestrates air interface virtualization is basically a spectrum allocation

entity that provides radio resources to the VBSs according to their need and corresponding

SLAs.

The VBSs residing in the physical SBS need to be functionally isolated from each other, so

that, the operation of one does not interfere with the other. As such, the VNOs operating the

VBSs should do so in a way equivalent to possessing a physical base station themselves. This

is provisioned by the slice manager that isolates the incumbent VBSs in flow-level. Traffic flow

from the VBSs in the downlink (DL) direction is intercepted by the hypervisor and the slice
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manager decides which RAT module in the SRC unit this flow should be sent to. Slice-IDs are

used to distinguish flows from different VBSs. Similarly, in the uplink (UL) direction, traffic

flows coming from the SRC are checked for the slice-ID by the slice manager to decide on

their destination VBS and directs the flow to the appropriate VBS. The flow multiplexing/de-

multiplexing unit in the slice manager is responsible for the flow management in the DL and

UL directions. The slice manager does the flow level virtualization (Sherwood et al., 2009).

For proper management of the wireless access, a VNO needs to monitor the state of its nodes

and act if any change is needed. This functionality is provided by the M&M application pro-

gramming interface (API) of the hypervisor.

The hypervisor interacts with the single radio controller (SRC) (Xing et al., 2013), which is a

unified network controller for multi-standard radio resource management. As we can see from

Fig. 2.1, the SRC has 4G, 3G, 2G, and WiFi function modules which manage the correspond-

ing transceiver units at the multi-RAT RRHs. The core network can be virtualized as described

in Section 2.4.

2.3.2 LVN dimensioning

Let the number of operators in area A be nop. Assuming the number of slices per SBS, nsl , the

required number of SBSs in area A is,

NSBS =
nop

nsl
max

(
A

πd2
sbs

,
NueRue

RSBS

)
(2.11)

where dsbs is the coverage radius of a SBS. In our network planning, we deploy macro-SBS in

the coverage-limited case, whereas smaller (micro and pico) cells are deployed in the capacity-

limited case according to traffic demand in specific places (e.g., hotspots).
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2.3.3 LVN cost analysis

Since the SBS is basically an augmentation of a traditional BS, we adopt its cost as a reference

value when calculating the SBS cost. We suppose that the cost of every SBS increases by γ

(= 20%) with each extra slice its houses. This is just a simplified assumption to account for

the economies of scale made possible by SBS resource sharing. So, the cost of the SBS radio

equipment is

Cs
eqi

=Ceqi [1+ γ(nsl −1)] (2.12)

where Ceqi is the cost of a traditional BS at tier i, nsl is the number of slices in a SBS. Expendi-

tures for site build out, site leases, power consumption and O&M are approximated in a similar

fashion. Hence, the total cost per tier is

Cl
i = NSBSi(C

l
capi

+Cl
opi

) (2.13)

where NSBSi is the total number of SBSs in tier i, Cl
i is the total cost for tier i, Cl

capi
and Cl

opi
are

the corresponding CAPEX and OPEX, respectively, for a SBSs in tier i. Further, the CAPEX

can be expressed as

Cl
capi

=Cs
eqi

+Cs
sbi

(2.14)

where Cl
eqi

and Cs
sbi

are the equipment and site-build cost, respectively. The OPEX can be

decomposed as

Cl
opi

=Cs
sri
+Cs

omi
+Cs

bhi
(2.15)

where Cs
sri

, Cs
omi

and Cs
bhi

are the site-rent, operation & maintenance (power consumption and

maintenance), and backhaul costs, respectively. Hence, the total cost for the LVN is

Cl
T =

K

∑
i=1

Cl
i . (2.16)
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We use the cumulated discounted cash flow method to calculate the total cost per tier i in

present time. If, on average, one BS is exploited for Y years, then for a discount rate d, the

total cost can be calculated as

Cl
DT =

Y−1

∑
y=0

Cl
T

(1+d)y

=
Y−1

∑
y=0

∑K
i=1Cl

i
(1+d)y .

(2.17)

2.4 Clustered/Remote Virtualized Network (CVN/RVN)

The CVN/RVN is a cloud-based virtualization framework. In this model, computing, storage

and networking resources are pooled in wireless data centers that we refer to as central pro-

cessing centers (CPCs). In a CPC, BS functionalities are implemented as software instances on

IT-grade servers and radio access is provided via fiber-connected, distributed and multi-RAT

RRHs. When a single large CPC is used to cover a certain geographical area A, we refer to

this network as a remote virtualized network (RVN). When a number of smaller CPCs are dis-

tributed to cover the area A, the network is called a clustered virtualized network (CVN). A

typical CVN architecture is shown in Fig. 2.2 that consists of distributed data centers intercon-

nected by a metropolitan optical network (MON) which is composed of optical cross connects

(OXCs) and fiber optic cables. We advocate the use of SDN and cloud computing as enabling

technologies for implementing the proposed CVN/RVN model. By separating the control and

data planes, SDN enables network programmability and innovative service provisioning in

otherwise closed telecommunication networks. Resource sharing as well as elastic and on-

demand resource provisioning are possible in the new cloud computing paradigm. There are

mainly three parts in this architecture: the Network Orchestrator (NO), the Radio Access Net-

work (RAN) (cf. Fig. 2.4), and the Core Network (CN) (cf. Fig. 2.5). We discuss the detailed

architectural components of the CVN/RVN framework in this section. We also present the

dimensioning of a CVN/RVN network that follows with the cost analysis of this model.
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Figure 2.2 Clustered Virtualized Network (CVN) Architecture

2.4.1 Network orchestrator (NO)

The NO is the central control point for both the access and core networks. It controls the

underlying physical and virtual resources. It consists of both RAN and CN controllers. It

also provides a configuration & monitoring interface to the VNOs and SPs. Each VNO has

a network controller that manages the underlying SDN-based network fabric. The compute

& storage controller manages the computing and storage resources. The conventional NO is

motivated by the SDI resource management system in (Lin et al., 2014), which is used to

control and manage the underlying networking & computing resources in a wired network

environment. The flow-chart in Fig. 2.3 shows the various steps involved in the NO’s decision

making in the creation and subsequent operation of VNOs. A prospective VNO requests its

required resources from the NO (managed by an InP). The NO consults its resource database

to see if the VNO’s request can be satisfied. If resources are insufficient, it would notify the

VNO that its request cannot be fulfilled. But if the InP has available resources to satisfy the

VNO’s demand, the compute & storage controller of the NO will allocate these resources

to the VNO. The VNO can then install its virtual network functions (VNFs) (e.g., switching

gateway (SGW), packet data network gateway (PGW), mobility management entity (MME),

etc. for a MVNO case) in the allocated memory locations. Similarly, the network controller
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unit of the NO assigns network resources in accordance to the VNO’s request. The VNO

can build its customized network using its own network controller application that programs

the underlying programmable switching and radio plane devices. Hence, a VNO has its own

network consisting of VNFs and a virtual network.
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Figure 2.3 Flow chart showing a NO’s decision steps
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2.4.2 Radio access network (RAN)

The CVN/RVN RAN consists of the network fabric and the compute & storage parts. A de-

tailed network diagram is shown in Fig. 2.4. This section describes these platforms in detail.

Network fabric

The network fabric consists of programmable switches and radio devices (RRHs) that can

be programmed following the SDN paradigm. A virtual network operator (VNO) or service

provider (SP) can build its own customized network in the networking fabric by programming

its allocated network resources. VNOs express the functional behavior of their networks by

different SDN applications. The controller platform (e.g., POX (Mccauley), NOX (Gude et al.,

2008), Ryu (Ryu), FloodLight (flo), etc.) converts the high level network policies from the ap-

plication layer and expresses them in a form compatible with the underlying programmable

switching fabric. For this purpose, the controllers use a southbound API, e.g., OpenFlow

(McKeown et al., 2008) to modify the forwarding behaviour of underlying switches. A multi-

RAT interface layer (ADC/DAC) translates the information to the appropriate RAT by the

optical (or microwave) front-haul.

For virtualizing the network fabric, a controller (e.g., FlowVisor (Sherwood et al., 2009)) is

used which is basically a transparent proxy that ensures isolation among the virtual operators

(SDN applications). Different SDN applications (e.g., VNO, HD video provider, sports chan-

nel provider, gaming companies, etc.) can be built using a high-level network programming

API (e.g., Pyretic (Reich et al., 2013)). Domain-specific programming languages like Pyretic

are programmer-friendly, provide high-level network abstraction, and enable a programmer’s

task of writing modular network applications easier.
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Figure 2.4 Functional block representation of a CVN/RVN RAN with a network orchestrator

Compute & storage unit

The network applications and various signal processing software components are stored and

executed in the compute & storage unit. The compute & storage controller takes the high-level

requirements from third parties (e.g., MVNOs and SPs) and allocates computing, storage and

radio resources. For such an “infrastructure as a service (IaaS)” deployment, we have used the

open source cloud computing platform, OpenStack (OpenStack).

Current heterogeneous multi-RAT technologies use different PHY and MAC layer and radio

resource management (RRM) functions. To facilitate the development of customized RAT

technologies, different PHY, MAC and RRM techniques are implemented as individual soft-

ware modules in GPP servers (see bottom-left part in Fig. 2.4). As such, any VNO or SP

can combine different modules that efficiently implement its intended service & application.

A VNO can also develop its own customized PHY, MAC or RRM protocols. For demanding

PHY-layer processing features, special purpose hardware and hardware accelerators are used.
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2.4.3 Core network (CN)

The CN is implemented in GPP servers using OpenStack (OpenStack) technology to enable

the cloud computing paradigm. It has three main parts as illustrated in Fig. 2.5, an inter-

face layer, user-state database (DB), and CN functional modules. The CN interface layer is a

communication interface with the network controller that sends/receives network configuration

instructions for the computing & storage and the networking sections. It also communicates

control signals and data with legacy (non virtualized) network elements. The user state DB

compiles all state information for the users. Hence, the underlined virtual entities can be state-

less.

The core network control-plane functions such as the mobility management entity (MME),

the policy & charging rule function (PCRF), the home subscriber server (HSS), the authen-

tication, authorization & accounting (AAA), etc. are implemented as software modules. As

such, the VNOs/SPs can create their (virtual) components for the respective service provision-

ing. For data-plane forwarding, FlowVisor (Sherwood et al., 2009) virtualizes the underlined

software-defined programmable switch fabric.

The CVN/RVN model proposed here uses software instances of BSs implemented in servers

with distributed fiber-connected RRHs and OpenFlow (McKeown et al., 2008) for virtual wire-

less access rendering. It also provisions for multi-RAT RRHs. In contrast,the model in (Zhu

et al., 2010), considers VBS pooling over two servers only and does not analyze the more

realistic case when the scale of VBS pooling becomes as large as that of a data center. Also

the work in (Zhu et al., 2010) does not address critical virtualization issues like slice isola-

tion and customized network stack implementation capabilities for VNOs. Moreover, unlike

the proposed CVN/RVN model, the C-RAN architecture in (cmr, 2011) does not use Open-

Flow (McKeown et al., 2008). As such the proposed OpenFlow-based (McKeown et al., 2008)

CVN/RVN architecture therefore accounts for the aforementioned features. And the radio sig-

nal transmission over fiber (RoF) actually becomes a critical issue for the implementation of

large data center. The new CVN/RVN model takes into consideration the RoF issue and pro-
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Figure 2.5 CVN/RVN core network flow diagram

vides a guideline for wireless data center dimensioning, a key aspect that has not been studied

in the open literature to the best of the authors’ knowledge. From a broader perspective, we

envision the distributed CPCs as a “cloud of wireless data centers”. As a proof of concept, a

virtual heterogeneous wireless access network model was implemented by the authors of this

work in (Rahman et al., 2015b) using an emulation platform, where service differentiation was

studied for two virtual networks that were implemented in a common subset of network in-

frastructure. Emulation results suggested that virtual wireless networks are able to achieve the

QoS requirement of carrier networks while ensuring efficient resource utilization by sharing a

common subset of network infrastructure.

2.4.4 CVN/RVN dimensioning

The required number of RRHs for macro-coverage can be calculated as

Nm
r = nop max

(
d2

cpc

πd2
m
,(νm(μmAcpc)Rum)/RMBS

)
(2.18)
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where dcpc and Acpc are the CPC size and coverage area, respectively, and μm, νm and Rum are

the user density, the HetNet coefficient (i.e., the ratio of macro, micro and pico cells) and the

average user data rate, respectively. Similarly, the number of RRHs for micro-coverage is

Nmi
r = (νmi(μmiAcpc)Rumi)/RMiBS (2.19)

and the number of RRHs for pico-coverage is

N p
r = (νp(μpAcpc)Rup)/RPBS. (2.20)

Please note that the work in (Zhu et al., 2010) dedicates two processor cores for the imple-

mentation of one macro VBS only. Since micro and pico cells serve lower loads than a macro

cell, it is intuitive that the micro and pico base stations will require less processing hardware.

From a “processor core” point of view, the required number of servers required for a CPC,

considering servers with eight-core processors, can be calculated as

Nser = (Nm
r pcm +Nmi

r pcmi +N p
r pcp)/8 (2.21)

where pcm, pcmi, and pcp are the numbers of dedicated processor cores required for macro,

micro, and pico VBSs, respectively; Nm
r , Nmi

r , and N p
r are the numbers of RRHs for macro,

micro, and pico cell coverage in the concerned area. It is worth noting in our analysis that

we assumed each cell to have its own dedicated RRH. The number of server racks is Nrack =

Nser/Nrack
ser , where Nrack

ser is the number of servers per rack. The number of switches and OXCs

are approximated as Nsw = Nrack and Noxc = Nrack, respectively.

2.4.5 RRHs cost

The RRH cost is calculated as

Crrh =Crrhc +Crrho (2.22)
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where Crrhc and Crrho are the RRHs’ CAPEX and OPEX, respectively. Crrhc consists of the

radio equipment (crrhe) and the site installation costs (crrhsi), whereas the OPEX consists of

O&M costs only. No site lease nor backhaul costs are considered for the RRHs since fiber

optic cables are used for radio signal transmission. Hence, the RRHs’ cost in a CPC is

Crrh = Nm
r Cm

rrh +Nmi
r Cmi

rrh +N p
r Cp

rrh (2.23)

where Cm
rrh, Cmi

rrh, and Cp
rrh are the separate RRHs’ costs for macro, micro and pico coverage,

respectively. The cumulated discounted cash flow for the RRHs over Y years is calculated as

Ct
rrh =

Y−1

∑
y=0

Crrhy

(1+d)y (2.24)

where Crrhy is the cost of the RRHs in year y.

2.4.6 CPC cost

The CPC cost accounts for different expenditures that cover the data-center’s occupied space,

the power consumption for hardware processing and cooling, the personnel salaries, software

costs, etc. For real estate expenses, we adopt the following model proposed in (Patel and Shah,

2005).

Space cost

The real estate value for a CPC per year can be calculated as (Patel and Shah, 2005)

Csp =
NOIAcpcoc

CP
(2.25)

where NOI is the net operating income per square meter per year, CP is the capitalization rate,

Acpc is the CPC area and oc is its occupancy factor.
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Power delivery cost

A power delivery system in a typical data center is expected to feed air conditioning, battery

back-up, on-site power generation, and both delivery and generation redundancies. Deprecia-

tion or amortization and maintenance costs are associated with the infrastructure that encom-

passes all the aforementioned functions. Hence, the cost burden of power delivery per year can

be expressed as (Patel and Shah, 2005)

Cpwr = (1+Kp)cePHW (2.26)

where ce is the cost of power delivery per watt per year, PHW is the hardware power consump-

tion, and Kp = JCpwr
am /ce is the power burden factor where J is the capacity utilization factor

and Cpwr
am is the amortization & maintenance cost per watt per hour.

Cooling cost

The cooling cost can be estimated as (Patel and Shah, 2005)

Ccol = (1+Kc)LcePHW (2.27)

where Kc is the cooling burden factor and L =
Pcooling

PHW
is the load factor.

Personnel costs

Let the number of personnel per rack in a data center be composed as follows: IT technicians

HIT , facility service employees Hf , and administrative clerks Ha. If the average yearly salary

is Cap, then the personnel costs per year can be calculated as (Patel and Shah, 2005)

Cper = (HIT +Hf +Ha)Cap (2.28)
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Software cost

The software cost for a data center is

Cso f w = NrackCswr (2.29)

where Nrack is the total number of racks in the data center and Cswr is the average yearly cost

of software and licenses per rack.

IT equipment cost

IT equipment consists of servers, switches, and OXC. Their cost for a CPC is calculated as

CIT = NrackCrack +NswCsw +NoxcCoxc (2.30)

where Nsw is the number of switches, Noxc is the number of OXCs, and Crack , Csw, and Coxc are

the unitary costs of servers per rack, switches, and OXCs, respectively.

Optical-fiber deployment cost

The optical-fiber deployment cost is expressed as

Cf b = (Cf La f +Ctr)Nrrh
tot (2.31)

where Cf is the fiber cost per km, La f is the average optical fiber length, Ctr is the cost of an

optical transponder, and Nrrh
tot is the total number of RRHs.

Total CPC cost

The CAPEX of a CPC is

Ccpc
cap =Cf b +CIT (2.32)
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whereas its OPEX is

Ccpc
op =Csp +Cpwr +Ccol +Cper +Cso f w (2.33)

Hence, its total cost is

Ccpc =Ccpc
cap +Ccpc

op (2.34)

and its cumulative discounted cost is

Ct
cpc =

Y−1

∑
y=0

Ccpcy

(1+d)y (2.35)

where Ccpcy is the CPC cost in year y. The total cost for a CPC network, including its distributed

RRHs, is therefore calculated as

CT
cpc =Ct

cpc +Ct
rrh (2.36)

2.4.7 Total CVN/RVN cost

The number of CPCs is Ncpc = Argn/Acpc, where Argn is the area covered by the network and

Acpc is the coverage area of a CPC. Hence the total CVN/RVN cost is

Cc/r
n = NcpcCT

cpc. (2.37)

The itemized cost values of the RRHs and CPC nodes, inspired from (Johansson et al., 2004)

and (Patel and Shah, 2005), respectively, are listed in Tables 2.3 and 2.4. Please note that the

RRHs do not incur any noticeable costs for their site build-out and lease or for their baseband

signals’ transmission. Also please note that the costs for the CPC nodes were properly set

after careful consultation of different vendor websites and that the costs of real estate, power

consumption, and other items were approximated by representative values (Patel and Shah,

2005).
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Table 2.3 RRH parameter

Parameter MBS MiBS PBS
Cell range (R) 700 m 175 m 70 m

Capacity (WBS) 300 Mbps 100 Mbps 100 Mbps

Radio equipment cost [$k] 10 4 0.1

Site build-out [$k] - - -

Site installation [$k] 5 2 0.5

Annual O&M [$k/year] 0.3 0.1 0.1

Annual site lease [$k/year] - - -

Annual transmission [$k/year] - - -

Table 2.4 CPC cost parameter

Parameter Cost [$k]
Server 11

Switch 8

OXC 10

Fiber optic cable 0.01/unit area

Site buildout 100

Site installation 40

Annual O&M 5

Annual site lease 15

Annual transmission 0

2.5 Hybrid Virtualized Network (HVN)

The HVN framework is a combination of the LVN and CVN/RVN models. It consists of CPCs

as well as selectively-distributed SBSs. The cost advantages of the CVN/RVN depend on

application-specific QoS penalties that impose minimum acceptable thresholds. To alleviate

this problem, a HVN, which is basically a combination of a LVN and a RVN, offers the best

cost vs. QoS trade-offs. Indeed, a HVN deploys data centers with SBSs distributed in the

coverage area to meet the service requirements of delay-sensitive traffic. As one example,

suppose that a data center of either RVN or CVN type covers a certain metropolitan area.

Assume also that there are many offices in the downtown of that metropolitan area that generate

a significant amount of voice and live-video traffic during office hours. A data center with

distributed RRHs might not be able to cope with this highly delay-sensitive traffic demand. To

LENOVO
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alleviate this problem, a number of SBSs can be distributed throughout the downtown area in

order to handle the delay-sensitive traffic (e.g., voice, live video, etc.) and off-load the more

delay-tolerant traffic (e.g., text, file transfer, web browsing, video streaming, etc.) to the data

center. A network designer has to take into consideration the demography and expected traffic

patterns of any given deployment area and specify a HVN that is able to handle the traffic QoS

demand in the most efficient way. A HVN model can be expressed in terms of weights as

HV N = pcRV N +(1− pc)LV N (2.38)

where pc is the portion of the HVN that exploits a data center (i.e., the CVN/RVN part) and

(1− pc) is the remaining portion of the network that exploits SBSs (i.e., the LVN part).

2.6 Data Rate and Utility Function Construction

The virtualization frameworks presented in the previous sections are quite different in terms

of their underlying network structure and hardware choices. Hence, they have their relative

pros and cons as far as the network cost, energy efficiency (Rahman et al., 2013), and QoS are

concerned. As one example, using IT-grade network equipment in a CVN/RVN architecture is

more cost efficient than using SBSs in a LVN framework. But carrying signals over RoF from

a CPC to the RRHs (and vice-versa) has its own challenges and limitations from a QoS point of

view. To investigate the trade-offs between a network operator’s budget and the service quality

requirements of the intended service, we have developed an analytical model for the proposed

virtualization frameworks. This model considers both network cost and QoS (achievable data

rate) as well as the operator’s preference for cost effectiveness and service quality of the net-

work. In our analysis, we have only considered single-RAT multi-tier networks for the sake

of simplicity and conciseness. The most general multi-RAT multi-tier HetNet case is beyond

the scope of this thesis and can be subject of future work. We have also considered LTE-TDD

downlink transmission. The granularity of physical resources is adjusted down to the level

of the physical resource block (PRB) of the OFDMA frame structure. The data rate for an



68

OFDMA system can be calculated as (Nuaymi, 2007):

RT DD =
NsubNmodNcod

[NFFT/(nBW )](1+G)
(2.39)

where Nsub is the number of data subcarriers and Nmod and Ncod are the numbers of modulated

bits per symbol and the coding rate, respectively; BW, n, and G are the operating bandwidth,

the sampling factor, and the cyclic prefix length, respectively.

In a TDD system, maintaining time synchronization between the uplink and downlink trans-

missions is critical. The lack of synchronization can disrupt proper decoding of the transmitted

information. In the CVN/RVN framework, this issue is more critical since the radio propaga-

tion path involves the whole span of optical fiber between the RRHs and the CPC. The time

slot in an OFDMA subframe that enables this time synchronization is called the guard period

(GP). In our design, we utilize this GP to accommodate the transmission delay for carrying

radio signal over the optical fiber cables that spans from the CPCs to the RRHs. The data rate

for such an OFDMA system employing RoF transmission can therefore be expressed as

R∗
T DD =

NsubNmodNcod(Ts f − tenb −dcpcl)
[NFFT/(nBW )](1+G)Ts f

(2.40)

where Ts f is the length of the special sub-frame, tenb is the switching time of the eNB, and dcpc

is the coverage size the CPC, and l is the latency per km for radio transmission in the fiber. To

avoid over/under provisioning, we have adopted in our analysis a square shape for both total

coverage and the CPC areas.

The extra delay incurred by transmissions over the optical fiber in the transmission causes

losses in the achievable goodput. We characterize this error as the frame error rate (FER)

FER = exp(−α
√

δ ) (2.41)
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where δ = 14−GP
14 is the ratio of the pilot-bearing symbols to the total number of symbols in

a OFDMA sub-frame and α is a parameter that models in a simple way the severity of the

channel by the degradation rate at which identification and synchronization errors increase

and, hence, the throughput decreases through the negative impact of a lower pilot to sub-frame

ratio δ . This parameter should depend on most of the PHY-layer parameters like the channel

bandwidth, the SNR, the modulation, the coding rate, etc. Taking into account the FER =

1−FER, the data rate in equation (2.40), referred to here as RLT E since we consider here LTE

HetNets, reduces to

RLT E =
NsubNmodNcod(Ts f − tenb −dcpcdl)

[1/(n BW
NFFT

)](1+G)Ts f
FER. (2.42)

Higher FER not only further degrades QoS uniformly across all types of users by reducing

spectrum efficiency, but will further impact it, yet unequally, i.e., more so over delay-sensitive

links, by increasing requests for packet retransmissions. While we account for the former effect

on QoS, we do not for the latter’s. As such, our data rate term should be properly modified to

render both impediments. One way to do so is to redefine it as follows:

R
′
LT E = psR

1/es
LT E + pvR1/ev

LT E + psdR1/esd
LT E + pidR1/eid

LT E (2.43)

where ps, pv, psd , and pid denote percentages (i.e., positive values less than 1) of speech (or

voice), video, delay-sensitive, and delay-insensitive links, respectively, i.e., we have

ps + pv + psd + pid = 1

and where es, ev, esd , and eid denote the delay-severity impact exponents for speech, video,

delay-sensitive data, and delay-insensitive data links, respectively.

Now, we formulate the multi-criteria network utility function that is composed of network

cost and achievable data rate. Network operators should be able to express their preference in

terms of level of importance to network cost (both CAPEX and OPEX) or QoS (data rate). This
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preference indicates how important one criterion is against the other in the framework selec-

tion process. Since network cost and QoS are not compensatory in the selection of a particular

framework, the nullity and unity of the utility function is important (Vuong et al., 2013). For

this reason, we compose the network utility as the geometric product of the normalized network

cost and QoS gains:

Uopt(args1) = maxargs2
[U(args)]

=

(
Cmax −C

Cmax

)wc
(

R
′
LT E

Rmax
LT E

)(1−wc) (2.44)

where wc and (1−wc) are the cost and data-rate weights, respectively, and args2 = dm, dcpc,

φ , ν , BW , GP, args1 = other PHY and MAC layer parameters, and args = args1 ∪args2. Also

Cmax = max(dm,φ ,ν)C and Rmax
LT E = max(BW,GP,dcpc)R

′
LT E .

2.7 Results

The choice of a certain framework essentially is based on a given compromise between the

corresponding network cost and the achievable QoS. The LVN can reduce cost to some extent

but its implementation complexity increases due to the pooling of (virtual) network nodes and

the introduction of a hypervisor. The CVN/RVN is the most cost-effective solution due to its

usage of inexpensive general purpose IT hardware for baseband signal processing. But the

inclusion of optical fibers in its network architecture places limitations on the achievable QoS

due mainly to additional RTTD for radio transmission over fiber optic cables. The HVN is a

more balanced approach to network cost and QoS optimization. In this section, we assess the

impact of the PHY and the MAC layer parameters on the CPC size. We also investigate the

impact of different wireless access configuration parameters on the achievable network utility

performance.
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Table 2.5 Evaluation scenarios

Scenario BW [MHz] φ [/km2] dMBS [km] HetNet [%,%,%] α
1 (reference) 20 1000 0.7 [20,30,50] 1.4

2 10 1000 0.7 [20,30,50] 1.4

3 20 1000 0.5 [20,30,50] 1.4

4 20 1000 0.7 [100,0,0] 1.4

5 20 100 0.7 [20,30,50] 1.4

6 20 1000 0.7 [20,30,50] 3.0
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Figure 2.6 Opt. CPC size dopt
cpc(GP) vs. cost weight wc for

diff. GP values in the ref. scenario I (cf. Table 2.5)

2.7.1 Optimum CVN/RVN CPC size dcpc

The optimal size of a CPC depends on many parameters such as the system bandwidth, the

coverage radius of the macro base stations, the network architecture (i.e., whether it is homo-

geneous or heterogeneous), etc. One of the most critical parameters affecting the CPC size is

the GP value of an OFDMA subframe. Fig. 2.6 shows how the optimum CPC size dopt
cpc versus

the cost weight wc varies with GP values in the reference scenario 1 of Table 2.5. When the pri-

mary concern is QoS (i.e., less emphasis on cost), smaller CPCs should be preferred. But when
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Figure 2.7 Absolute optimum CPC size d̄opt
cpc vs. cost weight wc

in different scenarios (cf. Table 2.5)

the operational budget is constrained, network designers should favor relatively larger CPCs

with relatively wider coverage areas. A CPC of 1 to 3 km radius in a coverage area of 20 km

radius is preferred for a wide range of wc values. Interestingly, in the extreme case when there

is no budget restriction (i.e., wc = 1), the optimal CPC size is with a 10 km radius, meaning

that a RVN (i.e., a single CPC covering the whole area) can never be an optimal design choice.

It is worth mentioning that MAC layer parameters like GP can be optimized along with the

cost-QoS trade-off in a CVN/RVN model. The severity of the transmission channel condition

(modelled by α) impacts the optimal GP value GPopt , i.e., when α = 1.4, GPopt = 4 symbol

periods whereas for α = 3.0, GPopt = 5 symbol periods. For a coverage area with 20 km radius,

the impact of different parameters (cf. different scenarios in Table 2.5) on the absolute optimal

CPC size d̄opt
cpc = dopt

cpc(GPopt) (i.e., using optimized GP value Gopt)) is illustrated in Fig. 2.7.

2.7.2 CVN/RVN utility Uopt at different GP values

The effect of GP on the total utility behaviour is also of prime importance. Fig. 2.8 shows

the CVN/RVN utility behavior for different GP values in the reference scenario 1 (cf. Table

2.5). The CVN has better utility performance than the RVN for the same GP value. And the
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utility performance of both is worst for a GP = 1 symbol period. Indeed the optimal values of

dcpc(GP) become relatively the smallest in this case (i.e., dcpc= 0.7 km when wc = 0), thereby

increasing the network cost by a great extent. The maximum network utility is achieved with

GP = 4 symbol periods (when α = 1.4) because it balances both the cost and QoS in the most

efficient manner. When GP = 1 in the RVN case, the network utility is severely penalized

because just one symbol period is not large enough to account for radio propagation delays

over a fiber distance of 20 km for adequate OFDM DL-UP synchronization. Hence the RVN

architecture can never be a favorite choice, because the network’s QoS is severely penalized

due to the RVN’s inability to properly resolve PHY (resolving transmission channel severity

issues) and MAC (DL-UL synchronicity) layer issues.
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diff. GP values in ref. scenario 1 (cf. Table 2.5)
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2.7.3 Optimum network utility Uopt of HVN for different GP values

Fig. 2.9 illustrates the optimal network utility, Uopt , of a HVN network for different GP values.

At lower cost weights, i.e., when wc ≤ 0.4, Uopt behavior is almost independent of the GP

value variation. This is due to the fact that, in this range of the wc values, the dominant part of

the HVN is composed of SBSs which do not incur any QoS degradation for RoF transmission

delays, hence the invariance towards the GP value. But the interesting part of the graph is

between wc = 0.4 to wc = 0.8, because in this design region, the HVN offers the most balanced

trade-off between network cost and achievable QoS. This become more evident from the results

of the following subsection.
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Figure 2.9 HVN optimal network utility, Uopt , vs. cost weight

wc for different GP values in reference scenario I (cf. Table 2.5)

2.7.4 Comparison of optimal network utility Uopt for different frameworks

Fig. 2.10 illustrates the network utility behavior for different frameworks and also a traditional

LTE network (referred to as TN) using optimal GP values (i.e., GPopt = 4 when α = 1.4 and
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GPopt = 5 when α = 3.0 ). In all the scenarios, HVN has the best utility behavior. For mid-
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Figure 2.10 Uopt vs. cost weight wc in different scenarios (cf. Table 2.5)

range values of wc (e.g., when wc = 0.4−0.8 in scenario 2 of Table 2.5), the HVN clearly has

the best utility performance. For lower or higher wc values, the LVN and the CVN approaches

ultimately match the HVN in utility performance at either end of the wc range, respectively,

but never outperform it. Acknowledging both facts that HVN offers lower cost than the LVN at

lower wc values and higher QoS than the CVN at higher wc values, it stands up unambiguously

as the best network design choice. The value of wc is a subjective design choice that depends

on given MVON’s/SP’s investment constraints and intended services.

2.7.5 Optimal CVN network coefficient popt
c vs. cost weight wc and optimal CPC radius

d̄opt
cpc

To observe the dependence of the deployment ratio of CVN and LVN on the cost weight wc,

Fig. 2.11 shows the optimal CVN network weight coefficient popt
c within a HVN for different
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wc values. It is observed that for lower cost weights (i.e., 0 ≤ wc ≤ 0.3 (0.4 for scenario-

5)), when very high QoS is required, the optimal CVN coefficient is pc=0, which means that

the whole network should be a LVN. If the offered service has lower QoS demand (e.g., file

transfer, non real time applications, etc.), the SP should opt for building its network from

the virtual resources of a data center (CPC). In contrast, if the offered service has strict QoS

demand (e.g., voice, live video, etc.), the SP should integrate a larger share of special purpose

hardware (LVN) that guarantees much faster PHY and MAC layer processing and also much

lower transmission delays.
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Figure 2.11 Optimal CVN network coefficient pc vs. cost

weight wc in different scenarios (cf. Table 2.5)

To have an overall idea of the dependence of the CVN network coefficient pc on the optimal

CPC radius d̄opt
cpc, and cost weight, wc, we plot in Fig. 2.12, its variation with dopt

cpc and wc.

It is to be noted that for a low CVN coefficient (i.e., pc=0.1), the optimal CPC radius d̄opt
cpc is

independent of the cost weight wc, which is intuitive because if most of the wireless coverage

is provided by distributed SBSs, a smaller wireless data center (i.e., a lower dcpc) is sufficient

for CVN coverage of rest of the area. But it is interesting to note that as coverage by a CVN is
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Figure 2.12 Opt. CPC radius d̄cpcopt vs. CVN network

coefficient pc vs. cost weight wc in scenario I (cf. Table 2.5)

increased (i.e., when 0.1 ≤ pc ≤ 0.7), a CPC with radius 2 to 3 km is optimal design choice.

This indicates that even if most of the wireless coverage is done through CVNs, the size of the

CPCs should remain smaller. This is because of the fact that as dcpc increases, the length of the

fiber-optic cables that connect the RRHs to the CPCs, also increases which in turn, increases

the RTTD of the signals transmitted from the CPCs to the RRHs and vice-versa. Such an

increase in RTTD degrades the achievable throughput, hence the lower QoS. For this reason, a

lower dcpc is preferred by the utility model (cf. equation (2.44)).

2.8 Conclusions

Wireless network virtualization is considered as an important component of future 5G net-

works for their ability to enable efficient resource sharing and to promote network innovation

by providing greater flexibility in network design. Wireless networks vary widely in terms of

the services they provide and also the radio access technologies they use. For this reason, im-

plementing a generalized virtualization architecture that enables deployment of different kinds

of virtual wireless networks is a challenging issue. In this work, we have proposed three dif-
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ferent models for wireless access network virtualization that differ in terms of their underlying

physical infrastructures. The models have different set-up and operational costs; their perfor-

mance also varies in terms of achievable network QoS. In the presence of multiple possible

frameworks, the selection of an appropriate model for a certain scenario is a critical multidi-

mensional challenge. In order to compare the proposed virtualization frameworks, we have

built a composite multi-criteria utility model that considers both the economic and technical

aspects (from PHY-MAC layer efficiencies) of the frameworks. It has been found that MAC

layer parameters such as the guard period (GP) in an OFDM frame structure can be optimized

from a network’s cost-QoS perspective. The composite utility model presented herein provides

guidance to network designers on choosing a network model that fulfils the operator’s invest-

ment target and service requirement constraints. It is observed that the CVN/RVN model has a

cost advantage while the LVN provides a better QoS guarantee. For a network design, neither

only network cost (i.e., wc = 1) nor only achievable QoS (i.e., wc = 0) can be of concern. There

must be a compromise between the two. From the analytical results presented in this chapter, it

can be concluded that, the HVN can in fact, attain a balance between network cost & QoS ac-

cording to a VNO’s/SP’s investment constraint and service provisioning goal. In order to make

the analysis tractable, a rather simplified model has been assumed for network performance

analysis. This model does not consider advanced PHY-MAC technologies such as coordinated

multi point (CoMP), joint resource scheduling and processing among neighbouring BSs, in-

terference management for a centralized control plane architecture, etc. In our future work,

we shall include these features in the analysis of the frameworks along with the hand-off and

interference management phenomena in multi-RAT HetNets.



CHAPTER 3

END-TO-END PROGRAMMABLE, CLOUD-BASED VIRTUALIZED HETNET: AN
INTEGRATED ARCHITECTURE

3.1 Introduction

From the network cost and QoS analysis of Chapter 2 it is evident that data-center based net-

work (i.e. the CVN/RVN) will be an integral part of future virtualized wireless infrastructure.

We argue that SDN and cloud computing are the key enabling technologies for implementing

the future virtualized network architecture. In this chapter we lay out an integrated architec-

tural framework for an end-to-end programmable, cloud-based virtualized HetNet.

Wireless network ecosystem consists of different types of networks that differ from the ser-

vices they provide, their key performance indicator (KPI) requirements (e.g., throughput, delay,

bandwidth need, etc.), also the type of network nodes used and their power requirements. For

example, wireless sensor networks (WSNs) are application specific, they use low power nodes

that communicates sporadically with bursty traffic. Power efficient operation of the WSNs is

the main concern due to their limited battery capacity. WiFi networks operate in the unlicensed

spectrum band and normally the applications (e.g., web browsing, file transfer, etc.) used in

these networks are not very delay sensitive but might result in high amount of data traffic. On

the other hand, cellular networks operate on licensed spectrum and they provide guaranteed

service for various delay-sensitive applications (e.g., voice, live video, etc.). Hence they have

stringent requirements on network delay and throughput. One of the problems with current

network implementation is that the networks are service specific, hence, network nodes are

tailored to serve a specific type of service.

This service specific network deployment has both higher capital and operational expenditures

(CAPEX & OPEX). The astounding cost of network operation also impedes new business

players to enter the market. The vision of future networks (e.g., 5G and beyond) demands the
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presence of various network operators that would provide differentiated services to users in

heterogeneous wireless network environments. In this respect, it is necessary to have a service

agnostic deployment of physical resources that can be used economically and flexibly in an

on-demand basis for provisioning various wireless services. We argue that to realize such a

network architecture, a virtualized network infrastructure is required to be composed of pro-

grammable and flexible network resources which will be shared by different virtual network

operators (VNOs). The physical resources (including the licensed wireless spectrum) will be

provided by one or more infrastructure providers (InPs) who will deploy, manage and lease

the physical and virtual resources to the VNOs. Also, to alleviate the problem of vendor spe-

cific inflexible nodes that are not amenable for adopting new wireless networking technologies,

software defined networking (SDN) technologies should be incorporated in implementing the

network infrastructure. And on-demand, elastic resource provisioning should be ensured fol-

lowing a cloud-based network deployment model. Wireless network virtualization (WNV) can

be achieved in different ways. But we deem SDN as a significant enabler for successful real-

ization of WNV.

SDN (Bosshart et al., 2013), (Kobayashi et al., 2013) is able to abstract physical resources

for its ability to separate the network control plane from the data plane. Thus it can provide

absolute control over the network substrate in the form of programming it. The flexibility

provided by SDN is instrumental in providing novel services that require change of device

functionalities to provide differential services (Rahman et al., 2015b). In addition to provide

flexibility in managing the network infrastructure, SDN can also reduce network cost (both

CAPEX and OPEX) by replacing expensive network nodes with off-the-shelf (OTS) cheaper

programmable data plane equipment and centralizing controller in IT servers.

Hence, we argue that for realizing a programmable & flexible heterogeneous virtual network

infrastructure, SDN & cloud computing technologies are the key tools to leverage. In such a

network infrastructure, VNOs will be able to offer their differentiated services in their target

networks (e.g., WSN, cellular or WiFi) leasing virtual resources from one or more InPs. In

LENOVO
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this chapter, we identify the key requirements of such a heterogeneous virtual wireless net-

work (HVWN) infrastructure; then we discuss different components for an end-to-end solution

for a programmable, elastic HVWN following a top-down approach. For realizing an end-to-

end programmable HVWN, programmability in the radio plane, network plane and on-demand

elastic resource provisioning are very important. The existing wireless network architectures

proposals that leverage SDN, cloud computing and programmable radio plane have been pre-

sented in Chapter 1. As it is seen, these proposals try to provide solution for a particular radio

access technology (RAT) (e.g., WiFi, cellular, WSN, etc.) or a particular part of a network

(e.g., cellular core vs access networks). But an integral solution for programmable, elastic, vir-

tuilized heterogeneous networks is not available in the open literature. In this chapter, we lay

out the architectural blueprint of and end-to-end programmable HVWN where different VNOs

can implement their customized networks using a RAT that best suites there services. We also

identify the critical business cases and open problems & challenges in realizing such a network

architecture.

The rest of the chapter is organized as follows: in Section 3.2, key requirements of HVWN

are identified. Section 3.3 describes different layers for the end-to-end programmable HVWN

solution. Business cases for HVWN is discussed in Section 3.4 and in Section 3.5, potential re-

search issues and challenges have been identified. Finally, we conclude the chapter in Section

3.6.

3.2 Requirements of Programmable Virtual Wireless Networks

A virtualized wireless network must satisfy certain requirements, some of these critical re-

quirements are discussed in this section.

3.2.1 Virtual Network (VN) Isolation

The VNs sharing a common physical infrastructure should be perfectly isolated from each

other, so that, to a VNO, it will appear that such a VNO has the sole-ownership of the (vir-

http://www.rapport-gratuit.com/
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tual) network. Operation of a VN should in no way affect the other VNs sharing the same

physical resource, e.g., for two VNs sharing a common physical node, if load increases in one

VN, traffic belonging to the other VN should not suffer from additional delay in processing,

queuing or reduction in throughput. Service level agreements (SLAs) between the VNOs and

the InPs should always be fulfilled. SLA is basically a subset of key performance indicators

(KPIs) which might comprise of minimum guaranteed processing power, memory space, band-

width/throughput, maximum downtime of system, etc.

3.2.2 End-to-end Programmability

VNOs should have complete flexibility over the virtual/physical resources they lease from one

or more InPs. This flexibility is demonstrated through their ability to modify (program) the

underlying resources in a way that best supports their intended service requirements. For ex-

ample, in a virtual LTE network implementation, a VNO should be able to program the core

network switching fabric to route its core network packets through the optimum routing graph

consisting of mobility management entity (MME), switching gateway (S-GW), packet data net-

work gateway (P-GW), policy and charging rules function (PCRF), etc., nodes. Similarly, for

the radio access plane, a VNO might require a customized radio processing chain to process its

baseband signal. Hence, provisions should be made so that, it can assemble various processing

blocks (e.g., for frequency transformation, modulation, coding, etc.) in a programmatic man-

ner (Bansal et al., 2012). Also, a VNO should be able to implement its custom protocol stack

to optimize its intended service performance; hence, programmatic control over the protocol

layers is also necessary.

3.2.3 On demand resource provisioning

In the VNO-InP business model, a VNO would request its required resources (virtual/physical)

for the InP. Upon availability of the resources, the InP would assign the requested resources

to the VNO, forming a service level agreement (SLA) between the InP and the VNO. During

its operation, if the VNO needs additional resources (e.g., computing, storage, radio spectrum,
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etc.) it would request the InP for the lease of these additional resources. InPs should be able

to cater for such on demand elastic resource provisioning. This is where the cloud computing

model comes into play in a virtual wireless network ecosystem. In this model, an InP can

be seen a as cloud service provider that is composed of a geographically distributed cloud

of resources. A VNO receives the lease of its requested resources from the InP without the

necessity of being aware of the physical location of the resources.

3.2.4 Network Function Virtualization (NFV)

One of the major motivations behind network virtualization is to reduce the CAPEX and OPEX

of network provisioning, so that operators can cope with the increasing network cost and also,

so that new players can get affordable entry to the market. To address this issue, major telecom

operators and vendors are opting for network function virtualization (NFV) (nfv, 2013). The

main idea behind NFV is to separate network hardware from the software that runs on it, as

this will pave the way to implement different network functionalities as software instances in

a general IT platform. This paradigm shift in network architecture will replace the traditional

special-built network nodes which are not only expensive but also very power hungry.

3.2.5 Dynamic Spectrum Sharing

Scarcity of the licensed spectrum is the Achilles’ heel for next generation wireless networks.

Despite all the advances made in network architectures, baseband processing, error correction

channel coding, etc., limited licensed spectrum remains the major bottle neck for telecom-

munication networks. To alleviate this problem, efficient utilization of the radio spectrum in

time (time division multiple access (TDMA)), frequency (frequency division multiple access

(FDMA)), space (space division multiple access (SDMA)) is necessary (Niebert et al., 2008).

Especially in the virtual wireless networks environment, dynamically sharing the spectrum

among the incumbent VNs while respecting the SLA is of utmost importance. Opportunistic

sharing of the licensed spectrum in combination with utilizing the unlicensed spectrum band

wherever possible might mitigate the spectrum scarcity problem to a great extent. Also, the use
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of millimetre (mm) wave for future 5G networks is gaining momentum as many researchers

from industry and academia are strongly advocating in its favor (Zhao et al., 2013), (Rappaport

et al., 2013). Due to its ability to provide higher throughput for lower transmission distance

mm wave is an ideal transmission candidate for small cells (pi and Khan, 2011).

3.3 End-to-end programmable, elastic, HVWN

In a heterogeneous wireless network ecosystem, we observe different kinds of network deploy-

ments targeted for specific purposes. For example, wireless sensor networks (WSNs), adhoc

networks, WiFi networks, cellular networks, etc. These networks have a varied range of per-

formance requirements which translate to varied levels of spectrum (licensed or unlicensed)

requirements, signal processing demand, wireless transport mechanism, security provisioning,

billing mechanism, etc. In a virtual wireless network environment, VNOs will provide differ-

ent kinds of services targeting various commercial applications that will require them to deploy

one or more of the above mentioned network types. For this reason, it is imperative to have

an end-to-end solution for provisioning programmable, elastic, heterogeneous virtual wireless

networks, so that, VNOs can build their own customized network leasing the required resources

from one or more InPs. Fig. 3.1 shows a typical scenario of heterogeneous virtual wireless net-

works. Here, the physical infrastructure deployed by InPs consists of wireless data centers

(WDC) that are interconnected via a metropolitan optical network (MON), geographically dis-

tributed virtualized base stations (BSs), WSN, WiFi hotspots, home networks, etc. The WDC

houses storage and computing resources (e.g., blade servers) as well as a programmable net-

working fabric (e.g., software-defined switches) for implementing network functions as soft-

ware instances for different network types. Some of the servers contain network controllers

for flow-based virtualization (Sherwood et al., 2009) implementation. The controllers dynami-

cally program the underlying programmable switching fabric (we use the generic term ’switch’

to refer to programmable switches, routers and other middle boxes) as dictated by a specific

VNO. A mobile virtual network operator (MVNO) providing LTE service can implement its

core network components, e.g., MME, PGW, SGW, PCRF, etc., as software instances in WDC.
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For baseband signal processing, the MVNO can process signals in software instances of BSs

implemented in the WDC and transport the processed signals from the WDC to remote radio

heads (RRHs) via optical fiber front haul. But the additional delay incurred in centralized pro-

cessing in WDCs might not meet the QoS requirements of certain delay-sensitive applications

(e.g., voice, video conferencing, etc.). In such a case, processing of such traffic should be done

in distributed virtualized BSs that are distributed in the coverage area of the MVNO (Rahman

et al., 2015d).

A WiFi VNO implements the applications (e.g., authentication, authorization, accounting, mo-

bility and interference management) necessary to run its end-to-end operation in WDC and

programs the programmable WiFi nodes leased from the InP via its controller platform which

translates the applications requirements to instructions recognized by the nodes. The nodes can

be connected to the WDC either via optical fiber or microwave links depending on the avail-

able logistics. Also a MVNO can share all or part of the WiFi nodes’ slices to increment its

coverage in the area and also for offloading traffic. The virtualizer in the WDC is responsible

for managing the isolation between the VNOs sharing the same physical nodes.

For virtual sensor networks, instead of deploying application specific sensor nodes, an InP

deploys programmable generic sensor nodes that is capable of sensing various environmental

aspects (e.g., temperature, humidity, wind speed, etc.). VNOs providing sensor network ser-

vices lease slices of the sensor nodes to collect their intended environment data. This data can

be forwarded to a WDC through a slice of a BS (cf. Fig. 3.1) deployed in the sensor network

vicinity. Virtualizer in the WDC forwards the data to the appropriate VNOs (applications)

where the data is processed to extract the desired information.

Over the top (OTT) service providers, for example, IPTV, online gaming providers, can lease

processing and storage resources form the InPs and implement various processing blocks (op-

timized to for the intended services) as software instances in WDC and provide their services

to the end users. Shared access of physical nodes (in WDC and customer peripheral equipment
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(CPE)) and wireless spectrum can be administered by incorporating local controllers in the

CPEs in addition to the global controller at the WDC.

A layered representation of HVWN is given in Fig. 3.2. In this section, we briefly discuss

the various layer of the HVWN model.
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Figure 3.1 Heterogeneous Virtual Wireless Networks Scenario

3.3.1 Management and Orchestration layer

The management and orchestration layer manages the resources and VNFs of the virtualized

platform. It consists of physical and virtual resource managers that control the physical and

virtual resource provisioning, admission control of new VNOs, etc. The VNF manager is

responsible for the instantiation, management and life cycle management of the VNFs. The

spectrum manager is responsible for shared (virtualized) access of the radio spectrum among

different VNOs. It can provide either static or dynamic spectrum sharing among the incumbent
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Figure 3.2 Functional blocks of end-to-end programmable heterogeneous

virtualized wireless networks

VNOs. The global orchestrator orchestrates the overall operation of an InP’s platform. Fig. 3.3

gives a flow representation of different steps followed by the management and orchestration

layer during a VNO request for setting up a virtual network.

3.3.2 Service layer

Services provided by VNOs can be very different from each other. For example, a VNO can be

either a mobile virtual network operator (MVNO), an IPTV provider, an online game provider,
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Figure 3.3 Flow diagram of operational steps of the management and

orchestrator layer during a VNO request for setting up a VN

etc. The service layer mainly expresses the services of different VNOs as forwarding graph

of different virtual network functions (VNFs). Depending on the service requirement of a

particular VNO, a VNF in a VNF graph can be unique or it can be a common component

shared with other VNOs (cf. Fig. 4.2).

3.3.3 Application layer

This layer consists of different network applications that perform various network operations.

For example, routing of traffic in the (virtual) network, managing the mobility of the users,

blocking malicious traffic, etc. These applications are in fact, the virtual network functions

(VNFs) that performs different network functions. These applications instruct the controller

layer, which in turn programs the underlying switching fabric to implement the application

functionalities. For VNs that require performing baseband operation in the WDCs, software

instances of the network nodes (e.g., BSs, APs, etc.) and baseband unit (BBU) pools are also

implemented in this layer.
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3.3.4 SDN layer

To enable network programmability, separation of control and data planes is necessary. In a

SDN paradigm, network intelligence is centralized in network controllers that programmati-

cally modify the forwarding behavior of the underlying data plane devices. The main compo-

nents of the SDN layer are the virtualization and the controller sub-layers.

Virtualization layer

A virtualization layer creates an abstraction of the underlying physical infrastructure. It also

enforces isolation among the VNs that share common physical resources, such that, to the

VNOs it appears that they own the data plane of their individual networks. The isolation or

separation enforced by a virtualization entity, i.e., a hypervisor can be either physical or logical.

In physical isolation, which is also known as hard slicing, dedicated physical resources are

provided to the VNOs. Whereas in logical isolation, known as soft slicing, instead of dedicated

physical resources, a VNO is provided access to resources that are shared with other VNOs

while respecting the SLA (satisfying agreed upon KPIs) between the InP and the VNOs. While

hard slicing provides a dedicated resource guarantee, it also can result in inefficient resource

utilization. On the other hand, with soft slicing, efficient resource utilization can be ensured

with minimum guarantee on resource availability for each VNO. One of the most popular

modes of achieving soft slicing is flow-based virtualization approach (Sherwood et al., 2009),

which is basically bundling the flows from individual VNOs and isolating the bundles from

each other.

The controller platform

A controller is a centralized control plane intelligence for a VNO. It has the global view of

the virtual network and it operates on the behest of the applications residing at the upper layer.

A northbound interface/API (Reich et al., 2013) can facilitate the synchronous operation of

multiple applications at the upper layer by arbitrating conflicting operation of multiple applica-
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tions, that try to implement rules that might conflict with each other trying to modify a certain

data plane device at the same time. A southbound interface/API is a control channel protocol.

It communicates the instructions from the controller to the underlying switching fabric. For

example, in an OpenFlow (McKeown et al., 2008) based SDN platform, a controller modifies

the forwarding behavior of the underlying switches by populating the forwarding tables of the

switches with match-action based rules to dictate the forwarding of the packets traversing the

switches.

3.3.5 Baseband signal processing

Two different varieties of baseband signal processing are possible. One is in-situ processing

which is similar to the processing mechanism of traditional BSs (R.Kokku et al., 2012a), i.e.

the signal is processed in the physical BSs that have been virtualized (sliced) into multiple vir-

tual base stations (VBSs). The other is to push the baseband signal processing to a centralized

location that contains baseband unit (BBU) pools (Lin et al., 2011); this is in fact, pushing the

baseband processing to the cloud. The two different models have their relative pros and cons.

The in-situ processing will provide faster signal processing and transmission latency will be

very low but as the VBSs run on special purpose hardware, the VNOs will have less flexibility

in curtailing the processing characteristics of the VBSs to better fit their service requirements.

Moreover, this type of implementation will be more expensive for their use of special purpose

(e.g., FPGA-based) hardware. On the other hand, in cloud-based baseband processing in BBU

pools, the VNOs will enjoy more flexibility and control over the baseband processing chain. In

this model, BSs are implemented as software instances in IT servers; hence modifications to the

processing chain are merely including software patches. Scaling (up/down) of resources is very

convenient in this model because if any VNO need additional VBS instances, it can request the

InP to allocate more VBS instances and in an IT-based platform, it is very convenient to elasti-

cally scale the resources. But the downside of this implementation is, the software VBSs have

to full-fill the real time processing need of wireless networks which is quite significant. More-

over, carrying the processed signal from the BBU pools to the radio end introduces additional
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latency which might deteriorate performance of delay-sensitive applications like voice, live

video, etc. Hence, a VNO has to lease resources according to the requirements of its intended

service provisioning.

3.3.6 High capacity front-haul

Data traffic in wireless networks is increasing in an exponential manner due to video traffic

domination. For this reason, in a cloud-based network implementation, a high capacity front-

haul is necessary to carry traffic from the data-center to the RRHs. Being a high capacity traffic

conduit, fiber optic cables are capable of carrying very high amount of traffic with very low

latency, thus making them an obvious solution for high capacity front-haul. Different passive

optical network (PON) solutions for fiber optic communication are available in the market, for

example, wavelength division multiple access PON (WDM-PON), orthogonal frequency divi-

sion multiple access PON (OFDM-PON), etc. But due to geographical and logistic limitation,

it might not be possible to use fiber optic front-hauls in some places. For those locations, high

capacity microwave links should be used to carry traffic to and from the data-centers to the

RRHs.

3.3.7 Programmable virtualized radio nodes

Depending on the deployment modalities radio access can be provided either by remote radio

heads (RRHs) that are composed of simple radio transceiver and antennas (for the C-RAN

model (cmr, 2011), (Lin et al., 2011)) or as part of virtualized base stations (R.Kokku et al.,

2012a) (Bhanage et al., 2010b), programmable WiFi APs and sensor nodes. For the RRH

deployment, sharing of the nodes by different VNOs can be facilitated by making the RRHs

full-duplex (FD) capable (Hong et al., 2012), so that, different VNOs can share the antenna at

the same time either in uplink (UL) or downlink (DL) direction by scheduling them in time do-

main. Furthermore, fine-grained control over the PHY layer processing blocks can be achieved

by using a programmable radio (Bansal et al., 2012) based front-end. But implementing dis-

tributed RRHs for radio access demands high capacity front-haul links. Optical fiber is the
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obvious choice for such front-haul links due to their very high capacity and ultra low transmis-

sion delay. But deploying fiber-based front-haul might not be possible in every geographical

scenario. In such cases, network coverage should be provided by in-situ physical BSs that have

been sliced (virtualized) to be share among multiple VNOs (cf. Fig. 3.1). These BSs will be

connected to the WDC via high capacity microwave links.

3.3.8 Wireless spectrum virtualization

Radio spectrum is the bottle neck for wireless networks, especially those operating in licensed

spectrum band. Hence, licensed spectrum should be virtualized, so that, different VNOs can

synchronously share them in time (TDMA), frequency (FDMA) and space (SDMA). The spec-

trum manager in the management and orchestration layer is responsible for managing the shar-

ing of the licensed spectrum among the incumbent VNOs. To mitigate the spectrum scarcity

problem, unlicensed spectrum should also be used in opportunistic manner wherever possi-

ble. Leveraging cognitive radio (CR) (Mitola and Maguire, 1999) technologies, VNOs can

opportunistically share a free frequency band that is not currently being utilized by the primary

users. Discussion of CR technology is out of the scope of this thesis; interested readers can

read the afore mentioned paper and the references within. Opportunistic spectrum use can be

administered by the Local controllers in the transmission nodes which have access to spectrum

availability information in the area where the node is operating.

3.4 Business Cases for Programmable Heterogeneous Virtual Wireless Networks

The virtual wireless network paradigm in a HVWN can bring drastic changes to the business

eco-system of heterogeneous wireless networks. A flatter and simplified data-plane with cen-

tralized programmable control plane architecture has the potential to introduce novel business

dynamics in this area. There will be significant role change among equipment manufacturers

(i.e., vendor companies), network operators and third party software providers. In this section,

the roles of different players in a HVWN environment is briefly discussed.
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3.4.1 Equipment manufacturers

The manufacturers of network nodes will produce simplified data plane devices which can be

programmed through high-level abstraction. Unlike present day, complicated hardware, new

data plane devices will have open APIs through which high level programs will be able to mod-

ify their forwarding behaviors. The devices can range from simple match-action based forward-

ing gear to more sophisticated APs, routers and middle boxes, capable of doing deep packet

inspection (DPI). Standardized southbound API (e.g., OpenFlow (McKeown et al., 2008)) sup-

port should be provided by all vendors. This will get rid of the closed, ossified construction

of present day network equipments and operators will be able to easily integrate components

from different vendor companies.

3.4.2 Infrastructure providers (InPs)

Physical infrastructure of the network is established and maintained by the InPs. The phys-

ical infrastructure includes the computing, storage and networking resources, as well as the

radio access nodes and backhaul links. They are also responsible for creating virtual network

resources by slicing the physical resources. These virtual resources in turn are leased by the

VNOs to roll-out their own (virtual) network. From cloud computing perspective, the InPs can

be seen as infrastructure as a service (IaaS) providers. An InP can also own licensed spectrum

which it will share among the VNOs it is hosting. In addition, an InP can also function as a

VNO to provision any specific service. To enable the cloud tenants (i.e., the VNOs) to im-

plement their customized network applications, InPs should support standardized northbound

APIs (Reich et al., 2013) that will open-up a flexible, high-level programming abstraction of the

underlying virtual resources, so that, the network programmers can write sophisticated applica-

tions without having to be aware of the physical resources. Currently, there is no standardized

northbound API but efforts (onf, 2013) are being put forth in this direction.
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3.4.3 Mobile Virtual Network Operators (MVNOs)/ Service Providers (SPs)

MVNOs/SPs lease virtual network resources from the InPs and build their own customized net-

works. Using the flexible abstraction of the physical resources, the VNOs (MVNOs/SPs) can

implement their network with customized network protocols tuned for optimal performance of

their intended services. VNOs can offer a variety of services using the IaaS platform of the

InPs. For example, MVNOs can implement their services using customized mobility manage-

ment, policy enforcement and charging policies. Their virtual existence is transparent to the

general users as there is no change required on the UEs and service offering model is similar

to that of a physical network operator today.

Over the top (OTT) service providers like YouTube, Netflix, online game providers etc., can

lease resources (e.g., wireless spectrum) from InPs to ensure a minimum QoS (rather than In-

ternet’s best effort services) of their services, so that user satisfaction can be ensured which

is very critical for their continued business success. As service differentiation is one of the

major benefits of software-defined HVWN, it is technically very convenient for the InPs to

ensure QoS for such OTT SPs. By having their own virtual network, SPs can implement their

customized processing (e.g., transcoding for HD video, accelerated streaming protocols, etc.)

functions to enhance the quality of their services.

3.4.4 Third-party software companies

Different network services are implemented as software packages in HVWN. Third party soft-

ware companies, specialized on network applications can produce different applications as per

requirement of the InPs and VNOs. In this model, software packages can be provisioned as

managed services by the software companies. This will relieve the network operators of hav-

ing a dedicated software department for implementing new services and making patches for the

existing services. The advantage of such a business model is two fold: on one hand, the VNOs

can save operational expenditure by not maintaining a software team and on the other hand,

new software companies can flourish that are specialized in developing network applications.

LENOVO
Stamp
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3.4.5 Inter ISP-VNO traffic offloading

As mentioned earlier, mobile users’ traffic is dominated by high volume video applications.

It has been observed that, users tend to be static (Lee et al., 2013) while using high data rate

applications like: HD movie, online gaming, etc. Most often the users are under the coverage

of a WiFi hotspot, typically run by an internet service provider (ISP). To reduce the strain on

the licensed spectrum of a VNO, the high data rate traffic of static users can be offloaded to the

ISP’s WiFi. The ISP can charge the VNO according to their service level agreement (SLA).

Depending on the SLA, an ISP can have various access and charging policies for different

VNOs.

3.5 Potential Research Issues & Challenges

HVWN is a very promising network architecture that make possible building end-to-end pro-

grammable, on-demand virtual networks for a range of wireless network environments. But

a number of challenges need to be addressed for a successful realization of HVWN. Some of

these challenges are briefly discussed in this section.

3.5.1 Standardization of APIs

For a successful, well accepted design solution, it is important to ensure the interoperability

of applications and equipments developed by different players i.e., equipment vendors, opera-

tors and third party software companies. To realize this, standardization of different interfaces

(i.e., northbound, southbound, east-westbound) is of utmost importance. OpenFlow (McKe-

own et al., 2008) is already a well accepted standardized southbound API (maintained by ONF

(onf, a)) for interfacing the network nodes with the controller layer. Many commercial products

by different vendor companies are available in the market that use OpenFlow as a southbound

API. Standardization of northbound API (Reich et al., 2013), (Foster et al., 2011) is also neces-

sary, so that, network programmers can build modular, reusable applications (Monsanto et al.,

2013) without worrying about the underlying physical hardware and control platform. ONF has
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already started a working group (onf, 2013) to standardize the northbound API. Similarly, for

control platform interoperability, a standard east-westbound API is also needed which should

be agreed upon by all the parties (e.g., vendors, operators) involved.

3.5.2 Balance between flexibility and complexity

Different levels of abstraction are possible for building a software-defined virtual wireless net-

work. A FlowVisor (Sherwood et al., 2009) abstracts the physical network in flow-level gran-

ularity, so it is convenient to build flow-based virtual wireless networks using this hypervisor

model. But this hypervisor model does not give any control over the processing modality of the

devices, hence, it is not possible to modify the PHY, MAC layer processing chains of devices

using this model. On the other hand, OpenRadio (Bansal et al., 2012) provides a rich platform

to compose novel wireless protocol stack by separating the protocol from the hardware. It sup-

ports different wireless protocols (e.g., WiFi, 4G) on a common hardware platform and enables

a programmer to select processing blocks at the PHY layer. But the platform does not provision

for upper layer management, for example, building complex, modular network applications is

not possible through this architecture. Hence, during network build-up, a compromise has to be

made between the level of flexibility and the depth of control that the platform will provide for

building sophisticated, efficient programmable virtual wireless networks on top of a common

physical substrate.

3.5.3 Security threats minimization

While SDN allows the creation of network applications to provide a secured wireless net-

work, it has its fair share of security pitfalls. Interestingly, the unique characteristics of a SDN

paradigm, i.e., the separation of control & data planes and network programmability opens up

doors for various security threats. Kreutz et al. (Kreutz et al., 2013) identified couple of threat

vectors for software defined networks, e.g., faked traffic flows, switch vulnerability, compro-

mise of controller and control plane communications, etc. Interestingly, these are all specific to

the software defined networking paradigm. To alleviate the afore mentioned security threats,
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some precautionary measures are also proposed in (Kreutz et al., 2013), for example, replica-

tion of network controller and applications, so that, a back up node can take charge in case

the acting one fails. There should be diversity among the controllers and they should be pro-

visioned for auto-healing mechanism to recover from a security attack. Security measures to

protect the network should be an integral part of the network design process from the very early

phase.

3.5.4 Virtualization of wireless spectrum

Due to stochastic nature of radio propagation environment, abstraction of wireless spectrum

is very challenging. Virtualization of wireless spectrum can be achieved by static or dynamic

allocation of spectrum among the incumbent VNOs. While static allocation provides guar-

anteed spectrum allocation, it might result in inefficient spectrum utilization. On the other

hand, dynamic spectrum allocation that ensures fairness requires efficient scheduling algo-

rithms. Opportunistic spectrum sharing in non-contiguous frequency band along with the use

of non licensed band can be beneficial for the VNOs.

3.5.5 Definition of isolation

Virtualization bring about the contradictory concept of maintaining isolation among VNOs

while they share common resources. Hence the definition of slicing need to be agreed upon

among the concerned parties (e.g., vendors, operators, third parties, etc.). This brings forth the

discussion on hard slicing vs soft slicing. Hard slicing refers to dedicated resources allocated

to a VNO and soft slicing means that there will not be any dedicated resource allocation per

say but the VNOs will have guarantee for minimum KPIs through the agreed upon SLA. While

hard slicing will ensure perfect isolation and higher customer satisfaction by providing higher

QoE, it will result inefficient resource utilization. On the other hand, soft slicing will increase

resource utilization but it might also impact the performance (in the form of achieved QoE) of

the VNOs.
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3.5.6 Integration of Cognitive Radio (CR)

Spectrum scarcity is a pressing problem in wireless networks especially for cellular operators.

Cognitive Radio (CR) technology (Mitola and Maguire, 1999) can go a long way to minimize

the spectrum scarcity problem by enabling the use of idle spectrum by other users. The main

idea behind CR is, to allow secondary users to utilize unused (idle) radio spectrum belonging to

primary users. A CR senses its surrounding environment and adaptively tunes its transmission

parameters to transmit data while maintaining required QoS. For its ability to virtually expand

the radio spectrum, it has been proposed (Ahokangas et al., 2013), (Xiao et al., 2013) to be

used in existing networks.

3.5.7 Backward compatibility

Using SDN and Cloud computing for wireless networks is a fairly recent trend in wireless re-

search. The ultimate goal is to replace the distributed traditional networks with logically cen-

tralized control platform. But for its gradual inclusion to the existing network infrastructure, it

is very important to ensure its smooth inter-operation with the existing wireless network infras-

tructures. Various buffer devices/applications can be placed at the interface of the two modes

of networks that will complete the necessary translation of control and data plane information.

Keeping the processing delay in such buffer devices/applications to a bare minimum will be a

challenging issue.

3.6 Conclusions

In future heterogeneous wireless network scenarios, different types of service providers will

provide services in various target network environments. A cost-effective network solution for

the services providers can be offered through a virtualized infrastructure. In this chapter, we

have brought forth the convergence of virtualized heterogeneous wireless network infrastruc-

ture that facilitates abstraction of physical resources, hence paving the way for their efficient

utilization.
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The two key requirements that the future service providers will need are programmability and

elasticity of their networks which will provide them enough flexibility & control over the net-

work substrate and make them able to scale up/down their network resources to meet customer

demands. In this respect, we have presented an end-to-end programmable, cloud-based solu-

tion for heterogeneous wireless networks named HVWN. It provides programmability in both

network core and access by employing SDN and programmable radio technologies. The cur-

rent virtualization solution in the open literature propose to virtualize a specific network type

(e.g., cellular (core or access) or WiFi or WSN). Whereas the HVWN provides a virtualiza-

tion solution for a heterogeneous array of networks that works with different RATs, different

data transmission modes (e.g., bursty vs. continuous transmissions of WSN and cellular net-

works, respectively) and various QoS requirements on a common subset of physical hardware.

In HVWN, at the core, different networks are implemented as individual services which are a

connected graph of VNFs. These VNFs are software instances that are agnostic of underlying

hardware platform. For traffic routing and radio access provisioning, programmable nodes are

used that can be shared, easily upgraded through open programming APIs. To meet the service

requirements of different kinds of networks, HVWN uses cloud-based resource pools in dis-

tributed WDC as well as virtualized APs that use general purpose hardware and in-situ signal

processing. VNOs can lease appropriate resources from the InPs to deploy their customized

virtual networks. Business cases for virtual wireless networks have also been discussed. Fi-

nally, we explored the critical research issues and challenges to resolve in implementing pro-

grammable virtualized heterogeneous networks.

To sum up, virtualization of heterogeneous wireless networks is very significant tool to combat

different logistical problems of current network deployments as well as to cater for future net-

work demand. But a broad range of research issues and challenges need to be tackled. In this

chapter, we have presented the current technologies that are instrumental in realizing a HWVN

platform. We have also explored the missing pieces of the puzzle that are needed for successful

realization of HVWN.





CHAPTER 4

SERVICE DIFFERENTIATION IN SOFTWARE DEFINED VIRTUAL
HETEROGENEOUS WIRELESS NETWORKS

4.1 Introduction

There has been a drastic hike in cellular network traffic in recent time and it is growing at

an ever-increasing rate. Also with the advent of smart phones and tablets novel services are

emerging that have high QoS requirements. Mobile operators, with their limited licensed spec-

trum and vendor locked-in network gear are struggling to cope with such a paradigm shift of

the traditional voice-centric networks to a more data-centric one. In such a context, network

operators and vendors all over the world, are seriously considering network function virtual-

ization (NFV) (Chiosi et al., 2012a), as an inevitable evolution of carrier networks, to ensure

efficient resource utilization while decreasing capital and operational expenditure (CAPEX &

OPEX). Virtualization is the process of abstracting network resources (both physical nodes and

radio spectrum), so that, multiple isolated virtual network operators (VNOs) can have shared

access to these resources to build their own customized (virtual) networks.

In Chapter 3 we proposed an end-to-end programmable HVWN that provides a common phys-

ical substrate to build different virtual networks that uses different RATs. In this chapter, we

now focus on a particular part of that generalized architecture, i.e., the case of programmable

virtualized wireless networks that consist of cellular and fixed WiFi networks. More specifi-

cally we study how differentiated services can be provided in such a programmable virtualized

platform. We have proposed to use the spare bits of OpenFlow (McKeown et al., 2008) packet

structure to implement virtual network entities, e.g., virtual networks, virtual switches, allo-

cated radio resources of a virtual operator, etc. We also emphasized the use of northbound

APIs to facilitate composing complex network applications.

The rest of the chapter is structured as follows: in Section 4.2, a brief summary of related
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work is presented. Section 4.3 gives a brief description of architectural components of the

cloud model of the heterogeneous wireless networks that we denote as ’HetNet cloud’. The

use of northbound API to facilitate virtual wireless network management is discussed in Sec-

tion 4.4. In Section 4.5, we present the emulation results for service differentiation for two

virtual wireless networks that share the same physical infrastructure. Challenges in imple-

menting a HetNet cloud model are discussed in Section 4.6. Finally, we conclude the chapter

in Section 4.7.

4.2 Related work

Use of SDN and cloud computing for implementing wireless networks is receiving increased

attention from both industry and academia alike in recent time. OpenRoads (Yap et al., 2010a)

is one of the first works on virtual wireless network using SDN, where multiple virtual networks

running on a common switching fabric are isolated at flow level using a FlowVisor (Sherwood

et al., 2009). Relevant works on SDN and cloud computing for wireless networks have been

discussed in Chapter 1. Pertinent architectural models are: cloud RAN (C-RAN) (cmr, 2011)

proposed by the China Mobile Research Institute (CMRI) that proposes partial and full cen-

tralization of baseband signal processing for RANs. Moving EPC to the cloud was proposed

by Kempf et al. in (Kempf et al., 2012). A RAN as a service (RANaaS) model is analyzed by

the iJOIN (ijo) project and here the RAN is implemented in a cloud infrastructure. EPC as a

service (EASE) (Taleb et al., 2015) proposes a cloud-based elastic mobile core network model;

this article also describes different implementation models of EASE.

4.3 HetNet Cloud architecture

In its most generic form, a HetNet cloud architecture is composed of distributed wireless data-

centers (WDCs) interconnected by a high capacity optical network. In its business model, the

physical and virtual infrastructure is deployed and managed by an infrastructure provider (InP)

and the mobile virtual network operators (MVNOs) or service providers (SPs) lease the virtual

nodes from the InP and deploy their own customized services. It is to be noted that a InP can
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also play the role of a MVNO or SP.

A typical HetNet cloud architecture for an urban area is presented in Figure 4.1, where the

WDCs are connected by a high capacity optical fiber network composed of fiber optic cables

and optical cross connects (OXCs) for wavelength routing. In this form of implementation,

radio access to the user equipments (UEs) is provided through optical fiber front-haul, con-

necting the transmitting RRHs/APs to the WDCs. The functional blocks of a WDC appear in

Figure 4.2, in this section, we briefly describe different parts of a WDC.

Figure 4.1 A HetNet Cloud architecture consisting of distributed WDCs
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4.3.1 Application layer

A MVNO or SP (e.g. online gaming provider, YouTube, Netflix, etc.) implements its ser-

vice functionalities by selecting the network processing components from the InPs either as

software components in virtual machines (VMs), and/or dedicated physical hardware modules

(especially for baseband processing for services requiring high QoS). Network applications

(e.g. routing, load balancing, offloading, mobility management, etc.) in the application layer

manage the end-to-end network connectivity by dictating the forwarding behavior of the un-

derlying programmable switches, routers and RRHs. Proper synchronization among different

application modules are very important for predictable network behavior, a northbound API

(Monsanto et al., 2013) can ensure the synchronous composition of various network applica-

tions.

4.3.2 Software modules

Different network functional and processing nodes, implemented as software modules in VMs

belong to this layer. They consist of the software implementation of various EPC nodes, i.e.

PGW, SGW, MME, PCRF, HSS. It also contains software modules for baseband processing,

e.g. soft-eNB, soft-BS, soft-APs, etc.

4.3.3 Northbound API

For a VNO operation, different functionalities are needed for end-to-end service provisioning.

For example, a routing application should program the switches to route the packets to its

destination; a load-balancer should divert excess traffic to a neighboring lightly-loaded cell

when a cell become overloaded; to filter malicious traffic, a firewall application is needed;

specific applications are also needed for different deep packet inspection (DPI) purposes. To

write a single monolithic controller application using the match-action based programming

semantic of OpenFlow (McKeown et al., 2008) (which is the de-facto SDN southbound API)

is technically challenging and there is high possibility of coding bugs that disrupts proper



105

Figure 4.2 Schematic of a WDC processing blocks in HetNet Cloud

network functioning. To alleviate this problem, a high level abstraction for programming the

underlying network, made possible by northbound APIs like Frenetic (Foster et al., 2011) and

Pyretic (Monsanto et al., 2013) is extremely useful. Using these northbound APIs, modular and

re-usable network applications can be built and composed in sequence or in parallel (Monsanto

et al., 2013).

4.3.4 NOS & East-Westbound API

A network operating system (NOS) abstracts the global view of a network and allows a net-

work programmer to write different control applications as a centralized platform. Most pop-

ular NOSs are: NOX (Gude et al., 2008), POX (Mccauley), OpenDaylight (ope, b) which

use OpenFlow (McKeown et al., 2008) based flow level control mechanisms. For horizontal

control information exchange between NOSs from different platforms, standardization of a

east-westbound API is also important.
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4.3.5 Virtualization layer

Virtualization enables multiple isolated VNOs to share a subset of network nodes as well as

the radio spectrum. In the HetNet cloud architecture, flow-level virtualization (Sherwood et al.,

2009) is used. The virtualizer acts as a transparent proxy sitting between the network controller

and the southbound API and enforces isolation between slices by rewriting policies, dropping

conflicting rules, etc.

4.3.6 Southbound API

The controller platform modifies the forwarding behavior of the forwarding elements (switches,

APs, RRHs, etc.) via a southbound API, it acts like a compiler for transforming the controller

instructions to low level instructions that the nodes understands. The de-facto southbound API

is OpenFlow (McKeown et al., 2008), that is used extensively by both academia and industry

alike. Other popular southbound APIs are NetConf (net, 2013), LISP (Ratal et al., 2012), etc.

4.3.7 InP’s resource management layer

The resource management layer of an InP keeps track of the usage of physical and virtual

resources. It consists of a network orchestrator (NO) and a resource broker (RB).

4.3.7.1 Network Orchestrator (NO)

A NO manages the computing, storage and networking resources shared by different VNOs. It

has two sub-modules:

a network controller (NC): responsible for provisioning and management of virtual network

nodes to VNOs; a storage & compute controller (SCC): it is in-charge of the assignment and

subsequent management of storage and computing resources to various VNOs.
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4.3.7.2 Resource broker (RB)

It acts as the central resource information base for the InP. It manages the usage status of

resources (compute, storage & networking), so that, the NC and SCC can have a global usage

view of VNOs and manage them efficiently.

4.3.8 Baseband processing

The HetNet cloud support multiple radio access technologies (RATs). VNOs can provision

either cellular (LTE, WiMAX, 3G, etc.) networks , WiFi ISP, or device-to-device (D2D) com-

munication, e.g. smart grids or even sensor network services. To facilitate such diverse RATs,

radio processing chains are decomposed into different PHY and MAC layer processing blocks,

so that, a VNO can choose the blocks required for its service and provision its customized

network. It is to be noted that carrying out all the baseband processing in a WDC might not be

optimal for traffic of all QoS classes as some might have very tight requirement of processing

delay. Hence the delay-sensitive traffic (voice, live video, etc.) should be processed at the

RRHs capable of baseband processing, while more delay tolerant traffic might be pushed to the

WDC for processing. It is worth noting that, the length of fiber optic cable from the WDC to

the RRH is a very important design consideration (Rahman et al., 2015d).

4.3.9 Radio access plane

Radio access to the UEs is provided by fiber-fed RRHs, high volume of PHY layer processing

signals justifies the use of optical fiber front-haul. Due to the varying nature of the wireless

environment, dynamic provisioning of radio resources, strict QoS management and handling

user mobility requires frequent exchange of control information between the controller and

the underlying network substrate. For a centralized control architecture this might become a

serious bottle-neck. Hence, local controllers need to be installed at RRHs to handle frequent

local events, like: user mobility between neighboring cells, transmission power management,

dynamic frequency allocation, etc.
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4.4 Using northbound API to facilitate virtual wireless network management

Wireless networks need various applications to run simultaneously to achieve full network

operability. These applications range from traffic routing, mobility management, resource

scheduling, policy enforcement, billing functionalities etc. While SDN enables the creation

of different applications, it does not make it easier because of the low-level machine language-

like primitives used in southbound APIs, e.g. in OpenFlow (McKeown et al., 2008). Moreover,

creating portable modular applications is very difficult using standard southbound API, if not

impossible. Domain specific programming language like Pyretic (Reich et al., 2013) (built

on top of POX (Mccauley) controller platform) make building modular network programs an

ease. We propose to use a northbound API like Pyretic to build modular applications for virtual

wireless networks. The parallel and sequential composition operators of the language make it

possible to compose complicated network applications by composing (in parallel or in series)

simpler applications. Using the abstract packet model in Pyretic, OpenFlow (McKeown et al.,

2008) packet header fields can be extended to include virtual fields, that can be used to asso-

ciate packets with high level meta data. In (Monsanto et al., 2013), Monsanto et al. gives a

comprehensive description of the usage of Pyretic language model.

a) OpenFlow packet structure

b) OpenFlow packet structure with virtual fields

Figure 4.3 OpenFlow packet model and the modified packet model with

virtual fields for virtualization
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We propose to extend the abstract packet model in Pyretic to implement virtual wireless net-

works through abstract topology (Monsanto et al., 2013). The spare bits (e.g. VLAN, MPLS

fields) in an OpenFlow packet (notice Fig. 4.3a) are used for specifying virtual networks, vir-

tual network node and wireless spectrum to be used for transmitting that particular packet. One

such packet model is shown in Fig.4.3b. VNOs are identified by a VNO id in the virtual field;

these ids are unique as VNOs should be uniquely identifiable. Virtual nodes (switches, BSs,

APs, middle boxes, etc., we generically refer to them as ’switches’ throughout this chapter) are

identified with a virtual switch (VSW) id. These ids are unique to a InP but different InPs can

use the same VSW id, as it is locally significant. For flexible allocation of radio resources a

Radio Spectrum (RS) id is used to specify the transmission frequency for a VNO. This gives a

great flexibility in being able to do wireless resource allocation on a per packet (per flow) gran-

ularity which will facilitate tackling different radio propagation problems, like interference

management, traffic offloading, etc.

Figure 4.4 Multi-layer virtual network protocol stack

Virtual wireless networks can be built using the network object (Monsanto et al., 2013) model

of the Pyretic platform. It consists of the abstract virtual network (VN) topology along with

different network policies depicting the behavior of the topology. The VNs are composed of

different virtual components from the physical and/or virtual switches that a VNO leases from

InPs. By using the virtual fields in the abstract packet, high level information (like virtual

network id) can be used in the packet header to identify a VNO. In addition to the width

expansion of the packet header by including virtual fields, height can also be increased by

stacking multiple values for a single field (both extended and normal OpenFlow) (Monsanto



110

et al., 2013). For example, a virtual switch id can be stacked on top of a physical switch id

which will hide the identity of the physical switch and applications above can operate on the

abstract virtual switch. The mapping between the virtual and physical resources is handled by

the Pyretic runtime. This ability of vertical abstraction enables the creation of multiple nested

layers of virtual networks (c.f. Fig. 4.4) on a physical substrate and all the nitty-gritty detail of

the implementation is left to the runtime system, so that, a programmer does not have to worry

about the underlying networking detail and can write complex modular network applications.

The runtime maintains a unique identifier corresponding to a unique set of virtual fields and the

stacked fields of OpenFlow-compliant fields. The identifiers are stored in spare bit locations of

the packets and a table is maintained by the runtime system for mapping between the identifier

and the extended data (Monsanto et al., 2013). We discuss several use cases of the HetNet

Cloud in the following sub-sections.

4.4.1 Interference management

Present day wireless networks is a heterogeneous mix of macro, micro, pico, femto cells, RRHs

and WiFi APs. While decreasing the cell size provides a performance leap, it also poses various

challenges, especially interference among different wireless nodes (Pérez et al., 2011). Hence

interference mitigation in such a wireless environment is a critical and challenging issue. In-

terference management applications can be implemented as a dynamic policy that changes the

network behavior dynamically depending on network state. If a UE experiences an interference

level above the acceptable threshold, the controller can get this information from the channel

quality information (CQI) fed-back from the UE. Upon receiving this information the con-

troller can adjust transmission parameters (e.g. transmission power, DL frequency) to alleviate

the problem. For example, if the interfering BS belongs to the same operator, it is very con-

venient for the operator to change the DL frequency to an appropriate for the interrupted UE

as it has a global view of the network. In case the interfering BS belong to a different VNO

sharing the network resources from the same InP, the operator can exchange the interference

information relatively quickly (through high speed network interconnect of the wireless data

LENOVO
Stamp
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center) to resolve the issue. This will reduce service degradation and increase the quality of

experience (QoE) for the UEs.

Fig. 4.5 shows an example of message exchanges between two local controllers for man-

aging interference to a UE located at the cell border of RRH1 and RRH2 belonging to the same

VNO. From the CQI sent by the UE, the Local Controller1 (LC1) located at RRH1 (c.f. Fig.

4.2) identifies that the UE is experiencing interference in the DL direction from the neighbor-

ing RRH2. To resolve the interference problem, LC1 requests (using the radio link denoted by

the dotted line) Local Controller2 (LC2) situated in RRH2 to decrease its transmission power

in the DL direction. RRH2 responds positively by lowering its DL transmission power. LC1

again checks the CQI from the UE and observes that it has not improved above the threshold

level. According to its action logic sequence (specified during the programming phase) it noti-

fies the Central Controller (CC), located at the wireless data-center, about the interference and

requests a change in DL for the particular UE. Having the global view of the whole network

the CC selects a DL frequency for the RRH1 that will not interfere with the used frequency of

any of its neighbors. RRH1 changes the DL frequency for the UE and it continues communica-

tion with RRH1 with satisfactory QoS. Cells (RRHs) of different VNOs can also communicate

among themselves to resolve such interference issues. But in that case, the communication will

involve the FlowVisor and the CCs of the VNOs.

4.4.2 Mobility management

Handover of a UE from one BS to another involves interaction among several network nodes,

considerable amount of state transfer, also in some cases service disruption for brief time and/or

transmission of redundant data. For example, in a LTE network, a handover request from a UE

is sent to a local mobility anchor (i.e. S-GW, c.f. Fig. 0.1) that handles changes in user location

and stores user states. If the UE needs to be switched to the jurisdiction of another S-GW, the

mobility management entity (MME) has to be informed. The MME administers user reacha-

bility and also is responsible for S-GW and P-GW selection. The MME selects a S-GW for the
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Figure 4.5 Interference management message exchange between Local

Controllers belonging to the same VNO

UE and the user states and data are transferred from the old S-GW to the new one. The whole

process takes a considerable amount of time as it involves control and data plane information

to be transferred between multiple physical devices. This results in degradation of QoE for the

UE as the continuous data transfer between the eNB and the UE is disrupted. This problem

is greatly resolved in a HetNet cloud model where the different nodes (MME, S-GW, P-GW,

eNB, etc.) are implemented in software in a centralized resource-pooled location and where a

centralized controller with a global view of different nodes can transfer data among involved

nodes in solid-state and/or wire speeds.

Moreover, present day cellular networks are characterized by a high penetration of smaller

pico and femto cells (Chandrasekhar et al., 2008). Due to the smaller size of the coverage

radius of a BS, users experience frequent handovers. In a HeNet cloud, the RRHs of the femto
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cells are equipped with a local controller that can take certain administrative tasks like han-

dover management and radio resource provisioning among its neighbor femto-BSs. The top

layer controller which has a global view of the network can instruct the local controllers of

neighboring femto-BS in a certain geographic area, to compute forwarding rules for handover

management among the considered femto-BSs. Hence, hand-off of users among the local

femto-BSs can be managed without the intervention of the high layer nodes (MME, S-GW,

etc.) which will make the hand-off process faster and subsequently provide better user experi-

ence. The forwarding rules in the switching fabric can also be installed pro-actively to further

expedite the handover process.

4.4.3 Traffic offloading in a HetNet eco-system

In today’s heterogeneous network environment, users are practically submerged in a wide va-

riety of wireless accesses, each with different access mechanism and charging policies. Users

have access to multiple networks (cellular, fixed) at the same time. Also mobile devices (smart

phones, tablets, etc.) run a plethora of applications having different quality of service (QoS)

requirements. Some applications have strict delay limits for low volume of traffic (e.g. voice

service); for some applications, a certain amount of delay is acceptable but the required data

rate is very high such as for bulky file transfers, watching videos in You Tube, streaming

movies, watching sports channels, etc. Normally cellular networks have higher charging poli-

cies for data traffic as the service provisioning involves the use of licensed radio spectrum and

use of expensive special purpose hardware equipment. On the contrary, public WiFi networks

(in coffee shops, campus networks, shopping malls, bus and train stations, airports) offer in-

ternet access at a relatively low cost or for no cost at all. This situation spurs the opportunity

for cost saving for both network operators and UEs. Studies (Lee et al., 2013) have shown that

users spend almost 70% of their on-line time in WiFi coverage zones.

Through a collaborative effort from both the VNO and UEs, delay-tolerant high data rate user

applications can be offloaded to WiFi networks while more delay-sensitive traffic can be pro-
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visioned by the cellular network. This will enable the VNOs to save expensive radio resources

which are already ossified, and at the same time users will be able to save considerable amount

of money for data traffic offloaded to WiFi networks that would otherwise have traversed the

cellular network. Using the high level abstraction provided by Pyretic (Reich et al., 2013),

traffic routing of users can be controlled per user application (even per flow) granularity. Dif-

ferent charging policies can be applied between the involved parties as described in Sec 3.4.5.

As an example for traffic offloading in a heterogeneous network, let us consider the message

exchange diagram in Fig. 4.6. A UE served by VNO-A (a cellular network) comes in the cov-

erage range of a fixed (WiFi) network, VNO-B. In real life, the situation is similar to, when a

cellular user enters a shopping mall or coffee shop that has public Hot-Spot (either free or paid).

The LC-A of VNO-A receives traffic from the UE and from the UDP port number (e.g. 8011)

of the packet it immediately identifies that the UE is streaming video traffic. Serving the video

traffic using cellular spectrum is very costly and is a unreasonable wastage of radio frequency

when the UE has access to WiFi network that does not use licensed wireless spectrum. A rea-

sonable economic choice would be to offload the video traffic to the WiFi network. Hence,

the LC-A sends request to the CC-A to initiate offloading of UE’s video traffic to VNO-B

(WiFi Hot-Spot). The control message is intercepted transparently by the FlowVisor (c.f. Fig.

4.2) which directs the message to CC-A, recognizing that it is the correct destination from the

virtual header fields. CC-A sends a handover request to CC-B for traffic offloading which is

again intercepted by the FlowVisor and directed to CC-B. Upon receiving the request, CC-B

sends a positive acknowledgement to CC-A granting the handover and installs new flow-rules

in its associated switch, Switch-B, and instructs LC-B to take necessary steps (e.g. selection

of DL/UP frequencies, transmission power, etc.) for the UE association to the network. On

the other hand, CC-A installs new flow-rules in Switch-A to re-direct the traffic to VNO-B and

also instructs LC-A to remove the resource reservation for the UE. In this way the video traffic

handover completes. If the UE is using multiple services, e.g. using VoIP at the same time, this

voice traffic flow can be handled by the cellular VNO-A to provide better quality of experience

(QoE). In this way, user traffic can be offloaded per-flow/per-application basis in the HetNet

Cloud architecture.
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Figure 4.6 Message exchanges for traffic offloading between VNOs

4.4.4 Secured network

A secure communication system is a prerequisite for any network and wireless networks are no

exceptions. With the advent of modern communication technologies, security threats have also

increased and for the ubiquitous and open communications channels, wireless networks are

particularly vulnerable (Ding et al., 2014). Different solutions have been proposed for address-

ing security issues in a software-defined wired network; for example, Ethane (Casado et al.,

2007) allows network programmers to write fine grained network policies to bolster security.

Some other notable works are Resonance (Nayak et al., 2009), FRESCO (Shin et al., 2013),

NetFuse (Wang et al., 2013), CloudWatcher (Shin and Gu, 2013), etc. In a wireless network,

threats exists in the forms of malicious users intruding a network to sniff out important creden-

tials from legit users; making a denial-of-service (DoS) attack to disrupt the network operation

by exhausting network resources; in a wireless network, a DoS attack targeting on radio spec-

trum can be very severe as it will starve out the user of radio resources, eventually bringing

the communication down. To alleviate these problems, different security applications, such as
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access controller, intrusion detection system (IDS), deep packet inspection (DPI) system, etc.

can be built and using Pyretic’s sequential and parallel composition operators, these applica-

tions can be combined together to build a secure wireless network.

In this regard, Kinetic (kin), a domain specific language built on top of Pyretic can be very

useful. It is a SDN control system that enables network programmers to implement control pro-

grams which can dynamically change network behavior triggered by various network events.

In Kinetic, a finite state machine (FSM) abstraction is used to express dynamic network poli-

cies that change network behavior based on various network events, e.g. intrusion, anomaly

detection, etc.

4.4.5 Internet of things (IoT)

In a constantly evolving networked eco-system, it is predicted that in a near-future different

devices will be connected together realizing a all-connected network, which is also dubbed as

network of everything or internet of things (IoT). In such a context, device-to-device (D2D)

communication is emerging as a hot topic of research (Asadi et al., 2013), (Cai et al., 2014).

In a HetNet Cloud architecture, provisioning of IoT network is very convenient. A dedicated

virtual network slice can be created (same as a VNO/SP) that will administer the interconnec-

tion among different connected systems. The protocol requirement in a D2D communication

network is different from a traditional communication system as it requires processing of lower

volume of data in infrequent epochs. Also the transmission bandwidth requirement is different,

as it requires a comparatively lower bandwidth for data transmission and reception. Moreover,

devices are located in a variety of wireless environment, requiring different transmission capa-

bilities, hence, selecting the best mode to transfer data is a critical issue. In a software-defined

virtual network, a central controller has global view of the underlying connected devices, hence

it can select the optimal transmission mode for a particular device pairs. Also, in a software-

defined environment it is much easier to implement customized network protocols for proper

D2D communication in different scenarios.
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4.5 Service differentiation in heterogeneous wireless networks

Figure 4.7 Virtaul wireless networks emulation scenario

As a proof of concept, we have implemented two VNOs in the Mininet (min) emulation plat-

form. These VNOs are implemented as two isolated slices sharing the same physical resources,

e.g. computing & storage nodes, network switches, RRHs, etc. We envision a NFV implemen-
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tation for the operators, where various network processing nodes (e.g. PGW, SGW, MME,

PCRF, HSS, baseband processing units, etc.) are implemented as software modules in data

center servers. The schematic of the emulation structure is shown in Figure 4.7. In this experi-

ment, we studied service differentiation provisioning for virtual wireless networks in a HetNet

cloud model. We studied how various mobile services can be provided with differentiated

QoS depending on the application requirement and also the user subscription category. More

specifically, we studied load balancing for users of VNO1 that have different subscription cat-

egories (prioritized and normal) and also the offloading of delay tolerant traffic from VNO1

to VNO2. As performance metrics, we measured round trip transmission delay (RTTD) and

achievable throughput while implementing the traffic offloading and load balancing. Network

applications, i.e. virtualization (slicing), offloading and load balancing were written using

Pyretic (Monsanto et al., 2013), a domain specific programming language (DSPL), which is

a northbound API, that uses POX (Mccauley) as the network operating system (NOS). While

the southbound API, OpenFlow (McKeown et al., 2008), populates the forwarding table of

the underlying programmable switches (open virtual switch (OVS)) to forward traffic from the

respective VNOs. UEs of VNO2 have degraded link quality than that of VNO1, hence their

lower throughput.

In the emulation setup, VNO1 is a MVNO providing mobile network service, whereas VNO2

is a WiFi service operator, providing internet access to users through unlicensed spectrum.

Varied radio link qualities for the two types of networks are realized by implementing more

lossy links for the WiFi network. From QoS point of view, VNO1 guarantees better service

quality via its dedicated licensed spectrum and high performance servers connected by high

capacity network links. As show in Figure 4.7, users h2, h3, h5, h6 and h8, marked red, belong

to VNO1, where h2 and h3 are prime customers and users h1, h4, h7, h9, h10, marked in blue,

are served by VNO2. In the wireless data center, connection between the servers and switches

are of 1GB capacity, no transmission delay and loss are assumed for these links. Server hosting

PGW2 VM (for serving regular clients from VNO1) is connected via 800 Mbps link having

2% packet loss, while for the WGW VM (to serve delay-tolerant traffic), the link is 600 Mbps,
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with 0.5 ms delay and 2 % packet loss. These links are configured in such a manner so as to

simulate a differentiated QoS. Connections between switches and between switches and RRHs

are of 1GB capacity. The fiber length from WDC to the RRH is 2 km, hence a 0.01 ms of trans-

mission delay is assumed, as typical delay for radio transmission over optical fiber is 5μs/km.

Users of VNO1 have simultaneous access to both the mobile network and the WiFi network.

Given the omni presence of WiFi networks in our everyday ICT eco-system, e.g. WiFi net-

works in campuses, offices, shopping malls, airports, stadiums, etc., it is a reasonable assump-

tion. For the service differentiation evaluation, delay sensitive traffic (e.g. file transfer, video

streaming, etc.) from the users of VNO1 directed to the PGW1 (default server for data traffic

for the UEs of VNO1) are offloaded to the WGW server, that belongs to the VNO2. This helps

saving licensed spectrum that can be used for providing services having tighter QoS require-

ment, e.g. services producing more delay-sensitive traffic. Also, in case of VNO1, traffic from

privileged users (h2, h3) are directed to the server (PGW3) capable of providing better QoS

from an achievable throughput and RTT delay point of view. Table 4.1 shows the RTT delay

and throughput for different service differentiation cases, when the users are static. RTTD are

measured in ms and the throughput in Mbps. The ’Regular’ column shows delay and through-

put when traffic from users are forwarded to the server ’SRV’. The ’Offloading’ is the measure

when delay-tolerant traffic from VNO1 is offloaded to VNO2 and the ’Load balancing’ shows

the result of differentiated services for privileged (h2, h3) and regular (h5, h6, h8) users. Mini-

mum and average delays are shown in the table. For the control information exchange between

the controller and switches, the transmission time for the first packet is pretty high which in

turn increases the average packet delay; in fact, the long term average delay is lower than the

noted average delay in Table 4.1. No offloading or load balancing is assumed for VNO2.

We implemented a random mobility model for the users of VNO1 and VNO2. Table 4.2

shows the maximum (for the first packet) and the average packet RTTD, including the av-

erage achieved throughput. The delay depends on the connected RRH and the links’ qualities

to the service nodes. BH stands for ’before handoff’ and AH denotes ’after handoff’ RRH
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Table 4.1 Delay and achievable throughput for static users

UE Regular Offloading Load balancing
RTTD Th

[Mbps]

RTTD Th

[Mbps]

RTTD Th

[Mbps]

[min - avg] [min - avg] [min - avg]

VNO1

cor.

users

0.2 - 46 95.2 1.6 - 11 27.3 0.12 - 35 95.7

VNO1

reg.

users

0.36 - 28 94.7 1.32 - 12 28.8 0.21 - 39 79.8

VNO2

users to

SRV

0.36 - 51 31.2 - - - -

VNO2

users to

WGW

1.45 - 50 10.3 - - - -

connections of users. According to the 3GPP standard, preferable delay for LTE voice and

video is <150 ms and maximum allowable delay is <400 ms. From the average RTTD values

in Table 4.1 and 4.2, we can see that the HetNet cloud architecture is very well able to satisfy

these requirements.

4.6 Challenges

There are certain challenges that need to be addressed for successful realization of a HetNet

cloud model; in this section we will briefly discuss some of them.

Balancing network complexity and flexibility

It is an important design consideration. A flow-level (Sherwood et al., 2009) virtualization

allows for network virtualization at the packet flow level but it is not possible to make any PHY

and MAC layer modifications. On the other hand, virtualizing the radio chain (Bansal et al.,

2012) allows the creation of new wireless protocols by using various PHY and MAC layer

processing blocks but it has no provision for modular building of network applications. Hence,
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Table 4.2 Delay and achievable throughput for mobile users

UE Regular Offloading Load balancing
RTTD Th RTTD Th RTTD Th

[max -

avg]

[Mbps] [max -

avg]

[Mbps] [max -

avg]

[Mbps]

VNO1

cor. user

before

handover

1931 - 148 94.8 919 - 48 23.9 775 - 39 95.7

VNO1

cor. user

after

handover

1738 - 129 95.0 794 - 44 29 924 - 47 95.6

VNO1

reg. user

before

handover

1989 - 156 94.9 894 - 47 27.9 802 - 43 78.4

VNO1

reg. user

after

handover

2457 - 221 95 518 - 28 25.9 750 - 40 79.7

VNO2

user

before

handover

2142 - 172 35.5 - - - -

VNO2

user after

handover

1429 - 97 34 - - - -

a design compromise is needed between the depth of network virtualization and achievable

flexibility for building virtual networks.

VM placement

Placement of VMs is a critical issue, especially as some wireless applications are very delay

sensitive and as maintaining very low RTTD is crucial. Hence, in a distributed WDC model,

locations of the DCs are very important. Moreover, from green communication point of view,

the WDCs should be established in places that have access to renewable energy sources.
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Network security

While SDN facilitates building various security applications for networks, it has its fair share

of security holes in the form of, malicious traffic flows, switch vulnerability, compromise of

controller or control plane communication channels, etc (kreutz et al., 2015). Proper measures

should be taken to tackle such network vulnerabilities; for example, controller replication, so

that a backup controller might take control of the operation in case the primary controller fails

and an auto healing mechanism is initiated to recover from security attacks.

Standardization of APIs

It is important for integration and synchronous functioning of different network devices and

applications built by various vendors and operators. OpenFlow (McKeown et al., 2008) is

the de-facto southbound API maintained by open networking foundation (ONF) consisting

of leading industry and academic partners. Similarly, standardization of east-westbound and

northbound APIs are also necessary for controller platform integration and facilitating modular

application building.

Backward compatibility

Backward compatibility is significant for any new technology. SDN and cloud computing

technology are supposed to be gradually included to the existing production networks. Hence,

it is of utmost importance that these networks operate smoothly with the existing networks.

4.7 Conclusions

In this chapter, we presented the HetNet cloud model that implements virtual wireless networks

atop shared substrate of physical infrastructures. We have used a northbound API for building

modular network applications, like virtualization, traffic offloading and load balancing, and

compose them together to achieve complex network functionalities, e.g. service differentiation

in virtual hetnet wireless networks. Emulation results show that, the HetNet cloud can achieve



123

very low RTTD and high data throughput while ensuring service differentiation per user per

application basis. Critical technical challenges for realizing such a virtual network model have

also been discussed. Investigating the deployment challenges in NFV implementation in the

context of HetNet cloud is the subject of our ongoing research.





CHAPTER 5

DEPLOYMENT OF FULL DUPLEX MULTI-CELL SYSTEMS FOR DENSE URBAN
AND RURAL ENVIRONMENTS

5.1 Introduction

Cellular networks are subjected to an exploding increase in data traffic which can be largely at-

tributed to a plethora of data hungry smartphone applications. Cellular data traffic is predicted

to increase by as much as 11 fold during the time period form 2013 to 2018 (Cisco, 2014). Due

to this surging traffic demand with accompanied existing spectrum scarcity, cellular operators

are looking for a transmission solution with improved and sustainable spectrum efficiency. In

such a scenario, a full duplex (FD) system can provide a promising solution with its ability to

almost double the network capacity by using the same frequency channel simultaneously for

both uplink (UL) and downlink (DL) transmissions.

In a traditional system, a radio transceiver typically operate in half duplex (HD) mode, i.e.,

it either transmits or receives at any particular time epoch or frequency but it can not transmit

and receive at the same time in the same frequency. Radio transmission is done either using

time division duplex (TDD) or frequency division duplex (FDD) mode where transmission and

reception take place at separate time slots or frequencies. In the TDD case, the transmitter

(Tx) and the receiver (Rx) of a radio transceiver operate in the same frequency but uses dif-

ferent time slots. Whereas in the FDD case, the Tx and the Rx can operate simultaneously

but in separate frequency channels. The major impediment for the bidirectional communica-

tion of a transceiver is the leakage power from the Tx to the Rx which is referred to as self

interference (SI). The transmission power is almost a million time stronger than the received

power which make the decoding of the received signal very difficult if not impossible. Hence,

to make bidirectional transmission and reception possible i.e., to enable a FD communication,

it is imperative to reduce the SI to a level where decoding of the received signal is possible

(Hong and et al., 2014).
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In recent time, significant progress has been made to reduce the SI to a great extent by a

combination analog and digital cancellation techniques. Such techniques reduce the SI to such

lower values that decoding of the weak received signals become possible. SI cancellation using

multiple antennas was studied in (Bliss and et al., 2007), (Choi and et al., 2010), (Khandani,

2010), (Haneda and et al., 2010) where SI is cancelled taking advantage of antenna position

and directionality. Studies on single antenna system (Knox, 2012), (Bharadia and et al., 2013)

show significant suppression of SI where (Bharadia and et al., 2013) has reported to cancel SI

by as much as 110 dB. Duarte et al. (Duarte and et al., 2014) has reported to cancel SI from 70

dB to 100 dB for multi antenna systems. In their implementation two antennas were used in

each FD node. Jain et al. (Jain and et al., 2011) showed that a 73 dB cancellation is achieved

by using signal inversion and digital cancellation for a 10 MHz OFDMA signal. To enable

FD communication at the link-level, reducing SI is sufficient but for FD communication in a

cellular level, additional interference components need to be removed.

5.1.1 FD single cell deployment

Fig. 5.1 shows a single cell TDD deployment for HD and FD systems. In the HD case (the

figure at the left), there is no DL-to-UL or UL-to-DL interference because DL and UL trans-

missions take place in different time slots. But for the FD case (the figure at the right), the

UL transmission from UE1 suffers from the SI, ISI from the transmission radio chain of the

BS. The UL user UE1 also generates Ul-to-DL interference, IUD to the DL user UE2. For this

reason, in addition to sufficient self interference cancellation (SIC), careful user selection in

both UL and DL directions is important for co-channel FD operation in a cell (Goyal and et al.,

2014). Di et al. (B.Di and et al., 2014) used a resource allocation method using matching

theory for subcarrier allocation among transmitting and receiving nodes in a single cell FD

system. A comparison of multi-antenna FD capacity was done against a HD MIMO system in

(Barghi and et al., 2012). It was shown that under certain conditions the FD system gain can

exceed the MIMO gain. A method dividing the cell interference regions into different segments
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and allocating frequency resources to the segments was proposed in (Shao and et al., 2014).

Modification of CSMA/CA MAC protocols for FD operation was proposed in (Sahai and et al.,

2011) (Sing and et al., 2011). The lack of synchronization in UL and DL transmissions in a FD

multi-cell system gives rise to even more complicated interference scenario. In the following

subsection we analyze the interference in a FD multi-cell system.

5.1.2 FD multi-cell deployment

Figure 5.1 HD and FD single cell scenarios

Interference patterns in a multi-cell scenario for a HD and a FD TDD deployment are shown

in Fig. 5.2. In a HD implementation, the transmission in the UL and the DL are aligned which

means that all the BSs transmit in the DL at the same subframe and receives transmissions

from their connected users in the UL at the same subframe. Hence, the possible sources of

interference are: UL-to-UL interference and DL-to-DL interference. This is illustrated in Fig.

5.2a where UE11 and UE12 are connected to BS1 and UE21 and UE22 are connected to BS2.

During the DL transmission, BS1 transmits to UE12 and causes interference IDD to the UE22.

Similarly, in the UL transmission subframe, the cell edge user UE21 sends its signal to BS2

and in doing so it creates interfering signal IUU to the uplink transmission of the neighboring

cell user UE11.
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The interference scenario becomes much more complicated for the FD system. The possible

source of interference in a FD miulti-cell deployment are:

• self interference (SI) between the Tx and Rx chain of a BS, ISI;

• inter-cell UL-to-UL interference IUU ;

• inter-cell and intra-cell UL-to-DL interference IUD;

• the DL-to-UL interference IDU among neighboring BSs;

• inter-cell DL-to-DL interference IDD.

Fig. 5.2b depicts these FD interferences for same BS and UE setting as in Fig. 5.2a. Here,

we can see that both BSs generate SI ISI between their Tx and Rx chains. BS1 generates DL-

to-DL interference, IDD to user UE22 and DL-to-UL interference IDU to BS2. UE21 generates

inter-cell UL-to-UL interference IUU to UE11. It also generates intra-cell and inter-cell UL-

to-DL interferences IUD2 and IUD1 to UE22 and UE12, respectively. So, it can be seen that a

complex array of interference occurs in a multi-cell FD deployment and cancelling only the

SI is not enough to harvest the promising gain of FD system (Sabharwal and et al., 2014),

(Sultan and et al., 2015) and this will be evident in our analysis and obtained results in the

subsequent sections.

Research in FD multi-cell systems has gained more traction in recent time (Huawei, 2015),

(Chung and et al., 2015). The DUPLO (DUPLO, 2012) project is investigating the FD sys-

tem for cellular small cell deployment; a joint UL-DL beamforming was designed for single

cell deployment in (Nguyen and et al., 2014). In (Shen and et al., 2013) a scheduling algo-

rithm for multi-cell deployment is proposed that selects UEs in UL and DL directions. The

algorithm assumes fixed transmission power in the UL and the DL and it ignores the interfer-

ences among BSs and among the UEs. The results obtained from such assumptions do not give

insight to the real deployment scenarios and inter-cell and inter-UE interferences are in fact
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a) HD scenario

b) FD scenario

Figure 5.2 HD and FD multi-cell scenarios

significant sources of performance degradation which will be evident from the results shown

in this chapter. In (Choi and et al., 2013), a FD multi-cell system has been analyzed employ-

ing UE selection and fixed UL and DL transmission powers. They have proposed to handle

interference among BSs by null forming in the elevation angle of the BS antennas. Simeone et

al. (SImeone and et al., 2014) proposes an analytical model for calculating achievable rate in

a FD cloud radio access network (C-RAN) model. A user selection algorithm for a FD system

was proposed in (H.H.Choi, 2014) where total cancellation of interference among BSs was

assumed. While it would be ideal to totally cancel inter-BS interference, in a practical system

deployment it is not possible to have perfect inter-BS interference cancellation. Goyal and et al
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(Goyal and et al., 2013) presents a FD multi-cell system assuming full cancellation of SI with

significant performance gain in FD DL. But expecting full cancellation of SI is way beyond

the current state of the art which provides a SI cancellation of 110 dB. Spectral efficiency for a

small cell FD system is provided in (Alves and et al., 2014), the authors consider that both the

BSs and the UEs are FD capable.

The aforementioned works give interesting insights on FD multi-cell system performance. But

the inference drawn from them does not properly reflect the practical FD deployment scenario

due to various simplified assumptions. While some of the works assumed perfect SI cancella-

tion, some ignored inter-BS and inter-UE interferences which are very critical in FD systems

particularly for dense deployment scenarios. Moreover, interference dynamics of FD multi-tier

cellular networks are also not captured from such simplified models. In this chapter, we take

a more practical approach to analyze FD multi-cell networks where we consider all possible

interference that might occur in such networks. For this reason, we consider the well accepted

dense urban model of Madrid city (Agyapong and et al., 2013) for analyzing a multi-cell multi-

tier FD network that consists of macro and pico base stations (BSs). We also investigate the

FD network performance for a single-tier homogeneous deployment of macro BSs in a rural

environment. This chapter claims the following contributions:

• identification the critical challenges for real world deployment of multi-cell single-tier and

multi-tier FD networks;

• analysis of the FD performance trade-offs for a dense urban multi-tier cellular network. We

have used the Madrid grid model proposed by METIS project (Agyapong and et al., 2013)

that consists of macro and pico cells;

• analysis of the impact of co-located BS interference in FD performance for a single-tier

homogeneous network deployment that consists of macro cells;
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• proposal for joint intelligent user selection and power control algorithms for C-RAN and

distributed RAN (D-RAN) deployments for the considered scenarios that enables reaping

the gain that FD promises.

The rest of the chapter is organized as follows: in Section 5.2 we analyze the power control

mechanisms and provide user selection and scheduling algorithms for FD networks for a C-

RAN as well as a D-RAN deployment. System model for Madrid grid deployment and FD

performance analysis results are provided in Section 5.3. In Section 5.4, system model and FD

performance analysis for a single-tier heterogeneous network are provided. Finally, concluding

remarks and potential future research directions are presented in Section 5.5.

5.2 User selection and scheduling

The throughput gain in a FD system depends on couple of networking settings e.g., distance

among BSs, user distribution, mobility, channel propagation condition, DL & UL transmission

power levels, etc. For this reason, a FD system should work opportunistically, i.e., when the

network condition is favorable a BS should operate in FD mode and in case of an unfavorable

condition, the BS should switch back to HD mode. Hence, the operating mode of the FD system

can be attributed to a hybrid FD mode rather than a pure FD mode. In our analysis, we have

assumed the BSs are FD capable while the user equipment (UEs) operate in HD mode. In this

chapter, we have used proportional fair centralized and distributed schedulers that maximize

the geometric mean (i.e., the exponential sum log throughput) of the scheduled users at any

given time slot. The advantage of using the geometric mean as the scheduling metric is that

besides ensuring maximum throughput gain it also tries to achieve fairness when scheduling

users. The scheduler employs proportional fair schedule and pair mechanism for scheduling

users. First it randomly selects a user then it schedules a second user such that the geometric

mean of users’ rate is higher than it was for the single user. In a similar fashion it continues to
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schedule the next user and so on. The scheduler objective function can be defined as

max
( N

∑
n=1

Un

∑
u=1

[log(RDL
n,u)(t)+ log(RUL

n,u)(t)]
)

(5.1)

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

PDL
n,u (t) = PDL,max

n ,when a BS has user

PDL
n,u (t) = 0,when a BS has no user

PUL
u,n (t) = PUL,max

u ,when a user is scheduled

PUL
u,n (t) = 0,when a user is not scheduled

RDL
n,u(t)×RUL

n,u(t) = 0,n = {1,2, ...,N}

(5.2)

where N is the number of BSs, Un is the number of scheduled users in serving cell (i.e., BS)

n, RDL
n,u(t) and RUL

n,u are the average DL and UL data rates, respectively, for user u at the serving

cell n at time slot t and 1 ≤ u ≤ Un. The first four constraints enforce power control scheme

for BSs and UEs. A binary power control scheme has been employed where a BS is active

(and transmits at full power PDL,max
n ) if it has any user connected to it otherwise it is switched

off. Similarly, if a UE is scheduled at a certain time period it transmits at full power PUL,max
u

otherwise it is switched off. The fifth constraint enforces the half-duplex mode of operation for

the UEs, i.e., at any given time slot t, they can either transmit to the BS they are attached to or

receive transmission from the BS but not do the both simultaneously.

The instantaneous DL rate of a user can be expressed as

RDL
n,u(t) = log2

(
1+SNIRDL

n,u(t)
)

= log2

⎛
⎝1+

PDL
n (t)HDL

n,u (t)

σ2 +∑N
i=1,i�=n PDL

i (t)HDL
i,u (t)+∑N

i=1 ∑
Ui j
j=1, j �=u PUL

j (t)HUL
j,u (t)

⎞
⎠ (5.3)

where the nominator of the SNIR, SNIRDL
n,u(t) consists of the DL transmission power of the

BS n,PDL
n (t) and the DL channel gain HDL

n,u (t) between the BS n and the DL user u; the de-

nominator of the SNIRDL
n,u(t) composes of the noise power σ2, iner-cell interference from the

neighboring BSs, ∑N
i=1,i�=n PDL

i (t)HDL
i,u (t) and the interference from the other users in the sys-
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tem, ∑N
i=1 ∑

Ui j
j=1, j �=u PUL

j (t)HUL
j,u (t).

Similarly, the instantaneous UL rate of a user can be expressed as

RUL
n,u(t) = log2

(
1+SNIRUL

n,u(t)
)

= log2

⎛
⎝1+

PUL
n,u (t)H

UL
n,u (t)

σ2 +PDL
n (t)g+∑N

i=1,i�=n PDL
i (t)HDL

i,u (t)+∑N
j=1 ∑

Ui j
j=1, j �=u PUL

j (t)HUL
j,u (t)

⎞
⎠

(5.4)

where the nominator of the SNIR, SNIRUL
n,u(t) consists of the UL transmission power of the

users and the channel gain between the user u and the BS n; in the denominator, the first term

is the noise power, the second term is the self interference, i.e., the product of the BS’s DL

power and the self interference cancellation (SIC) gain g, the third term is the inter cell inter-

ference among the neighboring BSs and the last term is the UL interference power from the

neighboring users.

The goal of the scheduler is to select UEs in UL and DL directions in a way so that the utility

in equation (5.1) is maximized. First, it schedules a user (either in UL or in DL) that has the

highest utility value. Then it tries to schedule another user such that the achieved utility is

larger than it was in the previous step when the first user was scheduled. And it continues to

schedule more users until the achieved system utility increases compared to the previous step.

The scheduler stops to schedule users once the system utility decreases after scheduling a new

user.

5.2.1 Selecting users

The goal of the user selection process is to select users in an optimal manner such that it max-

imizes the system performance. In the HD case, as the DL transmission nodes (i.e., the BSs)

have known locations, it is possible to accurately compute the interference from neighboring

BSs. Hence, it is convenient to estimate the channel gains with respect to the neighboring BSs

for each DL UE. And this does not require the information regarding the scheduling decision
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of the neighboring BSs. For this reason, it is possible to make optimal UE selection decision in

the DL. On the contrary, for the UL scheduling case, interference from the neighboring cells is

not possible to compute unless the scheduling decisions of the cells are available. For the FD

case, as the DL and UL take place simultaneously it is not possible to optimally compute the

channel gains in either directions without complete scheduling information of the neighbor-

ing BSs. We have implemented two different scheduling algorithms: a centralized scheduler

that has global channel state information and a distributed scheduler at each BS that only has

the local channel information of its own cell. The scheduling algorithms are described in the

following subsections.

5.2.2 Centralized Scheduling

In a C-RAN case, a centralized scheduler can have a global view of the system i.e., it has

information about the user distribution, BS power levels, channel information, etc. Thus this

centralized scheduler is able to schedule users intelligently to favor FD modes for the BSs

which will increase the overall system throughput. The algorithm 5.1 shows the steps followed

in the user selection process by a centralized scheduler.

In each scheduling epoch, the vector B contains all the active BSs in the network, the vector

W is the weight vector having the size of the number of active users which is initialized to

1. A matrix φ is used that will contain the ids of the scheduled users in different scheduling

epoch. The scheduler schedules a user either in the UL or in the DL direction depending on the

weighted sum rate maximization of the scheduled users. The weight vector W is updated in a

way that make sure all the active users are scheduled either in the UL or in the DL direction

(Line 7). For each BS, the algorithm finds a DL/UL user (say φ(i)) that has the highest metric

calculated by GetMetric() (Line 11), the metric calculation is given in algorithm 5.3. In the

very first iteration this selected user is the first scheduled user, hence its metric is assigned

as the maximum metric (Line 16). Then the user is added in the scheduled user list and its

associated weight is updated such that in the next scheduling iteration it is not selected again

(Line 17 to Line 18). In the next iteration, the scheduler runs through all the BSs, and for each
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Algorithm 5.1 User Selection: Centralized Scheduling

1: B ←{1,2,3, ...,NB}
2: W ← 1, weight vector initialized to 1

3: μ ← constant

4: ν ← constant

5: φ ← {φ(t1),φ(t2), .....,φ(tT )}
6: Mmax ← 0

7: while W > μ do
8: for b ← B(1) to B(NB) do
9: for p ← { u,d} do

10: for k ← 1 to Kp do
11: M(k)← GetMetric(k,W )

12: { φ(i),M(b)}← { arg maxdε{u,d} M }

13: if M(b) ≤ Mmax then
14: break

15: if M(b) >Mmax then
16: Mmax ← M(b)
17: φ(ti)← φk(i)
18: W (k)←W (k)/ν , update the weight so that the user is not sched-

uled in the next iteration

unscheduled user, it calculates the metric for that user and the user scheduled in the previous

scheduling epoch. If the new metric (M(b)) is higher than the highest metric in the last run

(Mmax), the new user is selected and included in the schedule list φ(ti). The corresponding

weight of the newly selected user is updated (Line 16 to Line 18) and the whole process runs

again until all the users are scheduled. This gives a bunch of schedules of users.

5.2.3 Distributed scheduling

Algorithm 5.2 shows the distributed scheduling algorithm where each BS individually takes

the scheduling decision of the UEs connected to it without being concerned of the neighboring

BSs. The scheduling is run for a number of transmit time intervals T T Itar. Like the centralized

scheduling case a weight vector W is initialized to ensure all the users are scheduled. The av-

erage user rate Ravg
Φ is initialized to a arbitrary small value that is used to update the W in each

TTI. At each TTI, each BS schedules users either in the UL or the DL direction from all the
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Algorithm 5.2 User Selection: Distributed Scheduling

1: W ← 1; weight vector initialized to 1

2: ν ← 0.95

3: Ravg
Φ ← Rth

4: for T T I ← 1 to T T Itar do
5: Φ ←{φ(1),φ(2), ...,φ(B)}
6: for bs ← 1 to N(B) do
7: Wbs ←W (UEs of bs)
8: Mbs

max ← 0

9: for p ← { u,d} do
10: for k ← 1 to Kbs

p do
11: Mbs(k)← GetMetric(k,Wbs)

12: { φ(bs),M(b)}← { arg maxdε{u,d} Mbs }

13: if M(b) ≤ Mbs
max then

14: break

15: else
16: Mbs

max ← M(b)
17: Φ(bs)← Φ(bs)+φ(bs)
18: RΦ = GetRate(Φ)
19: Ravg

Φ = Ravg
Φ ν +(1−ν)RΦ

20: W = 1/Ravg
Φ

21: R f inal = Ravg
Φ /T T Itar

users connected to it. φ (Line 18) contains the scheduled users of all the BSs for that particular

TTI. A weighted sum rate maximization technique is used to select a certain group of users

for transmission. For each BS, the UEs connected to the BS are scheduled based on the max-

imization of the metric (sum of their weighted achievable rate) (Line 7 to 17). Depending on

the metric maximization, a BS can at most schedule two users, one in the UL and the other in

the DL or it will schedule only one UE either in the UL or in the DL direction. After iteration

over one BS, the scheduled users for a particular BS φ(bs), is added to the global schedule list

Φ (Line 17). Once, the UEs for all the BSs are scheduled for a particular TTI, their achievable

rate RΦ is calculated from the GetRate(Φ) function (Line 18). The average UEs’ rate is then

updated using a sliding window method with a window value of ν (Line 19). The weight vector

is then updated as inverse proportional of the UEs’ rate, this is to make sure that the UEs that

were not scheduled at the current TTI get higher priority to be scheduled in the subsequent one.
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At the end, the final UEs’ rate is the average rate over all the TTIs (Line 21).

Calculation of users’ metric in a certain scheduling instant is shown in algorithm 5.3. A chan-

nel matrix consisting of channel information from all the transmitters (i.e., the active cells and

users) to all the receivers (i.e., the active cells and users) is calculated (Line 3). Then for each

user, channels are calculated from all the transmitters to it (Line 7). This encompasses all

the interfering signals i.e., for a UL user, interference from the neighboring BSs, interference

from intra-cell and inter-cell UL users. For a DL user the interference signal encompasses

DL signals from neighboring BSs, UL signals from intra-cell and inter-cell users. Then the

user rate is calculated from the signal-to-noise-and-interference-ratio (SNIR) (Line 9 to 10).

Finally, the metric for the scheduled users are calculated by multiplying the users’ rate with

their corresponding weights (Line 12 ).

Algorithm 5.3 GetMetric(active users, W)

1: Stx ← Set of active transmitters

2: Stx ← Set of active receivers

3: H(SRx,Stx)← Channel matrix for all Tx and Rx

4: N ← Noise power

5: for Rx ← SRx do
6: hRx ← (Rx,ST x(T xRx))
7: hRx−int ← H(SRx(Rx),ST x)
8: RRx−int ← hRx−inth

′
Rx−int

9: SIR ← hRxh
′
Rx/RRx−int

10: SNIR ← SIR/N
11: RRx ← min(log2(1+SNIR),6)
12: metric ← ∑(RrxW )

System-Level Performance Analysis of a Multi-Cell Full Duplex System

We have studied two different cellular deployment scenarios: one is a dense urban multi-cell

heterogeneous network and the other is a multi-cell homogeneous network. For the dense urban

model we have studied the Madrid grid model developed by the Metis (Agyapong and et al.,
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2013) project that consists of macro and pico cells. For the homogeneous model, we have

considered a hexagonal grid of cellular cells consisting of macro BSs.

5.3 Dense Urban Model: Madrid Grid (MG)

The urban environment of the Madrid grid model is shown in Fig. 5.3 (Agyapong and et al.,

2013). The building layout of the grid can be seen in Fig 5.3a, it consists of building (with

entrances) that has different dimension and heights, roads, bus stops, park, side walk and cross-

ing lanes. This model captures the typical propagation environment of a modern city. Fig 5.3b

shows the layout of the buildings with BS placements. In this model each macro BS has three

sectors and there are 12 pico BSs per macro BS. The red arrow shows the locations of the

macro antennas and the orange dots represents the pico BS locations. The antenna radiation

pattern of the macro and pico BSs are shown in Fig. 5.4. It can be observed that the radiation

beam of antenna-1 of the macro BS (Fig 5.4a) is very wide, this is because there is an open

ground in front of the antenna-1 (between buildings 5 and 6 in Fig 5.3b). For this reason, the

antenna beam propagates without any obstacle. But the antenna-2 and antenna-3 are placed

at the intersection of roads that are surrounded by buildings (cf. at building 6 in Fig. 5.3b),

hence their radiation beams are quite narrow (cf. Fig. 5.4b and Fig. 5.4c). Fig. 5.4d shows the

radiation of pattern of a pico antenna. The simulation parameters for the Madrid grid model is

listed in Table 5.1.

Table 5.1 Simulation parameters for MG model

Parameter Value Unit
Sector/Macro 3 -

Number of Picos/Macro BS 12 -

Maximum Macro BS power 43 dBm

Maximum Pico BS power 24 dBm

Maximum UE power 23 dBm

Thermal noise density -174 dBm/Hz

Transmission mode SISO -

LENOVO
Stamp
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a) Building layout b) Grid layout

Figure 5.3 Madrid grid model layout

5.3.1 Result analysis

The propagation model for the Madrid grid considers channels between BS to UE, BS to BS

as well as the UE to UE. The model also considers outdoor-to-indoor and indoor-to-outdoor

propagation. It also considers the fully indoor propagation basically for indoor UE-to-UE chan-

nel. In the simulation, UEs were dropped in the considered simulation area on an average 10

UEs/BS. The UEs connect to a BS depending on the maximum received signal strength (i.e.,

encountered lower pathloss). The UEs then were scheduled for transmission by the sched-

uler(s).

For the centralized scheduling case, the scheduler selected users belonging to the active cells

(i.e., the BSs that have connected users) based on their achievable data rate. For the HD case,

one user per active cell is selected. For the FD case, for each active cell, the scheduler sched-

ules a user for transmission either in the UL or in the DL. Based on algorithm 5.1 it schedules

another user in the opposite direction. It should be noted that, if the inclusion of a user is not

favorable to the resulting system performance, the scheduler might schedule only one user ei-

ther in the UL or in the DL or it might not schedule any user at all for that particular scheduling
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Figure 5.4 Madrid grid: antenna radiation pattern for Macro and Pico BSs

epoch. Hence, some of the FD BSs might fall back to the default HD operating mode.

For the distributed scheduling case, each BS makes its own scheduling decision regarding

its connected user without being concerned about the scheduling decision of its neighboring

BSs. Like the centralized scheduling case, for the HD system, each BS assigns a user either in

the UL or in the DL. For the FD system, each BS schedules one user at the UL and the other at

the DL as long as its cell metric increases. Otherwise, it might schedule only one user at any

direction. To investigate the impact of SIC in FD system performance, a range of SIC value is

used. Three different interference cancellation modes have been studied: a) the case when only

SI is canceled by SIC value, b) the case when in addition to the SIC an inter BS interference

cancellation IBIC similar to the SIC is employed and c) the case when a SIC and a fixed IBIC
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of 30 dB is used. In the following subsections, we observe the impact of SIC and IBIC on

achievable user rate and network fairness.

5.3.1.1 User rate vs. SIC

Fig. 5.5 shows the geometric mean of user rate against various SIC values for different interfer-

ence cancellation scenarios. The centralized scheduling cases have been drawn in solid lines

whereas distributed scheduling cases are drawn using dashed line. For all of the centralized

and distributed scheduling plots the same approach has been adopted. It is evident from the

figure that the centralized scheduling has much better performance in terms of achievable user

rate than the distributed scheduling. This is intuitive because the centralized scheduler has a

global view of the network and hence, can better schedule the users that minimizes the system

interference level thereby increasing the achievable user rate.

For the centralized scheduling case, FD has better performance than the TDD. When only

SIC is applied (the green solid line), the system performance is unaffected up until SIC = 82

dB, after that it increases gradually with increasing SIC and saturates when SIC = 160 dB.

This shows that increasing the SIC after a certain threshold value does not provide much per-

formance gain. In fact, when only SIC is applied, and after SIC = 140 dB, no significant

performance improvement is observed. It is interesting to note that applying a constant inter

BS IBIC of 30 dB (the red solid line) gives a significant performance boost of almost 50%.

Again until the SIC = 82 dB, the system performance remains constant after that it starts to

increase and saturates at around 160 dB. Now, to observe the impact of IBIC, the interference

among BSs is canceled by the same amount as the SIC (the solid blue line). It is interesting to

note that, for lower SIC, the system performance increases almost linearly with the IBIC until

IBIC = 48 dB, after that the performance gain is independent of the IBIC and it picks up again

after SIC = 80 dB with increase in the SIC and saturates at SIC = 160 dB. This shows that, IBIC

is very significant for performance improvement in a centralized (i.e., a C-RAN) FD system

and applying a constant IBIC (e.g., 30 dB) is sufficient to achieve a considerable performance
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gain.

For the distributed scheduling case (the dashed lines), the FD with only SIC (the green dashed
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Figure 5.5 Madrid grid model: user rate vs. SIC for HD and FD

systems (centralized and distributed scheduling)

line) performs worse than the TDD. There is a performance degradation of almost 68%. If a

constant IBIC of 30 dB is applied the performance of the system improves, a throughput gain

of 20% is observed when only IBIC = 30 dB is applied and SIC = 0 dB. An almost 65% in-

crease in system performance is achieved when SIC = 148 dB and IBIC = 30 dB. Increasing

the IBIC to an arbitrary amount (dashed blue line) does not provide much performance gain

than the fixed IBIC of 30 dB. So, it is clear that for the distributed scheduling case (i.e., a D-

RAN), applying only SIC while not doing any IBIC actually degrades the system performance.

A certain amount of IBIC (e.g., 30 dB) is needed to observe any reasonable FD performance

gain.

Fig. 5.6 shows the CDF of user rate for the centralized and distributed scheduling cases when
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only SIC is applied. Three different SIC values (0, 80 and 120 dB) are used. An SIC = 80 dB

does not give much performance gain than SIC = 0dB. Gain in user rate is seen when SIC =

120dB, this shows that a certain threshold of SIC is required to achieve FD gain. It is inter-

esting to note that, while the centralized scheduling favors the low rate users which is 70% -

90 % of the users, the distributed scheduling favors the high data rate users. The reason is, as

the centralized scheduler has global information about the channel state of all the users it can

schedule them intelligently to ensure fairness among them. On the other hand, the distributed

scheduler in each BS tries to schedule users connected to it in a greedy fashion in order to max-

imize its cell throughput which might eventually generate more interference to the neighboring

BSs, hence, decreasing the overall system performance.

Fig. 5.7 shows the CDF of users when an additional IBIC of 30 dB is applied. It is clear

from the figure that the IBIC increases the performance of the centralized scheduling by a con-

siderable margin. The IBIC boosts the system performance for higher SIC values. A 44% gain

in user can be used for in 70% of the user when and SIC = 120 dB, IBIC = 30 dB compared to

when only SIC = 120 dB is applied.
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Figure 5.6 Madrid grid model: CDF of user rate when only SIC

is employed
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5.3.1.2 System throughput vs. fairness

To study the compromise between system throughput and fairness we analyze the sum through-

put (ST) against the Jain’s Fairness Index (JFI) for centralized and distributed scheduling. To

explain the JFI in brief, say for example, the data rates for n users are r1,r2,r3, ...,rn. Then the

JFI of the rates can be expressed as

J(r1,r2,r3, ...,rn) =
(∑n

i=1 ri)
2

n∑n
i=1 r2

i
(5.5)

where ri is the data rate for the i-th user. Table 5.2 lists the throughput vs. JFI performance

for the TDD as well as the FD with different cancellation modes. Fig. 5.8 presents a visual

representation of the data in the table. It can be observed that while the achieved ST level is

similar in both scheduling cases, the centralized scheduling case provides a significant gain in

system fairness. Now let us have a closer look at the ST vs. JFI performance of the scheduling

models individually.

Fig. 5.9 shows the ST vs. JFI performance for centralized scheduling case. It can be seen

that the FD baseline (when SIC = 0 dB and IBIC = 0 dB) has 6% throughput gain over the
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TDD. Applying a IBIC = 30 dB increases the throughput gain by 31.5% while increasing the

JFI by a considerable amount. It is to be noted that increasing the SIC to 80 dB does not

provide any significant throughput gain. But increasing the SIC to 120 dB provides a further

throughput gain of 29.5% with a slight increase in JFI. The FD system with SIC = 120 dB and

IBIC = 30 dB provides a ST gain of 81% over the TDD.

For the distributed scheduling case (c.f. Fig. 5.10), the FD baseline performance degrades

Table 5.2 Madrid grid: JFI vs. sum throughput

System Centralized Distributed
JFI ST [bps/Hz] JFI ST [bps/Hz]

TDD 0.6024 33.9828 0.1460 47.2619

FD (SIC only)

0 0.6374 36.1019 0.1213 47.2633

80 0.6286 36.4626 0.1185 45.5573

120 0.5700 46.1049 0.1560 62.6313

FD (SIC + IBIC = 30 dB)

0 0.7312 47.4588 0.1372 41.0425

80 0.7293 47.5508 0.1347 40.1900

120 0.6619 61.4693 0.1855 61.6282

in fairness while the ST level is almost the same. Increasing the SIC to 120 dB provides a

gain of 32% while increasing system fairness at the same time. When an additional IBIC = 30

dB is applied the JFI increases significantly with a slight decrease in ST level. The reason is,

with additional IBIC each BS observes a better channel condition to its UEs and thus greedily

schedules its user to maximize the cell throughput. When some of the BSs schedule users at

the cell edge, they generate increased interference to their neighbors and as a result the network

performance degrades.

5.3.1.3 Node activity

The implemented FD system is a rather hybrid-FD system where BSs operate in FD mode

opportunistically when the channel conditions are favorable for FD operation. It would be

interesting to see what percentage of transmission frames operate in FD mode. Fig. 5.11
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shows the percentage of frames with FD nodes against the SIC values. It is observed that more

frames operate in FD mode as the SIC increases. When SIC = 82 dB and inter-BS interference

is canceled by 30 dB, almost 50 % of the transmission frames operate in FD mode and almost
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90 % of the frames are in FD mode when SIC = 110 dB. It is interesting to note that, even when

SI is canceled the FD percentage of frames is quite high.
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5.4 Hexagonal grid (HG) model

To study the FD performance for macro-only deployment, we have simulated the hexagonal

grid model shown in Fig. 5.12. It consists of 19 macro BSs each having 3 antennas, hence,

there is a total of 57 cells in the grid. Each BS is 500 meters apart and the antenna radiation

pattern has been considered to be symmetric about the boresight. The simulation parameters

are listed in Table-5.4. It is important to note that unlike the Madrid grid model the antennas of

the macro BSs are co-located and hence, do not have signal isolation due to antenna placement.

For this reason, it is critically important to cancel the interference among co-located antennas of

the BSs in order to operate the BSs in FD mode. The impact of the co-located BS interference

will be more clear from the result analysis in this section. The pathloss from BS to UE was

calculated according to equation (5.6).

PLBS2UE = 15.3+37.6log10(DBS2UE)+Sσ (5.6)

where DBS2UE is the distance between the BS and the UE and Sσ is the shadowing correlation

which is expressed as Sσ = σx, here σ is the shadowing coefficient and x is a random variation.

To calculate the interference among the BSs, we used the pathloss between macro BSs in the

Madrid grid model using curve fitting as shown in Fig. 5.13. The resulting macro-to-macro

pathloss formulation is

PLBS2BS =−37DBS2BS −44+12.1835ε (5.7)

where DBS2BS is the distance among neighboring BSs and ε introduces a random variation to

the pathloss. As mentioned earlier, in FD systems, UE-to-UE interference is also a significant

source of performance degradation. To calculate the interference among neighboring UEs we

have used the Winner II channel model (Kyösti, 2007). As shown in equation (5.8) three cases

have been considered, when the distance between the UEs d <5 m they are considered to be

in line of sight (LOS). When the distance between two user 5 m <d <100 m, the users are

considered to be in non line of sight (NLOS). Finally, if the distance between two UEs, d >100



149

m we assume that their signals do not interfere with each other due to lower transmission power

of the users.

PLUE2UE =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

A1loslog10(d)+A2los +A3loslog10( fc/5)+ x+σlos, for d <5 m

A1nloslog10(d)+A2nlos +A3nloslog10( fc/5)+ x+σnlos, for 5 m <d <100 m

inf, for d >100 m
(5.8)

The parameter values are given in Table 5.3.

Table 5.3 UE to UE pathloss parameter

Parameter A1 A2 A3 fc [GHz] σ [dB]
LOS 18.7 46.8 20 2.4 3

NLOS 36.8 43.8 20 2.4 6
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Figure 5.12 Hexagonal grid model
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Table 5.4 Simulation parameter for HG

Parameter Value Unit
No. of macro BSs 19 -

Sectors/BS 3 -

Max. BS Tx power 43 dBm

Max. UE power 23 dBm

Thermal noise density -174 dBm/Hz

Shadowing loss 8 dB

BS noise figure 5 dB

UE noise figure 7 dB

BS antenna gain 15 dB

BS antenna height 32 meters

UE antenna height 1.5 meters
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Figure 5.13 Pathloss curve fitting from Madrid grid model

5.4.1 Result analysis

5.4.1.1 User rate vs. SIC

Fig. 5.14 shows the geometric mean of user rate vs. SIC performance when co-located BS

interference is canceled by 80 dB. It is evident that the centralized scheduling has much bet-

ter performance than the distributed scheduling. In case of the centralized scheduling, the FD
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system has a scheduling gain of 60% even without canceling any self interference. For only

cancelling the SIC case (green solid line), the achievable user rate is constant until SIC = 82

dB after that it increases gradually until SIC = 140 dB and then the gain is kept constant. This

signifies that there is a threshold value of SIC (around 80 dB) below which only scheduling

gain is visible and beyond this threshold value a gain due to increased SIC is observed. Adding

an extra IBIC = 30 dB (solid red line) improves the throughput gain by 9.5% for lower SIC

range (until SIC = 82 dB) and the gain increases up to 21% for larger range of SIC (>82 dB).

Increasing the IBIC (solid blue line) further improves the user rate and fairness.

For the distributed scheduling case (denoted by the dashed lines), FD system with only SIC

(dashed green line) has degraded performance than the TDD counterpart. Employing IBIC im-

proves the system performance (dashed red and green lines) after a certain SIC threshold (82

dB). Beyond that threshold, the FD system performance is inferior to the TDD system. Hence,

to achieve FD gain in distributed system, a certain SIC threshold as well as IBIC cancellation

are necessary.
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Figure 5.14 Hexagonal grid: geometric mean of user rate vs. SIC
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5.4.1.2 System throughput vs fairness

System throughput vs. JFI performance for centralized and distributed scheduling is presented

in Table 5.5 when co-located BS interference is canceled by 80 dB. The same performance

metric is presented in Table 5.6 when interference among co-located BSs is canceled by 120

dB. Fig. 5.17 represents a visual delineation of Table 5.5. It can be observed that the central-

ized scheduling provides much better fairness than the distributed scheduling for comparable

ST. It is to be noted that for higher SIC and IBIC (120, 30) the distributed scheduling provides

significant ST gain over the centralized scheduling but off course at the cost of huge reduction

in system fairness. In distributed scheduling case, each BS makes their scheduling decision

independent of the scheduling decisions of its neighbours. If a BS schedules a UE at its cell

edge, the DL transmission of the BS to the UE generates increased interference to its neigh-

bouring BSs which in turn, reduces the global throughput level. Next we have a closer look at

centralized and distributed scheduling performances individually.

Table 5.5 Hexagonal grid: JFI vs. sum throughput (co-located antenna

interference cancelled by 80 dB)

System Centralized Distributed
JFI ST [bps/Hz] JFI ST [bps/Hz]

TDD 0.5807 21.4512 0.0512 28.0169

FD (SIC only)

0 0.6094 30.3458 0.0582 31.2844

80 0.6024 30.7005 0.0646 26.7055

120 0.5590 34.0769 0.0622 43.8472

FD (SIC + IBIC = 30 dB)

0 0.6251 30.8768 0.0427 34.8174

80 0.6124 33.4717 0.0446 34.7253

120 0.5974 39.9093 0.0758 50.2231

Fig. 5.18 shows the JFI vs. ST for centralized scheduling. The points in the plots are identified

by 3-coordinates, the first one refers to the co-located BS interference cancellation, the second

one denotes the SIC and the third one represents IBIC. It is seen that, the FD base line (point
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Table 5.6 Hexagonal grid: JFI vs. sum throughput (co-located antenna

interference cancelled by 120 dB)

System Centralized Distributed
JFI ST [bps/Hz] JFI ST [bps/Hz]

TDD 0.5775 20.9743 0.0696 27.8332

FD (SIC only)

0 0.6784 33.3011 0.0715 25.2011

80 0.6617 33.9119 0.0761 25.1975

120 0.6697 41.0527 0.1143 33.2600

FD (SIC + IBIC = 30 dB)

0 0.6986 34.3173 0.0639 21.9808

80 0.6809 34.9447 0.0701 22.0570

120 0.6921 42.2761 0.1053 28.7944

(0,0,0)) has 32.4% loss in ST than the TDD though it has a higher JFI. Applying a co-located

BS interference cancellation of 80 dB increases the ST of the FD system by 2.11 fold. Addi-

tional gain in ST and JFI is observed by a IBIC of 30 dB. An SIC = 120 dB further increases

the ST gain by an additional 21.4%. A SIC = 120 dB and IBIC = 30 dB provides 86% FD gain

compared to the TDD case. Increasing the co-located BS interference cancellation to 120 dB

(the point (120,120,30)) further increases the ST and JFI gain.

The distributed scheduling performance for JFI vs. ST is shown if Fig. 5.19. It can be seen that

the FD baseline has a 12% loss in ST in addition to a decrease in JFI when compared to the

TDD case. Employing a co-located BS interference cancellation of 80 dB provides a ST gain

of 26.7%. A further 40% gain in ST is achieved from a SIC of 120 dB. The combined impact of

SIC = 120 dB and IBIC = 30 dB provides a ST gain of 79.3% with a significant improvement

in JFI when compared to the TDD case.

5.4.1.3 Node activity

Fig. 5.20 shows the percentage of FD frame with SIC when co-located BS interference is

canceled by 80 dB. It is observed that for low SIC (≤ 50 dB) the percentage of FD frame is

quite low (below 30%). If only SIC (green line) is applied, 50% of the frames operate in FD

mode when SIC = 100 dB. But as SIC is increased (≥ 130 dB) the FD frames does not increase



155

20 25 30 35 40 45 50 55
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Sum throughput [bps/Hz]

Ja
in

s 
fa

irn
es

s 
In

de
x

 

 
Centralized TDD
Distributed TDD
Centralized FD
Distributed FD

(0,30)

(80,30) (120,30)
(120,0)(0,0)

(0,0)

(80,0)

(80,30)
(0,30)

(120,0)

(120,30)
Centralized
TDD

Distributed
TDD

Coordinate: (X, Y)
X: SIE
Y: BS−to−BS intr. cancel

Figure 5.17 Hexagonal grid: centralized and distributed scheduling sum

throughput vs. JFI

10 15 20 25 30 35 40 45
0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

Sum throughput [bps/Hz]

Ja
in

s 
fa

irn
es

s 
In

de
x

 

 
Centralized TDD
Centralized FD no co−loc BS intr. cancel
Centralized FD with 80 dB co−loc BS intr. cancel
Centralized FD with 120 co−loc intr. cancel

(0,0,0)

TDD

(80,0,0)

(80,0,30)

(120,120,30)

Throughput and
fairness trade−off

(80,80,0)

(80,120,30)

(80,120,0)

FD base line

Throughput and
fairness trade−off

Throughput and
fairness trade−off

Increase in throughput and
fairness for higher co−loc intr. cancel

x2.11 gain from co−loc BS
intr. cacl.  by 80 dB (no SIE)

86% FD gain compared to the TDD (i.e., HD)

a loss of 32.4% from
uncoordinated FD

(80,80,30)

Coordinate: (X, Y, Z)
X: Co−loc BS intr. cancel
Y:SIE
Z: BS−to−BS intr. cancel

Figure 5.18 Hexagonal grid: centralized scheduling sum

throughput vs. JFI

beyond 70%. The reason is though SI is canceled by the high SIC values, the interference from

co-located BSs acts as the bottleneck for further increase in FD operation. When additional
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inter-BS interference cancellation of 30 dB is applied, the FD frame percentage grows to as

much as 90%.

5.5 Conclusions

In this chapter, multi-cell performance of FD cellular systems has been investigated. Two

deployment scenarios have been considered, namely a dense urban multi-tier network with

macro & pico BSs and a homogeneous multi-cell network consisting of only macro BSs. The

deployments are investigated for both C-RAN and traditional D-RAN models. Considering FD

BSs and HD UEs, scheduling algorithms are presented that use joint user selection and binary

power control mechanisms. It is observed that for successful implementation of a FD network,

BSs need to be aware regarding the scheduling and power control decision of the neighboring

BSs. For this reason, in each of the investigated network models the centralized scheduling

model has much better performance than the distributed scheduling model.
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Figure 5.20 Hexagonal grid model: FD node activity

For the multi-tier dense urban model, canceling inter BS interference is very significant. For

the centralized scheduling case, only employing a SIC = 120 dB gives a throughput gain of

28% whereas adding an additional 30 dB inter-BS interference can give a throughput gain of

81%. The distributed scheduling case gives a FD throughput gain of 32%, an additional IBIC

though does not give much throughput gain but improves the network fairness performance.

For the single tier macro-only deployment, cancellation of interference among co-located BS

is crucial. For the centralized scheduling case, removing co-located BS interference by 80 dB

results in 2.11 fold increases in system throughput. Adding an additional SIC of 120 dB and

IBIC of 30 dB gives a throughput gain of 81% compared to the HD counterpart. Increasing the

co-located BS interference cancellation to 120 dB provides a further improvement in both sys-

tem throughput and fairness. For the distributed scheduling case, a throughput gain of 79.3%

is attained by canceling co-located BS interference by 80 dB and employing SIC = 120 dB and

IBIC = 30 dB.
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Though the FD system promises to provide the performance boost that is highly sought af-

ter in the wake of current cellular data explosion, a number of challenging issues need to be

resolved for a successful realization of FD networks. Current state of the art FD radio can

achieve a SIC of 110 dB but to realize a multi-tier FD cellular network this is not going to be

enough, as an additional SIC of 10-20 dB is required as was shown in the system-level simula-

tion results. Intelligent selection of UEs need a higher degree of cooperation among BSs which

results in high volume of backhaul traffic. Efficient techniques need to be devised to handle

such significant backhaul traffic. In our on going efforts, we are investigating UE-to-UE inter-

ference cancellation techniques which is very critical for FD system. We are also extending

our work on intelligent backhauling for multi-cell FD networks.
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CONCLUSION

In Chapter 2, three frameworks for wireless access network virtualization have been proposed.

The first one is a special-purpose hardware-based model, referred to as Locally Virtualized Net-

work (LVN), where a hypervisor is used to slice super base stations (SBSs) to create multiple

virtual base stations (VBSs). The second is a data center based model, referred to as Clus-

tered/Remote Virtualized Network (CVN/RVN), where the signal processing gear is pooled in

centralized data centers and fiber-distributed RRHs are used to provide radio access to users.

A third model, referred to as hybrid virtualized network (HVN), is a proper combination of the

aforementioned models (LVN and CVN/RVN) designed to offer the potential to balance net-

work cost and QoS with greater flexibility than the previous two models (LVN and CVN/RVN).

The proposed virtualization frameworks are quite different in terms of their network cost and

the achievable QoS. Hence, to compare the suitability of the models for specific deployment

scenarios, a new multi-criteria utility function has been developed that accounts for network

cost & QoS trade-offs to enable the design and optimization of wireless access virtualization

architectures that best comply with the investment and service-level requirements of network

operators (and/or service providers).

In this chapter, for the analysis TDD mode of operation was considered. The use of TDD

requires tight coordination and synchronization among network equipment in the same cov-

erage area. For this reason, in TDD, BSs operating in the same coverage area need to be

synchronized with each other within the frame granularity. The switching electronics in the

BS and UE need time to toggle between the Tx/Rx modes. To facilitate this operation, a guard

period (GP) is allocated in a special subframe to compensate for the switching time and the

propagation delay. The GP has to be sufficiently long to accommodate the propagation delay

and the hardware switching time to properly enable the DL/UL transition. This GP plays a

crucial role in achievable QoS of the virtualization frameworks.

The choice of a certain framework essentially is based on a given compromise between the

corresponding network cost and the achievable QoS. The LVN can reduce cost to some extent
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but its implementation complexity increases due to the pooling of (virtual) network nodes and

the introduction of a hypervisor. The CVN/RVN is the most cost-effective solution due to its

usage of inexpensive general purpose IT hardware for baseband signal processing. But the

inclusion of optical fibers in its network architecture places limitations on the achievable QoS

due mainly to additional RTTD for radio transmission over fiber optic cables. The HVN is a

more balanced approach to network cost and QoS optimization. The impact of the PHY and

the MAC layer parameters on the CPC size has been assessed in this chapter.

The optimal size of a CPC depends on many parameters such as the system bandwidth, the

coverage radius of the macro base stations, the network architecture (i.e., whether it is homo-

geneous or heterogeneous), etc. One of the most critical parameters affecting the CPC size is

the GP value of an OFDMA subframe. When the primary concern is QoS (i.e., less emphasis

on cost), smaller CPCs should be preferred. But when the operational budget is constrained,

network designers should favor relatively larger CPCs with relatively wider coverage areas. A

CPC of 1 to 3 km radius in a coverage area of 20 km radius is preferred for a wide range of

wc values. Interestingly, in the extreme case when there is no budget restriction (i.e., wc = 1),

the optimal CPC size is with a 10 km radius, meaning that a RVN (i.e., a single CPC covering

the whole area) can never be an optimal design choice. It is worth mentioning that MAC layer

parameters like GP can be optimized along with the cost-QoS trade-off in a CVN/RVN model.

The CVN has better utility performance than RVN for some GP value. The maximum net-

work utility is achieved with GP = 4 symbol periods (when α = 1.4) because it balances both

the cost and QoS in the most efficient manner. When GP = 1 in the RVN case, the network

utility is severely penalized because just one symbol period is not large enough to account for

radio propagation delays over a fiber distance of 20 km for adequate OFDM DL-UP synchro-

nization. Hence the RVN architecture can never be a favorite choice, because the network’s

QoS is severely penalized due to the RVN’s inability to properly resolve PHY (resolving trans-

mission channel severity issues) and MAC (DL-UL synchronicity) layer issues.
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In all the considered scenarios, HVN has the best utility behavior. For lower or higher wc

values, the LVN and the CVN approach ultimately match the HVN in utility performance at

either end of the wc range, respectively, but never outperform it. Acknowledging both facts

that HVN offers lower cost than the LVN at lower wc values and higher QoS than the CVN at

higher wc values, it stands up unambiguously as the best network design choice. The value of

wc is a subjective design choice that depends on a given MVON’s/SP’s investment constraints

and intended services.

Chapter 3 lays out the blueprint of an end-to-end programmable HetNet. To cope with the

novel service requirements of future 5G HetNet, it has been argued in the thesis that, pro-

grammability should be ensured at each layer of the network architecture. So that, the VNOs

can deploy their customized networks that might require change in any later of the network,

e.g., novel routing algorithms, application specific charging policies, new signal processing

algorithms, etc. Potential business cases and research challenges have also been identified in

this chapter.

In this chapter, the convergence of virtualized heterogeneous wireless network infrastructure

has been put forth to facilitate abstraction of physical resources, hence paving the way for

their efficient utilization. Two key requirements have been identified which future service

providers will need; they are programmability and elasticity of their networks that will pro-

vide them enough flexibility & control over the network substrate and make them able to scale

up/down their network resources to meet customer demands. In this respect, an end-to-end pro-

grammable, cloud-based solution for heterogeneous wireless networks called HVWN has been

presented. It provides programmability in both network core and access by employing SDN

and programmable radio technologies. To meet the service requirements of different kinds of

networks, HVWN uses cloud-based resource pools in distributed WDC as well as virtualized

APs that use general purpose hardware and in-situ signal processing. VNOs can lease appro-

priate resources from the InPs to deploy their customized virtual networks. Different layers

of the HVWN have been discussed in detail. Business cases for virtual wireless networks as
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well as the critical research issues and challenges to address in realizing such a programmable

virtualized heterogeneous networks have also been identified.

In Chapter 4, provisioning of differentiated service in software-defined heterogeneous wire-

less networks has been studied. In particular, the implementation viability of NFV using a

software-defined paradigm has been investigated in this chapter. It has been shown that in a

virtualized wireless HetNet, control layer functionalities e.g., mobility management, load bal-

ancing, data offloading, etc. can be implemented has high-level network policies in a software-

defined paradigm. This facilitates providing differential services on a common physical sub-

strate which a major goal of future 5G networks. It has been proposed to utilize the spare bits

of the OpenFlow (McKeown et al., 2008) packet structure to implement virtual fields for iden-

tifying virtual network components. Extensive system-level simulation results show that such

SDN-based implementation of a virtual wireless HetNet is able to meet the critical performance

characteristics of carrier networks. The use of northbound APIs to facilitate provisioning of

differentiated services in a virtual wireless HetNet has been advocated in this chapter. Wireless

networks need various applications to run simultaneously to achieve full network operabil-

ity. These applications range from traffic routing, mobility management, resource scheduling,

policy enforcement, billing functionalities etc. Domain specific programming languages like

Pyretic (Reich et al., 2013) (built on top of POX (Mccauley) controller platform) make building

modular network programs an ease. It has been proposed to use northbound API like Pyretic

(Reich et al., 2013) to build modular applications for virtual wireless networks. The parallel

and sequential composition operators of the language makes it possible to compose compli-

cated network applications by composing (in parallel or in series) more simpler applications.

Using the abstract packet model in Pyretic, OpenFlow (McKeown et al., 2008) packet header

fields can be extended to include virtual fields, that can be used to associate packets with high

level meta data. In (Monsanto et al., 2013), Monsanto et al. gives a comprehensive description

of the usage of Pyretic language model.

It has been proposed in this thesis to extend the abstract packet model in Pyretic to imple-
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ment virtual wireless networks through abstract topology (Monsanto et al., 2013). The spare

bits (e.g. VLAN, MPLS fields) in an OpenFlow packet (notice Fig. 4.3a) are used for speci-

fying virtual networks, virtual network node and wireless spectrum to be used for transmitting

that particular packet. VNOs are identified by a VNO id in the virtual field, these ids are unique

as VNOs should be uniquely identifiable. Virtual nodes (switches, BSs, APs, middle boxes,

etc.) are identified with a virtual switch (VSW) id. These ids are unique to a InP but differ-

ent InPs can use the same VSW id, as it is locally significant. For flexible allocation of radio

resources a Radio Spectrum (RS) id is used to specify the transmission frequency for a VNO.

This gives a great flexibility in being able to do wireless resource allocation on a per packet

(per flow) granularity which will facilitate to tackle different radio propagation problems, like

interference management, traffic offloading, etc. The use of northbound API in facilitating dif-

ferent network management issues e.g., interference management, traffic offloading have been

discussed in detail. Through system-level simulations it has been shown that in a virtual wire-

less HetNet differentiated services can be provided based on not only the application type but

also the subscription level of users. And the SDN-based network architecture is able to meet

the critical performance requirement of carrier networks.

Future work

In chapter 2, we analysis is for green field deployment of virtualized networks. As future

work, we would study the grey field deployment of virtual wireless networks, i.e., when virtual

networks are deployed gradually replacing the traditional networks. In order to make the anal-

ysis tractable, a rather simplified model has been assumed for network performance analysis.

In future we shall consider advanced PHY-MAC technologies such as coordinated multi point

(CoMP), joint resource scheduling and processing among neighbouring BSs, interference man-

agement for a centralized control plane architecture, etc.

In chapter 3 an end-to-end programmable architecture for HVWN has been presented and a

simplified version of the model was implemented in chapter 4. In this implementation, wire-
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less channel models of software-defined virtual networks were simulated with very simplified

assumption. In future, we will implement a detailed wireless propagation model consisting of

large and small scale fading, multipath propagation, interference among BSs, BSs and UEs,

etc. This will give a more accurate result on real world deployment of virtualized networks.

As mentioned in chapter 5, FD systems have high capacity backhaul requirements. As future

work we will develop efficient coding techniques for enabling high capacity backhaul network.

We shall also devise algorithms to mitigate UE-to-UE interference in FD multi-cell networks

which will improve the system performance to a significant extent.

To conclude, in this thesis we have three virtualization frameworks. And we have developed

a composite utility model that takes into account the virtual frameworks’ network CAPEX &

OPEX and achievable QoS to compare them (chapter 2). This utility model can serve as guide-

line for network designer to choose a virtualization framework for a particular deployment

model. Based on the results from the analytical modeling it became evident that cloud-based

wireless networks will be a significant part of future virtual network deployments. In this re-

gards, we have proposed an end-to-end programmable, cloud-based network architecture for

deploying virtual heterogeneous wireless networks on a common physical substrate using SDN

and cloud computing technologies (chapter 3). We have implemented a simplified version of

the network in Mininet emulation platform and investigated differentiated service provision-

ing in software-defined virtual heterogeneous networks (chapter 4). Simulation results show

that such architecture is able to meet the strict performance requirements of carrier networks.

Finally, addressing the importance of FD system to alleviate the spectrum scarcity problem

of virtual wireless networks, we have investigated the implementation challenges of multi-cell

FD networks in single-tier and multi-tier networks. We have developed novel algorithms for

C-RAN and D-RAN deployment of multi-cell networks for successful roll-out of FD cellular

networks that enables to harness the doubling spectral efficiency gain of FD system. It has

been shown that the algorithms enables to achieve significant performance gain in FD multi-

cell networks.

http://www.rapport-gratuit.com/
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