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INTRODUCTION

As the use of modern devices capable of stream data is becoming more prevelant in all aspects
of life, enormous amounts of digital data are being recorded. For example, everyday use of
devices such as smart-phones, GPS receivers and RFID tags has resulted in the collection of
massive amounts of Movement or GPS! data. Increased availability of such large movement
datasets has led to much research in development of analytical and visualization techniques
[Rinzivillo et al. (2008); Wood et al. (2010); Andrienko and Andrienko (2011)]. Analysis of
such datasets has the potential to provide insights into the data by discovering patterns in the
motion of objects, finding outlier activities or discovering relationships between objects. These
patterns can be useful in a number of ways, for example, recommending places to visit based
on a user’s past and current positions, or police departments monitoring suspicious activity pat-
terns [Zheng et al. (2010b); Yan et al. (2007)]. Visualization lies at the forefront of exploratory

analysis of such datasets.

Although useful, visualizing such data is challenging for a few reasons:

There are multiple variables involved: latitude and longitude as a function of time and

object id, where object id identifies a person, vehicle, or other moving entity.

e Movements often cross each other and may repeatedly travel other the same pathways to

the same locations, causing occlusion (overplotting) when drawn on a 2D geographic map.

e Movements may occur at widely varying physical scales, e.g., ranging from tens of meters
(moving between two buildings) to hundreds of kilometers (traveling between cities) in the
case of a single GPS dataset, and zooming out on a 2D map will leave only the largest-scale

movements salient.

e The data may cover long spans of time containing thousands of events.

"Movement data is defined as a sequence of time-ordered geographical coordinates (latitude and longitude).



Many previous approaches to visualizing movement data have involved the display or analysis
of the shapes of movement trajectories [Kapler and Wright (2004); Crnovrsanin et al. (2009);
Hurter et al. (2009); Guo et al. (2011)], or have proposed ways of dealing with large numbers
of moving objects [Andrienko and Andrienko (2011); Zeng et al. (2013)], or both [Liu et al.
(2011); Buchin et al. (2013); Kriiger et al. (201%); Wang et al.|(2013)], often making use of

aggregation [Elmqvist and Fekete (2010)].

In the current work, we are instead interested in understanding a small number (< 20) of mov-
ing objects. In such a case, we would like to avoid aggregating groups of objects, so that the
history of each entity is visible. At the same time, we are not interested in the detailed shape
of movement trajectories. Instead, we are interested in the discrete locations (e.g., rooms,
workstations in a factory, buildings, addresses, cities) visited by the moving entities. We are
interested in where the people or objects have been (in terms of discrete locations), when they
were there, how many times they visited different locations, and in what order. We are also
interested in meetings that occur between the objects or persons. Such information is difficult

to convey in a single 2D geographic map, due to overplotting or the need for animation.

There are several scenarios where we may wish to understand the movements of a small number
of objects or persons over a set of discrete locations. These include analyzing meetings and
activities of suspected criminals (gang members, terrorists) whose cell phones are tracked;
monitoring offenders on probation; understanding movements of a team of workers and their
equipment in a factory, to improve workflow processes; analyzing movements of groups of
visitors in a museum; understanding movements of health care professionals, patients, and
equipment within a hospital, to optimize changes to floorplans or reduce the risk of pathogens
spreading; or movements of several customers within a large store, to optimize merchandise
displays and layout. Such scenarios may also arise if the user begins with an overview of
a large, aggregated dataset, and selects a small subset of moving entities to analyze in more

detail.
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In these situations with a small number of moving objects and no need to understand the
shapes of trajectories, we can discretize space to simplify the visualization. Such discretiza-
tions are leveraged in previous work [Andrienko and Andrienko (2011); Thudt ez al. (2013);
Ventura and McGuffin (2014)] to simplify 2D geographic maps, but these approaches either
require aggregation of sets of moving entities, or else may still suffer from overplotting. In
the current work, we instead /ist the discretized locations as rows in a kind of Gantt chart. In
the past, Gantt charts have been used for schedules of activities [Gantt (1919); Plaisant et al.
(1996); Tory et al. (2013); Gigantt (2014); Jo et al. (2014)], software execution threads [Triim-
per et al. (2010); Isaacs et al. (2014)], and dynamic graphs [Hlawatsch ef al. (2014)], but Gantt
charts have received little attention for visualizing movement data (the only example we know
of is Andrienko et al. [Andrienko et al. (2008)], who use the vertical axis in a Gantt chart to
list different moving objects, but not to list locations). Compared to other visualizations of
movement data, Gantt charts have the advantage of offering a single 2D view, free of occlu-
sion, displaying the data without the need to aggregate groups of moving objects, and easily
handle movements between different locations at widely different scales. We demonstrate that
Gantt charts support several analytical tasks for movement data, and contribute a design study
that goes beyond previous literature by identifying multiple ways to display both locations and
moving entities within a Gantt chart, as well as ways to highlight meetings of moving entities.
We also apply techniques to make Gantt charts more scalable vertically (by allowing rows to

be filtered and sorted) and horizontally (by allowing the user to fold empty spans of time).

The contributions of this thesis are:

e The identification of tasks relevant for understanding the movements and meetings of small

groups of entities (Section 1.2.1).
e A taxonomy of ways of visualizing movement data (Section 1.2.2).

e A discussion of design choices around Gantt charts for movement data, analyzing ways to

show two variables (person and location) as a function of time, and ways to show meetings

(Section 2.2).



e A prototype, called MovmentSlicer, with several features for visualizing movement data

(Chapter 3).

e Case studies to illustrate the use of the prototype (Section 3.4).

The prototype uses color, and an explicitly drawn link, and animation to link together multiple
coordinated views?. It also allows for filtering through an adjacency matrix of meetings be-
tween people; has a Gantt chart that can show people within places or places within people as
a function of time; allows sorting, filtering, and annotation of rows in the Gantt chart; enables
multi-focal “folding” to allow the user to see details of meetings and events with intervening
empty time periods compressed; and uses smoothly animated transitions when folding or un-
folding time. Thus our prototype enables users to understand the movement patterns of a small

number of objects and the interaction that occur between them.

This thesis is divided into 3 chapters. Chapter 1 presents a taxonomy of tasks for movement
data, a taxonomy of meeting-oriented tasks, visualization of movement data, and literature
relevant to this. Chapter 2 explains the research objectives of the thesis, the methodology used
(Section 2.1) and provides an overview of the design decisions (Section 2.2), while the last

chapter 3 presents our prototype and case studies.

2 Coordinated views are simultaneously displayed viewports or windows that show the same data in different
ways, and that display connections or relationships across views using some other form of coordination, such as
simultaneous highlighting in response to hover (Roberts (2007)).



CHAPTER 1

LITERATURE REVIEW

In this chapter, we introduce the importance of visualization in movement data analysis, fol-
lowed by identification of tasks related to movement data with a focus on interaction and group
behaviors. Following this we present a novel taxonomy for categorization of movement data

visualizations. Finally, we discuss research related to visualization of geo-spatial data.

1.1 Introduction

Devices capable of recording data are entering into every aspect of life. Modern devices can
record data ranging from your location history (e.g., GPS) to your sleep cycles (e.g., FitBit),
respectively. This data can be leveraged to find patterns and meaningful relations or trends.
Such analysis is helpful to both the user and the industry in making informed decisions. For
example, insights from movement data can be useful in making better recommendations for
travelling (Zheng et al. (2010b)) or suspicious activity detection (Yan et al. (2007); Guo et al.
(2011)).

Analyzing such immense amounts of movement data has its own problems. Raw movement
data consists of long sequences of time-stamped coordinates. Limitations of human working
memory make it extremely difficult to find significant patterns in such large datasets (Baddeley
(1992)). Computers are capable of remembering data indefinitely and thus, are efficient at
finding trends in the dataset. However, just using algorithms to discover patterns or outliers
can only give a superficial amount of information about the dataset. To perform insightful
decisions based on patterns, human reasoning is required. Heer and Shneiderman (2012) refers
to this logic-based reasoning as domain-specific knowledge. Hollands ef al. (2004) states that
information visualization' helps improve human perception, allowing it to work with larger

datasets and improving reasoning capacity. Visualization also offers the advantage of allowing

'Information visualization is the presentation of data using information graphics so as to improve human
cognition about data.



presentation of data from different perspectives and interactivity that further increases humans’
ability to understand the data. For example, if you consider geo-spatial data, plotting the data on
a map may help infer regional relations where as animating on a timeline allows for discovering

temporal trends.

Visualization can be designed in two ways. Either the user starts with a task or a hypothesis in
mind and designs a visualization that assists him or her in supporting the specific tasks using
the data, or, the user starts with a way to visualize the data and finds patterns that help him or
her formulate hypothesis. In both cases, whichever one precedes the other, the two parts of task
formation and visualization design are equally important for providing meaningful insights into
the data. In this thesis, we follow the former path. We suggest a handful of tasks that we aim

to support and then design visualizations to facilitate performing those tasks.

The rest of this literature review is organized as follows: in Section 1.2, we survey existing
taxonomies of tasks and present a simple but novel taxonomy of visualizations relating to geo-
spatial data. Section 1.3 gives a brief review of the existing work relating to visualization of

movement data.

1.2 Taxonomy

1.2.1 Taxonomy of tasks

Tasks are fundamental for effective visual analysis. As mentioned earlier for this thesis, we
first define tasks which we then use to guide the process of visualization design. Defining tasks
for movement data is complex due to: involvement of multiple variables such as space, time
and object id’s; varying physical scale, i.e. data can be specific to one city or may span multiple
countries; and the granularity of time may also vary, people might want to understand data over

a month or many years.

A taxonomy helps alleviate the problem. Dodge et al. (2008) states several advantages of

defining a taxonomy: accurate task definitions and categorization help in designing focused



visualizations, and it aid designers in generalizing visualizations across tasks. Also accurate

definitions help in evaluating the visualization during user studies.

Bertin (1967) uses task types and reading levels to define a framework for task typology. He
defines task types according to the variables in the dataset. For example, in case of GPS
data the variables are time, location and object id. Examples of possible tasks are: Given a
particular time, what is the location of an object?; Given an object and it’s location when was
it there?. For each task type, Bertin further defines three levels of reading: elementary (single
object), intermediate (multiple objects) and overall (all objects). While Bertin talks about data
in general, Peuquet (1994) describes task types specifically for spatio-temporal data. She states

that there are three basic kinds of tasks you can perform on a given movement dataset:

e when + where — what : gives information about which object or group of objects were

present at a given location or set of locations at any given time or set of times.

e when + what — where : gives information about the location or set of locations occupied

by an object or a group of objects at a given time or set of times.

e where + what — when : gives information the time or set of times at which a given object

or group of objects occupied a given location or set of locations.

Andrienko et al. (2003) uses a mixture of Bertin’s and Peuquet’s theories with slight modifi-
cations. They merge the intermediate and overall levels by Bertin into a single level and call it
the set level or the general level. They divide the type of tasks into two categories instead of

three by Peuquet :

e when — what + where : gives information about an object or a set of objects and their

location or set of locations at any given time or set of times.

e where + what — when : gives information about time or set of times given an object or a

set of objects and their location or set of locations.
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Figure 1.1

Task taxonomy.

Taken from Andrienko et al. (2003).

This simplifies the taxonomy without loosing the capability of accurately categorizing move-

ment tasks. They rename the reading levels used by Bertin to search levels. Andrienko et al.

(2003) also add a new dimension, “identification-comparison”, to allow comparison and iden-

tification of relations between two or more elements. The final typology they suggest is as

follows:

e clementary “when” and elementary “what + where”: gives information about an object and

it’s location at any given time. Example question: Where was Alice at 6:00 pm on 1st

January, 20157

e clementary “when” and general “what + where”: gives information about an object or a set

of objects and their location or set of locations given a particular time. Example question:

At 5:00 pm on 2nd February, 2015 where were Alice and Bob?

e general “when” and elementary “what + where”: describes about the attribute of an object

over a period of time. Example question: For how long did Alice visit Toronto?




e general “when” and general “what + where”: describes about the location or set of locations
of an object or a set of objects over a time period. Example question : List all cities Alice

and Bob have visited over the last year?

Elementary (with respect to time) tasks refer to individual time moments. They further provide
a classification scheme, where these tasks can be differentiated on the basis of the search target
(time or locations of objects), cognitive operation involved (identification or comparison of
time or objects or regions) and search level with respect to space and objects as shown in

Figure 1.1.

We present here an even simpler, but still useful, set of categories of tasks that are relevant and

more focused for understanding the activities of small groups of moving entities.

Person-centric: These are questions about a particular person:

e “Where was Alice at a particular time?”

e “What are the most commonly visited places by Bob, and in what order are they usually

visited?”

e “What are some rarely visited places by Carol?”

Location-centric: These are questions about a particular place:

e “Who was at the store on a particular day?”
e “Who most often visits the office building?”

e “Who rarely visits the back alley?”

Meeting-centric: Meetings, unlike people, have a limited duration in addition to a location.

Questions about them include:
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e “Who are the groups of people who meet together?”
e “How many times, when, and where did they meet?”
e “How many times, and when, did a group meet at a particular place?”

e “Who is usually earliest, or latest, for a group meeting?”

Time-cyclic: Some questions involve cycles of time, such as daily or weekly cycles. For exam-
ple, if Alice goes to the office most weekdays, we might ask “What time does she usually arrive
at the office?”, or “What days did she arrive unusually early or late?” These examples imply
that time is broken up into two components: a time-of-day asked about in the first question,
and a calendar day asked about in the second question. More generally, for some period P of
time (where P could be 24 hours, or 7 days, etc.), we could break time into (time modulo P)

and | time / P |, and ask questions about each of these components.

The above categories are not mutually exclusive. For example, the question “When was Dave

at home?” is both person-centric and location-centric.

In considering design options, we have considered how well the above categories of questions

are supported.

1.2.2 Taxonomy of visualization

In addition to providing a simple taxonomy on tasks relevant to movement of small group
of objects, we also suggest a novel taxonomy of visualizations for movement data. From a
visual perspective, without considering data aggregation, we note that many visualizations of

movements fall into the 5 categories of Figure 1.2.
Each category has its own advantages and disadvantages.

The small multiples in Figure 1.2 (upper left) require more space (or must be shrunk down in

size, thus reducing the spatial resolution of each snap shot).
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Figure 1.2 A taxonomy of visual representations of the same movement data. Top left:
small multiples. Top right: animation with playback controls. Bottom left: Gantt chart.
Bottom middle: static 2D geographic map with trajectories. Bottom right: 3D “‘space-time
cube”.

The 3D view (Figure 1.2, lower right) is sometimes called a “space-time cube” (Kraak (2003);
Bach et al. (2014); Amini et al. (2015)) and has been used in a successful commercial product
(Kapler and Wright (2004)). 3D views have the added advantage of third dimension. However,

such views require 3D camera controls to rotate the visualization to different points of view.

Animated playback have shown to be more natural for understanding changes in movement
pattern over time, but they require longer time to watch and understand. Static maps are better
at showing the geographical regions involved but they suffer from problems of scaling and over-
plotting. Also they are not multi-dimensional, i.e., they can only show the location aspect of
movement data. Time has to be a derived dimension either by using 3D like Kapler and Wright

(2004) or using glyphs such as arrows (Figure 1.2).
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Gantt charts make it simpler to organize and compare time sequenced events. It’s easier to see
events and information like start time, end time and duration of stay. However, details about
shape and the geographical context of the trajectories are lost. Despite this, the simplicity of
the Gantt chart allows many questions related to time and space to be answered, as we will see

later in Section 2.2.2.

1.3 Visualizations of movement data

One of the simplest techniques for visualization of movement data involves plotting all the
points on a geographic map and connecting them using a simple polyline. However this method

has several disadvantages (Figure 1.3):
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Figure 1.3 Movements of a smartphone over 7 days, as captured by the Backitude
application for Android, sampling at 15 second intervals, and subsequently visualized
with Google Latitude. Gaps and discontinuous jumps in the data are caused by traveling
through tunnels and by occasional spurious errors. We clearly see even with this small
period of 7 days there are multiple crossovers and occlusion.

e Only one dimension of a multi-dimensional dataset is visualized. Other dimensions need

to be deduced by the user either using 3D, animation, glyphs or small multiples.
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e Plotting large dataset causes occlusion and crossovers.

e Simultaneously plotting of a large number of points on a geographic map is a computation-

ally costly operation, especially for web-based visualizations.

e The scale of the data in spatial terms can vary from being within city to between countries.

Thus, zooming out on a map could leave only the cross country trajectories visible.

3D Timeline —— A pyegible position
of future event

Future (+Z axis) —

c—”‘/

Y axis

Terrain

Instant of Focus — plane

X axis

[ T
Past (-Z axis) — K\\

Possible position
Y of past event

Figure 1.4 Left: shows the three dimensions, x-axis and y-axis represent geographic
area, while the z-axis shows time. Right: the interface shows trajectory of a person
plotted in 3D. Plotting time in the third dimension prevents crossover (Figure 1.3) of
trajectories over time which would happened if trajectories are plotted on a 2D map.
Taken from Kapler and Wright (2004).

One way of overcoming the dimensionality problem is using small multiples. The geographic
map in the snapshots show the spatial dimension while the snapshots at different instances of
time show the temporal dimension. But having multiple images of the same area is expensive
in terms of screen space. Kapler and Wright (2004) propose an alternative way. They plot the
geographic map as a 2D plane and plot time as a third dimension in 3D. The time increases
upwards out of the plane while it decreases downwards into the plane (Figure 1.4 left). Thus
all the future events occur above the geographic plane and all the past events occur below

the geographic plane. This provides more detail and context when presenting movement data.
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Events like meetings can also be seen by changing perspective. However, occlusion still exists

if the dataset is large. In addition, the learning curve of using this 3D mapping is high.

Sat Jun 9 2012 Sat Jul 14 2012
11:58 pm . 02:48 pm
Jun 20 2012 Jul 24 2012
26:00 pm 0318 am

Jan 252012 7
09:50 pm

‘Sandstone Vallgp
3 5

Nosshil Matural

Create new
visits
everytime | moved more than 10 km

L
within 12:58 h

AFRIC

Figure 1.5 Map-timeline showing location history of six months. Circles represented
places and the horizontal axis represents time.
Taken from Thudt er al. (2013).

Thudt et al. (2013) try to address the same dimensionality problem in a different way. They dis-
play location histories using a map-timeline (see Figure 1.5). They divide the movement data
based on two parameters: places (which are independent of time and can vary in geographical
scale from “a hotel" to “a country") and stays (which consists of a duration of time spent).
So a stay can consists of multiple places. They arrange stays as horizontally arranged circles.
This hybrid approach tries to include two dimensions simultaneously into a single dimension.
The locations are represented as circles (size of the circles is proportional to the duration of
the stay), and the arrangement shows the time dimension which increases along the axis. We

use dimensional stacking, LeBlanc ef al. (1990), in combination with dimensional clustering
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(Section 3.1) to address the issue of dimensionality reduction instead of using length. This

enables us to reduce the dimensionality further enabling us to focus on a group of people rather

than just on a single individual.
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Figure 1.6 A) shows a single trajectory. B) shows similar trajectories clustered together.
C) shows a summarized representation of cluster using flow arrows. It’s easy to see that
clustering helps prevent occlusion by grouping together similar trajectories.

Taken from Rinzivillo et al. (2008).

Although the above methods help in addressing multivariate issues, problems of occlusion

and overplotting still exists. Aggregation (or clustering) help alleviate this issue, however just

clustering trajectories is not enough to make decisions. According to Rinzivillo et al. (2008),



16

an essential phase for effective use of clustering is interpretation of the obtained cluster by
humans who can reason and validate the usefulness of the cluster. Thus researchers extensively

use clustering and visualization to enable such interpretation.

Many algorithms exist that try to summarize the dataset, providing an overview of the dataset
using clustering and visualization. Trajectories or movement paths are usually clustered to-
gether to provide an overview, which enables users to identify areas or regions of interest.
Rinzivillo et al. (2008) define the process of progressive clustering for this purpose. They
designed simple functions which could be applied to entities as a group or whole to cluster
them together. The functions can also be reapplied to a previously obtained cluster for fur-
ther aggregation. Rinzivillo et al. (2008) visualize trajectories on a map by drawing polygonal
lines connecting positions in time sequence. The starting position is marked by a small hollow
square and the ending position by a larger filled square. However, when multiple trajectories
are visualized in this way, the map becomes cluttered and unreadable. He uses progressive
clustering to represent each group in a summarized way without drawing the individual trajec-

tories.

Similarly, Adrienko and Adrienko (2011) define an aggregate model that clusters trajectories
into movement flows. Their algorithm automatically detects points of interest from a given set
of trajectories and partitions them based upon directional flows. The algorithm uses spatial
coordinates to extract characteristic points from trajectories which in turn are used to generate
a Voronoi diagram”. These cells are then used as a grid to divide the geographical areas into

territories. Trajectories are then plotted as flows between these territories.

Wood et al. (2010) use treemaps to display visual trajectory summaries. He proposes mapping
OD (origin and destination) vectors as cells rather than lines, comparable with the process of
constructing OD matrices. But OD matrices generally has the problem that it loses spatial

layout. To overcome this issue and preserve the spatial layout of all origin and destination

ZVoronoi diagram is a partitioning of the plane into n regions as a function of n seed points. Each region is
divided such that all points belonging to one region are closer to the seed point of that region than to the seed
point of other regions.
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Figure 1.7 State of Ohio is divided in 10 x 10 grid. Each cell of the larger grid is a city
and is considered as the origin city. Destination grid is a nested small multiple of the
larger origin grid having the same spatial layout. Thus forming a two level treemap.

Intensity of color in each cell denotes the density of trajectories from a particular larger

origin cell to a smaller destination cell nested inside it.
Taken from Wood et al. (2010).

locations, Wood et al. construct a gridded two-level spatial treemap. The result is a set of
spatially ordered small multiples upon which any arbitrary geographic data may be projected.
Each trajectory can therefore be referenced by two grid cell locations : the grid cell in which the
trajectory origin lies, and the grid cell in which its destination lies. By nesting the destination
grid cells within the origin grid cells, they preserve the spatial relationships between origin

cells and the relationships between destination cells in a single matrix.
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Guo et al. (2011) interpret trajectories as multivariate data (e.g., computing each trajectory’s
maximum speed, average speed, angular range, etc.) and display them as tuples within a
parallel coordinates plot that is also coordinated with other views. Other recent work (An-
drienko and Andrienko (2011); Liu et al. (2011); Zeng et al. (2013); Kriiger et al. (2013)) have
proposed several more ways of aggregating movement data to show overviews. Unlike them,
our work is not geared toward overviews of large numbers of objects, nor towards visualizing
trajectories, but rather using aggregation to provide overview and details about the behaviors of
an individual or a small groups of moving people/objects. Thus we use clustering to discretize
trajectories into smaller places of interest called locations and then summarize the motion of
people or objects based upon these locations. Furthermore, since we are not interested in map-
ping the shape of the trajectories, we chose Gantt charts that can enable us to answer a greater

variety of movement data questions easily (Section 1.2.2).

The Gantt chart transforms position (latitude and longitude) into a single (vertical) axis, thereby
preventing the user from judging distances between locations, and failing to show the shape of
trajectories taken between locations. Gantt charts show at least one categorical (or ordinal)
variable crossed with time, and were originally proposed for visualizing work schedules (Gantt
(1919)). They are still used for schedules in recent research (Tory et al. (2013); Jo et al. (2014)),
and for showing intervals over time in other contexts (Plaisant et al. (1996); Andrienko et al.
(2008)). The Gantt chart that we propose, unlike previous work on movement data, maps two
variables to the vertical axis (location and person), and we discuss the trade-offs of nesting

location inside person, or vice versa, during this mapping.

Crnovrsanin et al. (2009) propose an approach somewhat related to the Gantt chart, that maps
a continuous distance to the vertical axis, which varies with time shown on the horizontal axis.
The distance shown is computed with respect to some fixed (or moving) point of reference.
This way, objects that move toward or away from each other geographically also usually move
toward or away from each other in the distance x time chart. This allows more details of
trajectories to be seen. In our work, we choose a Gantt chart so as to emphasize the locations

where people are stationary, and to avoid the problems with widely-different scales of motion
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Figure 1.8 A Gantt chart like visualization with distance to a point plotted along y-axis
and time plotted along x-axis.
Taken from Crnovrsanin et al. (2009).

mentioned in the introduction. We also use multiple coordinated view, which includes a map

view, that enable us to add more geographical context to the Gantt chart.
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In the next chapter, we describe our research objectives and explain the methodology used to
validate our study. We then provide a detailed discussion of our various design decisions while

designing the Gantt chart.



CHAPTER 2

OBJECTIVES, METHODOLOGY AND DESIGN DECISIONS

This chapter includes a description of specific design objectives and methods for validating our
visualization design. Further, we justify our choice of Gantt charts and various intra-design

possibilities while adapting Gantt charts for visualization of movement data.

2.1 Objectives and methods

The main objectives of this thesis are to facilitate exploratory analysis of a movement dataset,
to find patterns in the motion of the various objects/persons and to allow for detection of inter-
actions between them. The focus is specially on movement of a small number of people/objects

and their interactions.

The objectives of this thesis are :

e Define a set of tasks for movement dataset. We concentrate on a fixed set of tasks for a

small number of people (Section 1.2.1).

e Design an appropriate visualization that help facilitate exploratory analysis enabling users

to find answers to the tasks defined.

e Design a visualization that helps resolve or mitigate problems related to movement dataset
visualization (Section 1.3). Design subgoals :
e Should enable displaying meetings between objects.

e Should facilitate the discovery of movement patterns of an individual specifically sup-

port the task discussed in Section 1.2.1.
e Should scale well allowing to plot data collected over a large period of time.

e Should prevent overplotting and crossover.
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e Evaluate the designed visualization.

Munzner (2009) defines a nested model for visualization design and validation. She divides
the nested model into four categories, namely task characterisation and problem definitions,
data abstraction design, encoding visualization design, and algorithm design. Each category
is interconnected such that the output from one becomes the input to the other. Task charac-
terisation consists of understanding the problem domain and obtaining relevant tasks that are
needed to be supported based on the data at hand. Such characterisation is usually carried out
by interviewing users and understanding the problems they are trying to solve. A valid method
to check if correct tasks regarding the data are gathered is usually seen by the rate of adoption.
Once the task is defined the next step is processing the raw data into data types and operations
that can be mapped using a visual encoding scheme, i.e., data abstraction design. She further
discusses that the best way to validate proper mapping of data and operations can be achieved
by performing tests on target users. Encoding the data abstraction into a new visual encoding
leads to a useful visualization tool. She regards case studies and informal user studies as ef-
fective way to analyze that the visual encoding is effective at communicating the proper data
abstraction to the user. Finally, once the encoding and interaction scheme is designed lies the
algorithm to implement it. A valid way to test if the algorithm is working fast enough to allow
for live interaction is by analyzing computational complexity and measure the system time and

memory usage.

Munzner states that a visualization paper may contribute to either one category or to more than
one category. She provides different evaluations techniques to allow for validation according
to the area the paper contributes too. Our paper, can be best described as a encoding visual-
ization design or design study. A good design study provides users with enough background

about the problem area so that they can pass judgement about the visual design. This includes
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stating design requirements by analyzing task followed by proper reasoning behind each de-
sign choices made to achieve those requirements. Validation of the design in a design study is
equally important as the final visualization itself, so that the readers have a complete grasp of
the limitations and usefulness of the visualization. Thus, we provide comprehensive analysis
of our design choices while designing the Gantt chart (Section 2.2) and have evaluated our

design by performing three case studies (Section 3.4) using the following datasets:

a. Case study 3.4.1: We collected data of one person over a period of 6 months sample at

varied rate. Total number of datapoints 21,530.

b. Case study 3.4.2: We also collected data of 6 people over a period of one month. The data
ensure there were at least 3 places where everyone meet. The dataset consists of 135,507

data points collected at a frequency ranging from 15 seconds - 5 minutes per point.

c. Case study 3.4.3: GeoLife dataset, Zheng and Fu (2011), collected by Microsoft Research
Asia. The data consists of GPS coordinates of 178 users collected over a total duration of

48,203 hours sampled at every 1-5 seconds or every 5-10 meters per point.

For case study 3.4.1 data was collected in part using Google Latitude and Backitude (1st De-
cember, 2012 - 31st May, 2013). The second datasets for case study 3.4.2 were collected
starting from Ist May, 2013 - 31st May, 2013. We made sure that there were at least three
instances where all of the 6 people involved in the data collection (note: during the period of
data collection users were allowed to switch off Backitude at instances for privacy purposes).

The data was collected using Backitude with the settings mentioned in Annex I:

2.2 Design: Gantt Charts

2.2.1 Why Gantt Charts?

Gantt charts eliminate the overplotting that would occur on 2D geographic maps, and also solve

the problem of widely-varying scales of distance between locations of interest. This eliminates
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two of the four problems mentioned in the second paragraph the introduction. Gantt charts
also make it possible to see three variables at once (time, location, and object id), and can be
made to scale better along time via folding (discussed later), which at least mitigates the other

problems mentioned in our second paragraph of the introduction.

Gantt charts make several behaviors visible (Figure 2.1), allowing us to see frequently and

infrequently visited places, repetitions and outliers, and changes in patterns.

Notice that, in the charts of Figure 2.1, every location has a dedicated row, whereas the identity
of people is shown by color. Use of color may not scale well when there are 10 or more people.
Also, where there are many people and/or many locations, a single person may “jump” ver-
tically by arbitrary distances. This could make it difficult to answer person-centric questions.
The next section shows that there are multiple ways to design Gantt charts, some of which

address these shortcomings.

2.2.2 Design Choices

As mentioned in the introduction, we can model movement data with 4 variables: latitude and
longitude, that are functions of time and object id. For convenience in our discussion, we will

use person as a synonym of object id.

Because we are interested primarily in the discrete locations that a person visits (such as home,
work, store, café, ...), we can replace latitude and longitude with a single location variable. We
can then map time to a horizontal axis, and use dimensional stacking (LeBlanc et al. (1990);
Mihalisin et al. (1991)) to map both location and person to the vertical axis. Depending on the

order of nesting of variables, we end up with a chart resembling Figure 2.2 A or B.

Figures 2.2 A and C are person-centric, whereas B, D, and E are location-centric. Each of
these is more suited to either the person-centric or location-centric questions presented in Sec-
tion 1.2.1. For example, to answer the location-centric question “Who most often visits the

store?”, in a location-centric chart, the user simply needs to look across the row for the store,
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Figure 2.1 Patterns, outliers, meetings, and parallel movements. A shows someone
going to work and the gym each weekday, and then only to the gym on the weekend. B
shows a change in pattern: after going to work for 2 weeks, this person visits a doctor,

then stays home several days (presumably due to sickness). C illustrates possible
meetings: a student and lecturer sometime coincide on the campus of a college, while also
visiting a grocery store at different times. D shows movement together: two people leave
home to visit the mall. Around 5:30pm, one goes to a café before being joined by the
other a bit later, then both return home.

and examine the contents of that row. Answering the same question in a person-centric chart

would require looking over many or all rows.

Thus, there is good reason to support both person-centric and location-centric visualizations,

to facilitate both kinds of questions.
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Figure 2.2 All variants of these Gantt charts show the same fictitious data, and all use
the same warm colors for locations and cold colors for persons. A is person-centric, and B
is location-centric, each of them nesting one variable within another along the vertical
axis. C, D, and E show ways of making rows more narrow. C does this by exploiting the
fact that a person can only be in one place at a time. D and E either overlap or stack
people, respectively, when multiple people are in the same location. In all charts, the
background colors of rows are superfluous and only for illustration. Furthermore, the
foreground colors used in A and B are not strictly necessary, though they may help with
visual search tasks. Vertical black line segments are used to highlight meetings between
people.

Of the two person-centric charts sketched in Figure 2.2 (A and C), C has the advantage of
saving space vertically, but requires that locations be color-coded. The datasets we have worked

with contain many more locations than people, and therefore color coding of locations would
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not scale well. Figure 2.2 A, however, does not require any color coding. Therefore, we choose

A as one of the charts we implemented.

Of the three location-centric charts (B, D, E), we choose E because it saves space vertically
over B, and does not depend on overplotting as in D. E does require that people be color-coded,
but so long as we are only visualizing groups of less than 20 people, this does not seem a major

problem.

2.2.2.1 Depiction of Meetings

Meetings are clearly illustrated in location-centric views. We suspect that location-centric
views will be better for visualizing meetings of people, to show the activity of the whole group

within one localized region of the chart.
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Figure 2.3  Early, unsatisfactory attempts to indicate meetings in person-centric views,
drawing either curves or straight line segments between the centers of intervals of all
participating[people.

In a person-centric view, it was not initially obvious how to best highlight meetings. We first

tried drawing connections between the centers of all pairs of relevant intervals, and tried both
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curved and straight connections (Figure 2.3). This yielded excessively complex results when a
meeting involved several people. An alternative approach is to draw a single vertical line seg-
ment for each meeting, connecting all relevant intervals, however this may create ambiguities
if the line segment happens to pass over intervals of people not participating in the meeting.
Our final solution was to add a round dot to indicate which people were truly participating in
the meeting. For example, Figure 3.7 shows two meetings at overlapping times, in different
locations, involving people whose rows are interlaced, but avoids any ambiguity due to the use

of dots.

2.2.2.2 World Lines in Location-Centric Views

In location-centric views, another design issue is whether to show “world lines”, i.e., polyg-
onal line segments connecting each person across the locations they visit. This is shown in
Figure 2.2 B and D, but not in E. We recommend making these lines optional. Displaying
them can make each person’s path more salient, but can also create visual noise if the user is
zoomed out in time and there are many nearly vertical line segments connecting the locations
of a person. As shown in the later figures, we sometimes have these turned on (Figure 3.10 and

Figure 3.5) in our prototype, and sometimes not (Figure 3.3, 3.7 and 3.11).



CHAPTER 3

MOVEMENTSLICER

The purpose of this chapter is to present our prototype and its features. We provide details about
the algorithms used for discretization of movement data into locations, followed by presenting

the various features of our prototype.

3.1 Clustering

As mentioned earlier, we are interested only in the movements of people/objects between dis-
crete locations. Zheng et al. (2009) suggest a framework that allows for extraction of prominent
locations from raw GPS data. Their technique uses a two level clustering approach (Figure 3.1

and Figure 3.2).

e First level: staypoints are clustered based on distance and time (Figure 3.1). If two GPS
points are in the vicinity of each other i.e. AD < Dijreshota (Dihreshoia = 200 meters in
our case) and the time elapsed between them is less than a threshold i.e. AT < Tipreshola
(T3 hreshola = 20 minutes in our case), then they are grouped into a staypoint. This transforms

GPS sequence into staypoint sequence.

e Second level: stayregions are formed based on a grid-clustering algorithm. For example,
figure 3.2 shows staypoints, circles, collected over three days. The grid-based clustering
algorithm works by dividing the enitre earth into a grid of using the Mercator projection
each of a certain size. The staypoints are overlayed onto this grid. The cell with the most
number of staypoints is selected and then all the staypoints inside a n x n cells (in our
case 3 x 3) are grouped into a stayregion. This transforms staypoints sequence into larger

stayregion sequence. Each stayregion represents a location.
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&
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Ex: (39.984702,116.318417,
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Figure 3.1 Orange circles represent a GPS coordinate. Length of the arrows between
two orange circles represents the distance between them. Time increases in the direction
of the arrow. If the distance between two points is less than D;j,esn014, and the time
elapsed between two consecutive coordinates is less than 7;jesn01q then those GPS points
are grouped into the same staypoint shown as the larger blue circle.

This discretizes the raw GPS data into location histories. This history is a summary of all the
places a person has visited or an object has been. We visualize these summaries using Gantt

charts coordinated with other views.

3.2 Description

Figure 3.3 shows the user interface of our prototype. A session begins with the user choosing
movement data files to read in, which are processed using the clustering algorithm to identify
locations. Meetings are identified automatically based on a distance threshold. In our case
if two staypoints are within a distance of less than 50 meters we consider that a meeting has

occurred between the people/objects involved with those staypoints.
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Figure 3.2 Orange circles represent a GPS coordinate. Blue circles represent a
staypoint. Figure shows a person travelling from home to work for three days. Staypoints
for each day are overlayed onto one common grid and all the staypoints lying within a
3 x.3 cells are grouped into a single stayregion (shaded in grey).

3.2.1 Matrix view

An adjacency matrix, with each person assigned to a row and column, shows the number of

meetings between each pair of people. The matrix can be ordered with or without using the

barycenter heuristic (Sugiyama et al. (1981); Mékinen and Siirtola (2005)). Figure 3.4 shows

that the barycenter heuristic can cluster subsets of people who meet with each other close

together.

The matrix also serves as a filtering mechanism. The user may select one or more people in

the matrix, causing only data for those people to appear in the other views. The user may also

select one or more cells in the matrix, causing only data related to meetings of people to appear
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Figure 3.3 The main window. Upper right: 2D geographic map. Upper left: adjacency
matrix showing meetings between people. Bottom: Gantt chart, in location-centric mode,
with time folding activated to hide empty regions of time. Note the small labels below
each fold indicates how much time has been compressed (“1 h” for 1 hour, “4 d” for 4
days, etc.).

in the other views. Thus, although 10 initial people might result in a large number of rows
in the Gantt chart, selecting only the cells (meetings) of these people in the matrix typically

greatly reduces the number of rows in the Gantt chart.

3.2.2 Map view

The map view is used to display the geographical aspect of movement data. Whenever a subset
of meetings between the people or a subset of people is selected in the matrix view, the map
view updates to show the regions where the meetings took place. Locations are shown using
orange circles with the location label at the center (see Figure 3.3). The map can be scrolled or

zoomed using the mouse to allow for more detailed view of regions.



33

Figure 3.4 The matrix shows meetings between 10 people. Left: matrix view ordered

without randomly. It’s harder to read the matrix as the data is spread all over the matrix.

Right: the same matrix view reordered using barycentric heuristics which clusters data
close together. This increases the readability of the matrix.

3.2.3 Gantt chart

The Gantt chart in Figure 3.3 is location-centric. The user has selected cells in the matrix to
view meetings between Fred, Alice and Eve represented with cyan, dark blue and pink color
respectively. Meetings are shown in the Gantt chart as darker grey bands, and the horizontal
colored strokes allow the user to see when each person arrival, departure and duration of stay.
It is straightforward to see who arrived first or last at a meeting, or who left first or last, because
the temporal folds increase the horizontal resolution available for each meeting, and the people

in the same meeting appear vertically very close.

The temporal folding supported by the Gantt chart is a focus-in-context technique Cockburn
et al. (2008), comparable to other work where folds are performed along one dimension Mackin-

lay et al. (1991); Elmqvist et al. (2008); Triimper et al. (2010). We found the darker shading
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and converging lines in our folds were important to convey a metaphor of receding planar

surfaces.

Figure 3.5 shows the same data, over the same time span, but now without folds. Notice that
the empty space between meetings has greatly reduced the horizontal resolution available for

meetings, making it difficult to see details such as who arrived first at a given meeting.

Figure 3.5 The same time span as in Figure 3.3, but now with folds removed, to show
how much empty space there is between meetings. World lines are also displayed.

In both Figures 3.3 and 3.5, a black-and-grey strip pattern below the Gantt chart shows day and
night (white for day, grey for night). Also, numbers below folds in Figure 3.3 indicate the time
hidden by each fold: “1 h” for 1 hour, or “4 d” for 4 days.

The Gantt chart can be panned and zoomed by the user. Optionally a tooltip or excentric
labels can be enabled shown in Figure 3.6. The tooltip makes it easy to see which person in
involved in the meeting. When the mouse rolls over a meeting, i.e. the darker grey bars, the
tooltip displays the person represented by horizontal lines nearest to the mouse. Similarly,
excentric labels (Fekete and Plaisant (1999)) can be used. They provided an added advantage
of displaying all attendees of the meeting while at the same time showing the person under
the mouse by using highlighting. However, excentric labeling is more occluding and blocks
other meetings besides when displayed. Thus our prototype provide the options to toggle

between three modes: (1) using no tooltip and no excentric labeling, no occlusion, in this mode
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Figure 3.6  Left: Tooltip displays only the person, Eve, under the cursor but is less
occluding. Right: Excentric labels display all the people present for the meeting, the
highlighting shows the person under the cursor, i.e. Eve. However, excentric labels are
more occluding since they take up more space. Both views are coordinated to the matrix
view using coordinated highlighting, Eve is highlighted in the matrix view.

coordination with the matrix view is required to see the person under the cursor ; (2) tooltip,
some occlusion, using a tooltip in which the person under the cursor is highlighted but all the
persons/objects involved in the meeting are not displayed; (3) excentric mode, occlusion, but
all the people/objects involved in the meeting are displayed as well as the person under cursor

using highlighting.

Hotkeys are used to toggle folding in the Gantt chart, as well as to toggle the drawing of world
lines. During the toggling of folding, a smoothly animated transition shows the empty regions
folding away, while the unfolded regions grow bigger, all the while maintaining the same total
duration within the Gantt chart. Perspective drawing and color shading are used for drawing
the folds to enhance the metaphor that “time is being shrunk™ in the space available, i.e., per

pixel the amount of time passed is greater in the folded regions than the unfolded regions.
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Names of locations in the left margin of the Gantt chart can be clicked and edited by the user,
to annotate rows with meaningful location names. Thus, during an analytical process, as the
user identifies locations on a map, they can record a meaningful name for each location, such

as “Building 17, “University”, “Bob’s Home”, etc.

The Gantt chart supports both the location-centric view shown in Figures 3.3, 3.5, and the
person-centric view shown in Figure 3.7. The user may freely switch between these views

according to the kinds of tasks or questions they have.

Figure 3.7 Person-centric mode, showing three meetings, two of which overlap in time.
Colors identify people, and black vertical line segments show meetings. Black dots
disambiguate the participants in the meetings: “blue Alice”, “red Dan”, “green Bob”,

“cyan Fred 7, “pink Eve” and “yellow Carol” meet at Location 0. While “blue Alice” and
“pink Eve” meet later again at Location 34.

When using the location-centric view, rows within the Gantt chart are sorted by default in
descending order of activity with the most visited locations at the top. The user may also

reverse this sorting order. This makes it easy for the user to identify the most-often visited
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locations, or the most rarely visited locations, for a given set of people selected in the adjacency
matrix. The user may also interactively adjust the height of rows, and scroll vertically through

the Gantt chart if the number of rows exceeds the available space.

To summarize, although the number of rows that are visible in the Gantt chart is limited by

screen dimensions, we increase the scalability of our system in multiple ways:

e The adjacency matrix allows the user to identify interesting meetings and filter on people.

e Sorting of rows makes the most interesting (frequent or rare) locations appear at the top of

the Gantt chart.
e Folding increases scalability along time and reduces the need to pan and zoom.

e The user may also remove individual locations by right-clicking on rows to concentrate on

the important rows and removing irrelevant ones.

3.24 Coordinating views

The views in the main window are coordinated North and Shneiderman (2000); Wang Bal-
donado et al. (2000); Roberts (2007) in various ways. First, hovering over a location in the
Gantt chart causes the geographic map to animate to that location (coordination through an-
imation), and the relationship is further emphasized through an explicitly drawn black line
segment drawn from the cursor in the Gantt chart to the location in the map (Figure 3.3, such
explicitly drawn links have also been discussed Buja ef al. (1991) and used Collins and Carpen-
dale (2007); Steinberger et al. (2011); Thudt ez al. (2013) in previous work). Second, the Gantt
chart is coordinated to the matrix view using highlighting. When you roll over the mouse over
a meeting in the Gantt chart the corresponding person in the meeting closest to the mouse is
highlighted in the matrix view using a light grey color as shown in Figure 3.5 and Figure 3.6
Lastly, the colors allotted to the people and their relative position the same in the matrix view
and the Gantt chart. This helps improve coordination further. Coloring is optional and could

be toggled on or off.
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3.3 Implementation

MovementSlicer follows the model-view-controller architecture. Java and the Java Swing API
were used for implementing the front and the back-end. Jxmapviewer (Marinacci (2007)) was
used to draw the map view. Our implementation, running on an Intel core 17 processor with

8GB of RAM at 1633MHz, was able to read in data containing 135,507 raw points, containing

gaps and noise, and process it to find visited locations and meetings in under 5 seconds.

XML Data

< coord>-73.5683441 45.4527397

< coord>-73.5683441 45.4527397

< coord>-73.5683441 45.4527397

< coord>-73.5683441 45.4527397

<when>2013-04-30T22:40:48.165-07:
< coord>-73.5683441 45.4527397
<when>2013-04-30T22:47:50.877-07:
< coord>-73.5683441 45.4527397
<when>2013-04-30T22:54:47.954-07:
< coord>-73.5683441 45.4527397
<when>2013-04-30T22:55:09.965-07:

<when>2013-04-30T22:55:54.906-07:

<when>2013-04-30T22:57:37.246-07:

<when>2013-04-30T22:57:51.916-07:

00</when>
o</ cooxrd>
00</when>
0</. coord>
00</when>
0</. coord>
00</when>
o</ coord>
00</when>
o</ coord>
00</when>
0</. coord>
00</when>
o</ cooxrd>

Latitude,

.008304,116.
.008413,116.
.007171,116.
.007209,116.
.007287,116.
.007366,116.
.007429,116.
.007499,116.
.007514,116.
.007578,116.
.007694,116.
.007739,116.
.007834,116.
.007907,116.
.007941,116.
.007989,116.

PLT Data

Longitude,

319876,0,492,39745.
319962,0,491,39745.
319458,0,-46,39745.
319484,0,-48,39745.

Altitude, Date, Time

0902662037,2008-10-24,02:09:59
0903240741,2008-10-24,02:10:04
0903819444,2008-10-24,02:10:09
0904398148,2008-10-24,02:10:14

31959,0,-41,39745.0904976852,2008-10-24,02:10:19

319727,0,-40,39745.
319873,0,-39,39745.
320013,0,-39,39745.
320165,0,-39,39745.
320176,0,-40,39745.
320214,0,-38,39745.
320357,0,-39,39745.
320544,0,-20,39745.
320708,0,-12,39745.
320861,0,-14,39745.
320989,0,-14,39745.

0905555556,2008-10-24,02:10:24
0906134259,2008-10-24,02:10:29
0906712963,2008-10-24,02:10:34
0907291667,2008-10-24,02:10:39
090787037,2008-10-24,02:10:44
0908449074,2008-10-24,02:10:
0909027778,2008-10-24,02:10:
0909606481,2008-10-24,02:10:
0910185185,2008-10-24,02:11:
11:
11:

0910763889,2008-10-24,02:
0911342593,2008-10-24,02:

.008131,116.321041,0,-11,39745.0911921296,2008-10-24,02:11:

Figure 3.8 Left: XML format of data, Right: PLT format for data.

The data was stored in XML or PLT files (figure 3.8) and loaded upon executing the application.
The latitude, longitude and timestamps for each person are loaded into the person class. This
data is then processed using the clustering algorithm (section 3.1) to derive the staypoints for
each person. The staypoints from all the persons are then used together for clustering to obtain
stayregions which are used as locations in the Gantt chart. The clustering algorithm for the
staypoints has a complexity of & (nz) for n raw data points while the algorithm for calculating
the stayregions has a complexity of &'(m?) for m staypoints. Note that m is typically much
smaller than # (in our case from 135,507 GPS points reduces to 433 staypoints). Thus, there
are many fewer staypoints than raw GPS points. So even though the complexity of calculating
stayregions is cubic, the time taken to calculate the stayregions (locations) is much less (84

stayregions from 433 staypoints) than the time to calculate staypoints.
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Interval trees are used for calculate meetings between people. Interval trees are data structures
used to store and retrieve time intervals. They are specifically suited to find overlaps between
time intervals. We construct an interval tree for all the stayregions once. Meetings can then be
displayed by traversing the interval tree for the selected people. The naive algorithm for finding
meetings among the people has a complexity of &'(m*) where m is the number of staypoints.
However, using interval trees greatly speeds up the process as it reduces query time. Con-
structing an interval tree has complexity of ¢'(mlogm) which is a one-time operation. Once
constructed, querying the tree for meetings is a &'(logm) operation. Construction of interval
trees is progressive: new staypoints and stayregions are added on the go without the need to
rebuild the entire tree making, it useful for realtime systems. Also, using an ArcGIS database
would help improve the performance of the application (Note: for our prototype we are not
using an ArcGIS database). ArcGIS databases allow for faster loads as they are optimized for
movement databases. They have features which allow for filtering of the dataset based on area
and time which could further improve speed when calculating for a specified time interval or

region.

Thus, our prototype is scalable for datasets spanning large time spans. However, visually it is
scalable up to 20 people when used in location-centric mode, as the location-centric mode uses
color to identify people. Whereas for person-centric mode, since color is not important and

only used for visual searches, the prototype scales well for more people.

3.4 Case Studies

Munzner (2009) states that a good visual design paper not only mention reasons of choosing a
visual scheme but also use case studies to validate and display the usefulness of design. This
allows the user to have a better understanding of the capabilities and limitations of the system.

We now illustrate the uses of our prototype with real-world datasets.
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3.4.1 Case Study 1: One individual over 6 months

This data set was produced by tracking one person’s smartphone for 6 months, yielding a
total of 21,030 data points. In Figure 3.9, we see 3 months of data, all within the same city.
Although there are initially 41 locations identified in the data, and 41 rows displayed, the rows
are automatically ordered in descending order of activity, allowing the user to easily see the
most frequently visited locations without scrolling downward. The user manually inspected
each row to see the corresponding location on the map, and annotated the rows in the Gantt

chart to make the visualization more suitable for interpretation and presentations to others.

Figure 3.9 Case study 1: three months of activity within Montreal.

In Figure 3.10, we see a trip from Montreal, Canada to Durham, NC, within the same dataset.
The data covers a large range of geographic distances: flight distance from Montreal to Durham
covers over 1000 km, but travelling between “Hotel in Durham” and ‘“Meeting in Durham”
covers less than 3 kilometers. Zooming out on a geographic map to see all places visited, we
would only see the 3 cities covered: Montreal, Durham, and New York City. The details of
movements within any city are far too small to see in such a geographic overview. In contrast,
with the Gantt chart, all locations where the person visited are allocated a row, making the
sequencing and timing salient. This demonstrates an important advantage of the Gantt chart

over the other approaches in Figure 1.2.
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Figure 3.10 Case Study 1: one week of activity in Montreal followed by a round-trip
flight to Durham (airport code: RDU) via New York (airport code: LGA). GPS tracking
failed during the LGA-RDU leg of the trip, which shows up in the Gantt chart as a sudden
jump from LGA to a hotel in Durham.

3.4.2 Case Study 2: Six people over 1 month

Six people in our research team tracked their movements over a 1 month period, while trav-
eling to and from work, and occasionally meeting in places outside work such as restaurants.
Ourimplementation is able to read in the data for all six people (10,000 raw points, or roughly
1 point per person every 2 minutes), containing gaps and noise, and process and cluster it to
find visited locations in under 5 seconds on a recent laptop. Our implementation also identi-
fies meetings between multiple people. Visualizing such meetings is important for answering
questions such as “Who among these people often meet together?”, “Where do they meet?”,

and “Who is early or late for a meeting?”
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Initially, 78 different locations are identified in the dataset, and all of these locations can be
viewed in the Gantt chart if the user selects all 6 people in the adjacency matrix. However, if
the user selects only the cells in the matrix, the filtering results in only 4 locations being shown

in the Gantt chart, where meetings of at least two people occurred (Figure 3.11).

Y. 7, My 7 PR TS 74 7 | 7. 7 1. 7 P LT PR
%% Yo T o o T |[% % Y e o o e %,

Figure 3.11 Case study 2: meetings between 6 members of our lab.

3.4.3 Case Study 3: GeolLife data

We examined subsets of the GeoLife (Zheng et al. (2010b)) dataset, containing 178 individuals
tracked over several months. Figure 3.12 shows meetings for a subset of 12 people that were
loaded. We immediately notice that 3 of these people have met an unusually high number of
times. The matrix allows the user to easily filter down to any pair of these 3 people. Exami-
nation of the “red Dan” and “pink Eve” people indicate that they may be close friends, as they
are often together (Figure 3.13). (In the GeoLife dataset, these two people are identified as 003
and 004.)

However, examining the activity of “red Dan” and “blue Alice” reveals that they seem to have
identical activity patterns over large spans of time (Figure 3.14). (In the GeoLife dataset, these
two people are identified as 003 and 000.) After discovering this, we checked the raw data,
and found that 129 of the original files for these individuals seemed identical. This points to
an interesting anomaly worthy of further investigation. Were portions of the data accidentally

duplicated?
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Figure 3.12 Case study 3: an adjacency matrix for several people from the GeoLife
dataset.
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Figure 3.13 Case study 3: two people often together, at a university, at a dormitory, and
at a bank.

Figure 3.14 Case study 3: two people with identical data.



CONCLUSION AND FUTURE DIRECTIONS

We have presented MovementSlicer, a tool designed for understanding individual behaviors
and meetings between small groups of people. Our taxonomy of visualizations (Figure 1.2,
proposed categories of tasks (Section 1.2.1), and analysis of design options suggest that two
kinds of Gantt charts are particularly suited for such a tool, person-centric and location-centric,
both of which show two categorical variables with respect to time. Our prototype supports
filtering via an adjacency matrix of meetings, sorting of rows by activity level, and multi-focal
temporal folding, all features that help handle more people, locations, and longer time spans,
respectively. Our tool’s use of coordination through links, smoothly animated transitions, and

user-annotation of rows are all useful features to consider implementing in similar systems.

Several enhancements to our prototype would be possible. First, we could implement the
display of trajectories on the geographic map, possibly clustering them and displaying median
trajectories for each cluster (Buchin ef al. (2013)). Second, we could implement the Gantt
chart variant shown in Figure 2.2, C, as a means of saving space vertically. Third, to enhance
coordination between views, we have started experimenting with displaying thumbnails of
geographic map regions within the Gantt chart, for example, when the mouse cursor rolls over
an event. (This is comparable to the use of embedded maps in Thudt er al. (2013).) Fourth,
to further enrich coordination, we have begun to design a kind of lens that could be passed
over the geographic map, that would display the activity under the lens as a distance X time
graph, 1.e., like a small version of Crnovrsanin et al. (2009)’s graph, where distance could be
measured with respect to the center of the map region under the lens. Such a lens could be

useful for seeing when and how many times different people visit a given region of the map.

Finally, our prototype could be made more flexible by allowing the user to map the horizontal
and vertical axes to different quantities. We have already demonstrated the ability to nest
person within location or location within person along the vertical axis. However, other systems
(Hurter et al. (2009); Mackinlay et al. (2007)) allow arbitrary associations between data and
axes. In the context of movement data, one useful mapping could be time along the horizontal,

and duration of events along the vertical (Muelder ef al. (2009); Qiang et al. (2012)), to make
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longer meetings or events stand out from others. Another would be the ability to map time-of-
day to one axis, and date to another axis (as done with the “pixel based road speed views” in

Wang et al. (2013)), or more generally.



APPENDIX I

SETTINGS OF THE APPLICATION USED FOR DATA COLLECTION

The data was collected using Backitude with the following settings: (Note: During the period

of data collection users were allowed to switch off Backitude at instances for privacy purposes.)
Enable Backitude: Checked
Settings > Standard mode settings

e Time Interval: 3 minutes

e Location Polling timeout: 30 seconds
Settings > Update settings

e Time Interval: 3 minutes
e Location Steals : Checked
e Maximum Steals Rate: 15 seconds - 5 minutes

e Minimum Change in Distance: None
Settings > Accuracy Settings

e Minimum GPS Accuracy: 6 metres
e Minimum WiFi Accuracy: 100 metres
e Timeout Fallback Options: Most accurate found, or do not update at all

e Previous Accuracy Fallback: Checked
Settings > Offline Storage Settings

e Offline Storage Enabled: Checked
e Sync Options: WiFi available only

Settings > Status bar icon: Display when application is enabled
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