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Avant-propos

Les trois premiers chapitres de cette thèse présentent la mise en context et les objec-
tives de cette thèse, une revue de littérature sur la modélisation des problèmes de
Stefan et de Stokes avec des discontinuités ainsi qu’une description de la méthode
par éléments finis étendus (XFEM), utilsée dans les chapitres subséquents. La suite
de l’avant-propos décrit brièvement les articles incluent dans la thèse, le rôle de l’au-
teur et des coauteurs et décrit les modifications apportées aux versions des articles
qui se retrouvent dans la thèse.

Article 1: A XFEM Lagrange Multiplier Technique for

Stefan Problems

Le chapitre 4 présente l’article sur la résolution du problème de Stefan par multipli-
cateur de Lagrange soumis à la revue Frontiers in Heat and Mass Transfer le 2 mars
2016. Il est présentement sous évaluation. Certaines modifications ont été apportées
au contenu afin d’éviter le dédoublement d’information dans la thèse. En particulier,
la description de la méthode de fonction niveau (level set method), déjà présenté
dans le chapitre 2 a été retirée. De plus, certains symboles ont été modifiés pour
rester cohérant avec les autres chapitres de la thèse.

La présence de coauteurs met en évidence le travail d’équipe qui a été nécessaire
au bon déroulement de ce projet. Mario Fafard et Jean-Loup Robert, directeur et
codirecteur de cette thèse, ont encadré le développement du code présenté dans
l’article et contribué à l’interpretation des résultats. Hicham Chaouki a contribué
au développement des algorithmes associés à la méthode de fonction niveau ainsi
qu’à la validation des équations de la formulation avec multiplicateur de Lagrange.
Finalement, Donald Ziegler a représenté Alcoa, une source importante de finance-
ment, durant le développement du modèle.
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L’article a été écrit par moi-même, en prenant en considération les conseils et com-
mentaires de mes coauteurs, particulairement Hicham Chaouki. Je suis donc l’auteur
principal.

Article 2: A XFEM Phase Change Model with

Convection

Le chapitre 5 présente l’article sur le système Stefan-Stokes couplé en éléments finis
étendus soumis à la revue International Journal of Heat and Fluid Flow le 25 janvier
2016. Il est présentement sous évaluation. Certaines modifications ont été apportées
au contenu afin d’éviter le dédoublement d’information dans la thèse et un prob-
lème de validation a été ajouté pour la formulation Stokes. Certains symboles ont
été modifiés pour rester cohérants avec les autres chapitres de la thèse.

Mes directeurs de recherche, Mario Fafard et Jean-Loup Robert, ont encadré l’écrit-
ure du code présenté dans l’article et contribué à l’interprétation des résultats.
Hicham Chaouki a développé la formulation Stokes (éléments finis standard) dans
laquelle j’ai implementé les composantes nécessaires à la résolution par éléments fi-
nis étendus. Finalement, Donald Ziegler a représenté Alcoa, une source importante
de financement, durant le développement du modèle.

L’article a été écrit par moi-même, en prenant en considération les conseils et com-
mentaires de mes coauteurs, particulairement Hicham Chaouki.

Article 3: Modelling of Phase Change with

Non-Constant Density using XFEM and a Lagrange

Multiplier

Le chapitre 6 présente l’article sur l’utilisation d’une densité distincte pour les phases
solide et liquide qui sera soumis à une revue prochainement. Le contenu déjà présent
dans les autres chapitres de cette thèse a été retiré. Certains symboles ont été modi-
fiés pour rester cohérants avec les autres chapitres de la thèse.

Mes directeurs de recherche, Mario Fafard et Jean-Loup Robert, ont encadré l’écrit-
ure du code présenté dans l’article et contribué à l’interprétation des résultats.
Hicham Chaouki a développé la formulation Stokes (éléments finis standard) qui a
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servi de point de départ pour la formulation avec densité variable. Donald Ziegler a
représenté Alcoa, une source importante de financement, durant le développement
du modèle et a fourni les propriétés de la cryolite utilisés pour le problème de vali-
dation présenté dans l’article.

L’article a été écrit par moi-même, en prenant en considération les conseils et com-
mentaires de mes coauteurs, particulairement Hicham Chaouki.
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Chapter 1

Introduction

1.1 Motivation

Today, aluminium is one of the most widely used metals worldwide. Its specific
chemical and physical properties have allowed it to take an important role in a va-
riety of areas. Lightweight and durable, it is gradually replacing steel in aerospace
and automotive applications. In addition, it is infinitely recyclable, giving it an excel-
lent prospect in the future as an environmentally responsible material. However, its
production is still very energy intensive and releases a significant amount of green-
house gases, especially CO2. It is therefore essential to reduce the economical and
environmental costs of producing aluminium so it can remain competitive on the
world market as we gradually move towards greener industries.

The Hall-Héroult process [43] is the most common technology used to extract alu-
minium from alumina (Al2O3), a chemical compound that occurs naturally in baux-
ite. Alumina is dissolved in a cryolite bath at approximately 960 ◦C and exposed to
an electric current of approximately 350 kA to induce the electrolysis reaction

2Al2O3 + 3C→ 4Al + 3CO2 (1.1)

and produce pure aluminium. The aluminium is recovered from the bottom of the
electrolytic cell (see Figure 1.1) in liquid form. The heat generated by the Joule effect
in the cell helps maintain the proper temperature within the liquid cryolite and an
optimal reaction. In addition, the current produces a powerful magnetic field which
circulates the fluid in the cell.

A major problem with the use of cryolite is its very corrosive nature, which will
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Figure 1.1 – Electrolytic Cell

eventually cause the cell walls to leak. To protect them, a nonreactive solid cryolite
layer, called the ledge (figure 1.1), is maintained on the walls and can significantly
increase the cell’s life-span. However, the thickness of this solid layer changes the
electrical and thermal efficiency of the reaction and thus the operating costs of the
aluminium plant. This layer also modifies the motion of the liquid cryolite within the
electrolytic cell, which affects the transport of heat and must be taken into account.
Another important source of disturbance in the cell is the regular replacement of the
anodes. When inserted into the cell, the anode is at room temperature (35◦C). As a
result, a layer of ledge quickly forms on the anode’s surface which will then melt
as the anode reaches the cell’s operation temperature. This recurring perturbation
affects the dynamics of the entire cell but is still poorly understood. Consequently,
knowledge of the ledge thickness and fluid flow inside the cell are key elements to
optimizing the entire process and reducing production costs for aluminum smelters.

The harsh environment prevailing inside the cell makes the acquisition of exper-
imental data very difficult and in some cases impossible. To gain a better under-
standing of the electrolytic cell’s behavior and thus optimize the process, aluminium
smelters have turned to numerical models to reproduce the physics involved in the
Hall-Héroult process. In this context, the three-dimensional and multiphysical na-
ture of such a model poses a challenge. Specifically, a variety of phenomena occur
simultaneously in the cell and the three distinct phases (liquid cryolite, solid cryolite

2
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Figure 1.2 – Coupling of physical phenomena

and liquid aluminium) form separate three-dimensional domains that fluctuate over
time with complex interactions at the material interfaces.

The main phenomena in the cell are heat transfer, fluid flow and electromagnetism.
The electric current required for the electrolysis reaction (1.1) generates heat by the
Joule effect, which acts as a volumetric heat source term. The presence of liquid
phases inside the cell adds a convective term to the heat transfer problem. The cur-
rent also influences the motion of the fluid through the magnetic force applied to the
cryolite. Finally, the material properties (electrical and thermal conductivity, den-
sity) are temperature and phase dependent, creating buoyancy effects in the fluid
and mass flow at the solid-fluid interface. A detailed model of the cell must include
all these interactions in order to represent the behavior properly.

A complete analysis of an electrolysis cell must also take into account the discon-
tinuities due to changes in physical properties between material domains. At the
solid-fluid cryolite interface, the enthalpy undergoes a near discontinuous change
due to the absorption or release of energy during the phase change. At the same
interface, the fluid velocity jumps from zero in the solid phase to non-zero in the
liquid phase in a discontinuous manner. At the cryolite-aluminum interface, the dis-
continuous change in material properties creates a jump in the velocity gradient and
pressure. As these interfaces move over time, their positions must be recalculated
in order to correctly evaluate the material properties in each phase and apply the
associated boundary conditions on the interfaces.

The multiphysical nature of the problem considerably complicates the choice of the
appropriate numerical method to solve the system of equations. The various mech-
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anisms have unique numerical challenges and their interdependence adds a new
layer of difficulty to obtaining a converged solution. The selected numerical strategy
must be relatively easy to apply to different physics. It must also be able to handle
the complex, and a priori unknown, geometries that may emerge over time due to in-
terface movement. In addition to the complexity of the phenomena, the necessity of
a three-dimensional model with so many degrees of freedoms can be very costly in
computation time. The development of a particularly fast algorithm for solving the
problem will be essential in order to exploit the model effectively in an industrial
context.

1.2 Thesis Contribution and Novelty

A complete three dimensional model including all the phenomena mentioned pre-
viously and their interactions is beyond the scope of a single thesis. However, the
choices made in this work regarding numerical techniques and physical assump-
tions should be inline with the long term goal of constructing such a model. This
project concentrates on developing the numerical framework required to model the
behavior of the cryolite bath. The liquid aluminium underneath and open air above
are therefore completely removed and no fluid-fluid interfaces are considered. The
model only includes liquid and solid phases within a fixed domain. Moreover, the
electrical problem will be completely ignored, meaning that no Joule effect or
magneto-hydraulic forces (Lorentz) will be considered. These contributions being
additional source terms, they can easily be added to the formulations developed in
this work.

The changes in material properties (thermal conductivity, density and heat capacity)
at the phase change will be taken into account but the properties will be assumed
constant within each phase. The material will be assumed to have an isothermal
phase change. The problem will be solved in two dimensions but careful considera-
tion for the extension to three dimensions will be taken into account throughout this
work. Considering these assumptions, a numerical model with two coupled systems
of equations will be required. The first is the heat transfer problem involving phase
change (commonly called Stefan problem) and the second is the Navier-Stokes equa-
tions for incompressible flow in the liquid phase.

The main objective of this work is to develop an efficient way to handle the time-
dependent discontinuities in the temperature, velocity and pressure fields caused
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by the phase change process. Even though this project focuses on the phase change
process, other projects are currently underway to tackle the various other disconti-
nuities present in the overall aluminium smelting process and will be implemented
in the same computer program. The code developed for the phase change problem
must therefore be applicable to other physics with as little modifications as possi-
ble. To fulfill all of these requirements, the extended finite element method [13] was
selected and will be discussed in depth in chapter 3.

The model was coded in FESh++, a multi-physics C++ object-oriented solver. This
solver is already used as part of the research in thermal-electro-mechanical prob-
lems for the REGAL [27, 35]. It is on this platform that were added the necessary
components for the simulation of the cryolite. These components were numerous,
as FESh++ did not offer the proper tools for the management of time-dependent
discontinuities.

This project has several innovative elements. First, a variation on the method of La-
grange multipliers, based on [34], was developed to apply the fusion temperature on
the interface. Furthermore, the solid-liquid interface velocity is determined by the
jump in heat flux at the interface. The extended finite element solidification mod-
els found in the literature calculate this value using the gradient of the temperature
field. In the model proposed in this thesis, the novel Lagrange multiplier solution
is used to evaluate the jump in heat flux. Its performance is then compared to the
temperature gradient based evaluation.

Second, few extended finite element solidification models which include convective
effects are listed in the literature. Thereof, none consider the discontinuous nature
of the interface directly in the resolution of the fluid flow problem. Instead, they
use classical finite element techniques to approximate the interface using continuous
interpolations. This aspect was corrected in this model by developing a coupled heat
transfer/fluid flow model using the extended finite element method to include the
discontinuities in both physics.

Thirdly, a large majority of work done in phase change problems, and all extended
finite element models found in the literature, assume a constant and unique material
density for both phases. In most situations, the difference in density between solid
and liquid phases is relatively small and the assumption has a small impact on the
solution. However, cryolite does not fall in this category and the density may change
considerably (≈ 25%) between phases. In order to include this change in density and
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conserve the overall mass of the system, a non-zero boundary condition is applied
on the velocity at the phase-change interface for the resolution of the Navier-Stokes
equations. The specific value is dependent on the change in density and the velocity
of the interface, increasing the non-linearity of the coupled system. The use of the
extended finite element method for the resolution of the Navier-Stokes equations
allows this particular boundary condition to be applied directly on the interface in a
similar fashion to the melting temperature.

1.3 Thesis Organization

The thesis is divided as follows. In chapter 1, the motivations for developing the
model are discussed as well as the main contributions of this thesis to the advance-
ment of extended finite element modelling. In chapter 2, a review of the literature on
modelling discontinuities, the Stefan problem and Navier-Stokes equations in par-
ticular, is presented. Chapter 3 gives an in-depth description of the extended finite
element method and related numerical tools, including the level set method. Chap-
ter 4 presents the article on the development of the Lagrange multiplier formulation
used in the thesis. Chapter 5 presents the coupled Stefan and Stokes formulation us-
ing the extended finite element method. The density is considered constant. Chapter
6 presents the complete model, including the density difference between the solid
and liquid phases.
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Chapter 2

Literature Review

2.1 Introduction

Several methods are found in the literature to numerically model physical phenom-
ena. The particular physics studied in this project (heat transfer and fluid dynamics)
and the continuous nature of the material encourages the use of the finite element
method (FEM) [66] as a modelling tool [10, 27, 35, 45]. This chapter explores the main
approaches used in the finite element method to model phase change problems and
handle discontinuous interfaces in general. Section 2.2 gives a general description
of these techniques, their advantages and their drawbacks. In sections 2.3 and 2.4, a
review of their application to the Stefan and Navier-Stokes problems, respectively,
are given as well as advantages and drawbacks associated to the specific problem.

2.2 Interface Handling Techniques

The finite element method has been proven to be robust for a variety of problems,
is geometrically flexible and is well understood in the literature. However, partic-
ular situations can still cause problems. The finite element method uses a polyno-
mial interpolation within individual elements. Consequently, it can only reproduce
a function with discontinuities in the variable (strong discontinuity) or its derivative
(weak discontinuity) by separating the domain into submeshes, treated separately.
This means that the discontinuity’s location must be known a priori in order to prop-
erly adapt the mesh to this additional geometrical constraint.

The situation is further complicated when these discontinuities can move in time.
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In this case, the interface moves within the mesh and its management becomes very
complex and often very difficult from a practical point of view. To handle such situ-
ations, three adaptations of the finite element algorithm have been developed in the
literature.

In the first, the interface is modelled in a diffused manner, which converts the dis-
continuity into a steep (but finite) gradient [9, 10, 79]. Secondly, the interface can
be defined by a set of nodes on the mesh. Mesh control techniques allow the set
of nodes to move within the mesh, based on the desired interface velocity, and re-
organize the surrounding nodes to maintain an acceptable mesh distortion. This ap-
proach is called the arbitrary Lagrangian-Euleurian method (ALE) [37, 39, 51]. Lastly,
a technique called the extended finite element method (XFEM) provides the ability to
have discontinuous solutions within elements [13, 21, 22, 56]. To do so, the Lagrange
polynomial interpolation is enriched with a carefully selected function to introduce
a discontinuous behavior in the solution at an arbitrary location, independent of the
mesh.

2.2.1 Diffused Interface

The simplest technique to represent a discontinuity in the finite element context is to
approximate it by a rapid change in the solution over a finite distance ∆x [9, 60]. This
approach allows the use of a standard polynomial interpolation in the finite element
formulation and uses a state variable such as the temperature or a level set function
φ(x, t) to define the color function Φ which describes the "amount", between 0 and
100%, of a particular phase at a given point in the domain. A smooth function is
then used to describe the mixed region where the phase transition occurs. A general
example is

Φ =


1 if φ(x, t) > ∆x

2

0 if φ(x, t) < −∆x
2

f (φ) if φ(x, t) ∈
[
−∆x

2 , ∆x
2

] (2.1)

where f (φ) is an interpolation function used in the range
[
−∆x

2 , ∆x
2

]
to transition

from one side of the discontinuity to the other.

An important step in this approach is the selection of a transition distance ∆x. The
larger the transition region, the lower the solution gradient and the easier the sys-
tem will be to converge, at the cost of accuracy. For smaller transition regions, the
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rapid change in the solution will require a more refined mesh to properly capture
the solution’s behavior near the interface.

This technique is commonly used to implement simple models requiring less com-
puting power because the accuracy of the solution can be easily increased by refin-
ing the mesh. The large amount of degrees of freedom required to model a complete
electrolysis cell inhibits the use of refined meshes. Furthermore, the absence of a
properly defined interface complicates the application of boundary conditions. Most
applications require a modification of the governing equations to apply the bound-
ary condition implicitly, which shall be discussed in sections 2.3 and 2.4. This step in
the development of a physical model is not always intuitive. In sum, the diffused in-
terface technique is simple to handle and implement numerically but does not offer
the desired accuracy or general applicability required for this model and its planned
evolution.

2.2.2 Arbitrary Lagrangian-Eulerian Method

The arbitrary Lagrangian-Eulerian (or ALE) method [15, 37, 38, 44] offers an interest-
ing alternative to diffused interfaces because it stores the interface on mesh nodes.
This results in an exact representation of the discontinuity because the finite element
method can include discontinuities in the solution that occur at element boundaries.
The main idea behind this method is to combine the advantages of a Lagrangian
reference frame, which allows the mesh nodes to move, with those of an Eulerian
reference frame with a fixed mesh (better suited for problems involving convection,
such as the Navier-Stokes equations). The result is a system of equations in an Eule-
rian reference which takes into account the movement of the nodes.

The interface is related to a set of nodes that move in the mesh and the solution
can capture the discontinuities. Furthermore, interface boundary conditions on these
nodes are applied quite easily. The movement of the nodes adds an additional con-
vection term to the governing equations, described by

∂u
∂t

+∇ ·
((

v− ∂x
∂t

)
u
)
= f (u) (2.2)

for a pure transport problem where v is the physical convection velocity and f (u) a
source term.

The governing equations of the problem must be modified to account for the con-
vection term, which is independent of the particular physical problem and will be
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identical for all applications. Note that in the case where ∂x
∂t = v, the formulation

reduces to a purely Lagrangian reference frame and if ∂x
∂t = 0, we obtain a purely

Eulerian description of the flow.

The displacement of the interface nodes is determined by the interface velocity spec-
ified by the particular problem at hand and is given as

xn+1 = xn + ∆tvn (2.3)

where xn+1 is the updated node position, xn the old node position and vn the inter-
face velocity at the specified node.

The movement of the mesh adds a significant level of complexity to the geometry
of the problem. Although only the movement of the nodes on the interface has any
physical meaning, the entire domain must be mobile in order to maintain an ac-
ceptable mesh distortion. A typical mesh movement equation for nodes not on the
interface is of the form [37]

∑
j

kij
(
xj − xi

)
= Xi kij =

1
‖xj − xi‖2 (2.4)

where the nodes are represented as the ends of springs with a non-linear stiffness
coefficient kij and Xi is a constant associated with node i of the initial mesh.

It is the constant Xi that constricts the mesh to a structure similar to the original
mesh. The sum over j is done on all nodes directly linked to node i. Without this re-
distribution of the mesh, highly distorted elements or negative volumes may occur.
Moreover, the basic properties of the element, such as the Jacobian matrix, must be
recalculated at each time step (or iteration).

The position of each node becomes two or three additional degree of freedom, de-
pending on the number of dimensions, and are added to the total number of un-
knowns, increasing the computation cost of the model. Also, developing a fairly
robust algorithm to handle complex interface movements is difficult, especially in
three dimensions. In cases with large displacements, a remeshing is often required
to maintain the accuracy of the solution. The remeshing process can also be complex
and introduces an error in the interpolation of the solution from one mesh to the
other. Even though the ALE method can accurately account for the discontinuities,
the increase in computational effort and code complexity caused by the movement
of the nodes considerably reduces its appeal for this project.
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Standard node Enriched node

Figure 2.1 – Standard and enriched nodes in a mesh involving a discontinuity

2.2.3 Extended Finite Element Method

The extended finite element method (XFEM) [13, 30] is different from the mesh ma-
nipulation associated with the ALE techniques. The extended finite element method
includes additional degrees of freedom and modifies the interpolation functions of
the element in order to accurately represent functions with strong or weak disconti-
nuities in the solution. These changes are based on the concept of partition of unity
[5] already used to define the standard interpolation functions. In the context of
XFEM, the interpolation space is increased using specially chosen functions of the
form

u(x, t) = ∑
i∈I

Ni(x)ui(t) + ∑
j∈J

Nj(x)ψj(x, t)u∗i (t) (2.5)

in order to accurately represent the discontinuous behavior of the solution, known a
priori.

The sets I and J in (2.5) represent the sets of standard and enriched nodes, respec-
tively, as seen in figure 2.1. The main advantage of the extended finite element
method is the use of an additional function ψj(x, t) in the interpolation that can re-
produce a discontinuity within an element. The discontinuity may therefore move
independently of the nodes and eliminates the need to change the mesh during the
simulation.

The extended finite element method modifies the underlying interpolation functions
that approximate the solution. This means that the governing equations of the phys-
ical problem are not modified. In addition, the enrichment generates degrees of free-
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Figure 2.2 – Schematic representation of energy conservation at interfaces

dom that are local to the interface, reducing their impact on the calculation time.
Finally, the interface location is stored using the level set method, which will be de-
scribed in detail in section 3.5, and is more efficient and robust than moving the
nodes themselves as in the ALE method.

2.3 Stefan Problem

Following the solidification (or melting) front of a phase change problem is ex-
pressed by the Stefan problem [64]

(ρcp)i

(
∂T
∂t

+ vi · ∇T
)
= ∇ · (ki∇T) x ∈ Ωi i = l, s (2.6a)

[[−ki∇T]] = ρsLvΓ x ∈ Γ (2.6b)

Ts = Tl = Tm x ∈ Γ (2.6c)

where ρ is the density, cp the heat capacity and k the thermal conductivity. The
subscripts l and s indicate the liquid and solid phases, respectively. In the presence of
melt convection, an additional convective term with velocity v is added to equation
(2.6a), in the fluid domain only. The second equation (2.6b) expresses the relationship
between the jump in heat flux at the interface (left-hand side of the equation) and the
latent heat L released or absorbed as the interface moves with velocity vΓ [64] and
is illustrated in figure 2.2. Finally, an additional boundary condition, equation (2.6c),
must be applied in order to maintain the interface at the melting temperature Tm

It is possible to eliminate the explicit tracking of the interface by rewriting (2.6a)
using the enthalpy as the conserved property in the material derivative, known as
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the enthalpy formulation or method [10, 74, 79]. Equation (2.6a) then takes the form

∂H
∂t

+ v · ∇H = ∇ · (ki∇T) x ∈ Ωii = l, s (2.7a)

H − G(T) = 0 x ∈ Ωii = l, s (2.7b)

where H is the enthalpy and G(T) is a known function, given below.

The advantage of this formulation is that the enthalpy includes the total energy of
the material. As a consequence, the enthalpy will take into account the latent heat
absorbed or released at the interface during the phase change. The interface location
and movement is then implicitly determined by the evolution of the enthalpy solu-
tion during the simulation. Note that (2.7) is non-linear and will require an iterative
solver.

The addition of a second unknown to the problem requires an additional equation
to relate the temperature to the corresponding enthalpy value. This is obtained by
expressing the enthalpy as a known function

G(T) =


(
ρcp
)

s T if T < Tm − ε

f (T) if Tm − ε ≤ T ≤ Tm + ε(
ρcp
)

s Tm + (ρcp)l (T − Tm) + ρl L if T > Tm + ε

(2.8)

whose behavior during the phase change, f (T), depends on the particular material
used in the model.

A large number of materials have an isothermal phase change. In these cases, a phys-
ically accurate function G(T) is discontinuous at the melting temperature. A finite
element (or finite volume) algorithm will be unable to reproduce this behavior. To
obtain a solvable system, G(T) must be smoothed out near the interface by using
some interpolation function f (T), as shown in figure 2.3. For non-isothermal prob-
lems, the enthalpy varies continuously across the phase change temperature range
and the smoothing function may not be required, depending on the particular mate-
rial.

Replacing the discontinuous relationship between the temperature and enthalpy at
the phase-change by a smooth function f (T) introduces a physical approximation
into the model. Furthermore, f (T) may still have an important gradient, which will
increase the number of iterations required to obtain a converged solution [10] and
the mesh density required to obtain an acceptable solution near the interface. The
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Figure 2.3 – Enthalpy function G as a function of temperature

appropriate choice of temperature range ε will determine the balance between the
accuracy of the model and its computational cost.

Whereas the enthalpy formulation diffuses the phase change over a certain tem-
perature range, an alternative approach for isothermal phase change problems is to
diffuse the interface over the spatial domain [19, 75]. These models use a level set
function φ(x, t) to monitor the interface and rewrite the conservation equation (2.6a)
in a form which is applicable throughout the domain using continuous interpolation
functions [75]:

(
ρcp
) ∂T

∂t
+
(
ρcp
)

l v · ∇T = ∇ · (k∇T)− ρs (L + (cs − cl) (T − Tm))
∂Φ
∂t

(2.9a)(
ρcp
)
=
(
ρcp
)

l Φ +
(
ρcp
)

s (1−Φ) (2.9b)

k = klΦ + ks (1−Φ) (2.9c)

An example of a color function is given as [75]:

Φ =


1 if φ(x, t) > ε

0 if φ(x, t) < ε

φ
2ε + 0.5 if φ(x, t) ∈ [−ε, ε]

(2.10)

The impact of using (2.9) on the precision of the model is similar to using the en-
thalpy formulation (2.7). We introduce an error (approximation) in the model and
the larger the diffused interface thickness, the larger the error.
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The resolution of (2.6) with the arbitrary Lagrangian-Eulerian method [39](
ρcp
)

i
∂T
∂t

+∇ ·
((

v− ∂x
∂t

) (
ρcp
)

i T − ki∇T
)
= f (u) (2.11)

is simple to implement from a physical point of view. Since the interface is defined
by a set of nodes, the application of boundary conditions (melting temperature),
the evaluation of the thermal properties and the evaluation of the interface veloc-
ity are done in the same manner as the finite element method. The challenge is to
properly move the nodes within the mesh to follow the phase change and all the
disadvantages mentioned in section 2.2 reduce the usefulness of this approach in
three dimensional problems.

A direct resolution of (2.6) requires the explicit monitoring of the interface to calcu-
late the interface velocity, based on the heat flux, and impose the melting tempera-
ture. The extended finite element method offers a numerical framework to solve this
problem. Indeed, several models have been done on solidification problems with
XFEM [14, 22, 46, 54, 83]. These models enrich the temperature variable’s interpola-
tion to allow a discontinuous jump in the temperature gradient. Typically, this func-
tion is the absolute value of the level function, as will be discussed in chapter 3. The
result is a model that accurately follows the interface discontinuity on a fixed mesh
without modifying the governing equations

It is important to mention that all the models presented in this section assume an
identical density for both phases of the material. This assumption is valid for most
solid-liquid phase changes because the variation in density between the phases is
usually small; the density variation for water is ≈ 9%. The cryolite bath however, is
known to have an important variation in density (≈ 25%) during the phase change.
In this case, the mass balance at the interface [64], equation (2.12), implies that the
velocity vl of the liquid phase at the interface is not zero and the no-slip condition is
no longer valid. The velocity boundary condition becomes [64]:

vl =
ρl − ρs

ρl
vΓ (2.12)

Consequently, the coupling of this problem with the fluid flow must absolutely in-
clude the density variation to conserve mass and obtain a physically admissible flow.

In sum, several models are available for modelling phase change phenomena. How-
ever, the most common techniques, diffused interfaces and ALE models, have a sig-
nificant trade-off between accuracy and computation time and require important
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changes to the governing equations. This is why the extended finite element, which
follows the interface using the efficient level set method and include the discontinu-
ity directly in the interpolation scheme, was used in this work.

2.4 Navier-Stokes Equations

To determine the fluid velocity the Navier-Stokes equations [45] must be solved. In
this work, we consider an incompressible Newtonian fluid, resulting in the simpli-
fied system

∂ (ρv)
∂t

+∇ · (ρvv) = µ∇2v−∇p + ρg (2.13a)

∇ · v = 0 (2.13b)

where ρ is the fluid density, µ the dynamic viscosity, v the velocity, p the hydrostatic
pressure and g the gravitational force vector. System (2.13) is only valid in the fluid
domain. In diffused interface models, the Navier-Stokes equations are modified with
a color function (2.1) to be applicable on the entire domain, including a "mushy"
transition zone from the liquid to solid phase where the velocity is zero. System
(2.13) then takes the form [75]

∂ (ρv)
∂t

+∇ ·
(

ρ2

ρl

vv
Φ

)
= µ∇2

(
ρ

ρl
v
)
−∇p +

p
Φ
∇Φ

− µ
(1−Φ)2

Φ2
ρ

ρl

v
K0

+ Φρg (2.14a)

∇ · v = 0 (2.14b)

where Φ is the liquid fraction, ρ ≡ ρlΦ + ρs (1−Φ), the mixed density and v = Φvl

the volume-averaged velocity. K0 is the permeability constant of the Kozeny-Carman
approximation used to impose the zero velocity condition in the solid phase.

Since the phase domains are defined by the heat transfer problem, the solid fraction
Φ can be directly defined from the enthalpy [16] or a level set function [75] describing
the interface position. When Φ = 1 the domain is pure liquid and (2.14) reduces to
(2.13). In contrast, when Φ = 0, the domain is completely solid and the velocity
will drop to 0. Also note that the no-slip condition at the solid-liquid interface is
constructed into the governing equations (2.14). This makes the application of a non-
zero velocity interface boundary condition non-trivial with this approach .

Navier-Stokes models based on the ALE method are used in a wide range of physical
models, including fluid-structure interactions [48], two fluid flow [15, 38] and phase
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change problems [11]. Since elements are entirely in the solid or liquid domain, no
mushy region is required to allow the resolution of the Navier-Stokes equations in
regions with mixed phases. System (2.13) is solved in the liquid phase, with proper
boundary conditions applied to the appropriate nodes.

A smaller number of applications have been found in the literature using the ex-
tended finite element method. A particular problem which has received much atten-
tion is fluid-structure interactions. In this problem, a flexible structure is submerged
in a fluid exerting a force (pressure) upon it. The solid (structure) and fluid domains
vary over time, as the structure interacts with the fluid. To solve the Navier-Stokes
equations in the fluid domain only [33] used a "void" enrichment scheme for the
velocity and pressure fields. This enrichment effectively removes the structure from
the computational domain and allows the application of appropriate velocity bound-
ary conditions on the interface. The interface movement is then calculated from the
structure’s movement, determined from solid mechanics.

The fluid problem defined in fluid-structure interactions is quite similar to the case of
solidification. In both problems, the domain is split into a region where the Navier-
Stokes equations must be solved and another where they are not applicable. Another
key commonality is the application of velocity boundary conditions at the interface.
In the case of fluid-structure interactions, the structure (interface) and fluid velocities
at the interface must match and may be non-zero. In fluid-structure interactions, the
fluid velocity may point in an arbitrary direction but must remain normal to the
interface in phase change problems. In non-constant density phase change problems,
the fluid velocity is proportional to the interface velocity and may be non-zero at the
interface. This is an important distinction from other applications, such as constant
density phase change, where a no-slip condition (zero velocity) is applied on the
interface.

The main distinction is the calculation of the interface velocity, which is based on
energy conservation at the interface for phase change problems. To our knowledge,
no extended finite element model for phase-change problems and complete fluid
model can be found in the literature. For completeness, we mention other extended
finite element models for the Navier-Stokes equations using different enrichment
schemes for two-fluid flow [21, 29] and the handling of boundary layers and shocks
in fluid flow [1].

The Navier-Stokes equations and the convective-diffusion heat transfer equation in-
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clude a hyperbolic term, requiring a stabilization term to remove the non-physical
oscillations that may appear when the convective transport dominates the problem
[31, 42, 67]. Two techniques are particularly common; Streamline-Upwind -Petrov-
Galerkin (SUPG) [18]

∑
e

∫
Ωe

(v · ∇δv) τerv dΩ (2.15)

and Galerkin/Least-squares (GLS) [41]

∑
e

∫
Ωe

(
v · ∇δv− µ∇2δv−∇δp

)
τerv dΩ (2.16)

where rv is the residual of (2.13a) and τe is an element dependent numerical param-
eter with dimensions of time. Both techniques are very similar in their application to
the Navier-Stokes equations and add an additional term to the residual of (2.13a).

As was explained for the Stefan problem, several approaches have been used to
model discontinuous jumps in the velocity and pressure solutions. The most com-
mon techniques being the diffused interface and ALE models, the same difficulties
discussed for the Stefan problem are present. Futhermore, the flexibility required to
apply a non-zero velocity condition on the interface can be difficult to obtain in dif-
fused models, where the boundary condition is often implicitly included in the prob-
lem formulation (Kozeny-Carman approximation). The ALE method allows such ve-
locity boundary conditions but considerably increases the computational cost of the
model. This is why the extended finite element was also selected to model the fluid
flow during the phase change.
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Chapter 3

The Extended Finite Element Method

3.1 Introduction

The objective of this chapter is to present the extended finite element method. Sec-
tion 3.1 gives an overview of the method. Section 3.2 describes the different enrich-
ment schemes used in the work to reproduce the various physical discontinuities
of the Stefan problem and Navier-Stokes equations. Section 3.3 explains the penalty
and Lagrange multiplier methods which are used to apply the Dirichlet boundary
conditions on the interface. Section 3.4 details the integration of the finite element
formulation in cut elements, particularly the time derivatives. Section 3.5 gives an
overview of the level set method which is used to store and move the interface posi-
tion.

The extended finite element method [12, 13, 24] is based on the partition of unity
method [5, 24, 53] which allows the selection of local test and trial functions in the
finite element formulation that correctly reproduces the desired behavior of the so-
lution. The standard interpolation, related to the set of degrees of freedom I (black
nodes in figure 2.1), is improved upon by adding a second set J of degrees of free-
dom (red nodes in figure 2.1), using carefully selected enrichment functions g(x, t)
as given in:

u(x, t) = ∑
i∈I

Ni(x)ui + ∑
j∈J

Nj(x)g(x, t)u∗j (3.1)

These added degrees of freedom will "enrich" the interpolation and allow the solu-
tion to reproduce the behavior of g(x, t) within the element.

The particular type of behavior is determined by the enrichment function g(x, t),
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known a priori. The main strength of this method is that the interpolation scheme
can reproduce discontinuities inside the element, independently of the mesh. This
means that the position of the discontinuity can move in time without changing the
underlying mesh. Furthermore, the set of nodes J with enriched degrees of freedom
does not need to cover the entire calculation domain. Only those nodes who’s sup-
port is intersected by the interface and have a modified behavior must be enriched,
making the additional computational costs local.

An important aspect of the finite element method is the Kronecker-δ property of the
overall approximation which requires that the approximation for u(x, t) at node i be
equal to the nodal value ui. Evaluating (3.1) at node i clearly shows the loss of the
Kronecker-δ property :

u(xi, t) = Ni(xi)ui + Ni(xi)g(x, t)u∗i
= ui + g(x, t)u∗i

(3.2)

To correct this problem, the enrichment function g(x, t) is "shifted" with respect to
its value at the particular degree of freedom’s supporting node

ψj(x, t) = g(x, t)− g(xj, t) (3.3)

and the Kronecker-δ property is recovered:

u(xi, t) = Ni(xi)ui + Ni(xi)ψi(xi, t)u∗i
= ui

(3.4)

The interface geometry is stored and transported in a computationally efficient man-
ner, most commonly using the level set method [62]. The method uses a scalar vari-
able to store the position of the interface, where the discontinuous behavior of the
solution is desired. This makes the definition of the enrichment functions straight
forward, as they can be defined with respect to the level set function φ(x, t).

3.2 Enrichment Strategies

3.2.1 Strong enrichment

Certain situations may require a jump in the solution value at the interface, called a
strong discontinuity. Problems in solid mechanics involving cracks [50, 56, 71] and

20



−1 −0.5 0 0.5 1
−0.2

0

0.2

0.4

0.6

0.8

1

x [m]

ψ
1

Figure 3.1 – Strong discontinuity enrichment function for left node of 1D element.

the use of Lagrangian multipliers as described later in this thesis are examples of
problems with instantaneous jumps of the solution across the interface. In this case,
a modified Heaviside function

ψj(x, t) = H(x, t)− H(xj, t) (3.5a)

H(x, t) =

1 if φ(x, t) > 0

0 if φ(x, t) < 0
(3.5b)

is used to reproduce the behavior as seen in figure 3.1.

The amplitude of the jump in the solution is evaluated as:

[[u(x, t)]] = u(x+, t)− u(x−, t) (3.6)

= ∑
i∈I

Ni(x+)ui + ∑
j∈J

Nj(x+)ψj(x+, t)u∗j

−∑
i∈I

Ni(x−)ui −∑
j∈J

Nj(x−)ψj(x−, t)u∗j

Since the interpolation functions Ni(x) and Nj(x) are continuous at the interface,
equation (3.6) can be simplified to:

[[u(x, t)]] = ∑
j∈J

Nj(x)
(
(ψj(x+, t)− ψj(x−, t)

)
u∗j (3.7)

= 2 ∑
j∈J

Nj(x)u∗j
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The gradient is evaluated as:

∇u(x, t) = ∑
i∈I
∇Ni(x)ui(t) + ∑

j∈J

(
∇Nj(x)ψ(x, t) + Nj(x)∇ψj(x, t)

)
u∗i (t) (3.8)

Note that the gradient may also involve a jump at the interface due to the presence
of the ∇Nj(x)ψj(x, t) term:

[[∇u(x, t)]] = ∑
j∈J
∇Nj(x)

(
(ψj(x+, t)− ψj(x−, t)

)
u∗j (3.9)

= 2 ∑
j∈J
∇Nj(x)u∗j

3.2.2 Weak enrichment

When problems involve different materials, the solution may be continuous across
the material interface but involve a jump in the gradient, called a weak discontinuity.
This type of situation appears in phase change problems [14, 22, 83], immiscible
two fluid flows [21] and solid mechanics [72]. To properly solves these problems, a
continuous function with a discontinuous derivative at the interface is required for
the enriched degrees of freedom. A possible choice to reproduce this behavior is the
absolute value of the level set field:

ψj(x, t) = |φ(x, t)| − |φ(xj, t)| (3.10)

As seen in figure 3.2, the resulting enrichment function is continuous, with a jump in
the gradient (from -1 to +1 in the case of a signed distance function) at the interface.
The jump in the gradient of ψj(x, t) will be present in the gradient of the overall
approximation:

[[∇u(x, t)]] = ∑
j∈J

Nj(x)
(
∇ψj(x+, t)−∇ψj(x−, t)

)
u∗j (t) (3.11)

When using equation (3.10) special attention must be given to elements contain-
ing enriched nodes without being intersected by the interface, called blending el-
ements [28]. This is because the enriched nodes will not form a partition of unity
(∑ Nj(x) 6= 1) within the blending element and spurious terms will remain. The re-
sult is a significant drop in the convergence rate of the entire solution. The cause is
illustrated with a simple one-dimensional example.
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Figure 3.2 – Weak discontinuity enrichment function for left node of 1D element.

Consider a 1D problem with a linear solution, such as the steady state diffusion
equation, using two linear elements for the solution variable u(x, t). The right ele-
ment contains a (weak) discontinuity in the solution and both nodes are enriched.
The solution inside this element (the "enriched" element in figure 3.3) is of the form:

ue(x, t) =
2

∑
1

Ni(x)ui +
2

∑
1

Nj(x)ψj(x, t)u∗j = N2u2 + N3u3 + N2ψ2u∗2 + N3ψ3u∗3

(3.12)
where the enriched degrees of freedom u∗2 and u∗3 define the jump in the solution gra-
dient (see equation 3.11). Although quadratic terms are present in N2ψ2 and N3ψ3,
the interpolation functions N2 and N3 represent a partition of unity and the quadratic
terms can cancel each other out (if, for example u∗2 = u∗3) while maintaining a discon-
tinuous change in slope. The resulting solution in the enriched element is a piecewise
linear function, as required by the steady state diffusion equation.

Let us now consider the left "blending" element (see figure 3.3) with a standard node
1 and an enriched node 2 as shown in figure 3.3. The approximation for u(x, t) in this
element is given by:

u(x, t) =
2

∑
1

Ni(x)ui +
1

∑
1

Nj(x)ψj(x, t)u∗j = N1u1 + N2u2 + N2ψ2u∗2 (3.13)

The standard part of the approximation forms a linear partition of unity and can
properly reproduce the analytical (linear) solution. However, the enrichment part
introduces a quadratic term (N2ψ2) into the approximation which cannot be can-
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1 2 3Blending Enriched

Figure 3.3 – 1D Example of impact of blending elements. Red nodes are "true" en-
richment nodes

celled by the standard (and linear) degrees of freedom or another quadratic enrich-
ment term (only one enriched degree of freedom is present), resulting in a loss in
convergence of the entire solution.

A modified enrichment scheme, which adds an extra layer of enriched nodes to com-
plete the partition of unity inside blending elements, must be used to maintain an
optimal convergence rate as described in [28, 69]. The enrichment function inside
blending elements is modified with a ramp function

ψmod
j (x, t) = Nj(x)R(x) (3.14a)

R(x) = ∑
j∈J∗

Nj(x) (3.14b)

where the set J∗ is the set of "true" enriched nodes in the element.

As x tends to a node outside of the set J∗, the ramp function tends to zero and the con-
tribution of the enriched degree of freedom disappears. This technique has also been
applied to higher-order formulations with curved geometries [20]. Another modified
interpolation scheme can be found in [25, 59].

As shown in [54], the handling of blending elements can be avoided by using a
Heaviside enrichment as described in the previous section on strong discontinuities.
This is possible because the Heaviside enrichment also includes a discontinuity in
the gradient, as shown in equation (3.9), and even though the enrichment function
is discontinuous, the resulting approximation need not be. In this case, an additional
constraint (boundary condition) is applied to enforce the continuity of the solution
at the interface. This constraint is not required when using the absolute value func-
tion because it is continuous by construction. Finally, a more complex C1 continuous
enrichment strategy for weak discontinuities has been developed in [46].
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Physical Void

1 2 3 4

Figure 3.4 – 1D Example of void enrichment. The red node is removed from the
system

3.2.3 Void enrichment

Certain physical problems can involve sub-domains where the solution is non-
physical and must be ignored. Such problems include geometries involving voids
in mechanics [72], imperfectly bonded interfaces in elasticity problems [36] and thin
structures in fluid-structure interactions [33]. In these cases, we wish to prevent the
empty space or undesired structure from contributing to the overall solution. The
internal boundary between physical and non-physical domains can then be prop-
erly taken into account, improving accuracy. We may also wish to define a larger
structured mesh and then solve the problem for only a particular geometry inside
the mesh, ignoring the non-physical domain.

Voids do not add a particular non-linear behavior to the solution. Instead, they are
used to reduce certain degrees of freedom’s domain of influence. This means that no
new information, thus no new degrees of freedom, are required. Instead, we modify
the interpolation scheme of the standard degrees of freedom in intersected elements
to eliminate their contribution in the non-physical domain. The resulting approxi-
mation is

u(x, t) = ∑
i∈I

Ni(x)ψi(x, t)ui (3.15a)

ψ(x, t) =

1 if φ(x, t) ≥ 0

0 if φ(x, t) < 0
(3.15b)

where the Heaviside function (3.15b) is used to set the interpolation to zero inside
the non-physical domain, excluding the interface. For elements completely inside
the non-physical domain, the degrees of freedom carry no information and are re-
moved from the system as shown in figure 3.4. This approach results in a global
system matrix which is identical to a standard finite element approach that does not
integrate the non-physical domain.
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3.3 Dirichlet Boundary Conditions

The imposition of Dirichlet boundary conditions in the extended finite element
method can be quite a challenge because the interface does not cross the nodes of the
mesh. This means that we cannot apply the boundary condition directly on the nodal
degrees of freedom as is usually done in finite elements [66]. In this situation, the two
most widely used numerical techniques to apply Dirichlet boundary conditions are
the penalty method [14, 22] and Lagrange multipliers [4, 34, 55].

The penalty method applies the interface boundary condition u by multiplying the
residual form of the constraint with a large penalization parameter β

fpen =
∫

Γ
δuβ (u− u) dΓ (3.16)

and including it in the weak form of the finite element formulation.

This technique has the advantage of being simple to implement. However, it uses a
free numerical parameter to be determined by trial and error. In addition, the accu-
racy of flux evaluations near and at the interface depend on the technique used to
calculate them and the parameter β [47].

A Lagrange multiplier [4, 34] can also be used to impose the boundary conditions.
In this case, a second variable Λ is introduced into the system with the interface
constraint. For the steady state diffusion equation [55] the system is of the form:∫

Ω
∇δu∇u dΩ−

∫
Γ

δuΛ dΓ = 0 (3.17a)∫
Γ

δΛ (u− u) dΓ = 0 (3.17b)

This technique requires more computational effort but uses no arbitrary parameter.
Furthermore, the jump in heat flux at the interface is given directly by Λ. In problems
where the heat flux determines the interface velocity, this asset is non-negligible.

The main challenge in using Lagrange multipliers is the determination of the appro-
priate Lagrange multiplier space to satisfy the LLB condition [3, 17]. The use of the
wrong multiplier space can lead to oscillations in the flux values and a degeneration
of the solution [26, 47]. The selection of a correct function space is non-trivial and
numerous strategies are found in the literature [6, 8, 55].

A modified Lagrange multiplier formulation was developed in [32] to obtain a stable
Lagrange multiplier on the same function space as the solution. To do so, the scalar
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Figure 3.5 – Decomposition of element into triangles for element integration

Lagrange multiplier Λ, which represents the flux at the interface, is redefined as the
projection of a flux vector q on the interface. The flux is weakly coupled with the
solution u in the domain, resulting in :

∫
Ω
∇δu ∇u dΩ−

∫
Γ

δuq · nΓ dΓ = 0 (3.18a)∫
Ω

δq · (q +∇u) dΩ−
∫

Γ
δq · nΓ(u− u) dΓ = 0 (3.18b)

3.4 Numerical Integration

The introduction of discontinuous approximations inside elements greatly reduces
the precision of standard Gaussian quadrature and may lead to rank deficient ma-
trices [22]. An accurate but geometrically complex solution is to subdivide elements
involving discontinuities into continuous subelements [22, 34, 56] as shown in fig-
ure 3.5. Each element is subdivided into a number of subelements (lines, triangles
or tetrahedra) to properly fit the contour of the interface (point, line or surface) and
element boundaries. The integral over the entire element Ie is then the sum of the
integration of each subelement Is using standard Hammer quadrature.

Quadrature rules are only readily available on reference elements, meaning that the
subelement’s quadrature points in its reference frame ξ′ must be transformed back
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into the cut element’s reference frame ξ given as

Ie =
∫

Ωe
f (x) dx =

∫
Ωe

f (ξ)|Jx| dξ (3.19a)

= ∑
s

(∫
Ωs

f (ξ) dξ

)
|Jx|

= ∑
s

(
∑
q

f (ξ′q)wq|Jξ |
)
|Jx|

Jx =
∂x
∂ξ

, Jξ =
∂ξ

∂ξ′
(3.19b)

where Ωe is the element domain, s the set of subelements and q the quadrature
points.

Since a linear interpolation is used for the geometry and interface, the Jacobians are
constant per element. It is important to note that subelements carry no degrees of
freedom or interpolation functions. They are only required as a geometric tool to
construct the element integrals. As a result, derivatives are defined purely in the
reference element ξ and are evaluated as usual.

The main difficulty in determining the proper quadrature points is the geometrical
subdivision of the element. In transient problems, the interface can intersect the el-
ement in a wide variety of ways, requiring the use of very robust algorithms. This
is particularly difficult in 3D. Furthermore, the location of quadrature points must
change as the interface moves in time, requiring that every cut element be subdi-
vided at each time step. The subdivision is applied only to a small number of ele-
ments, reducing the overall increase in computational effort required. Since a Delau-
nay triangulation library [68] was readily available and involved minimal modifica-
tions to the currently used integration algorithm, the subdivision technique is used
in this thesis.

Other techniques for generating accurate quadrature points without element sub-
divisions have been developed in the literature [57, 58, 77, 78], based on increasing
the number of standard quadrature points locally, modifying the integral domain or
modifying the interpolation functions.

An important aspect of moving interface problems is the integration of time deriva-
tives. Consider a simple Backward-Euler time stepping scheme:∫

Ω
δu

∂u
∂t

dΩ =
∫

Ω
δun+1 un+1 − un

∆t
dΩ (3.20)
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In the case of enriched elements, the interpolation functions at time steps n and n+ 1
are different for both the test function δu and trial function u. Consequently, a choice
must be made in the evaluation of un. If the interpolation at time n is used

un(x) = ∑
i∈I

Ni(x)un
i + ∑

j∈J
Nn

j (x)ψ
n
j (x)u

∗
j

n (3.21)

two discontinuities, representing the interface at times n and n + 1 are present in
(3.20).

In this case, the integration scheme must take both interfaces into account when
generating the integration subelements to obtain optimal convergence [30]. This can
be a difficult task and can increase the number of subelements required to fit the
geometry, even when the total number of quadrature points required to evaluate
the integral exactly is reached. A second option is to use (3.21) and only consider the
current interface position when generating the subelements. This approach leads to a
numerically stable solution, albeit a slightly less accurate one [30], and has been suc-
cessfully used in various applications [21, 22] where a weak discontinuity is present.
This option was used in the current work.

Finally, a third option is to use the current time step interpolation functions to eval-
uate the solution at the previous time step using:

un(x) = ∑
i∈I

Ni(x)un
i + ∑

j∈J
Nn+1

j (x)ψn+1
j (x)u∗j

n (3.22)

In this case, only the current interface discontinuity is present in the integral, sim-
plifying the subdivision process. As the interface moves, certain elements become
enriched while others "lose" their enrichment. In other words, the enriched node set
J varies at each time step. Consequently, the set of enriched interpolation functions
Nn+1

j (x)ψn+1
j may cover nodes with no enriched degrees of freedom. To solve this

problem, an estimate, based on surrounding nodes, of previous values is used for
previously non-existent nodes [32]. Work done in FSI applications [32] has suggested
that this approach may be better suited for problems involving the void enrichment
scheme discussed in section 3.2 when a precise pressure solution is desired.

3.5 The Level Set Method

Tracking moving interfaces in engineering problems is a complex task, particularly
in three dimensions. It is often best to follow these interfaces explicitly to apply phys-
ical conditions or extract information from the solution. To do this, the most common
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technique found in the literature is the level set method [61, 63]. The principle be-
hind this method is to introduce a variable φ(x, t) to represent the interface location.
The interface is then defined as the position where φ(x, t) = 0. This function must
therefore have the following properties

φ(x, t) > 0 for x ∈ Ω1 (3.23a)

φ(x, t) < 0 for x ∈ Ω2 (3.23b)

φ(x, t) = 0 for x ∈ Γ (3.23c)

Γ(t) = {x ∈ Ω1 ∪Ω2 : φ(x, t) = 0} (3.23d)

where Ω1 ∩Ω2 = ∅ and Γ is the common interface to both domains, described in
equation (3.23d).

A standard definition for φ(x, t) is the signed distance (positive on one side of the
interface and negative on the other) between the point x and the interface Γ [61]:

φ(x, t) = min
xΓ∈ Γ
|x− xΓ(t)| sign (nΓ · (x− xΓ(t))) (3.24)

If the interface moves in time, the level set variable φ(x, t) is updated at each time
step using the transport equation

∂φ

∂t
+F‖∇φ‖ = 0 x ∈ Ω (3.25a)

F(x, t) =
∇φ

‖∇φ‖ · vφ (3.25b)

where F is the speed normal to the interface. The weak form is implemented in the
finite element model: ∫

Ω
δφ

∂φ

∂t
dΩ +

∫
Ω

δφF‖∇φ‖ dΩ = 0 (3.26)

As it is a first order wave equation, equation (3.26) must be stabilized to prevent
convergence problems associated with hyperbolic equations [22, 62]. The Galerk-
in/Least Square method (GLS) [22, 41] is used in this work and the term

∑
e

∫
Ωe

(
F
‖∇φ‖∇δφ · ∇φ

)
τe
(

∂φ

∂t
+ F‖∇φ‖

)
dΩ (3.27)

is added to the residual (3.26) where τe is a element dependent numerical parameter.

Only the velocity at the interface has any physical meaning. It is arbitrary in the
rest of the domain and has no impact on the location of the interface. Nonetheless,
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the transport equation (3.25) requires a properly defined convection velocity on the
entire resolution domain. As such, the resolution of the level set problem must in-
clude a velocity spreading problem, where the physically defined interface velocity
is extended to the entire level set resolution domain by solving equation:

sign(φ)∇F · ∇φ = 0 x ∈ Ω (3.28a)

F =
∇φ

‖∇φ‖ · vΓ x ∈ Γ (3.28b)

Generally, the level set function will deviate from a signed distance function over
time due to the variation of F(x, t) on the domain [62]. This distortion does not
change the position of the interface but modifies the gradient of φ(x, t) near the in-
terface (‖∇φ‖ 6= 1) and introduces errors in the solution of the physical problem
solved using the level set solution. Therefore, it is necessary to reset φ(x, t) regularly
to maintain an acceptable behavior of its gradient near the interface.

The level set method makes the interface easy to locate and track over time with-
out adding significant numerical difficulties [22, 73]. Compared to other interface
handling techniques such as the volume of fluid method [40], the level set method
is very robust and properly represents curves or complex surfaces, even in three
dimensions. It can also handle interface merging and splitting naturally. The calcu-
lation of geometric characteristics such as the interface’s curvature and normal are
easily obtained using [61]:

nΓ =
∇φ

‖∇φ‖ (3.29)

κΓ = −∇ · nΓ (3.30)

The level set formulation is also simple to add to an already existing finite element
program as an additional variable of the problem, with its own differential equa-
tion to solve. In addition, it offers the advantage of only being required near the
interface and does not need to be solved on the entire computational domain of the
physical problem. Finally, its main asset is its accuracy and flexibility even in three
dimensional cases. Although the work presented in this thesis is in two dimensions,
the algorithms that were developed will be extended to three dimensions in future
work and a robust three dimensional interface management tool will be needed. This
is why the level set method was selected for this project.
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Chapter 4

A XFEM Lagrange Multiplier
Technique for Stefan Problems:
Article 1

4.1 Resumé

Le problème de changement de phase en deux dimensions a été résolu en utilisant la
méthode des éléments finis étendus avec une nouvelle formulation Lagrange pour
appliquer la température de fusion à l’interface. L’espace du multiplicateur de La-
grange est identique à celui de la solution et la formulation ne nécessite pas de stabil-
isation. La vitesse de l’ interface solide-liquide est déterminée par le saut dans le flux
de chaleur à travers l’interface. Deux méthodes pour calculer le saut sont utilisées et
comparées. La première est basée sur un gradient de température moyenne près de
l’interface. La seconde utilise la solution du multiplicateur de Lagrange pour éval-
uer le saut. Les résultats démontrent que la stratégie du multiplicateur de Lagrange
est plus robuste et plus précise.

4.2 Abstract

The two dimensional phase change problem was solved using the extended finite
element method with a novel Lagrange formulation to apply the interface bound-
ary condition. The Lagrange multiplier space is identical to the solution space and
does not require stabilization. The solid-liquid interface velocity is determined by
the jump in heat flux across the interface. Two methods to calculate the jump are
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used and compared. The first is based on an averaged temperature gradient near the
interface. The second uses the Lagrange multiplier solution to evaluate the jump.
The Lagrange multiplier based approach was shown to be more robust and precise.

4.3 Introduction

The finite element method [66] has been extensively studied and successfully used in
a wide variety of scenarios involving continuous media but particular situations are
still problematic. The finite element method uses polynomial interpolations within
individual elements to approximate the solution. Consequently, it can only be ap-
plied to problems with discontinuities by splitting the domain into submeshes. This
makes the finite element method ill suited to solve problems involving discontinu-
ities that are part of the solution or move in time. The Stefan problem [9, 39, 60, 64]
for the isothermal solidification or melting of a material is one such situation.

The extended finite element method [12, 13, 24] is based on the partition of unity
method [5, 24, 53]. Using carefully selected functions ψj(x, t), the technique adds
additional degrees of freedom that will “enrich" the interpolation and allow the so-
lution to adopt a discontinuous behavior. The particular type of behavior is deter-
mined by the enrichment function ψj(x, t), known a priori. Only those nodes who’s
support is cut by the interface and have a modified behavior must be enriched (see
figure 2.1), making the additional computational costs local to the interface. The in-
terface geometry is stored and transported in a computationally efficient manner,
most commonly using the level set method [61, 63].

An important challenge in the extended finite element method is the imposition of
Dirichlet boundary conditions on the interface. The absence of nodes on the interface
means that we cannot apply specified values directly and an additional constraint
must be added in the finite element formulation to apply the appropriate boundary
condition on the interface. The two main numerical techniques used are the penalty
method [14, 22, 83] and Lagrange multiplier method [4, 47, 55]. The penalty method
requires the definition of a free numerical parameter to be determined by trial and
error. The Lagrange multiplier requires no such numerical parameter but is more
computational expensive and may present oscillations in the solution near the inter-
face if an improper interpolation space is used for the multiplier [47, 55].

A recent effort has been done by Gerstenberger and Wall [34] to eliminate this obsta-

33



cle and facilitate the use of Lagrange multipliers. They have developed a Lagrange
multiplier formulation for the solution of problems involving voids in the geometry.
The main advantage of their approach is the use of identical interpolation spaces
for the solution and Lagrange fields. Although no mathematical proof of its stability
was given, numerical applications with the stationary diffusion equation [32] and
Navier-Stokes equations in fluid-structure interactions [34] were shown to be stable.

In the work presented here, this novel Lagrange multiplier technique is applied to
the classical two dimensional Stefan phase-change problem. The physical nature of
the problem being quite different to the FSI problem [33], a different type of enrich-
ment scheme is required. Specifically, a weakly discontinuous temperature field and
strongly discontinuous Lagrange multiplier field at the liquid/solid interface. The
jump in the Lagrange multiplier value at the interface is then used to determine the
interface velocity and compared with a temperature gradient based heat flux calcu-
lation.

The paper is divided as follows. The governing equations for the Stefan problem
are described in section 4.4 . The finite element formulation, level set problem and
details concerning the interface movement and extended finite element method are
described in section 4.5. Benchmark examples are then solved in section 4.6 to val-
idate the new Lagrange multiplier approach and compare its performance with the
penalization technique commonly found in the literature. Finally, the paper ends
with some concluding remarks in section 4.7.

4.4 Governing Equations

4.4.1 Problem Formulation

Consider a domain Ω with an initial temperature T(x, t0) and interface Γ separating
solid (Ωs) and liquid (Ωl) phases with different thermal properties. We suppose that
the density is identical in both phases and that the material has an isothermal phase
change at some melting temperature Tm. Applying the conservation of energy in Ω
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results in equation(
ρcp
)

i
∂T
∂t
−∇ · (ki∇T) = 0 x ∈ Ωi i = l, s (4.1a)

T − Tm = 0 x ∈ Γ (4.1b)

T = T̂ x ∈ ΓD (4.1c)

−k∇T · n = q̂ x ∈ ΓN (4.1d)

where (cp)i, i = l, s is the specific heat, ki, i = l, s the thermal conductivity and ρ the
density. Additionally, the melting temperature must be applied on the solid-liquid
interface (4.1b). Dirichlet and Neumann type boundaries away from the interface are
applied on ∂Ω = ΓN ∪ ΓD as usual (4.1c,4.1d).

Conservation of energy at the interface requires that the jump in heat flux normal to
the interface (caused by the imposition of the melting temperature) be related to the
rate of solidification or melting of the material

[[−ki∇T]] · nΓ = (kl∇Tl − ks∇Ts) · nΓ = ρLvΓ x ∈ Γ (4.2)

where L is the latent heat and vΓ the normal interface velocity [64]. The normal vec-
tor nΓ points from the liquid to solid phase, meaning that the interface velocity is
positive for melting and negative for solidification.

Tracking the moving interface is done using the level set method [61, 63]. The prin-
ciple behind this method is to introduce a new variable φ(x, t) defined as the signed
distance function to the interface (3.24). The interface is then easily identified as the
set of points where φ(x, t) = 0. For more details concerning the level set method, see
section 3.5.

4.4.2 Enriched Interpolation Scheme

To account for the jump in heat flux at the interface, the temperature field must
be continuous with a jump in the gradient. This behavior is captured by using the
approximation [22]

T(x, t) = ∑
i∈I

NT
i (x)Ti(t) + ∑

j∈J
NT

j (x)ψ
T
j (x, t)T∗j (t) (4.3a)

ψT
j (x, t) = |φ(x, t)| − |φ(xj, t)| (4.3b)

for the temperature field where NT
i (x) and NT

j (x) are the standard interpolation
functions, Ti and T∗j the standard and enriched degrees of freedom, respectively and
ψT

j (x, t) the enrichment function, based on the absolute value of the level set field.
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When using (4.3) special attention must be given to elements containing enriched
nodes that are not cut by the interface, called blending elements. A modified inter-
polation scheme must be used in these elements to maintain an optimal convergence
rate, as described in [28, 69]. A more compact way to write (4.3) is by using the more
standard matrix form:

T(x, t) = 〈NT〉{T} (4.4a)

〈NT〉 = 〈NT
1 , ..., NT

nI
, NT

1 ψ1, ..., NT
nJ

ψnJ 〉 (4.4b)

{T} = 〈T1, ..., TnI , T∗1 , ..., T∗nJ
〉T (4.4c)

where nI and nJ are the number of nodes in sets I and J.

The Lagrange multiplier q must reproduce the behavior of the heat flux, which will
have a jump at the interface. This behavior is captured by using the approximation:

q(x, t) = ∑
i∈I

Nq
i (x) qi(t) + ∑

j∈J
Nq

j (x)ψ
q
j (x, t) q∗j (t) (4.5a)

ψ
q
j (x, t) = H(φ(x, t))− H(φ(xj, t)) (4.5b)

H(x, t) =

1 if φ(x, t) < 0

0 if φ(x, t) > 0
(4.5c)

Following expression (4.4), the Lagrange multiplier may be written as:

q(x, t) = [Nq]{q} (4.6a)

[Nq] =

[
Nq

1 ... Nq
nI Nq

1 ψ
q
1 ... Nq

nJ ψ
q
nJ 0 ... 0 0 ... 0

0 ... 0 0 ... 0 Nq
1 ... Nq

nI Nq
1 ψ

q
1 ... Nq

nJ ψ
q
nJ

]
(4.6b)

{q} = 〈qx
1 , ... , qx

nI
, qx∗

1 , ..., qx∗
nJ

, qy
1, ... , qy

nI , qy∗
1 , ..., qy∗

nJ 〉
T (4.6c)

where [Nq] is the matrix of interpolation functions.
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4.5 Numerical Implementation

4.5.1 Finite Element Formulation

The weak form of the energy conservation equation (4.1a) is∫
Ω

δTρcp
∂T
∂t

dΩ +
∫

Ω
∇δT k∇T dΩ +

∫
ΓN

δTq̂ dΓ = 0 (4.7)

where δT is the test function. Using a backward Euler scheme for the time derivative
of T in (4.7) gives [30]:

∫
Ω

δTρ

(
cpT
)n+1 −

(
cpT
)n

∆t
dΩ +

∫
Ω
∇δTn+1 kn+1∇Tn+1 dΩ +

∫
ΓN

δTq̂ dΓ = 0

(4.8)

Substituting the approximation for the temperature field into (4.8) leads to the finite
element system of equations:

1
∆t

[M]{T}n+1 + [K]{T}n+1 =
1

∆t
[M]∗{T}n − { f }n+1

q (4.9a)

[M] = ∑
e

∫
Ωe
{NT}n+1ρcn+1

p 〈NT〉n+1 dΩ (4.9b)

[M]∗ = ∑
e

∫
Ωe
{NT}n+1ρcn

p〈NT〉n dΩ (4.9c)

[K] = ∑
e

∫
Ωe

([BT]
T)n+1kn+1[BT]

n+1 dΩ (4.9d)

{ f }n+1
q = ∑

e

∫
Γe
{NT}n+1q̂ dΓ (4.9e)

Bij =
∂Ni

∂xj

In elements which are intersected by the interface, an additional constraint must
be applied to the formulation to take into account the interface boundary condition
(4.1b). In this work, two methods are used. The first is the penalization method [14,
22, 83], which applies the melting temperature on the interface by multiplying (4.1b)
by a very large penalization parameter β

fpen =
∫

Γ
δTβ(T − Tm) dΓ (4.10)

and including it in the weak form (4.7) for intersected elements only.
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The complete system of equations for intersected element then becomes:(
1

∆t
[M] + [K] + [P]

)
{T}n+1 =

1
∆t

[M]∗{T}n − { f }n+1
q + { f }n+1

pen (4.11a)

[P] = ∑
e

∫
Γe
{NT}n+1β〈NT〉n+1 dΓ (4.11b)

{ f }n+1
pen = ∑

e

∫
Γe
{NT}n+1β Tm dΓ (4.11c)

This method is simple to implement and adds very little computational effort. How-
ever, the choice of β can be an important factor in the solution’s precision. If β is too
small, the constraint will not be properly taken into account. If β is too large, oscil-
lations can appear along the interface [47]. Moreover, the optimal value is problem
dependent and must be found by trial and error.

The second method used in this work to impose the proper boundary condition on
the interface is the Lagrange multiplier [47]. This method adds a secondary variable
to the formulation. Physically, this secondary variable corresponds to the heat flux
generated on the interface from the additional constraint on the problem. Normally,
this secondary flux variable is defined purely on the interface and requires the pri-
mary (temperature) and secondary (heat flux) variables to respect the inf-sup con-
dition [3, 17]. Otherwise, oscillations may appear in the solution near the interface
[8, 47, 55].

To overcome this difficulty, a new adaptation of this method was developed in [6,
34], based on the Lagrange multiplier technique found in [84]. Here, the Lagrange
multiplier is defined as a vectorial flux and interpolated on the same mesh as the
temperature field. The projection of this secondary variable on the interface is then
used as a scalar Lagrange multiplier to impose the melting temperature. Note that
since the secondary variable is now a vector field, two additional unknowns have
been added. To obtain a properly defined problem, the secondary variable is weakly
coupled with the flux calculated from the temperature gradient in the domain and a
complete system of equations is obtained [32]:∫

Ω
δTρcp

∂T
∂t

dΩ +
∫

Ω
∇δT k∇T dΩ +

∫
ΓN

δTq̂ dΓN −
∫

Γ
δTq · nΓ dΓ = 0 (4.12a)∫

Ω
δq ·

(
1
k

q +∇T
)

dΩ−
∫

Γ
δq · nΓ (T − Tm) dΓ = 0 (4.12b)
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After applying the backward Euler scheme [30] to the time derivative and replacing
T and q with their interpolation schemes (4.4) and (4.6), we obtain the following
system of equations for intersected elements:[

1
∆t [M] + [K] −[L]
[Q]− [L]T [Mq]

]{
{T}n+1

{q}n+1

}
=

[
1

∆t [M]∗ 0
0 0

]{
{T}n

{q}n

}
−
{
{ f }n+1

q

{ f }lag

}
(4.13a)

[Mq] = ∑
e

∫
Ωe

1
kn+1

(
[Nq]

T
)n+1

[Nq]
n+1 dΩ (4.13b)

[Q] = ∑
e

∫
Ωe

(
[Nq]

T
)n+1

[BT]
n+1 dΩ (4.13c)

[L] = ∑
e

∫
Γe
{NT}n+1[Nq]

n+1nΓ dΓ (4.13d)

{f}lag = ∑
e

∫
Γe
([Nq]

T)n+1 · nΓ Tm dΓ (4.13e)

In elements which are not cut by the interface, the boundary condition is removed
and the system reduces to:[

1
∆t [M] + [K] 0

[Q] [Mq]

]{
{T}n+1

{q}n+1

}
=

[
1

∆t [M]∗ 0
0 0

]{
{T}n

{q}n

}
−
{
{ f }n+1

q

0

}
(4.14)

As described in [34], the interpolation used for the Lagrange multiplier can be C-1

discontinuous at inter-element boundaries, allowing the condensation of equation
(4.13) on the element level. The resulting contribution of q is added to the global
matrix for elements intersected by the interface. Only the temperature field is solved,
reducing the size of the global system of equations. The secondary flux variables may
then be calculated from the temperature values [34].

4.5.2 Level Set Formulation

Once an initial value φ(x, t0) is defined using (3.24), the interface movement is gov-
erned by its transport equation (3.26). In this work, an explicit time scheme is used
to solve (3.26).

The main disadvantage of the the level set method is its tendency to deviate from a
signed distance function over time [61]. This error accumulates with additional time
steps and degrades the quality of the solution, particularly the level set gradient
near the interface. This distortion can be a source of error in the numerical solution
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2 x

Γ

Figure 4.1 – Gradient based velocity calculation. Circles show T evaluation points,
square shows vΓ evaluation point

of the level set formulation and the physical problem on which it is based. There-
fore, it is necessary to reinitialize φ(x, t) regularly to maintain an acceptable solution
(‖∇φ‖ ≈ 1). Another limitation to the level set method is the use of an explicit time
scheme, which limits the size of the time step. The explicit time step is required in
order to determine the nodes to enrich. In other words, the interface position must
be determined before equations (4.11) or (4.13) can be solved.

4.5.3 Interface velocity calculation

The proper evaluation of fluxes on either side of the interface in equation (4.2) is
crucial in obtaining a precise and robust model. The simplest way to evaluate the
jump in heat flux across the discontinuity is to evaluate the gradient at points in the
solid and liquid phases at some small distance perpendicular to the interface [22,
83]. However, this approach may be the least accurate option [47]. A more involved
but robust technique is to evaluate the temperature at multiple points at specific
distances from the interface to obtained an averaged value [14]. This approach is
used in this work and of the form

vΓ =
1

ρL
2
5

[
ks

2 T(xΓ) + T(xδx/4
s )− T(x3δx/4

s )− 2 T(xδx
s )

δx

−kl
2 T(xδx

l ) + T(x3δx/4
l )− T(xδx/4

l )− 2 T(xΓ)

δx

] (4.15)

where δx is some fraction of the average element size (figure 4.1).

When applying the Lagrange multiplier technique another option becomes avail-
able. As previously mentioned, the Lagrange multiplier corresponds to the heat flux
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within the element. We can evaluate the jump in heat flux across the interface di-
rectly from the Lagrange field, given by:

vΓ =
[[q]] · nΓ

ρL
=

(ql − qs) · nΓ

ρL
(4.16)

This is done by evaluating the Lagrange field on the interface, approaching from
either side. A similar strategy was used by [54], using an iterative procedure based
on the LATIN method to impose the interface temperature. To our knowledge, no
Lagrange multiplier based algorithm for the Stefan problem has been developed
using this strategy for the interface velocity.

The final algorithm can be described as follows. Assuming a given time tn, temper-
ature solution Tn and level set solution φn, the strategy to solve for φn1 and Tn+1

consists in the following steps:

1. Compute the interface velocity vn
Γ using (4.15) or (4.16)

2. Construct F on the level set domain by solving problem (3.28)

3. Solve for φn+1 using (3.26)

4. Solve for Tn+1 using (4.11) or (4.13)

5. Set tn+1 = tn and go to step 1

4.6 Results

To validate the new Lagrange formulation and compare its performance with the
penalty method, two benchmark problems were solved with both approaches. To
evaluate the precision of the imposed Dirichlet boundary condition on the interface,
the penalty (4.11) and Lagrange formulations (4.13) were compared using the same
gradient based interface velocity algorithm (4.15), referred to as case I. A third solu-
tion to the problem was also obtained by using the Lagrange multiplier jump value
to evaluated the interface velocity (4.16), referred to as case II .

To evaluate the impact of the Lagrange field’s polynomial degree on the solution,
two implementations of the Lagrange formulation were used. In the first, the La-
grange field is linear and continuous at inter-element boundaries (C0 continuous).
In the second, the Lagrange field is constant per element and condensed on the el-
ement level (C-1 continuous) [34]. Both linear and constant interpolation schemes
were tested with both gradient (4.15) and Lagrange (4.16) based velocity values, for
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Properties Solid Liquid Interface

ρcp [J/m3 K] 2.05× 106 2.59× 106 -
k [W/m K] 4.02 2.89 -
ρL [J/m3] - - 8.03× 107

Tm [K] - - 273.0

Table 4.1 – Material properties for 2 phase 1D problem

a total of 4 distinct solving algorithms based on the Lagrange multiplier technique
and one using penalization. The temperature field interpolation is linear in all cases.

4.6.1 2 Phase 1D problem

The first benchmark problem is the one dimensional two phase analytical solution
of the Stefan problem in a semi-infinite domain (x > 0), taken from [54]. The ther-
mal properties are phase dependent and given in table 4.1. The domain is initially
liquid, as shown in figure 4.2, with the solid-liquid interface 2 mm away from the
left domain boundary. The computation is done on a rectangle 0.1 m long and 0.025
m wide (figure 4.2). The initial temperature is 277 K. The top and bottom edges are
insulated. At t = 0, the temperature on the left edge is lowered to 263 K and the right
edge is maintained at 277 K. Temperature evaluation points for the gradient based
velocity calculations are taken at a maximum distance of 10% of the mean element
size, β = 108 where applicable and the convergence criteria for the Newton-Raphson
algorithm is 10−6.

The interface position, as a function of time for both interface boundary condition
techniques, is shown in figure 4.3. Three different mesh sizes were used to verify the
convergence of the various techniques, and are shown in figure 4.4. The error norms
are calculated using (4.17a) where xa

Γ is the analytical interface position for a semi-
infinite medium and λ = 0.3073 [54]. The time step was chosen as ∆t = ∆x2

(
ρcp
k

)
s

[54].

E =
∫ t

0

√
(xΓ − xa

Γ)
2dt (4.17a)

xa
Γ = 2λ

√
k(

ρcp
)

s
t (4.17b)
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q·n=0

q·n=0

T = 277 KT = 263 K T = 277 K
i

T = 273 K
m

0.10

0.025

Figure 4.2 – 1D problem definition. Largest mesh size shown (30 elements)

As shown in figure 4.3, the numerical solutions follows the analytical solution up to
approximately 3000 seconds. Beyond this point, the effects of the finite computation
domain become apparent. The same behavior was observed by [54]. Consequently,
the error norms shown in figure 4.4 are calculated over the time interval [0, 3000].
The convergence curves show that all techniques converge to the analytical value.
However, differences in performance for the different algorithms are apparent. It is
clear that using the Lagrange multiplier to evaluate the interface velocity (case II)
improves the solution compared to the gradient based evaluation (case I). This be-
havior is explained by the approximative nature of the gradient based calculation,
which uses multiple values further away from the interface to determine a locally av-
eraged gradient. To obtain a precise value, the flux jump must be calculated directly
on the interface. The use of the Lagrange multiplier gives us an easy and precise way
of doing so.

The use of different interpolation schemes has a much smaller impact on perfor-
mance. A small increase in precision is obtained by using a linear interpolation for
the Lagrange multiplier field, no matter the interface velocity used. In fact, the use
of a constant per element Lagrange field leads to a slightly less precise solution than
the penalization technique when the gradient based interface velocity is used. This
difference may be caused by the use of bi-linear quadrilateral elements for the tem-
perature field. When using bi-linear interpolation functions, the gradient varies lin-
early inside the element. Consequently, the constant per element Lagrange field can-
not reproduced the behavior of the temperature gradient within the element exactly.
An identical performance is observed between the linear Lagrange field and penal-
ization algorithms using the gradient based interface velocity, indicating that both
approaches enforce the melting temperature equivalently.

From a more practical point of view, the gradient based calculation has certain draw-
backs. First of all, it requires the determination of 6 evaluation points normal to the
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Figure 4.3 – Interface position for 1D problem. Penalization and Cst. Lag. II algo-
rithms shown

interface, which will vary with changing interface geometries and must be deter-
mined at every time step. Secondly, some of theses points may be outside of the
calculation domain depending on the interface position (see figure 4.1) and must
be treated by some approximation, depending on the situation. These extra tasks
increase the computational effort and code complexity. By contrast, the Lagrange
based velocity is evaluated directly on the interface and avoids these extra steps and
approximations. Ultimately, the extra computational effort required for the gradient
based interface velocity is traded for the effort required to solve the more involved
condensed Lagrange formulation. Depending on the exact implementation, either
approach may be slightly faster. In our case, the condensed Lagrange formulation
was slightly quicker. The uncondensed Lagrange formulation lead to a much larger
tangent matrix and was the slowest due to the longer global system resolution time.

Time steps significantly smaller than ∆x2
(

ρcp
k

)
s

would lead to erroneous interface
temperatures at early times with the Lagrange formulation as shown in figure 4.5.
The effect of time step size on the solution of transient heat transfer problems using
the finite element method has been previously investigated in [76]. However, it is
important to note that the penalty formulation was unaffected at the tested time step
of ∆x2

100

(
ρcp
k

)
s
(figure 4.5), suggesting that the Lagrange multiplier is more sensitive to

this phenomenon.
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Figure 4.4 – Interface position error norm for 1D problem for different mesh sizes
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Figure 4.5 – Temperature profile at 1st time step using ∆t = ∆x2
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4.6.2 2 Phase 2D problem

The second benchmark problem is the two phase analytical solution of the Stefan
problem in two dimensions, taken from [2]. The thermal properties are constant and
given in table 4.2. The domain is a 2 m by 2 m square with the interface initally at
0.035 m from the boundary as shown in figure 4.6. The domain is initially liquid
with initial temperature 273.3 K. The top and right edges are insulated. At t = 0,
the temperature on the left and lower edges are lowered to 272 K. The analytical
solution of this problem was first developed in [65]. The non-dimensionalized inter-
face position y′(x′) is determined using equation (4.18c) where C = 0.159, m = 5.02
and λ = 0.70766 for the given material properties and boundary conditions, α is the
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Property Solid Liquid Interface

ρcp [J/m3 K] 1.0 1.0 -
k [W/m K] 1.0 1.0 -
L [J/kg] - - 0.25
Tm [K] - - 273.0

Table 4.2 – Material properties for 2D problem

thermal diffusivity and x′ the non-dimensionalized x axis.

y′(x′) =
(

λm +
C

(x′)m − λm

) 1
m

(4.18a)

x′ =
xΓ√
4αt

(4.18b)

y′ =
yΓ√
4αt

(4.18c)

Temperature evaluation points for the gradient based velocity calculations are taken
at a maximum distance of 35% of the mean element size, β = 109 where applica-
ble and the convergence criteria for the Newton-Raphson algorithm is 10−4. The
level set formulation used in this work does not have a reinitialization procedure.
To validate the present Lagrange formulation and compare the various algorithms,
the problem was simulated using ∆t =5× 10−5 s. The small time step was used to
properly capture the rapid interface movement in the first few time steps, caused
by the important temperature gradient between the boundary and initial interface.
The final interface position at t = 0.025 s is shown for the different algorithms and
the analytical solution in figure 4.7. The error norms for the final interface position
are given in table 4.3. The error norms were calculated using equation (4.19) where
(xnum

n , ynum
n ) is the position on the interface of the numerical solution, (x′min, y′min)

the position on the analytical interface (4.18a) closest to (xnum
n , ynum

n ) and n the total
number of points taken on the interface.

E =
1
n

n

∑
1

√
(x′min − xnum

n )2 + (y′min − ynum
n )2 (4.19)

As shown in figure 4.7, the numerical solution is in agreement with the analytical
solution for all algorithms, indicating that both approaches enforce the melting tem-
perature appropriately in 2D as well. No improvement in the solution is obtain by
using the linear or constant Lagrange formulation compared to the penalty formu-
lation when using the gradient based interface velocity. Using the linear Lagrange
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Figure 4.6 – 2D problem definition (784 elements)

field interface velocity significantly improved the solution. The use of the constant
Lagrange field interface velocity also increased the accuracy but to a smaller extent.
This is probably due to the inability of the constant Lagrange field to reproduce the
linear gradient of the bi-linear quadrangle interpolation used for the temperature.
As a result, a linear Lagrange formulation, using a Lagrange based interface veloc-
ity, would lead to an optimal algorithm in terms of accuracy. To reduce the resolution
time, a C-1 continuous linear interpolation could be used and condensed on the ele-
ment level [34].

It is well known in the literature that the level set field must be regularly reinitialized
to maintain accurate results [22, 62]. The one dimensional problem does not require
this step because the interface velocity is constant on the entire domain. The two
dimensional problem involves varying interface velocities in space and distortions in
the level set field may appear. The absence of a reinitialization step in this work did
not have a significant impact on the stability of the simulation. However, a detailed
convergence study for different time steps and mesh sizes would be influenced by
the accumulated error in the level set field and has not been done.

Another practical aspect that was observed in the 2D case was the importance of nu-
merical parameter selection. For the penalty formulation, two user-based numerical
parameters are required: the penalty term β and the maximum element distance δx
to evaluate the interface velocity. An inappropriate selection of either of these pa-
rameters could lead to a significant reduction in precision of the interface position,
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Figure 4.7 – Final non-dimensionalized interface position for 2D problem

Algorithm Error norm

Penalty 0.043
Lin. Lag. I 0.041
Lin. Lag. II 0.005
Cst. Lag. I 0.044
Cst. Lag. II 0.010

Table 4.3 – Error norms for 2D benchmark final interface position

with the distance δx having a much more significant impact than β. As an example,
the benchmark problem using the penalty formulation was solved using δx = 20%.
The interface position at t = 6.25× 10−3s, at which point the program fails, is shown
in figure 4.8. The failure is caused by the important variation in the calculated heat
flux near the interface, greatly distorting the interface.

4.7 Conclusion

In this work, the Lagrange multiplier scheme developed by [34] was applied to the
classical Stefan problem in one and two dimensions using a weakly discontinuous
temperature field and strongly discontinuous flux-based Lagrange field. We have
shown that it allows the application of Dirichlet boundary conditions with compa-
rable precision to the penalty technique [22] using constant and linear interpolation
schemes for the Lagrange field. Furthermore, a gain in accuracy was obtained by cal-
culating the interface velocity using the Lagrange field instead of the more widely
used temperature gradient and reduced the discrepancy in computational cost be-
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Figure 4.8 – Interface position at t =6.25× 10−3 using δx = 20%

tween the two techniques. The Lagrange based formulation requires no user defined
numerical parameters, improving the model’s robustness. Further work will be re-
alized to account for convection in the liquid phase and mass flux at the interface in
problems involving different densities in the solid and liquid phases.
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Chapter 5

A XFEM Phase Change Model with
Convection:
Article 2

5.1 Resumé

Un modèle à deux phases pour les problèmes de solidification bidimensionnelles
avec convection a été développé en couplant le problème de Stefan avec le problème
de Stokes. La méthode des éléments finis étendus (XFEM) a été utilisée pour capturer
la forte discontinuité dans la vitesse et la pression ainsi que le saut dans le flux de
chaleur à l’interface du changement de phase. La température de fusion et la vitesse
nulle à l’interface ont été imposées en utilisant un multiplicateur de Lagrange et la
méthode de pénalisation, respectivement. Les formulations résultantes ont ensuite
été couplées en utilisant un algorithme d’itération par point fixe. Le modèle a été
capable de reproduire les simulations de référence tout en conservant une interface
nette de changement de phase.

5.2 Abstract

A model for two dimensional solidification problems including convection was de-
veloped by coupling the Stefan problem with the Stokes problem. The extended fi-
nite element method (XFEM) was used to capture the strong discontinuity in ve-
locity and pressure as well as the jump in heat flux at the phase change interface.
The melting temperature and no-slip condition were imposed on the interface us-
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ing a Lagrange multiplier and the penalization method, respectively. The resulting
formulations were then coupled using a fixed point iteration algorithm. The model
was able to reproduce the benchmark simulations while maintaining a sharp phase
change interface.

5.3 Introduction

Numerous extended finite element models for the solution of the classical (diffusive)
Stefan problem are found in the literature [14, 22, 46, 54]. However, most real-life sce-
narios involve heat and mass transfer by convection in the liquid phase [16, 80, 83].
The impact of this additional contribution on the behavior of the phase change in-
terface has been explored for dendritic solidification in [83] using an extended fi-
nite element formulation for the Stefan problem and a phase-field formulation for
the Navier-Stokes equations. To our knowledge, no coupled extended finite element
formulation for both Stefan and Stokes equations exists in the literature. Such an
approach reduces the algorithm’s complexity, as a single numerical method is used
to model the discontinuities in both problems. Furthermore, the extended finite ele-
ment method allows for accurate results with larger mesh sizes compared to diffused
techniques.

A Navier-Stokes formulation using XFEM to track an explicit solid-liquid interface
has been developed in [32] and applied to fluid-structure interaction (FSI) problems.
In this formulation, the Navier-Stokes equations are only solved in the liquid phase
and appropriate boundary conditions are applied to allow the fluid pressure to in-
teract with the solid structure.

For the Stefan problem, a Lagrange multiplier formulation using XFEM was recently
developed [52] based on the work done in [34] on fluid structure interactions. In [52],
the Lagrange multiplier formulation was shown to be stable and more precise than
the penalty method commonly used [22] but did not include convective heat transfer,
required for problems involving fluids.

For more complex problems, the use of different densities in the solid and liquid
phases for the phase-change problem leads to a mass flux boundary in the Navier-
Stokes equations which may be difficult to implement using a diffused solid-liquid
boundary. The explicit interface used in this work provides a solid framework for
developing such models.
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In the work presented here, a coupled formulation using the extended finite ele-
ment method for both the Stefan problem and Stokes equations is developed. The
convective term present in the energy equation is obtained from the solution of the
Stokes equations and the Boussinesq approximation is used to generate the natural
convection within the liquid. A fixed point iteration scheme is then used to obtain a
converged solution for a given time step. The Lagrange multiplier and penalty meth-
ods are used to apply the temperature and velocity Dirichlet boundary conditions
on the interface, respectively.

The paper is divided as follows. The governing equations for the Stefan and Stokes
problems are described in section 5.4. The finite element formulation, level set prob-
lem and details concerning the interface movement and extended finite element
method are described in section 5.5. A benchmark example is then solved in section
5.6 to validate the algorithm. To this end, the commercial finite element simulation
software Comsol was used. Finally, the paper ends with some concluding remarks.

5.4 Governing Equations

5.4.1 Stefan Formulation

Consider a domain Ω with an initial temperature T(x, t0) and interface Γ separating
solid (Ωs) and liquid (Ωl) phases with different thermal properties. We suppose that
the density is identical in both phases and that the material has an isothermal phase
change at some melting temperature Tm. Applying the conservation of energy in Ω
results in equations

(
ρcp
)

s
∂T
∂t
−∇ · (ks∇T) = 0 x ∈ Ωs (5.1a)(

ρcp
)

l

(
∂T
∂t

+ v · ∇T
)
−∇ · (kl∇T) = 0 x ∈ Ωl (5.1b)

T − Tm = 0 x ∈ Γ (5.1c)

T = T̂ x ∈ ΓD (5.1d)

−k∇T · n = q̂ x ∈ ΓN (5.1e)

where cp is the specific heat, k the thermal conductivity, ρ the density and v the
liquid phase velocity. Additionally, the melting temperature must be applied on the
solid-liquid interface (5.1c). Dirichlet and Neumann type boundaries away from the
interface are applied on ∂Ω = ΓN ∪ ΓD as usual (5.1d,5.1e).
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Conservation of energy at the interface requires that the jump in heat flux normal to
the interface (caused by the imposition of the melting temperature) be related to the
rate of solidification or melting of the material as described by

[[−k∇T]] · nΓ = (kl∇Tl − ks∇Ts) · nΓ = ρLvΓ x ∈ Γ (5.2)

where L is the latent heat and vΓ the normal interface velocity [64]. The normal vec-
tor nΓ points from the liquid to solid phase, meaning that the interface velocity is
positive for melting and negative for solidification.

Tracking the moving interface is done using the level set method [61, 63]. The prin-
ciple behind this method is to introduce a new variable φ(x, t) defined as the signed
distance function to the interface (3.24). The interface is then easily identified as the
set of points where φ(x, t) = 0. In this work, the level set field is constructed so that
the liquid phase is on the positive side of the interface (i.e. x ∈ Ωl if φ(x, t) > 0).

5.4.2 Stokes formulation

In the present study, the liquid phase velocity v is governed by the Stokes problem
for viscous incompressible fluids:

ρ
∂v
∂t

= ∇ · σ + fb x ∈ Ωl (5.3a)

∇ · v = 0 x ∈ Ωl (5.3b)

v = 0 x ∈ Γ (5.3c)

v = v̂ x ∈ ΓD (5.3d)

σ · n = σ̂ x ∈ ΓN (5.3e)

fb = ρη(T − Tm)g (5.3f)

σ = −pI + 2µD(v) (5.3g)

D(v) =
1
2

(
∇v +∇vT

)
(5.3h)

where p is the pressure, µ the viscosity, fb the buoyancy source term, η the thermal
expansion coefficient and D(v) the rate of deformation tensor. The convection term
required to solve the complete Navier-Stokes equations requires a stabilization term
to obtained converged (and accurate) solutions at higher Reynold numbers and will
be implemented in the future.

The buoyancy force fb term will create natural convection currents caused by varia-
tions in temperature. The density is assumed constant and identical for both phases
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(Boussinesq approximation) so no mass flux is present at the interface and a no-slip
condition is applied (5.3c). The other physical properties are assumed constant. The
initial velocity field v(x, t0) is assumed divergence-free with a given initial pressure
field p(x, t0). Dirichlet and Neumann type boundaries away from the interface are
applied on ∂Ω = ΓN ∪ ΓD as usual (5.3d, 5.3e).

5.4.3 Enriched Interpolation Scheme

To account for the jump in heat flux at the interface, the temperature gradient must
be discontinuous. Furthermore, the application of the interface boundary condition
(5.1c), implies that the temperature is continuous at the interface. This behavior is
captured by using approximation (4.3) [22].

When using (4.3) special attention must be given to elements containing enriched
nodes that are not cut by the interface, called blending elements. A modified inter-
polation scheme must be used in these elements to maintain an optimal convergence
rate, as described in [28, 69].

In order to capture the jump in the heat flux at the interface, a Lagrange multiplier
q is used [32]. The interpolation scheme for the Lagrange multiplier is given by (4.5)
and in matrix form (4.6).

The Stokes equations are valid (and solved) in the liquid phase only. For this pur-
pose, the fluid-structure interaction approach, proposed in [33], is used. The velocity
and pressure fields are interpolated using the following scheme:

v(x, t) = ∑
i∈I

Nv
i (x)ψ

v(x, t) vi(t) (5.4a)

p(x, t) = ∑
i∈I

Np
i (x)ψ

v(x, t) pi(t) (5.4b)

ψv(x, t) =

1 if φ(x, t) > 0

0 if φ(x, t) < 0
(5.4c)
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Following (4.4) and (4.6), the velocity and pressure fields may be rewritten as:

v(x, t) = [Nv]{v} (5.5a)

p(x, t) = 〈Np〉{ p} (5.5b)

[Nv] =

[
Nv

1 ψv
1 ... Nv

nI
ψv

nI
0 ... 0

0 ... 0 Nv
1 ψv

1 ... Nv
nI

ψv
nI

]
(5.5c)

{v} = 〈vx
1 , ... , vx

nI
, vy

1, ... , vy
nI 〉

T (5.5d)

〈Np〉 = 〈Np
1 ψv

1 , ..., Np
nI ψ

v
nI
〉 (5.5e)

{p} = 〈p1, ..., pnI 〉T (5.5f)

When using this interpolation scheme, the solid part of the domain is ignored. Also,
enriched degrees of freedom are not required because no new information (behav-
ior) is introduced. All velocity and pressure degrees of freedom whose support is
completely inside the solid domain are removed from the system of equations.

5.5 Numerical Implementation

5.5.1 Stefan Problem

The weak form of the energy conservation equations (5.1a,5.1b) is∫
Ω

δTρcp
∂T
∂t

dΩ +
∫

Ωl

δTρcpv · ∇T dΩ +
∫

Ω
∇δT k∇T dΩ−

∫
Γ

δTq · nΓ dΓ = 0

(5.6a)∫
Ω

δq ·
(

1
k

q +∇T
)

dΩ−
∫

Γ
δq · nΓ (T − Tm) dΓ = 0 (5.6b)

where δT and δq are the test functions for the temperature and Lagrange multiplier
fields, respectively. The Neumann boundary condition has been omitted for the sake
of clarity. The method used in this work to impose the melting temperature on the
interface is the stable Lagrange multiplier used in [52] and originally developed in
[6, 34]. The Lagrange multiplier is defined as a vectorial flux and interpolated on
the same mesh as the temperature field. The projection of this secondary variable
on the interface is then used as a scalar Lagrange multiplier to impose the melting
temperature.
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Using a backward Euler scheme for the time derivative of T [30] in (5.6) gives:∫
Ω

δTn+1ρ
(cpT)n+1 − (cpT)n

∆t
dΩ +

∫
Ωl

δTn+1ρcn+1
p vn+1 · ∇Tn+1 dΩ

+
∫

Ω
∇δTn+1kn+1∇Tn+1 dΩ−

∫
Γ

δTn+1qn+1 · nΓ dΓ = 0
(5.7a)

∫
Ω

δqn+1 ·
(

1
kn+1 qn+1 +∇Tn+1

)
dΩ−

∫
Γ

δqn+1 · nΓ

(
Tn+1 − Tm

)
dΓ = 0 (5.7b)

where n indicates the previous time step.

After replacing T and q with their approximations we obtain the system of equations

[
1

∆t [M] + [C] + [K] −[L]
[Q]− [L]T [Mq]

]{
{T}n+1

{q}n+1

}
=

[
1

∆t [M]∗ 0
0 0

]{
{T}n

{q}n

}
−
{

0
{fl}

}
(5.8a)

[M] = ∑
e

∫
Ωe
{NT}n+1ρcn+1

p 〈NT〉n+1 dΩ (5.8b)

[M]∗ = ∑
e

∫
Ωe
{NT}n+1ρcn

p〈NT〉n dΩ (5.8c)

[C] = ∑
e

∫
Ωe

l

{NT}n+1ρcn+1
p vn+1[BT]

n+1 dΩ (5.8d)

[K] = ∑
e

∫
Ωe

([BT]
T)n+1kn+1[BT]

n+1 dΩ (5.8e)

[Mq] = ∑
e

∫
Ωe

1
kn+1 ([Nq]

T)n+1[Nq]
n+1 dΩ (5.8f)

[Q] = ∑
e

∫
Ωe

([Nq]
T)n+1[BT]

n+1 dΩ (5.8g)

[L] = ∑
e

∫
Γe
{NT}n+1[Nq]

n+1nΓ dΓ (5.8h)

{fl} = ∑
e

∫
Γe
([Nq]

T)n+1nΓ Tm dΓ (5.8i)

where Bij =
∂Nj
∂xi

is the gradient matrix. The interpolation for the temperature field
is linear and constant per element for the Lagrange multiplier.

In elements that are not cut by the interface, no constraint is present. Consequently,
the interface integrals are removed from the formulation and the system reduces to:[

1
∆t [M] + [C] + [K] 0

[Q] [Mq]

]{
{T}n+1

{q}n+1

}
=

[
1

∆t [M]∗ 0
0 0

]{
{T}n

{q}n

}
(5.9)
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5.5.2 Stokes Problem

The weak form of the Stokes problem (5.3) is given as follows∫
Ωl

δv · ρ∂v
∂t

dΩ +
∫

Ωl

2µ D(δv) : D(v) dΩ−
∫

Ωl

(∇ · δv)p dΩ

+
∫

Ωl

δv · fb dΩ = 0 (5.10a)∫
Ωl

δp ∇ · v dΩ = 0 (5.10b)

where δv and δp are the test functions for the velocity and pressure, respectively.
The Neumann boundary condition has been omitted for the sake of clarity. Using a
backward Euler scheme for the time derivative of v [30] in (5.10) gives the system of
equations:

∫
Ωl

δvn+1 · (ρv)n+1 − (ρv)n

∆t
dΩ +

∫
Ωl

2µD(δvn+1) : D(vn+1) dΩ

−
∫

Ωl

∇ · δvn+1pn+1 dΩ +
∫

Ωl

δvn+1 · fn+1
b dΩ = 0 (5.11a)∫

Ωl

δpn+1 ∇ · vn+1 dΩ = 0 (5.11b)
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Substituting the approximation for the velocity and pressure fields into (5.11) leads
to the finite element system of equations[

[K] −[D]

[D]T 0

]{
{v}n+1

{p}n+1

}
=

[
[M]∗ 0

0 0

]{
{v}n

{p}n

}
−
{
{fb}

0

}
(5.12a)

[K] = [M] +

[
[A11] [A12]

[A12]
T [A22]

]
(5.12b)

[M] =
1

∆t ∑
e

∫
Ωe

([Nv]
T)n+1ρ[Nv]

n+1 dΩ (5.12c)

[M]∗ =
1

∆t ∑
e

∫
Ωe

([Nv]
T)n+1ρ[Nv]

n dΩ (5.12d)

[A11] = ∑
e

∫
Ωe

2µ

(
{Bx}n+1〈Bx〉n+1 +

1
2
{By}n+1〈By〉n+1

)
dΩ (5.12e)

[A22] = ∑
e

∫
Ωe

2µ

(
1
2
{Bx}n+1〈Bx〉n+1 + {By}n+1〈By〉n+1

)
dΩ (5.12f)

[A12] = ∑
e

∫
Ωe

2µ

(
1
2
{By}n+1〈Bx〉n+1

)
dΩ (5.12g)

[D] = ∑
e

∫
Ωe
〈〈Bx〉n+1〈By〉n+1〉T〈Np〉n+1 dΩ (5.12h)

{fb} = ∑
e

∫
Ωe

l

[Nv]
n+1ρη(Tn+1 − Tm)g dΩ (5.12i)

〈Bx〉 =
∂〈N〉

∂x
〈By〉 =

∂〈N〉
∂y

(5.12j)

The no-slip interface boundary condition is imposed using the penalty method [14,
22]. This technique multiplies the residual form of equation (5.3c) by a very large
penalization parameter λ and introduces it in the finite element formulation of the
momentum equation. This method is simple to implement and has proven to be
robust for a variety of problems. The formulation for elements intersected by the
interface becomes:[

[K′] −[D]

[D]T 0

]{
{v}n+1

{p}n+1

}
=

[
[M]∗ 0

0 0

]{
{v}n

{p}n

}
−
{
{fb}

0

}
(5.13a)

[K′] = [K] + [P] (5.13b)

[P] = ∑
e

∫
Γe
([Nv]

T)n+1λ[Nv]
n+1 dΓ (5.13c)
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To solve (5.12) and (5.13) the interpolation functions for the velocity and pressure
fields must satisfy the (inf-sup) condition. In this work, a pair of stable Q2-Q1 quadri-
lateral elements was used for the velocity and pressure fields, respectively.

An appropriate element size was used to maintain a low enough Peclet number to
avoid oscillations in the Stefan problem. The validation problems presented in the
results section are compared with the solution obtained using the commercial finite
element code Comsol using a Stokes formulation in which a moving mesh algorithm
is used to capture the interface movement.

The interpolation scheme (5.4) is known to cause problems when the physical do-
main (liquid phase) covers a very small area of the node’s support [49]. The small
contribution of the concerned degree of freedom causes a significant increase in the
condition number of the global system [49], leading to divergent solutions. An ef-
ficient solution was developed in [49]. When a degree of freedom’s contribution to
the system is too small, it is removed from the system. The criteria for removing a
degree of freedom is [49]

(
max
e∈ Ei

∫
Ωe

l
Ni(x) dΩ∫

Ωe Ni(x) dΩ

)− 1
2

> Ttol (5.14)

where Ei is the set of elements connected to node i, Ωe
l the liquid domain area in

the element, Ωe the element area, Ni(x) the interpolation function and Ttol a user
defined tolerance value. The greater the value for Ttol, the smaller the contribution
of the degree of freedom can be before it is removed.

The stopping criteria (5.14) is used on a stabilized Q1-Q1 in [49], meaning that the
velocity and pressure interpolation functions are identical, bi-linear and positive-
semidefinite. The quadratic interpolation used for velocity in this work however,
is not positive-semidefinite. This means that certain interface positions can lead to
near zero integrals in (5.14) even when the liquid area is large, because the negative-
valued areas of the interpolation would cancel out the positive-valued areas. To
maintain the original objective of evaluating the relative contribution of the degree
of freedom to the complete element, a modified criteria was used, given by equation

(
max
e∈ Ei

∫
Ωe

l
|Ni(x)| dΩ∫

Ωe |Ni(x)| dΩ

)− 1
2

> Ttol (5.15)

where the absolute value of the interpolation function is used.
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Furthermore, in [49] a preconditioner is applied to the global system before solving,
allowing the use of a higher value of Ttol while maintaining an optimal condition
number and accurate solution. Considering the relatively heuristic modifications
made to the removal of degrees of freedom caused by the use of a Q2-Q1 formu-
lation and to simplify the implementation of our model, the preconditioner was not
applied in this work.

The systems of equations (5.8) and (5.12) are coupled through the convection and
buoyancy terms, respectively. To obtain a converged solution for both systems, a
fixed point iteration scheme is used. The basic approach is to alternate between the
two problems, using the updated solution of each problem when solving the other.
Once the residuals of both problems, using the most recent solution, are below a cer-
tain stopping criteria, the global problem is considered converged and the algorithm
proceeds to the next time step.

5.5.3 Interface velocity calculation

The proper evaluation of the interface velocity is crucial in obtaining a precise and
robust model. For this particular problem, the interface velocity is determined by the
jump in heat flux at the interface, described in (5.2). The use of a Lagrange multiplier
to impose the melting temperature allows the evaluation of the jump in heat flux
directly from the Lagrange field q.

The final algorithm can be described as follows. Assuming a given time tn, tempera-
ture solution Tn, velocity solution vn, pressure solution pn and level set solution φn,
the strategy to solve for Tn+1, vn+1 and pn+1 consists in the following steps:

1. Compute the interface velocity vn
Γ using (4.16)

2. Construct F on the level set domain by solving (3.28)

3. Solve for φn+1 using (3.26)

4. Solve the coupled Stefan-Stokes problem:

4.1. Solve for Tn+1
i+1 using (5.8) and vn+1

i

4.2. Solve for vn+1
i+1 and pn+1

i+1 using (5.12) and Tn+1
i+1

5. Evaluate (5.8) and (5.12). If both residuals are below the tolerance criteria, go
to step 6. If not, i = i + 1 and go to step 4

6. Set tn+1 = tn and go to step 1.
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5.6 Results

5.6.1 Flow over a cylinder

To validate the Stokes formulation, the flow over a cylinder was modelled. The do-
main is 1 m long and 0.5 m wide and the cylinder is centered at (0.4,0.25) m with
a radius of 0.05 m. The material properties used are given in table 5.1. Two differ-
ent boundary conditions were tested. In the first, referred to as case I (see figure
5.1), the top, bottom and right boundaries all have velocity boundary conditions,
v1 = (−0.1, 0) m/s (Re =10). The left boundary is an open boundary (p0 = 0 Pa). In
the second set of boundary conditions, referred to as case II (see figure 5.2), the top
and bottom boundaries are walls (v0 = (0, 0) m/s), the left boundary has a pres-
sure condition p1 = −5 Pa and the right wall is an open boundary (p0 = 0 Pa). The
no-slip condition was applied using β = 108 and the convergence criteria for the
Newton-Raphson algorithm is 10−6.

The results obtained with the XFEM algorthim using a void enrichment scheme were
compared to the results obtained with a conforming mesh, solved in the commercial
software Comsol. Comparisons of the velocity profile in the domain, at the center of
the cylinder and the pressure profile on the cylinder’s circumference for case I are
given in figures 5.3 and 5.4, respectively. The same profiles obtained using the case
II boundary conditions are given in figures 5.5 and 5.6, respectively.

Property Value

ρ [kg/m3] 1× 103

µ [N· s/m2] 10

Table 5.1 – Material properties for flow over a cylinder

As can be seen in the figures, the XFEM formulation is in excellent agreement with
the solutions obtained with Comsol. The void enrichment scheme allows the XFEM
formulation to remove the interior of the cylinder from the solution domain, even
though the mesh does not conform to the cylinder’s geometry. Furthermore, the no-
slip condition applied on the cylinder contour is correctly applied using the penalty
technique.
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Figure 5.1 – Mesh for flow over a cylinder - case I (2331 elements)
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Figure 5.2 – Mesh for flow over a cylinder - case II (2331 elements)

5.6.2 Melting cylinder in a channel

The second problem includes the Stefan formulation to allow the cylinder to melt.
The problem setup is as follows. A channel, l = 0.167 m in length and h = 0.025 m
in height, contains a solid cylinder of radius 0.005 m. Both phases are initially at the
melting temperature Tm = 273 K. The cylinder’s centre is initially at ( l

4 , h
2 ). At t = 0,

a pressure difference ∆p = 4 Pa is applied between the channel’s inlet and outlet.
The inlet temperature is 274 K. Both top and bottom edges are thermally insulated
with a no-slip boundary condition. The pressure difference drives the fluid flow and
the buoyancy force was removed from (5.3a). The material properties used are given
in table 5.2 and a schematic representation of the problem in figure 5.7. The mesh
includes 2904 quadrilateral elements.
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Figure 5.3 – Velocity profil at cylinder center - case I

Figure 5.4 – Pressure on cylinder circumference - case I

The presence of fluid flow around the cylinder increases the heat flux on the top and
bottom, where the flow is more rapid. The uphill and downhill sides of the cylinder
have a slower fluid flow, leading to a lower heat flux. This results in a more oval
shaped interface with time.

The time step used is ∆t = 1 s, the tolerance criteria Ttol = 108 and the convergence
criteria for the Newton-Raphson algorithm is 10−4 for the Stokes problem and 10−5

for the Stefan problem. The penalty parameter for the Stokes problem is β = 108. A
linear interpolation for the temperature and Lagrange multiplier fields was used.

Figure 5.8 shows the position of the phase change interface for two different times.
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Figure 5.5 – Velocity profile at cylinder center - case II

Figure 5.6 – Pressure on cylinder circumference - case II

Figure 5.9 shows the evolution of the temperature with time at two points in the
domain (see figure 5.7); one uphill of the cylinder (x1) and the other downhill (x2).
Figure 5.10 shows the temperature solution in the entire domain at two different
times. In all these figures, the Comsol and XFEM models are in excellent agreement.
We can observe the change in overall shape of the interface in figure 5.8, as the fluid
flow influences the distribution of heat flux around the cylinder. Furthermore, the
temperature downhill of the cylinder increases as the cylinder’s area decreases and
the flow becomes more uniform, as can be seen in figure 5.10.

Figure 5.11 shows the evolution of the velocity with time at points x1 and x2 in the
domain (see figure 5.7). Figure 5.12 shows the velocity solution in the entire do-
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Figure 5.7 – Problem definition for melting cylinder (2904 elements)

Table 5.2 – Material properties for melting cylinder

Property Value

ρ [kg/m3] 1000
Tm [K] 273
L [J/kg] 1× 108

cp [J/kg] 1000
k [W/m·K] 10
µ [kg/s·m2] 0.01

main at two different times. The figures shows that the XFEM solution is in good
agreement with the solution obtained with Comsol. We can observe the increase in
velocity with time uphill and downhill of the cylinder in figure 5.12, as the influence
of the cylinder on the fluid flow decreases.
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Figure 5.8 – Interface positions for melting cylinder
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Figure 5.9 – T as function of t at x1 and x2 for melting cylinder (see figure 5.7)

5.6.3 Melting of pure tin

A final problem, the melting of pure tin, was simulated based on the experimental
and numerical data found in [81] and the phase change example model found in
Comsol [23]. The same simulation was then run in Comsol using a moving mesh
algorithm (ALE) and the solution was compared with the solution obtained using
the purely XFEM approach.

The problem setup is as follows. A square cavity, 0.10 m wide and 0.10 m high, is
filled with liquid tin on the left and solid tin on the right. Both phases are initially
at the melting temperature Tm = 505K. The initial interface is vertical at x = 0.02 m.
At t = 0, the temperature of the left wall is increased to 508 K and the right wall
decreased to 503 K, causing the metal to melt. Both top and bottom edges are insu-
lated. The four boundaries are considered walls and a no-slip boundary is applied
for the Stokes equations. The no-slip condition on the interface is applied using a
penalty term with β = 108. The material properties used are given in table 5.3 and a
schematic representation of the problem in figure 5.13.

The presence of natural convection changes the heat flux within the melt by increas-
ing the influx of heat near the top of the enclosure and reducing it near the bottom,
resulting in an angled interface.

The time step used is ∆t = 3s, the tolerance criteria Ttol = 102 and the convergence
criteria for the Newton-Raphson algorithm is 10−6 for both Stefan and Stokes prob-
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(a) t = 20 s

(b) t = 50 s

Figure 5.10 – Temperature profiles for melting cylinder
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Figure 5.11 – Velocity as function of time at x1 and x2 for melting cylinder (see figure
5.7)
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Figure 5.12 – Velocity profiles for melting cylinder

lems.

This problem was selected for its simple interface geometry. Our current algorithm
does not allow the reinitialization of the level set field. For more uniform interface
shapes and displacements, the absence of a reinitialization step has little impact on
the model’s accuracy [52]. More complex shapes and interface movements would
require a reinitialization step and a remeshing step in the Comsol algorithm.

As can be seen in figure 5.14, the interface position obtained with the XFEM formu-
lation is nearly identical to the one produced by Comsol. Furthermore, the temper-
ature profile at various time steps, shown in figure 5.15, are also in excellent agree-
ment.

There is however in figure 5.15a a small "kink" in the interface position for the XFEM
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Figure 5.13 – Problem definition for melting of tin (2142 elements)

Property Value

ρ [kg/m3] 7500
Tm [K] 505
L [J/kg] 6× 104

cp [J/kg] 200
k [W/m·K] 60
η [1/K] 2.67× 10−4

µ [kg/s·m2] 6× 10−3

Table 5.3 – Material properties melting of pure tin [23]

solution. This error is caused by an incorrect evaluation of the interface velocity, due
to the use of a constant per element Lagrange multiplier interpolation scheme. As
discussed in [52], the use of a linear interpolation scheme is more precise but also
more computationally expensive. We tested a linear interpolation and the kink was
no longer present, as shown in figure 5.16. Furthermore, it is clear from the other
figures that the error produced by the use of a constant interpolation was quickly
corrected over the next few time steps.

The velocity profile obtained with the XFEM formulation, shown in figure 5.17, is in
good agreement with the solution obtained with Comsol. The areas with a more hor-
izontal flow have the greatest impact on the temperature distribution (interface posi-
tion) and are nearly identical. The XFEM formulation however, produces an irregu-
lar boundary layer on the solid-liquid interface. This error is caused by the removal
of inappropriate degrees of freedom with (5.15), mainly due to the low tolerance
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Figure 5.14 – Interface position for three time steps

values used. Higher values of Ttol were tried but would lead to a divergent system
for certain time steps with critical interface positions. As mentioned previously, the
absence of a preconditionner [49] reduced the robustness of the algorithm.

5.7 Conclusion

A coupled Stefan and Stokes formulation using the extended finite element method
was developed for the resolution of phase change problems involving convection.
The Lagrange multiplier technique developed for the diffusive case was successfully
applied to the convective-diffusive problem. The temperature and velocity fields ob-
tained using XFEM were compared to the moving mesh algorithm found in Com-
sol with good results. The XFEM formulation required less degrees of freedom and
didn’t cause problems with distorted elements. The simple removal of degrees of
freedom with a small contribution to the system for the Q2-Q1 Stokes formulation
was shown to produce errors in the velocity field for problematic interface config-
urations. The same observation for a Q1-Q1 formulation was made in [49]. Future
work will be done to include the complete Navier-Stokes equations and the appli-
cation of non-zero velocity boundary conditions on the interface to include density
changes between solid and liquid phases.
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(a) t = 4 min

(b) t = 8 min

(c) t = 11 min

Figure 5.15 – Temperature profile at three time steps
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Figure 5.16 – Temperature profile at t = 4 min, using linear q
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(a) t = 4 min

(b) t = 8 min

(c) t = 11 min

Figure 5.17 – Velocity profile at three time steps
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Chapter 6

Modelling of Phase Change with
Non-Constant Density using XFEM
and a Lagrange Multiplier:
Article 3

6.1 Resumé

Un modèle à deux phases pour des problèmes de solidification bidimensionnelles
ayant des densités differentes a été développé en couplant le problème de Stefan
avec le problème de Stokes et en applicant une condition aux limites en vitesse sur
l’interface de changement de phase pour conserver la masse du système. La méthode
des éléments finis étendus (XFEM) a été utilisée pour capturer la forte discontinuité
de la vitesse et la pression ainsi que le saut dans le flux de chaleur à l’interface. La
température de fusion et la vitesse du fluide à l’interface ont été imposées à l’aide
d’un multiplicateur de Lagrange et la méthode par pénalisation, respectivement. Les
formulations résultantes ont ensuite été couplées en utilisant un algorithme d’itéra-
tion par point fixe. Trois exemples ont été étudiés et les résultats ont été comparés
aux résultats numériques provenant d’un logiciel commercial utilisant la technique
d’ALE pour suivre l’interface liquide/solide. Le modèle a été en mesure de repro-
duire les simulations de référence tout en conservant une interface nette de change-
ment de phase et la masse total du système.
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6.2 Abstract

A two phase model for two-dimensional solidification problems with variable den-
sities was developed by coupling the Stefan problem with the Stokes problem and
applying a mass conserving velocity condition on the phase change interface. The
extended finite element method (XFEM) was used to capture the strong discontinu-
ity of the velocity and pressure as well as the jump in heat flux at the interface. The
melting temperature and velocity condition were imposed on the interface using
a Lagrange multiplier and the penalization method, respectively. The resulting for-
mulations were then coupled using a fixed point iteration algorithm. Three examples
were investigated and the results were compared to numerical results coming from
a commercial software using ALE techniques to track the solid/liquid interface. The
model was able to reproduce the benchmark simulations while maintaining a sharp
phase change interface and conserving mass.

6.3 Introduction

Numerous extended finite element models for the solutions of the classical (diffu-
sive) Stefan problem are found in the literature [14, 22, 46, 54]. More complex mod-
els involving convection with constant density have also been developed using dif-
ferent numerical techniques [16, 80, 83]. Particularly, a fully XFEM Stefan/Navier-
Stokes model was used by [52]. Models including the density variation are more un-
common [82], mainly because assuming the density is constant generally has little
impact on the interface position. In certain applications however, the conservation

A straight-forward strategy to include the non-constant material densities is to use a
moving-mesh algorithm such as the one found in the commercial code Comsol. This
algorithm defines the phase change interface on a set of nodes, allowing the mass
conservation boundary condition to be easily applied. However, the moving mesh
adds considerable computational costs caused by the increase in degrees of freedom
of the overall problem and the remeshing procedure required when the mesh be-
comes too distorted. These costs may hinder the use of a moving mesh algorithms in
large scale multi-physical simulations which often have a large amount of degrees
of freedom.

In the work presented here, a new coupled formulation using the extended finite
element method for both the Stefan problem and Stokes equations based on [52] is

75



developed for the case of variable phase densities. A fixed point iteration scheme
is then used to obtain a converged solution for a given time step. The conservation
of mass at the phase change interface is handled by applying a velocity boundary
condition.

The paper is divided as follows. The governing equations for the Stefan and Stokes
problems are described in section 6.4. The finite element formulation, level set prob-
lem and details concerning the interface movement and extended finite element
method are described in section 6.5. Benchmark examples are then solved in section
6.6 to validate the algorithm. To this end, the commercial finite element simulation
software Comsol was used with a moving mesh algorithm to capture the interface
movement. Finally, the paper ends with some concluding remarks.

6.4 Governing Equations

6.4.1 Stefan Problem Formulation

Consider a domain Ω with an initial temperature T(x, t0) and interface Γ separating
solid (Ωs) and liquid (Ωl) phases with different thermal properties and densities. We
suppose that the material has an isothermal phase change at some melting tempera-
ture Tm. Applying the conservation of energy in Ω results in the following equations
[64]: (

ρcp
)

s
∂T
∂t
−∇ · (ks∇T) = 0 x ∈ Ωs (6.1a)(

ρcp
)

l

(
∂T
∂t

+ v · ∇T
)
−∇ · (kl∇T) = 0 x ∈ Ωl (6.1b)

T − Tm = 0 x ∈ Γ (6.1c)

T = T̂ x ∈ ΓD (6.1d)

−k∇T · n = q̂ x ∈ ΓN (6.1e)

where cp is the specific heat, k the thermal conductivity, ρ the density, v the liq-
uid phase velocity. Subscripts l and s indicate liquid and solid phases, respectively.
Additionally, the melting temperature is applied on the solid-liquid interface (6.1c).
Dirichlet and Neumann boundary conditions away from the interface are applied
on ∂Ω = ΓN ∪ ΓD as usual (6.1d,6.1e).

Conservation of energy at the interface requires that the jump in heat flux normal to
the interface (caused by the imposition of the melting temperature) be related to the
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rate of solidification or melting of the material as described in [64]:

[[−k∇T]] · nΓ = (kl∇Tl − ks∇Ts) · nΓ = ρsLvΓ x ∈ Γ (6.2)

where L is the latent heat and vΓ the normal interface velocity [64]. The normal vec-
tor ns points from the liquid to solid phase, meaning that the interface velocity is
positive for melting and negative for solidification.

6.4.2 Stokes Problem formulation

In the present study, the liquid phase velocity v is governed by the Stokes problem
for viscous incompressible fluids:

ρl
∂v
∂t

= ∇ · σ x ∈ Ωl (6.3a)

∇ · v = 0 x ∈ Ωl (6.3b)

v =
ρl − ρs

ρl
vΓnΓ x ∈ Γ (6.3c)

v = v̂ x ∈ ΓD (6.3d)

σ · n = σ̂ x ∈ ΓN (6.3e)

σ = −pI + 2µD(v) (6.3f)

D(v) =
1
2

(
∇v +∇vT

)
(6.3g)

where p is the pressure, µ the viscosity and D(v) the rate of deformation tensor. The
convection term in the complete Navier-Stokes equations was neglected, leading to
two linear systems of equations for the heat transfer and fluid flow problems. The
only non-linearity is in the coupling terms between the two problems: the convective
heat transfer and interface velocity.

The variation in density between the solid and liquid phases creates a mass flux at
the interface, which is a function of the interface velocity and specific phase densi-
ties (equation (6.3c)). The other physical properties are assumed constant. The initial
velocity field v(x, t0) is assumed divergence-free with a given initial pressure field
p(x, t0). Dirichlet and Neumann boundary conditions away from the interface are
applied on ∂Ω = ΓN ∪ ΓD as usual (6.3d, 6.3e).

6.4.3 Enriched Interpolation Scheme

The phase change problem is characterized by the jump in the heat flux which is
caused by the temperature gradient discontinuity. However, the application of the
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interface boundary condition (6.1c) implies that the temperature is continuous at
the interface. Such a weak discontinuity can be handled using the extended finite
element method. This behavior is captured by using approximation (4.3) [22].

In order to capture the jump in the heat flux at the interface, a Lagrange multiplier
q is used [32]. The interpolation scheme for the Lagrange multiplier is given by (4.5)
and in matrix form (4.6).

The Navier-Stokes equations are valid (and solved) in the liquid phase only. For this
purpose, the fluid-structure interaction approach, proposed in [33], is used. There-
fore, the velocity and pressure fields can be interpolated using (5.5)

According to this interpolation scheme, the solid part of the domain is ignored. Also,
enriched degrees of freedom are not required because no new information (behav-
ior) is introduced. All velocity and pressure degrees of freedom whose support is
completely inside the solid domain are removed from the system of equations.

6.5 Numerical Implementation

6.5.1 Stefan Problem

The weak form of the energy conservation equations (6.1a,6.1b) is∫
Ω

δTρcp
∂T
∂t

dΩ +
∫

Ωl

δTρlcpv · ∇T dΩ +
∫

Ω
∇δT k∇T dΩ−

∫
Γ

δTq · nΓ dΓ = 0

(6.4a)∫
Ω

δq ·
(

1
k

q +∇T
)

dΩ−
∫

Γ
δq · nΓ (T − Tm) dΓ = 0 (6.4b)

where δT and δq are the test functions. The method used in this work to impose the
melting temperature on the interface is the stable Lagrange multiplier used in [52]
and originally developed in [6, 34]. The Lagrange multiplier is defined as a vecto-
rial flux and interpolated on the same mesh as the temperature field. The projection
of this secondary variable on the interface is then used as a scalar Lagrange mul-
tiplier to impose the melting temperature. The Neumann boundary condition has
been omitted for the sake of clarity.
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Using a backward Euler scheme for the time derivative of T in (6.4) gives [30]:

∫
Ω

δTn+1 (ρcpT)n+1 − (ρcpT)n

∆t
dΩ +

∫
Ωl

δTn+1(ρcp)
n+1vn+1 · ∇Tn+1 dΩ

+
∫

Ω
∇δTn+1kn+1∇Tn+1 dΩ−

∫
Γ

δTn+1qn+1 · nΓ dΓ = 0
(6.5a)

∫
Ω

δqn+1 ·
(

1
k

qn+1 +∇Tn+1
)

dΩ−
∫

Γ
δqn+1 · nΓ

(
Tn+1 − Tm

)
dΓ = 0 (6.5b)

where n indicates the previous time step.

After replacing T and q with their approximations we obtain the system of equa-
tions (5.8). In elements which are not cut by the interface, the boundary condition is
removed and the system reduces to (5.9).

6.5.2 Stokes Problem

The weak form of the Stokes problem (6.3) is given as follows∫
Ωl

δv · ρl
∂v
∂t

dΩ +
∫

Ωl

2µ D(δv) : D(v) dΩ−
∫

Ωl

(∇ · δv)p dΩ = 0∫
Ωl

δp ∇ · v dΩ = 0 (6.6a)

where δv and δp are the test functions for the velocity and pressure, respectively.
The Neumann boundary condition has been omitted for the sake of clarity. Using
a backward Euler scheme for the time derivative of v in (6.6) gives the system of
equations [30]:∫

Ωl

δvn+1 ·
(
(ρlv)n+1 − (ρlv)n

∆t

)
dΩ +

∫
Ωl

2µD(δvn+1) : D(vn+1) dΩ

−
∫

Ωl

∇ · δvn+1pn+1 dΩ = 0 (6.7a)∫
Ωl

δpn+1 ∇ · vn+1 dΩ = 0 (6.7b)
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Substituting the approximation for the velocity and pressure fields (5.5) into (6.7)
leads to the system of equations:[

[K] −[D]

[D]T 0

]{
{v}n+1

{p}n+1

}
=

[
[M]∗ 0

0 0

]{
{v}n

{p}n

}
(6.8a)

[K] = [M] +

[
[A11] [A12]

[A12]
T [A22]

]
(6.8b)

[M] =
1

∆t ∑
e

∫
Ωe

([Nv]
T)n+1ρl[Nv]

n+1 dΩ (6.8c)

[M]∗ =
1

∆t ∑
e

∫
Ωe

([Nv]
T)n+1ρl[Nv]

n dΩ (6.8d)

[A11] = ∑
e

∫
Ωe

2µ

(
{Bx}n+1〈Bx〉n+1 +

1
2
{By}n+1〈By〉n+1

)
dΩ (6.8e)

[A22] = ∑
e

∫
Ωe

2µ

(
1
2
{Bx}n+1〈Bx〉n+1 + {By}n+1〈By〉n+1

)
dΩ (6.8f)

[A12] = ∑
e

∫
Ωe

2µ

(
1
2
{By}n+1〈Bx〉n+1

)
dΩ (6.8g)

[D] = ∑
e

∫
Ωe
〈〈Bx〉n+1〈By〉n+1〉T〈Np〉n+1 dΩ (6.8h)

(6.8i)

The mass flux interface boundary condition is imposed using the penalty method
[14, 22]. This technique multiplies the residual form of equation (6.3c) by a very
large penalization parameter β and introduces it in the finite element formulation
of the momentum equation. This method is simple to implement and has proven to
be robust for a variety of problems. The formulation for elements intersected by the
interface becomes:[

[K′] −[D]

[D]T 0

]{
{v}n+1

{p}n+1

}
=

[
[M]∗ 0

0 0

]{
{v}n

{p}n

}
+

{
{fn+1

p }
0

}
(6.9a)

[K′] = [K] + [P] (6.9b)

[P] = ∑
e

∫
Γe
([Nv]

T)n+1β[Nv]
n+1 dΓ (6.9c)

{fn+1
p } = ∑

e

∫
Γe
([Nv]

T)n+1β

(
ρl − ρs

ρl
vΓnΓ

)
dΓ (6.9d)
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To solve the system of equations (6.8)-(6.9) the interpolation functions for the veloc-
ity and pressure fields must satisfy the LBB condition [3, 17]. In this work, a pair of
stable Q2-Q1 quadrilateral elements was used for the velocity and pressure fields,
respectively.

The validation problems presented in the results section are compared with the solu-
tion obtained through the commercial finite element code Comsol where the phase
change problem was solved using a moving mesh algorithm (ALE) to capture the
interface movement.

The interpolation scheme (5.4) is known to cause problems when the physical do-
main (liquid phase) covers a very small area of the node’s support [49]. The small
contribution of the concerned degree of freedom causes a significant increase in the
condition number of the global system [49], leading to divergent solutions. An ef-
ficient solution was developed in [49]. When a degree of freedom’s contribution to
the system is too small, it is removed from the system. The criteria for removing a
degree of freedom used here is (5.15) [49]

The systems of equations (5.8) and (6.8) are coupled through the convection and
mass flux boundary terms, respectively. To obtain a converged solution for both sys-
tems, a fixed point iteration scheme is used.

6.5.3 Interface velocity calculation

The proper evaluation of the interface velocity is crucial in obtaining a precise and
robust model [52]. For this particular problem, the interface velocity is determined
by the jump in heat flux at the interface as described in equation (6.2). The use of a
Lagrange multiplier to impose the melting temperature allows the evaluation of the
jump in heat flux directly from the Lagrange field q, given by

vΓ =
[[q]] · ns

ρsL
=

(ql − qs) · ns

ρsL
(6.10)

where qs and ql are the heat flux at the interface approaching from the solid and
liquid phases, respectively.

The final algorithm can be described as follows. Assuming that a given time tn, so-
lution (Tn, vn, pn, φn) are known, the strategy to solve for (Tn+1, vn+1, pn+1, φn+1)
consists in the following steps:

1. Compute the interface velocity vn
Γ using (6.10)
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2. Construct F on the level set domain by solving (3.28)

3. Solve for φn+1 using (3.26)

4. Solve the coupled Stefan-Stokes problem:

4.1. Solve for Tn+1
i+1 using (5.8) and vn+1

i

4.2. Solve for vn+1
i+1 and pn+1

i+1 using (6.8) and Tn+1
i+1

5. Evaluate (5.8) and (6.8). If both residuals are below the tolerance criteria (1×
10−5 L2 norm), go to step 6. If not, i = i + 1 and go to step 4

6. Set tn+1 = tn and go to step 1.

6.6 Results

The Lagrange multiplier formulation used in this work to solve the Stefan problem
(5.1) has been previously validated. For details on the specific simulations used and
its performance compared to a finite difference approximation of equation (6.2), the
interested reader is referred to [52].

To validate the coupled model three benchmark problems were simulated. The first
and second are based on the one- and two-dimensional analytical phase change
problems [54, 65]. The third benchmark problem involves more realistic boundary
conditions, using the material properties of cryolite, known for its important change
in density (≈ 25%).

In all cases, the simulations were also run in Comsol, using a moving mesh algorithm
(ALE) to account for the displacement of the interface using triangle elements. The
Stokes formulation uses a P2− P1 formulation, the temperature field is linear and the
Lagrange multiplier is constant per element [52]. In Comsol, the mesh geometry is
quadratic. The results were then compared to the solution obtained using the purely
XFEM approach. The Comsol simulations did not include a remeshing step during
the simulation. An appropriate element size was used to maintain a low enough
Peclet number to avoid oscillations in the Stefan problem.

These problems were selected for their relatively simple interface geometry and no
reinitialization procedure was applied to the level set field during the simulation.
For smooth interface shapes and relatively uniform displacements, the absence of
a reinitialization step had little impact on the model’s accuracy [52]. More complex
shapes and interface movements would require a reinitialization step as well as a
remeshing step in the Comsol algorithm.
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Figure 6.1 – 1D problem definition

Properties Solid Liquid Interface

ρ [kg/m3] 1.0 0.75 -
cp [J/kg K] 50 50 -
k [W/m K] 0.1 0.1 -
ρsL [J/m3] - - 2.5
Tm [K] - - 273.0
µ [kg/s·m] - 10 -

Table 6.1 – Material properties for 1D and 2D problems

6.6.1 One Dimensional Phase Change Problem

The first benchmark problem is inspired by the one dimensional two phase analyti-
cal solution of the Stefan problem in a semi-infinite domain (x > 0), taken from [54].
The thermal properties are constant except for the density and are given in table 6.1.
These properties were chosen so that the convection term would affect the position
of the interface with respect to the same problem without convection. The domain
is 1m long and 0.25 m wide and the initial interface is at x = 0.515 m with the liquid
phase on the right and solid phase on the left, as shown in figure 6.1. The initial tem-
perature is Tm (see table 6.1). The top and bottom edges are insulated. At t = 0, the
temperature on the left edge is lowered to 272 K and the right edge is increased to
275 K. For the Navier-Stokes equations, the right boundary is open (no stress) while
for the top and bottom edges the following boundary condition is applied: v · n = 0.
The time step is 0.05 sec, β =1× 108, Ttol =1× 108 and the convergence criteria for
the Newton-Raphson algorithm is 10−6 for both problem. The mesh contains 180
quadrilateral elements in XFEM and 196 in Comsol.

The interface position as a function of time for both Comsol and XFEM algorithms
is shown in figure 6.2. The temperature at point x1 over time is given in figure 6.3
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Figure 6.2 – Interface position vs time, 1D problem
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Figure 6.3 – Temperature at point x1, 1D problem (see figure 6.1)

for Comsol and XFEM algorithms. The convection velocity (constant in the liquid
domain) is shown in figure 6.4 for both algorithms. These results show that the
XFEM method reproduces the solution obtained through the standard finite element
method (Comsol) using the moving mesh algorithm.

6.6.2 Two Dimensional Phase Change Problem

The second benchmark problem is two dimensional and based on the analytical so-
lution of melting (or freezing) in a corner first solved in [65]. The thermal properties
are constant except for the density and are identical to the first example, given in
table 6.1. The domain is 1 m long and 1 m wide with the initial interface is at x =
0.1 m from the left and bottom boundaries, with the liquid phase on the lower left
and solid phase on the top right, as shown in figure 6.5. The initial temperature is
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Figure 6.4 – Convection velocity in liquid phase, 1D problem
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Figure 6.5 – 2D problem definition.

Tm (table 6.1). The top and right edges are thermally insulated. At t = 0, the temper-
ature on the left and bottom boundaries is increased to 274 K. For the Navier-Stokes
equations, the left and bottom boundaries are open (no stress). For the top and right
boundaries the boundary condition v · n = 0 is applied. The time step is 0.05 sec,
β =1× 104, Ttol =1× 102 and the convergence criteria for the Newton-Raphson al-
gorithm is 10−5 for the Stokes problem and 10−4 for the Stefan problem. The mesh
contains 3025 quadrilateral elements in XFEM and 6590 triangle elements in Comsol.

The interface position for two different time steps for both Comsol and XFEM algo-
rithms is shown in figure 6.6. The figure shows that the Comsol and XFEM algor-
thims give identical interface positions.
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The temperature profile at the end of the simulation is shown in figure 6.7. Figure
6.8 shows the temperature at two points x1 and x2 over time (see figure 6.5). In both
cases, the Comsol and XFEM algorithms are in excellent agreement.

The convection velocity at the final time step for both algorithms is shown in figure
6.9. The velocity is in good agreement in both cases. Figure 6.10 shows the fluid
velocity at points x1 and x2 over time, showing good agreement between the two
algorithms, although fluctuations are present in the XFEM solution.

Two distinct causes contribute to these fluctuations. First, the interface geometry in
XFEM (the level set field) is stored using a linear interpolation. Consequently, the
curved interface is approximated by line segments which reduces the accuracy of
the solution. Comsol uses a quadratic interpolation for its moving mesh solution,
allowing it to reproduce the interface curvature precisely. To validate this hypothe-
sis, a solution was obtained using Comsol and a linear geometry. Using a mesh size
similar to figure 6.5, Comsol is unable to produce a converge solution. To obtain a
converged solution, over 24 000 triangle elements had to be used and the velocity so-
lution showed small errors, similar to the XFEM solution in figure 6.10. Furthermore,
refining the XFEM mesh, thus reducing the error caused by the linear geometry, re-
duces the error in the solution as can be seen in figure 6.11, where the error norm
is defined as ||vC − vX||2, vC is the Comsol velocity and vX the XFEM velocity over
time at point x2.

To eliminate this error, a quadratic interface geometry (level set solution) can be
used for significantly curved interfaces. Note that this does not require the use of a
quadratic interpolation of the mesh, (as in Comsol) but the level set field only, limiting
the number of additional degrees of freedom required. However, the geometric cal-
culations done using the level set solution (element intersections, normals) becomes
more complex to implement and the algorithms supposing a linear interpolation
must be rewritten. Note that the use of a linear interface may reduce precision but
still leads to converged solutions, whereas Comsol struggles to produce converged
solutions using a linear mesh interpolation. These findings suggest that the use of
the extended finite element method combined with the level set method allows for
a significant reduction in the number of degrees of freedom required to reach a con-
verged solution, as opposed to Comsol’s moving mesh algorithm.

The second factor is the absence of a preconditioning matrix [49] for the Stokes prob-
lem, which meant that lower Ttol values had to be used to obtain a converged solu-
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Figure 6.6 – Interface Comsol and XFEM, 2D problem

tion. This low Ttol value causes important local errors in the velocity near the in-
terface for problematic time steps; the more significant jumps in 6.10 are caused by
this. To evaluate the sensitivity of the solution with respect to Ttol, the problem was
solved using three different values for Ttol: 1× 100, 1× 102 and 1× 104. The velocity
norm at point x1 for all three Ttol values compared to the Comsol solution is given
in figure 6.12. As can be seen in the figure, at Ttol =1× 104, certain critical degrees
of freedom are not removed and the error becomes quite significant at 3.5 seconds.
This error distorts the level set solution and leads to a divergent solution a few time
steps later. At Ttol =1× 100 too many degrees of freedom are removed and the sys-
tem is unable to reproduce the solution at any time step. Between these two values,
at Ttol=1× 102, the solution shows much smaller errors at critical time steps and re-
produces the correct solution. These results indicate that without a preconditionner,
the solution can be quite sensitive to a change in Ttol.

This source of error can be resolved by adding the preconditioning matrix defined
in [49] to the Stokes problem. Although this error impacted only certain time steps,
even at the quite low Ttol, more general applications involving other sources of fluid
flow may not be so stable [52].
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Figure 6.7 – Temperature at final time step, 2D problem
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Figure 6.8 – Temperature as function of time at x1 and x2, 2D problem (see figure 6.5)
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Figure 6.9 – Velocity at final time step, 2D problem
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Figure 6.10 – Velocity as function of time at x1 and x2, 2D problem (see figure 6.5)

6.6.3 Melting of Cryolite Problem

The last benchmark problem is the melting of cryolite inside a rectangular cavity. The
material properties are taken from the FactSage software [7] and assumed constant
except for the density (see table 6.2). Note that natural convection was not included.
The initial interface is at x = 0.05 m with the liquid phase on the left and solid phase
on the right, as shown in figure 6.13. The initial temperature is Tm (table 6.2). The
top and bottom edges are thermally insulated. The temperature on the left and right
boundaries are functions of y and given in figure 6.13. For the Navier-Stokes equa-
tions, all boundaries are no-slip walls (v = 0) except for an open boundary (p = 0)
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on the top left side of width 0.01 m (see figure 6.13). The time step used is 2× 103

sec, β =1× 104, Ttol =1× 101 and the convergence criteria for the Newton-Raphson
algorithm is 10−6 for the Stokes problem and 10−5 for the Stefan problem. The mesh
contains 1350 quadrilateral elements in XFEM and 2799 triangle elements in Comsol.

The varying temperature profile along the left and right boundaries will create a
variation in heat flux along the interface, causing it to curve. As the solid phase
melts, excess mass is released in the liquid phase and leaves the domain through the
open boundary in order to fulfill the mass conservation principal.

The interface position for three different time steps for both Comsol and XFEM al-
gorithms are shown in figure 6.14 and are in excellent agreement. The temperature
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Properties Solid Liquid Interface

ρ [kg/m3] 2900 2050 -
cp [J/kg K] 1650 1650 -
k [W/m K] 0.4 0.4 -
ρsL [J/m3] - - 2.81× 109

Tm [K] - - 1000
µ [kg/s·m] - 2.4× 10−3 -

Table 6.2 – Material properties of cryolite, taken from FactSage [7]
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Figure 6.13 – Cryolite problem definition

profile at the end of the simulation is shown in figure 6.15 whereas figure 6.16 shows
the temperature over time at two points x1 and x2 (see figure 6.13). In both cases, the
Comsol and XFEM algorithms are in excellent agreement.

The velocity profile at the end of the simulation is shown in figure 6.17. Figure 6.18
shows the fluid velocity at point x1 over time. Finally, figure 6.19 shows the mass
flux across the open boundary over time. The graphs clearly indicate that the XFEM
algorithm correctly solves the interface, temperature and velocity variables. A mis-
match between the Comsol and XFEM algorithms can be seen at earlier time steps,
when the interface velocity varies rapidly. This is caused by the use of an explcit time
stepping scheme for the level set field, requiring the use of the previous time step’s
temperature values to calculte the interface velocity (equation 6.2).
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Figure 6.14 – Interface position for cryolite problem

Figure 6.15 – Temperature profile at the final time step for cryolite problem
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Figure 6.17 – Velocity profile at the final time step for cryolite problem
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Figure 6.19 – Mass flux at outflow boundary, cryolite problem

6.7 Conclusion

Coupled Stefan and Stokes formulations using the extended finite element method
were developed for the resolution of phase change problems involving variable den-
sities. The density jump at the interface was used to apply a velocity boundary con-
dition and conserve the global mass of the system, using the penalty method. The
temperature and velocity fields obtained using XFEM were compared to the moving
mesh algorithm in Comsol and are in good agreement. The use of a linear interpola-
tion for the level set solution lead to errors in the mass flux velocity at the interface
compared to the quadratic interpolation used by Comsol but required fewer degrees
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of freedom. When a linear interpolation was used in Comsol, the number of degrees
of freedom required to obtain a converged solution was much greater than in XFEM.
The simple removal of degrees of freedom with a small contribution to the system for
the Q2-Q1 Stokes formulation was shown to produce errors in the velocity field for
problematic interface configurations. The same observation for a Q1-Q1 formulation
was made in [49]. The resolution of a more physically realistic benchmark problem
using cryolite showed the XFEM algorithm to be quite effective at evaluating the
mass flux caused by the density change. Future work will be done to include the
complete Navier-Stokes equations and a stabilized Q1-Q1 formulation to implement
the preconditionner scheme.
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Chapter 7

Conclusion

7.1 Conclusion

As described in chapter 1, the main goal of this thesis was to develop a numerical
model to predict the behaviour of the cryolite bath inside the electrolytic cell which
could include the jump in density between the liquid and solid phases of the cryo-
lite. The presence of multiple phases leads to various discontinuities in the solution
which the model had to include. The model also had to scale easily and efficiently
with an increase in degrees of freedom either through mesh size (or an increase in
element density), the inclusion of additional physics (electromagnetism, chemistry)
or the extension to three dimensions.

As discussed in chapter 2, the restrictions imposed on the model made current mod-
elling techniques rather difficult to implement and costly in computing power. Dif-
fused interface models considerably increase the mesh density required to obtain
precise results and can make the application of boundary conditions on the inter-
face difficult, particularly for the Navier-Stokes problem. Moving mesh algorithms
offer excellent convergence rates and simple enforcement of boundary conditions.
However, these advantages come at the cost of additional degrees of freedom for
each spatial dimension and remeshing operations, causing interpolation errors in
the solution.

To overcome theses challenges, the extended finite element method was selected as
a modelling framework. The main aspects of this method: the enrichment strategies,
numerical integration and level set formulation, are described in detail in chapter 3.
However, the models using the extended finite element method found in the litera-
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ture did not suit the needs of the present thesis. Consequently, a novel application of
the extended finite element method was specifically designed for use in modelling
the cryolite bath.

This new model involves three main contributions to the improvement of modelling
techniques using XFEM. In chapter 4, a new Lagrange formulation to apply the melt-
ing temperature in the Stefan problem was introduced. This formulation was shown
to reproduce the analytical solution in one and two dimensions. This technique was
also shown to be efficient, robust and more precise than the penalization technique
commonly used in the literature to impose Dirichlet boundary conditions. Further-
more, the elimination of user-defined numerical parameters (β, δx) simplified the
use of this method in an industrial context.

Chapter 5 detailed the addition of convective heat transfer using a XFEM formula-
tion for the Stokes equations, improving the model’s ability to reproduce real-life
scenarios. The coupled formulation was shown to converge to the correct solution
using benchmark examples and the moving mesh algorithm found in Comsol. This
approach allows a single extended finite element algorithm to be applied to both
heat transfer and fluid flow problems, lowering the programming over-head of the
model. It also introduces a solid mathematical basis to implement non-constant den-
sity materials as an explicitly described interface is present.

In chapter 6, the non-constant density model for the cryolite bath was successfully
developed. The resulting velocity boundary condition on the interface was easily
implemented thanks to the extended finite element framework of the Stokes equa-
tions described in chapter 5. This boundary condition being directly dependent on
the interface velocity, the use of the Lagrange multiplier described in chapter 4 im-
proved the precision of the fluid velocity at interface and consequently the global
mass conservation. The model was validated with benchmark examples, using Com-
sol’s moving mesh algorithm, including one using the properties of cryolite.

In the designing of the model, certain known weakness of the extended finite ele-
ment method were set aside. Mainly, the reinitialization step of the level set field,
important in models with rather complex geometries and longer time spans, should
be added before the model is put to practical use. Although this additional step
will increase the computational costs of the model, its impact is small because the
level set solution can (and should) be defined on a relatively small band of elements
surrounding the interface, drastically lowering the number of degrees of freedom
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involved [22].

Two major assumptions are inherent to the Stefan problem. First, that the melt-
ing point of the material is constant (isothermal). For materials including multiples
species such as croylite this assumption is rarely valid. The phase change actually
happens over a temperature interval, creating three distinct phases: solid, liquid and
a "mushy" zone. Furthermore, the melting point varies considerably with chemical
composition, a property which changes during aluminum production. The second
assumption is the initial presence of an interface. Currently, the model does not in-
clude a mechanism to trigger the appearance of a second phase if no interface is
present at t = 0. This assumption limits the application of the model to later phases
of an electrolytic cell’s life-cycle, when the cryolite ledge has already formed.

Finally, the non-linear convection term in the Navier-Stokes equations (as well as the
accompanying stabilization) must be added to the Stokes formulation used here to
ensure that the inertial component of the fluid flow be properly accounted for. This
addition does not affect the performance of the extended finite element formulation
of the Navier-Stokes equations, as shown in [32]. The robustness of the model can
also be improved by implementing the precondionner suggested in [49].

7.2 Future Work

An important step in the development of a more powerful model is the extension of
the algorithm to three dimensions. The use of the extended finite element method
has already eliminated a part of the difficulty, as there is no need to handle node
movement. The level set formulation is also easily applied to three dimensions,
though the geometric calculations (interface intersections with elements) will re-
quire some modifications. Concerning the extended finite element formulation for
the Stefan and Stokes problems, the only hurdle is the integration of cut elements,
requiring the three dimensional elements to be cut in tetrahedron without intersect-
ing the interface. Libraries, similar to the one used in 2D here, are readily available
[70].

To properly take into account the presence of the "mushy" zone, future research
should be done to develop new enrichment strategies which could reproduce the
complete material behaviour. More specifically, an alternative could be to add a sec-
ond level set field, with its own set of enriched degrees of freedom, to create three
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distinct sub-domains (phases) and handle each phase transition (solid to mushy and
mushy to liquid) separately. An interesting challenge in this context is the implemen-
tation of non-constant density materials, as the boundary mass flux is now applied
in a small area (volume) instead of a line (area).

Adding a species transport formulation to the global resolution scheme would also
be beneficial. It would allow the cryolite’s melting point to vary with its local compo-
sition. Furthermore, the presence of a mushy zone during the phase change implies
that not all the species in the cryolite change phase at the same temperature. This
results in an interface mass flux that may have a different composition than either
phases, increasing the complexity and non-linearity of the system.

The inclusion of electromagnetism is also an important part of the electrolytic cell’s
behaviour as it is coupled with the other physics: heat transfer (Joule effect), fluid
flow (Lorentz force) and chemistry (conservation of charge). The discontinuities dis-
cussed in the thesis, caused by the presence of multiple phases with different prop-
erties, will also affect the electromagnetic formulation. The extended finite element
method, already used in the other aspects of the model, would once again be an
excellent choice to take into account these discontinuities.

Although the removal of problematic degrees of freedom in the Stokes (or Navier-
Stokes) formulation together with the application of the preconditionner described
in [49] lead to precise solutions, a user-defined numerical parameter is still required.
The results in [49] suggest that the performance of the method is not highly depen-
dent on a particular choice of the threshold value but a bad choice can still lead to
errors in the solution and some trial and error may be required before an acceptable
value is found for a particular set of modelling conditions. Consequently, a better
approach to selecting this threshold value (or its complete removal) would lead to
more robust and easy-to-use formulation.

The Heaviside enrichment of the Lagrange multiplier could also cause problems in
certain situations because of its similarity with the void enrichment used for the ve-
locity (or pressure) field. Like the void enrichment, small areas of one phase in a
particular element can lead to near zero contributions to the element matrix. The
consequences were not as important, as the Stefan problem did not have problems
converging, but local errors in the interface velocity could appear. Perhaps the re-
moval of enriched degrees of freedom or the application of a preconditionner could
eliminate theses local errors.
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It is important to note, as in [32], that a rigorous mathematical demonstration of
the stability of the Lagrange multiplier formulation used in this thesis has yet to
be published. Currently, only numerical experience, in this thesis and elsewhere in
the literature, give confidence that stabilization of the formulation is not needed.
As of the writing of this thesis, the Lagrange multiplier has been used with a void
enrichment scheme, as in [32], and a weak enrichment, using the absolute value of
the level set field. Future applications could test the formulation using a Heaviside
enrichment scheme for the solution variable. This enrichment strategy can reproduce
strong [50] and weak [36] discontinuities, allowing for a wider range of applications.
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