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INTRODUCTION

Whether it is for security or economical reasons, recognizing individuals is a problem that

has always demanded innovation in order to create systems that are robust and user friendly.

Biometrics is essentially a pattern recognition problem in which an individual’s identity is

assessed by using a specific biometric trait, or a combination of several traits, directly possessed

by the user. Biometric systems seek to recognize individuals using physiological or behavioral

characteristics such as face, finger print, iris, signature, gait, or voice (Jain et al. (2006)). Unlike

other current identification methods (e.g., passwords, access cards and identification numbers

and cards), these characteristics are unique to each individual and cannot be lost, stolen or

easily reproduced. Therefore, they can be used to prevent theft and fraud. In a globalization

context, where individuals move more and more across borders, such types of recognition

systems are particularly interesting as they facilitate mobility as well as maintain an acceptable

level of security.

There are three types of applications in biometric recognition – verification, identification,

and surveillance (Jain et al. (2006)). In verification applications, an individual enrolled in the

system identifies himself and provides a biometric sample. The biometric system then seeks

to verify that the sample corresponds to the model of that specific individual. In contrast, in

identification applications, an individual provides a biometric sample, and the system seeks

to determine if the sample corresponds to the model of any of the individuals registered in

the system. Surveillance applications differ slightly from identification applications in that the

sampling process is performed discretely in an unconstrained scene. It then seeks to determine

if a given biometric sample corresponds to the model of a restrained list of individuals under

surveillance, e.g., screening for criminals or terrorists in an airport setting.

Over the past decade, face recognition has received considerable attention in the area of bio-

metrics due to the wide range of commercial and law enforcement applications, as well as the

availability of affordable technologies. Recognizing individuals in video streams is relevant in

different scenarios and applications. One is closed-set identification or verification for access

control applications, where individuals enrolled in a system must either be solely identified

with face images prior to accessing secured resources, or have their identity verified after hav-

ing used other identification means (password, key card, etc.). Since face recognition does not

require the cooperation of individuals involved in the recognition process, considerable advan-

tage over other biometric modalities (Jain and Li (2005); Zhao et al. (2003)). It can thus also

be used for open-set video surveillance in unconstrained scenes, where individuals enrolled to
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a watch list must be recognized among other people unknown to the system. Practical applica-

tions includes: identification at access control points, and user verification of mobile devices

such as laptop or cell phone, and surveillance for screening criminals or terrorists in dense and

moving crowds at major events and airports.

Several methods to recognize faces in static images are described in Jain and Li (2005); Zhang

and Gaoa (2009); Zhao et al. (2003). However, due to the presence of intra-class variations

when acquiring images from unconstrained scenes (e.g., illumination, pose, facial expression,

orientation and occlusion), their performance may degrade considerably in video sequences.

Still, the first attempts to recognize faces in video streams consist in applying extensions of

static images techniques (Matta and Dugelay (2009)). This way, one of the more basic tech-

niques for image-based face recognition, Eigenfaces (Turk and Pentland (1991)), has been

adapted for video by introducing a similarity measure for matching video data (Maeda and

Murase (1999); Satoh (2000)). The similarity between distinct sequences is determined by the

smallest distance between frame pairs (one from each video) projected in different subspaces.

In the same fashion, an extension of Fisherfaces (Belhumeur et al. (1997)) was obtained by

adapting this similarity measure (Satoh (2000)). Active appearance models, a statistical model

of the face that combines shape and intensity, was modified by separating the inter-class vari-

ability from the intra-class one (Edwards et al. (1999)) and by developing a multiview dy-

namic facial model to extract normalized facial textures (Li et al. (2001)). Finally, Elastic

Bunch Graph Matching (Wiskott et al. (1997)) was incorporated in a complete video-based

face recognition system (Steffens et al. (1998)).

Other general pattern recognition techniques have also been adapted to video-based face recog-

nition problems. For instance, used in conjunction with a confidence measure to filter video

frames suitable for classification, radial basis function neural networks have been modify to

train over sequences, rather than individual frames (Hock Koh et al. (2002); Balasubramanian

et al. (2009)). Hierarchical discriminative regression trees (Hwang and Weng (2000)) have

been applied directly to face recognition by considering video sequences only as a source of

data were frames are used independently (Weng et al. (2000)). Unsupervised pairewise clus-

tering has also been developed to built a graph structure that chains together similar views in

video sequences (Raytchev and Murase (2003)).

To further reduce matching ambiguity, face recognition applications specifically designed for

video sequences combine spatial and temporal information contained in video streams. Head

and facial motion during the sequence can be exploited by either estimating the optical flow

or tracking a few facial landmarks over time with a template matching strategy (Chen et al.
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Figure 0.1 A generic track-and-classify biometric system for video-based face

recognition

(2001)). Temporal dynamics and statistics of training video sequences can also be modeled

with a Hidden Markov Model, particle filtering, or time series state space models (Hadid and

Pietikäinen (2004); Li and Chellappa (2001); Liu and Chen (2003); Zhou et al. (2003)). In-

stead of directly exploiting temporal information of each successive frame in a video sequence,

a probabilistic appearance manifold approach can also be used. Bayesian inference is then

used to include temporal coherence in distance calculation when performing recognition (Ce-

vikalp and Triggs (2010); Lee et al. (2005); Wang et al. (2008)). Although they were not

design to exploit temporal informations, other authors address problems that are specific to

unconstrained scenes during video-based face recognition, such as change in the illumination

conditions (Arandjelovic and Cipolla (2009); Wang et al. (2009)).

In this thesis, video-based face recognition is performed with a track-and-classify system that

combines the responses of a classifier to kinematic information of individuals and the appear-

ance of faces in a scene (see Figure 0.1). It is assumed that 2D images in the video streams

of an external 3D scene are captured using one or more IP or network cameras. Each camera

captures a sequence of 2D images, or frames, from the external scene, and each frame provides

the system with a particular view of individuals populating the scene.

First, the system performs segmentation to locate and isolate regions of interest (ROIs) cor-

responding to the faces in a frame. In this thesis, the well known Viola-Jones face detection

algorithm (Viola and Jones (2001)) is used for this task. From the ROIs, features are extracted
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for tracking and classification. The tracking features can be the position in the 2D images,

speed, acceleration, and track number assigned to each ROI on the scene so that the tracking

module may follow the movement or expression of faces across the frames. On the other hand,

classifiers will require invariant and discriminating classification features extracted from the

ROIs, so that the classification module may match input feature patterns to an individual regis-

tered in the system. Facial matching may be implemented with templates, statistical, or neural

pattern classifiers. Since feature-based methods like Elastic Bunch Graph Matching tend to

become complex when several individuals and cameras are involved, the predominant tech-

niques used with this type of architecture are the same appearance-based methods (Eigenfaces,

Fisherfaces, etc.) used to represent faces in static 2D images (Zhang and Gaoa (2009); Zhao

et al. (2003)).

The decision module may then combine and accumulate the responses from the tracking and

classification modules over several frames (Granger et al. (2001)). With identification and

surveillance applications for instance, ambiguity is reduced by accumulating responses (clas-

sification scores) obtained for each frame over the trajectory of each individual in the scene.

This thesis discusses the use of a video face recognition for closed-set identification, in applica-

tions such as access control for security checkpoints or for computer login. More specifically,

it is interested in the process by which facial models of individuals are updated over time with

new data in the face recognition system. It explores the two most plausible scenarios that can

occur in this situation: (1) new individuals are presented one at a time to build the models

(enrollment), or (2) individuals already seen by the system are presented, again, one at a time,

to update the existing models (re-enrollment). It is assumed that new labeled reference data

becomes available over multiple (re)enrollment sessions, or when operational scenarios are

analyzed off-line, and may belong to new individuals to be registered in the face recognition

system. While the design and update of the class models can be performed off-line, identifica-

tion, among several individuals registered in the face recognition system, of the ROI(s) in each

in a frame must be performed in real time.

0.1 Problem Statement

0.1.1 Biometric Systems

In biometric applications, including face recognition, matching is typically performed by com-

paring query samples captured with some sensors against biometric class models (i.e., an indi-

vidual’s facial model) designed with reference samples captured during an enrollment process.
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In its most basic form, a biometric model consists of a set of one or more templates (features

representing a person’s biometric trait) stored in a biometric data base (Figure 0.1). Since ref-

erence data is sampled from an unknown probability distribution, biometric class models may

also consist of a statistical representation estimated by training a discriminative classifier on

these data to improve robustness and reduce resources. Then, neural or statistical classifiers

implicitly define the biometric model of an individual’s physiological or behavioral trait with a

set of parameters and map the finite set of reference samples defined in an input feature space to

a set of predefined class labels in an output space. The collection and analysis of reference data

are often expensive and time consuming because real individuals are involved in the process.

Therefore, classifiers are often designed using some prior knowledge of the underlying data

distributions, a set of user-defined hyperparameters (e.g., learning rate), and a limited amount

of reference data.

In real applications, it is possible to acquire new reference samples at some point in time, after

a classifier has originally been trained and deployed for operations. Labeled and unlabelled

reference data can be acquired to update the class models of pre-existing individuals through

re-enrollment sessions and analysis of operational data, or enrollment of new individuals in

the system. In addition to changes that may occur when acquiring images from unconstrained

scenes, the physiology of individuals may change over time, either temporarily (e.g., haircut,

glasses, etc.) or permanently (e.g., scars, aging). New information such as input features and

new individuals may emerge, and previously acquired data may become obsolete in dynami-

cally changing classification environments (Granger et al. (2001); Tsymbla et al. (2008)).

In the literature, specialized adaptive biometric systems have been proposed to define and re-

fine biometric models according to intra-class variations in new reference samples. These

methods focus on procedures to update templates initially designed during enrollment, and

perform recognition with a biometric model consisting of one, several, or even a super tem-

plate (several templates combined to form a single one). The update procedures either involve

semi-supervised learning strategies with highly confident unlabeled data obtained during oper-

ations (Poh et al. (2009); Rattani (2010)), clustering and editing techniques to update selection

of user templates from a gallery with labeled reference samples (Uludag et al. (2004)), or on-

line learning of genuine samples over time to update each user’s single super template (Jiang

and Ser (2002)). These methods have been showed to be vulnerable to intra-class variations,

such as outliers, dispersion and overlap in class distributions. In all cases, the biometric facial

model of an individual tends to diverge from its underlying class distribution due to limited

reference data, complexity, and changes in the classification environments.
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0.1.2 Statistical and Neural Classifiers

Although using statistical and neural pattern classifiers may represent a flexible solution to a

biometric recognition problem, their performance depends heavily on the availability of rep-

resentative reference data. Moreover, the majority of the classifiers proposed in the literature

assume a static classification environment and can only perform supervised batch learning of

a finite data set. To account for new information from new data, they must accumulate it in

memory and train from the start using all previously acquired learning data. Otherwise, new

data may corrupt the classifier’s previously acquired knowledge, and compromise its ability

to achieve a high level of generalization during future operations (catastrophic forgetting pro-

blem). In the context of a face recognition problem, this would lead to the corruption of facial

class models when new data are added in time.

Video-based face recognition is becoming an important function in enhanced surveillance sys-

tems, which must simultaneously process many video feeds. As these applications must per-

form in real-time, the design of efficient systems for facial matching involves a trade-off be-

tween classification speed, accuracy, and resources for the storage of facial models. For in-

stance, today’s video surveillance networks are comprised of a growing number of IP cameras.

The need to design and store representative facial models for recognition – either more user

templates or their statistical representation – increases the resource requirements of the system.

In addition, matching captured facial images to models for a large number of frames from dif-

ferent sources may severely increase the computational burden. Finally, the memory and time

complexity associated with storing and relearning from the start on all cumulative data makes

supervised batch learning impossible in this situation.

When new data becomes available, classifiers can be updated through supervised incremental

learning in order to accommodate new knowledge and avoid a growing divergence between

class models and their underlying distributions. This method does not involve the redundant

and costly computations of batch learning; it rather reduces the memory resources associated

with storing classifiers.

Learning and adapting classifiers in changing classification environments raises the so-called

stability-plasticity dilemma, where stability refers to retaining existing and relevant knowledge

while plasticity enables learning new knowledge (Grossberg (1988)). The literature proposes

many classifiers which re-estimate their own parameters and architecture through incremental

learning (Carpenter et al. (1991); Chakraborty and Pal (2003); Fritzke (1996); Okamoto et al.

(2003); Ruping (2001)). However, if the plasticity of these classifiers is not adjusted to ac-
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commodate new knowledge presented with new reference data, they can still be affected by

the catastrophic forgetfulness problem (Canuto et al. (2000); Dubrawski (1997); Fung and Liu

(2003); Granger et al. (2007); Kapp et al. (2009)).

0.1.3 Adaptive Ensembles

Recently, various methods employing adaptive ensembles of classifiers to perform incremental

learning have been put in practice (Polikar et al. (2001); Kapp et al. (2010)). For a wide range

of applications, where adaptation is not necessarily required, classifier ensembles allow to ex-

ploit several views of a same problem to improve the overall accuracy and reliability. With the

use of a combination function, they also offer a flexibility over single classifiers in how class

models can be managed and adapted. These methods can be divided in three general categories

(Kuncheva (2004)). Dynamic combination, or “horse racing”, methods where individual base

classifiers are trained in advance to form a fixed ensemble where only the combination rules

is changed dynamically (Blum (1997); Widmer and Kubat (1996); Xingquan et al. (2004)).

Methods that rely on new data to update the parameters of ensemble base classifiers an online

learner (Gama et al. (1999)). If blocks of data are available, training can also be performed in

batch mode while changing or not the the combination rule at the same time (Breiman (1999);

Ganti et al. (2002); Oza (2000); Wang et al. (2003)). The last main category consists of meth-

ods that grow ensembles by adding new base classifiers and replacing old or underperforming

ones when new data is available (Chen et al. (2001); Street and Kim (2001); Kolter and Mal-

oof (2007); Tsymbla et al. (2008)). Finally there are adaptive ensembles that use hybrid ap-

proaches that combine adding new base classifiers and adjusting the combination rule to update

class models. The most notable are streaming random forests with entropy (Abdulsalam et al.

(2011)), Hoeffding tree with Kalman filter-based active change detection using adaptive slid-

ing window (Bifet et al. (2010)), maintaining and choosing the better of two ensembles trained

with current and old data (Scholz and Klinkenberg (2006)), and the AdaBoost-like Learn++

(Polikar et al. (2001)).

Among these methods, horse racing approaches cannot accommodate new knowledge since

base classifiers in the ensemble are never updated with new data. On the other hand, while

online learners and growing ensembles can be used to explore unknown regions of the feature

space, most methods focus on the notion of concept drift where underlying class distributions

changes in time. They incrementally append new classifiers to a pool without updating pre-

existing members to change their parameters and risk losing old knowledge. While these clas-

sifiers are trained with new data, their plasticity (or learning dynamics) is set beforehand and



8

remains fixed throughout the learning process, without being adjusted to accommodate new

knowledge. Their claim is that old concepts, represented by old data should never be revisited

and reinforced in contrast with new concept presented with new data. Although this may hap-

pen in a face recognition application, when classes are added and removed from the system for

instance, it is not necessarily the case. In fact, when few biometric reference samples are avail-

able, the change that most commonly occurs is the knowledge of the underlying distributions,

which is initially incomplete. Moreover, face recognition systems in unconstrained scenes are

often faced with recurring changes regarding the environment (e.g., light effect over the course

of a day) and the individuals to recognize (beard, haircut, glasses, etc.). In this context, adap-

tive ensemble methods that focus on concept drift may then forget old concepts that are still

valid.

As it is detailed with the Learn++ algorithm (Polikar et al. (2001)) in Appendix 1, methods that

rely exclusively on adding new ensemble members to explore the feature space become prob-

lematic if all classes are not always represented. With the current face recognition application

for instance, when new data becomes available after a classifier is designed and deployed in the

field, it will most likely be sampled from few, or even, one person at a time. While previously

trained classifiers will not be able to recognize new classes, the ones trained with the new data

will contained only the facial models of individuals registered in the system at that time.

0.2 Objective and contributions

This thesis addresses the challenges mentioned before and seeks to provide a video face recog-

nition system with a mean to perform enrollment and update of biometric models incrementally

when new data becomes available. In the context of real-world video applications, where clas-

sifier predictions must be accurate and be available in real-time, an ideal face classifier must

accommodate emerging reference samples such that two objectives are minimized: classifi-

cation error rate and computational cost. To achieve this, the relationship between a classifi-

cation environment, where a classifier’s decision boundaries are defined, and an optimization

environment, comprise of a hyperparameter search space and an objective space, is studied

and characterized. The result, and the core of this thesis, is a supervised incremental learn-

ing strategy based on particle swarm optimization (PSO) that is used to evolve a swarm of

fuzzy ARTMAP (FAM) neural networks in response to new data. As each particle in a hy-

perparameter search space corresponds to a FAM network, the learning strategy co-optimizes

all classifier parameters – hyperparameters, weights, and architecture – in order to maximize

accuracy, while minimizing computational cost and memory resources.
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In addition to the incremental learning strategy, this thesis presents the following key contribu-

tions.

• The original definition of incremental learning is reconsidered. The original definition,

proposed by (Polikar et al. (2001)), states a classifier that can perform supervised incre-

mental learning should:

a. allow learning of additional information from new data,

b. not require access to the previous learning data,

c. preserve previously acquired knowledge, and

d. accommodate new classes that may be introduced with the new data.

In order to mitigate corruption of previous knowledge when learning new data, a fifth

property is considered: the classifier should also adapt its plasticity by adjusting its hy-

perparameters for accurate and timely recognition. Furthermore, the second property is

changed so that some previously acquired knowledge is necessary during the incremen-

tal learning process. Otherwise, adaptation is only performed according to new data, and

the classifier is subject to the problem of catastrophic forgetfulness.

• Adapting FAM’s plasticity by adjusting its hyperparameters with a particle swarm opti-

mization (PSO) algorithm during incremental learning in order to maximize accuracy is

shown to be a dynamic optimization problem. More specifically, it is shown to corre-

spond to a type III dynamic optimization problem, where both the location of the opti-

mum on the objective function, as well as its value, change in time. To properly adapt

FAM networks to new data, dynamic particle swarm optimization (DPSO) must be use,

otherwise performance decreases during the learning process.

• It is empirically shown that genotype diversity in the hyperparameter search space is cor-

related with classifier diversity in the classification environment. When a pool of FAM

classifiers are trained on the same data, the resulting decision boundaries of each FAM

network change according the hyperparameter values with which it was trained. With

several correlation and diversity indicators, results then indicate that, as genotype diver-

sity among swarm of particles (i.e., hyperparameter values) increases, diversity among

a corresponding pool of classifiers also increases. This property allows the diversity of

solutions to be easily controlled in the optimization environment.

• Following the previous contribution, a greedy search algorithm is presented to perform

an efficient selection of diversified ensembles of classifiers among a pool. Instead of
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evaluating costly classifier diversity indicators that would involve computing predictions

over validation data sets, the greedy search aims to maximize genotype diversity in the

search space. Although this approach does not ensure finding an ensemble with the

global optimum particle diversity, this algorithm allows to select ensembles that yield

classification rates comparable to that of reference ensemble-based and batch learning

techniques, but with only a fraction of the resources.

• An aggregated dynamical niching PSO (ADNPSO) algorithm is presented to guide a

swarm of FAM networks according two objectives: FAM accuracy and network size

(i.e., computational cost). Instead of purely solving a multi-objective optimization pro-

blem to provide the Pareto-optimal front, ADNPSO is rather aimed at generating pools

of classifiers with high genotype and phenotype (i.e., fitness) diversity. Unlike existing

multi-objective optimization (MOO) algorithms (such as NSGA, MOEA, MOPSO, etc.),

fitness values and future research directions of each particle do not rely on the notion of

dominance in the objective space; these are defined directly according to the different ob-

jective functions. The ADNPSO algorithm then allows to direct particles toward different

local Pareto fronts. In conjuncture with the latter, a specialized archive is used to cat-

egorize solutions according FAM network size and then capture locally non-dominated

FAM network. Creating ensembles of FAM networks with ADNPSO and the special-

ized archive have shown to provide accuracy comparable to that of using mono-objective

optimization, yet requires a fraction of the computational cost.

In this thesis, performance of AMCSs is assessed in terms of classification rate and resource

requirements for incremental learning of new data blocks from two real-world video data sets

– Institute of Information Technology of the Canadian National Research Council (IIT-NRC)

(Gorodnichy (2005)) and Motion of Body (MoBo) (Gross and Shi (2001)). For each chapter,

the proposed system is compared to other optimization methods to adjust the hyperparameters

and ensemble selection methods relevant to the subject at hand. For all chapters, results are

also given for a reference PSO-based batch learning method ((Granger et al., 2007)), kNN,

and other face recognition systems that were tested on the IIT-NRC and MoBo data bases.

Since these data bases were treated with Principal Component Analysis, using kNN during

face recognition may be considered as using eigenfaces.

0.3 Organization of the Thesis

This manuscript-based thesis is organized into three chapters and two appendixes. Each chapter

consist of published (or submitted for publication) articles in refereed scientific journals. The
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content of each chapter is almost the same as that of the papers, with minor modifications for

consistency in the notation throughout the thesis. While all chapters present a classification

system that is used in conjuncture with a supervised incremental learning strategy, they each

present a sequential evolution of the classification system in which:

a. only one network is optimized at a time during mono-objective optimization (Chapter 1),

b. a swarm of networks is optimized, followed by ensemble selection and combination,

again during mono-objective optimization (Chapter 2),

c. optimization of the swarm and ensemble selection is now performed in a multi-objective

framework (Chapter 3).

As each chapter can be read independently, an overlap of content between them could not be

avoided.

Chapter 1 presents an adaptive classification system (ACS) for video-based face recognition. It

combines a FAM neural network classifier, DPSO algorithm, and a long term memory (LTM).

A DPSO-based learning strategy is also presented for incremental learning of new data with

this ACS. This strategy allows to conjointly optimize the classifier weights, architecture, and

user-defined hyperparameters such as accuracy is maximized. The necessity of a LTM to store

validation data is shown empirically for the enrollment and update scenarios. In addition,

incremental learning is shown to constitute a dynamic optimization problem where the optimal

hyperparameter values change in time. While this chapter illustrates the dynamic nature of

the problem when all four FAM hyperparameters are optimized, Appendix I presents a two

dimensional example of an objective function that changes in time when only the β and ε are

optimized with a simple grid.

In Chapter 2, a DPSO-based incremental learning strategy is proposed to evolve heteroge-

neous ensembles of classifiers (where each classifier corresponds to a particle) in response to

new reference samples. Unlike in the previous chapter, this strategy now evolves a swarm

of FAM neural networks (instead of only one). It is applied to an adaptive multiclassifier

system (AMCS) that consists of the swarm (or pool) of FAM neural networks and a niching

version of DPSO that still optimizes all FAM parameters such that the classification rate is

maximized. Given that diversity within a dynamic particle swarm is correlated with diversity

within a corresponding pool of base classifiers, DPSO properties are exploited to generate and
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evolve diversified pools of FAM classifiers, and to efficiently select ensembles among the pools

based on accuracy and particle swarm diversity.

Chapter 3 presents a third version of the incremental learning strategy that now co-optimized

all parameters of the swarm of FAM classifiers such that both error rate and computational

cost are minimized. The AMCS integrates information from multiple and diverse classifiers

where learning is guided by an aggregated dynamical niching PSO (ADNPSO) algorithm that

optimizes networks according the two objectives. Pools of FAM networks are now evolved to

maintain genotype diversity of solutions around local optima in the optimization search space

and phenotype diversity in the objective space. The AMCS previously presented in Chapter 2

is modified with an archive that stores FAM classifiers on the notion of local Pareto-optimality.

Accurate ensembles with low computational cost are then designed by selecting classifiers on

the basis of accuracy, and both genotype and phenotype diversity.

Finally, a summary of the contributions and a discussion for future extensions of this research

are presented in the conclusion.



CHAPTER 1

AN ADAPTIVE CLASSIFICATION SYSTEM FOR VIDEO-BASED FACE
RECOGNITION

This chapter presents an initial version of a supervised incremental learning strategy applied to

a classification system where the accuracy of only one FAM neural network is maximized every

time new data is available. It is a first step in characterizing the relationship between the clas-

sification and optimization environments for a mono-optimization problem. It was published

in the special edition of the Information Sciences journal (Elsevier) on Swarm Intelligence and

Applications Connolly et al. (2012a).

In this chapter, an adaptive classification system (ACS) is proposed for video-based face recog-

nition. It combines a fuzzy ARTMAP neural network classifier, dynamic particle swarm opti-

mization (DPSO) algorithm, and a long term memory (LTM). A novel DPSO-based learning

strategy is also presented for incremental learning of new data with this ACS. This strategy

allows to cojointly optimize the classifier weights, architecture, and user-defined hyperparam-

eters such as classification rate is maximized. Performance of this system is assessed in terms

of classification rate and resource requirements for incremental learning of data blocks coming

from real-world video data bases. The necessity of a LTM to store validation data is shown

empirically for different enrollment and update scenarios. In addition, incremental learning is

shown to constitute a dynamic optimization problem where the optimal hyperparameter values

change in time. Simulation results indicate that the proposed system can provide a signifi-

cant higher classification rate than that of fuzzy ARTMAP alone during incremental learning.

However, optimization of ACS parameters requires more resources. The ACS needs several

training sequences to produce the optimal solution, and adapting fuzzy ARTMAP parameters

according to classification rate tends to require more category neurons and training epochs.

1.1 Introduction

Biometric systems seek to recognize individuals from their behavioral or physiological charac-

teristics such as the face, finger print, iris, signature and voice (Jain et al. (2006)). Since these

characteristics are unique for each individual, and cannot be lost, stolen or reproduced, as

with current approaches (e.g., passwords, access cards and identification numbers and cards),

they can be used to prevent theft and fraud. There are three types of applications in biometric

recognition – verification, identification, and surveillance (Jain et al. (2006)). In verification
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applications, an individual enrolled in the system identifies himself and provides a biometric

sample. Then, the biometric system seeks to authenticate that the sample corresponds to the

model of that specific individual. In contrast, in identification applications, an individual pro-

vides a biometric sample, and the system seeks to determine if the sample corresponds to the

model of any of the individuals enrolled to the system. Surveillance applications differ slightly

from identification in that the sampling process is performed discretely in an unconstrained

scene, and it seeks to determine if a given biometric sample corresponds to the model of a

restrained list of individuals under surveillance, e.g., screening for criminals or terrorists in an

airport setting.

Over the past decade, face recognition has received considerable attention in the area of bio-

metrics due to the wide range of commercial and law enforcement applications, and to the

availability of affordable technologies. Video-based face recognition has the advantage other

very reliable characteristics for biometric recognition, such as iris and fingerprint scans, that it

does not require the cooperation of individuals involved in the process (Zhao et al. (2003)). It

can thus be used for surveillance applications where control of the acquisition conditions are

not possible. In addition, unlike applications of image-based face recognition, it is possible to

recognize targeted subjects from a sequence of video frames, instead of only one image. As

outlined in the following, video-based face recognition for surveillance applications remains a

very challenging problem.

A critical function in face recognition systems is the classification of face regions captured in

video streams. Typically, face recognition systems employ statistical or neural pattern classi-

fiers to map an R
I input feature space to a set of K predefined class labels Ω = {C1, C2, ..., CK},

where each class k (k = 1, ..., K) corresponds to the face model of an individual enrolled in

the biometric system. From the classifier’s perspective, an input pattern a associated with class

k is sampled from an unknown probability distribution, pk(a), over the input feature space R
I .

In practical applications, the classifiers are designed a priori, using some prior knowledge of

the underlying distributions pk(a), a set of user-defined hyperparameters (e.g., learning param-

eter), and a limited amount of learning data.

Since the acquisition (collection and analysis) of such data is expensive and time consuming

in many practical applications, it may therefore be incomplete in one of several ways. In static

classification environments, where pk(a) remain fixed over time, these include a limited num-

ber of learning samples, missing components of the input observations, missing class labels

during learning, and unfamiliar classes (not present in the learning data set) (Granger et al.

(2001)). Moreover, in video-surveillance applications, learning samples acquired from video
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streams of unconstrained scenes are generally of poor quality with low resolution. They are

also subject to considerable variations due to limited control over operational conditions (e.g.,

illumination, pose, facial expression, orientation and occlusion). These challenges translate to

very complex class distributions pk(a), mainly due to inter and intraclass variability. In ad-

dition to previously mentioned challenges, an individual’s physiology may change over time,

either temporarily (e.g., haircut, glasses, etc.) or permanently (e.g., ageing). In the R
I space,

new informations, such as input features and output classes, may suddenly emerge, and previ-

ously acquired data may eventually become obsolete in dynamic classification environments,

where class distributions pk(a, t) vary or drift in time (Granger et al. (2001); Tsymbla et al.

(2008); Widmer and Kubat (1996)). The overall result is a divergence between the biometric

models learned by a classifier and the underlying distributions pk(a, t) which may significantly

degrade performance.

Although learning data is limited, it is common to acquire new data at some point in time after

the classifier has originally been trained and deployed for operations. In particular, adaptation

of video-based face recognition systems is required during enrollment (new classes are added

to the system) and during update (pre-existing classes are refined using the new data). To avoid

a growing divergence with the underlying class distributions pk(a, t), the system should then

efficiently adapt its face models as new learning data and knowledge becomes available.

The majority of statistical and neural pattern classifiers proposed in literature perform super-

vised batch learning of a finite data set, and assume a static classification environment. To

account for new data, they must accumulate all cumulative data in memory and train from the

start using all previously acquired learning data. Otherwise, new data may corrupt the classi-

fier’s previously acquired knowledge, and compromise its ability to achieve a high level of gen-

eralization during future operations. The memory and time complexity associated with storing

and relearning from the start on all cumulative data is not feasible for several practical appli-

cations. Assuming that new learning data is available, a classifier that allows for supervised

incremental learning should (1) allow learning of additional information from new data, (2) not

require access to the previous learning data, (3) preserve previously acquired knowledge,1 and

(4) accommodate new classes that may be introduced with the new data (Polikar et al. (2001)).

Some classifiers proposed in literature are inherently able to perform supervised incremental

learning: the Growing Self-Organizing Networks (Fritzke (1996)) and the ARTMAP Networks

(Carpenter et al. (1991)). Other well known neural networks (MLP, SVM, and RBF) have also

been modified to perform such learning (Chakraborty and Pal (2003); Okamoto et al. (2003);

1The problem of learning new information incrementally, yet preserving knowledge is referred to as the

stability-plasticity dilemma (Carpenter and Grossberg (1987)).
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Ruping (2001)). In response to new learning data, these classifiers adapt their parameters (e.g.,

synaptic weights for a neural network) and architecture according to these four incremental

learning properties.

In order to mitigate corruption of previous knowledge when learning new data (3rd property),

a 5th property should be considered for incremental learning – the classifier should (5) adapt

its learning dynamics by adjusting its hyperparameters for accurate and timely recognition. In

an unconstrained scene and dynamic classification environment, changes in the feature space

are likely to occur over time, and re-adjustment of the classifier hyperparameters are needed.

Incremental learning is then defined as a dynamic optimization problem in the hyperparameters

space. Furthermore, the authors have shown in Connolly et al. (2009) that, unlike the 2nd

property stated, it is necessary to preserve some learning data for the validation process and

fitness estimation. If not, adaptation is only performed according to new data, and the classifier

is subject to the problem of catastrophic forgetting.

In this chapter, an adaptive classification system (ACS) is proposed for video-based face recog-

nition. It combines a fuzzy ARTMAP neural network classifier suitable for incremental learn-

ing (Carpenter et al. (1992)), and a dynamic particle swarm optimization (DPSO) algorithm

capable of finding and tracking several local optima in the optimization space (Nickabadi et al.

(2008b)). This system also features a long term memory (LTM) used to store and manage a set

of data for cross-validation and unbiased estimation of classification rate. A novel DPSO-based

learning strategy is also proposed for incremental learning of new data with this ACS. When

new data becomes available, this strategy allows to cojointly optimize the classifier weights,

architecture, and user-defined hyperparameters such as classification rate is maximized.

This study focuses on video-based face recognition applications in which two incremental

learning scenarios may occur – enrollment and update. Performance of this system is assessed

in terms of classification rate and resource requirements for incremental learning of new data

blocks from two real-world video data sets – IIT-NRC (Gorodnichy (2005)) and Motion of

Body (MoBo) (Gross and Shi (2001)). First, the necessity of storing validation data in LTM

is observed empirically by comparing the performances of fuzzy ARTMAP network trained

(1) by using standard hyperparameter values, and (2) by optimizing hyperparameters on each

new data block, in both cases, with and without LTM. Second, dynamic changes in the fuzzy

ARTMAP hyperparameters space are shown to occur in both scenarios during incremental

learning. Performance is compared for fuzzy ARTMAP networks trained by optimizing hyper-

parameters on all new data blocks with (1) dynamic optimization, (2) static optimization, (3)

canonical particle swarm optimization, and (4) only on the first data block.
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In the next section, a general biometric system for face recognition system is presented. Then,

in Section 1.3, a description of the adaptive classification system is presented, along with the

long term memory used to store and manage validation data, the fuzzy ARTMAP neural net-

work used for classification, and the DPSO algorithm used to optimize its hyperparameters.

Then, the data bases, incremental learning scenarios, performance measures and the proto-

col used for proof-of-concept simulations are described in Section 1.4. Finally, experimental

results are presented and discussed in Section 1.5.

1.2 Biometrics and face recognition from video sequences

The adaptive classification system proposed in this chapter is applied to the recognition of faces

in video streams of a video-surveillance application and replaces the classification module

and biometric data base of Figure 1.1. However, it can also be employed to a wide range of

real-world pattern recognition applications in which complex and changing environments are

modeled using neural and statistical classifiers, but where learning data is limited. In face

recognition applications, it is assumed that these systems capture a sequence of 2D images

or video frames from the real environment (external 3D scene) via one fixed camera. Each

frame provides the system with a particular view of individuals occupying the scene. First, the

system performs segmentation on each frame to locate and isolate regions of interest (ROIs)

corresponding to the faces in a frame. Invariant and discriminant features are then extracted

from the ROIs and mapped to R
I feature space. Those feature patterns are employed for

classification. That is, feature patterns are matched to the face model of individuals enrolled

to the biometric system. Finally, classification scores are used to provide application-specific

decisions. For verification applications, the decision module accepts or rejects the authenticity,

and for identification and surveillance applications, it outputs a list of the most likely or of all

possible matching identities, respectively.

A typical approach to recognizing faces in video consist in applying techniques developed for

static 2D images on high quality ROIs produced through face segmentation. Several power-

ful techniques proposed to recognize faces in static 2D images are described in Zhang and

Gaoa (2009); Zhao et al. (2003). However, the performance of these techniques may degrade

considerably when applied in unconstrained scenes.

More recently, some authors have combined spatial and temporal information contained in

video sequences to provide a higher level of accuracy in unconstrained scenes (Matta and

Dugelay (2009)). These track-and-classify systems combine the responses of a classifier to

kinematic information of individuals and faces in a scene. For instance, a distributed sensor
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Figure 1.1 A general biometric system for face recognition. In this chapter, both

classification module and biometric data base are replaced by the adaptive classification

system

network is proposed by Foresti and Snidaro (2002) as a solution to the problem of partial oc-

clusion that occurs in dynamics environments. Li and Chellappa (2001) have introduced a

face verification system which exploits the trajectories of Gabor facial features to identify in-

dividuals through hypothesis testing, using a posterior density characterized by the motion. A

time series states space has been proposed by Zhou et al. (2003) to fuse temporal information

in video, which simultaneously characterizes the kinematics and identity of individuals in a

probabilistic framework. Barry and Granger (2007) have applied the What-and-Where Fusion

neural network to the identification of individuals. This network simultaneously tracks multi-

ple faces in an environment and accumulates their classifier predictions over time to improve

classification. Matta and Dugelay (2007) uses a multimodal system integrating the displace-

ment signals of the head and physiological information with a probabilistic extension of the

Eigenface approach. Majumdar and Nasiopoulos (2008) proposed an image-to-image-based

recognition approach that uses color information and a kernel classifier for face authentica-

tion. Finally, Mian (2008) uses an unsupervised learning approach to determine the identity

of an individual on the basis of best temporally cohesive matches between clusters of video

sequence.

With these systems, the underlying data distribution p(a) is considered static in nature and

learning occurs only once, during a preliminary design phase. As discussed, once the face

recognition system is deployed, temporary and permanent changes may occur in complex real-

world environments and the initial learning data may no longer be representative nor sufficient

to properly define the underlying class probability distributions pk(a). This may lead to signif-

icant degradation in performance during operations. Assuming that new data becomes avail-
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able, classifiers found in most face recognitions systems in literature would require relearning

from the start using all previously acquired data through supervised batch learning. Perform-

ing incremental learning with only the new data would therefore be an undisputed asset as the

memory and time complexity associated with storing and training is greatly reduced. In ad-

dition, it can maintain a high level of performance by reducing the divergence between class

models and underlying distributions.

1.3 Adaptive classification system

Figure 1.2 depicts the evolution of the adaptive classification system (ACS) proposed in this

chapter for supervised incremental learning of new data. This novel system is composed of a

pattern classifier that is suitable for supervised incremental learning, a dynamic optimization

module that tunes the user-defined hyperparameters of the classifier, and a long term memory

(LTM) that manages and stores incoming learning data used for validation and fitness evalua-

tion.

When a new block of learning data Dt becomes available to the system at a discrete time t,

part of the data is employed to train the incremental classifier and update the LTM. The clas-

sifier then interacts with the dynamic optimization module using a DPSO-based algorithm that

cojointly optimizes the vector of user-defined hyperparameters h, parameters, and architecture

such that classification rate maximized. In this chapter, the fuzzy ARTMAP neural network

(Carpenter et al. (1992)) is employed as an incremental learning classifier and a dynamic ver-

sion the particle swarm optimization (PSO) algorithm (Kennedy and Eberhart (1995)) is used

for optimization.

Most techniques used to optimize fuzzy ARTMAP hyperparameters found in literature al-

low the optimization of only one or two hyperparameters, even though there are four inter-

dependent parameters (Canuto et al. (2000); Dubrawski (1997); Fung and Liu (2003)). In

previous work, the authors have introduced a PSO-based learning strategy for mono-objective

optimization of all four hyperparameters (Granger et al. (2007)). It is based on the concept of

neural network evolution in that it determines the optimal vector hyperparameters and network

weights and architecture such that classification rate is maximized. The PSO strategy has been

shown to provide a significantly higher classification rate on several synthetic and real-world

data sets (Barry and Granger (2007); Granger et al. (2007)).

While a key feature of ARTMAP networks is their ability to learn new information incremen-

tally, without catastrophic forgetting, those optimization methods have all been developed for
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Figure 1.2 The evolution of a new adaptive classification system (ACS) according to

generic incremental learning scenario. New blocks of data are used by the ACS to update

the classifier over time. Let D1, D2, . . . be blocks of learning data available at different

instants in time. The ACS starts with an initial hypothesis hyp0 which constitutes the

prior knowledge of the domain. Each hypothesis hypt−1 are updated to hypt by the ACS

on the basis of the new data block Dt

batch supervised learning of a finite data set The adjustment of fuzzy ARTMAP hyperparame-

ter vector2 h is then defined as the static optimization problem such that:

maximize
{
f(h) | h ∈ R

4
}
, (1.1)

where the objective function f(h) is the classification rate. In contrast, the ACS proposed in

Figure 1.2 performs incremental learning. As shown in Appendix 2, incremental learning of

new data from the class probability distributions pk(a, t) translates to an objective function

f(h) that also changes in time. Adapting fuzzy ARTMAP hyperparameters vector h during

incremental learning of data blocks Dt to maximize classification rate can thus be formulated

as a dynamic optimization problem such as:

maximize
{
f(h, t) | h ∈ R

4, t ∈ N1,
}

(1.2)

where f(h, t) is the classification rate of fuzzy ARTMAP for a given vector of hyperparameters

h, after learning data set Dt and at a discreet time t.

For an optimization space defined by fuzzy ARTMAP hyperparameters, three different types

of dynamic optimization environment are then possible (Engelbrecht (2005)):

2Let h be a vector of user-defined hyperparameters that set classifier dynamics. For fuzzy ARTMAP, it is

composed of the four hyperparameters h = (α, β, ε, ρ̄) described in Section 1.3.2.
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• type I environments where the location of the optimum changes over time,

• type II environments where the location of the optimum remains fixed, but the value of

the objective function at the position of the optimum changes, and

• Type III environments where both the location and the value of optima points change.

As results presented in Appendix 2 suggest the presence of a type III optimization environ-

ment for fuzzy ARTMAP hyperparameters adjustment during incremental learning. The ACS

employs a DPSO algorithm called Dynamic Niching PSO designed for such environments

(Nickabadi et al. (2008b)). The rest of this section provides additional details on each part of

the adaptive classification system: the long term memory, the fuzzy ARTMAP neural network,

and the DPSO-based learning strategy.

1.3.1 Long term memory

During incremental learning, each new learning block of data Dt is divided into Dt
t and Dv

t for

training with validation over several training epochs,3 and into Df
t for estimation of the fitness

on the objective function f(h, t).

It has been shown in Connolly et al. (2009), that the data sets used to guide the particles in the

optimization space during a PSO-based incremental learning algorithm (Df
t) should contain a

representative set of samples from all classes Ck ∈ Ω to avoid a decline in fuzzy ARTMAP

performance. As Figure 1.3 depicts, some of the data of each learning block is used to create

and maintain a long term memory (LTM). The LTM functions according to two parameters:

(1) the proportion of Dt used to fill and update the external data base, λD, and (2) the maximal

number of patterns per class in the external data base |Ck|LTM. Each time a new Dt is presented

to the network a proportion λD of Dt is randomly selected and transferred to the LTM for either

addition or update. The LTM is managed as a FIFO (first in, first out) data structure, and the

outdated data that surpasses |Ck|LTM is discarded. For each class, if the number of patterns

transferred exceeds |Ck|LTM, the excess samples are randomly selected and integrated to Dt
t.

1.3.2 Fuzzy ARTMAP Neural Networks

ARTMAP refers to a family of self-organizing neural network architectures that is capable

of fast, stable, on-line, unsupervised or supervised, incremental learning, classification, and

3An epoch is defined as one complete presentation of all the patterns of a finite training data set.
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Figure 1.3 Data management for the learning process using the long term memory.

When a learning block Dt is available, a proportion λD of this data is assigned to the long

term memory, and the rest is used for training, validation, and performance estimation.

When the LTM is updated, old data is discarded, while excess data not used to fill and/or

update the LTM (dues to size limitations) is integrated to the training data from Dt to

create the training data set Dt
t. Data contained in the LTM is then combined with data

coming directly from Dt dedicated to validation and fitness estimation. This combination

is class-wise divided in two, to create the validation data set Dv
t and the fitness estimation

data set Df
t

prediction (Carpenter et al. (1991)). A key feature of ARTMAP networks is their unique so-

lution to the stability-plasticity dilemma. They can adjusts previously learned categories in

response to familiar inputs, and creates new categories dynamically in response to inputs dif-

ferent enough from those previously seen.

Several ARTMAP networks have been proposed in order to improve the performance of these

architectures. They can be broadly divided according to their internal matching process, which

depends on either deterministic or probabilistic category activation. The deterministic type

consists of networks such as fuzzy ARTMAP, ART-EMAP, ARTMAP-IC, default ARTMAP,

simplified ARTMAP, distributed ARTMAP, etc., and represent each class using one or more

category hyper-rectangles. In contrast, the probabilistic type consists of networks such as

PROBART, PFAM, MLANS, Gaussian ARTMAP, ellipsoid ARTMAP, boosted ARTMAP,

μARTMAP, etc., and represent each class using one or more probability density functions.

The fuzzy ARTMAP integrates the fuzzy ART to process both analog and binary-valued in-

put patterns to the original ARTMAP architecture (Carpenter et al. (1992)). This simple and



23

popular neural network has been designed with the ability to perform supervised incremental

learning as defined in Polikar et al. (2001). In supervised learning mode, the sequential learn-

ing process grows the number of recognition categories according to a problem’s complexity.

The vigilance and match tracking process provide the mechanisms to control the local impact

of new data on the existing knowledge structure. Even if fuzzy ARTMAP is able to perform

well with few training data (Henniges et al. (2006)), previous research by the authors has re-

vealed that the average classification rate of an ARTMAP network trained through incremental

learning is usually significantly lower than if trained on all the data through batch learning

(Granger et al. (2008); Connolly et al. (2008)).
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Figure 1.4 Fuzzy ARTMAP neural network

Fuzzy ARTMAP consists of three layers (Figure 1.4): (1) an input layer F1 of 2I neurons

(for a R
I input feature space), (2) a competitive layer F2 of J neurons, and (3) a map field

F ab of K neurons (the number of classes). The F1 and F2 layers are connected through a

set of real-valued weights W = {wij ∈ [0, 1] : i = 1, 2, ..., 2I; j = 1, 2, ..., J} and the

F2 layer is connected, through learned associative binary weights Wab = {wab
jk ∈ {0, 1} :

j = 1, 2, ..., J ; k = 1, 2, ..., K}, to a K nodes map field F ab. Each F2 node j represents a

recognition category as an I-dimensional hyper-rectangle in the feature space, and is associated

to one of the K output classes with the vector wab
j = (wab

j1, w
ab
j2, ..., w

ab
jK). The weights connected

to each node correspond to a prototype vector wj = (w1j, w2j, ..., w2Ij).

In supervised training mode, ARTMAP classifiers learn an arbitrary mapping between train-

ing set patterns a = (a1, a2, ..., aI) and their corresponding binary supervision patterns c =

(c1, c2, ..., cK). These patterns are coded to have unit value ck = 1 if k is the target class label

for a, and zero elsewhere. The following algorithm describes fuzzy ARTMAP learning:
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a. Initialization: Initially, all the F2 nodes are uncommitted, all weight values wij are ini-

tialized to 1, and all weight values are set to 0. An F2 node becomes committed when

it is selected to code an input vector a, and is then linked to an F ab node. Values of

the learning β ∈ [0, 1], choice α > 0, match tracking ε = 0+, and baseline vigilance

ρ̄ ∈ [0, 1] parameters are set.

b. Input pattern coding: When a training pair (a, c) is presented to the network, a undergoes

a transformation called complement coding, which doubles its number of components.

The complement-coded input pattern has 2I dimensions and is defined by A = (a, ac)

= (a1, a2, ..., aI ; a
c
1, a

c
2, ..., a

c
I), where aci = (1 − ai), and ai ∈ [0, 1]. The vigilance

parameter ρ is reset to its baseline value ρ̄.

c. Prototype selection: Complement-coded pattern A activates layer F1 and is propagated

through weighted connections W to layer F2. Activation of each node j in the F2 layer

is determined by the Weber law choice function:

Tj(a) =
|A ∧ wj|
α + |wj| , (1.3)

where | · | is the L1 norm operator defined by |wj| ≡
∑2I

i=1 |wij|, ∧ is the fuzzy AND

operator, (A ∧ wj)i ≡ min(Ai, wij), and α is the user-defined choice parameter. The

F2 layer produces a binary, winner-take-all pattern of activity y = (y1, y2, ..., yJ) such

that only the node j = j∗ with the greatest activation value j∗ = argmax{Tj : j =

1, 2, ..., J} remains active; thus yj∗ = 1 and yj = 0, j �= j∗. If more than one Tj is

maximal, the node j with the smallest index is chosen. Node j∗ propagates its top-down

expectation, or prototype vector wj∗ , back onto F1 and the vigilance test is performed.

This test compares the degree of match between wj∗ and A against the dimensionless

vigilance parameter ρ ∈ [0, 1]:

|A ∧ wj∗ |
|A| =

|A ∧ wj∗ |
I

≥ ρ . (1.4)

If the test is passed, then node j∗ remains active and resonance is said to occur. Oth-

erwise, the network inhibits the active F2 node (i.e., Tj∗ is set to 0) until Step 3 begins

anew, and continues searching for another node j∗ that passes the vigilance test. If such

a node does not exist, an uncommitted F2 node becomes active and undergoes learning

(Step 5).
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d. Class prediction: Pattern c is fed directly to the map field F ab, while the F2 category

y learns to activate the map field via associative weights Wab. The F ab layer produces a

binary pattern of activity yab = (yab1 , yab2 , ..., yabK ) = t ∧ wab
j∗ in which the most active F ab

node k∗ = argmax{yabk : k = 1, 2, ..., K} yields the class prediction (k∗ = k(j∗)). If

node k∗ constitutes an incorrect class prediction, then a match tracking signal adjust the

vigilance parameter ρ according to:

ρ =
|A ∧ wj∗ |

I
+ ε , (1.5)

the network deactivates node j∗ until the network is presented with the next training pair

(a, c)), and another search is induced among F2 nodes in Step 3. This search continues

until either an uncommitted F2 node becomes active (and learning directly ensues in

Step 5), or a node j∗ that has previously learned the correct class prediction k∗ becomes

active.

e. Learning: Learning input a involves updating prototype vector wj∗ , and, if j∗ corre-

sponds to a newly-committed node, creating an associative link to F ab. The prototype

vector of F2 node j∗ is updated according to:

w′
j∗ = β (A ∧ wj∗) + (1− β)wj∗ , (1.6)

where β is a fixed learning rate parameter. A new association between F2 node j∗ and

F ab node k∗ (k∗ = k(J)) is learned by setting wab
j∗k = 1 for k = k∗, where k∗ is the target

class label for a, and 0 otherwise. The next training subset pair (a, c) is presented to the

network in Step 2.

Once the weights W have been found through this process, ARTMAP can predict a class label

for an input pattern by performing Steps 2, 3 and 4 without any vigilance or match tests. During

testing, a pattern a that activates node j∗ is predicted to belong to class k∗ = k(j∗).

During training and testing fuzzy ARTMAP internal dynamic is governed by four user-defined

hyperparameters: the choice parameter α, the learning parameter β, the match tracking pa-

rameter ε, and the baseline vigilance parameter ρ̄. Each of these hyperparameters are inter-

related, and has a distinct impact on network dynamics. While α and ε determine the depth

of search attained before an uncommitted node is selected in the learning algorithm during

Steps 3 (Equation 1.3) and 4 (Equation 1.5), limits the maximum expansion of the recognition

categories in the R
I feature space (Equation 1.4). Low vigilance allows large hyper-rectangles
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and leads to broad generalization and abstract memories, while high vigilance yields small

hyper-rectangles, leading to narrow generalization and detailed memories. During Step 5, β

determines the speed with which the recognition categories are expanded to fit a. The algo-

rithm can be set to slow learning with 0 < β < 1, or to fast learning with β = 1. With fast

learning, each hyper-rectangle is just large enough to enclose the cluster of training set patterns

a to which it has been assigned. That is, an I-dimensional prototype vector wj records the

largest and smallest component values of training subset patterns a assigned to category j. A

standard vector of hyperparameters hstd = (α = 0.001, β = 1, ε = 0.001, ρ̄ = 0) is commonly

used to minimize network complexity (Carpenter et al. (1992)).

1.3.3 Dynamic particle swarm optimization

Particle swarm optimization (PSO) is a population-based stochastic optimization technique

that was inspired by social behavior of bird flocking or fish schooling (Kennedy and Eberhart

(1995); Kennedy (2007)). With PSO, each particle corresponds to a single solution in the

optimization space, and the population of particles is called a swarm. Particles move through

the optimization space and change their course under the guidance of a cognitive influence

(i.e., their own previous search experience) and a social influence (i.e., their neighborhood

previous search experience) and unlike evolutionary algorithms (such as genetic algorithms),

each particle always keep in memory its best position and the best position of its surrounding.

Originally developed for static optimization problems, the PSO algorithm has been adapted

for dynamic optimization problems by adding mechanisms to (1) modify the social influence

to maintain diversity in the optimization space and detect several optima, (2) detect changes

in the objective function by using the memory of each particle, and (3) adapt the memory of

its population if change occur in the optimization environment. The latest PSO algorithms

developed to insure diversity in the swarm are presented in Du and Li (2008); Li et al. (2006);

Nickabadi et al. (2008a); Özcan and Yýlmaz (2007), while change detection and memory

adjustment mechanisms are presented in Blackwell and Branke (2004); Carlisle and Dozier

(2002); Hu and Eberhart (2002); Wang et al. (2007).

When the ACS learns a new data blocks Dt (Figure 1.2), a Dynamical Niching PSO (DNPSO)

algorithm adapted for dynamic optimization (Nickabadi et al. (2008b)) is used to maximize

fuzzy ARTMAP classification rate as function of its hyperparameters vector h = (α, β, ε, ρ̄).

The optimization space is defined by the four fuzzy ARTMAP hyperparameters, and the per-

formance of each particle’s position is its value on the objective function f(h, t).
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This PSO algorithm is simple to implement and has been shown to rapidly converge toward

global maximum in a multimodal type III optimization environment with the moving peaks

benchmark (Nickabadi et al. (2008b)). It maintains diversity with a local neighborhood topol-

ogy and by dynamically creating subswarms around certain particles, called masters, that are

their own best position amongst their neighborhood. Particles that are not part of any sub-

swarms are called free particles and are allowed to move by themselves. Once the subswarms

have been defined, position of particles that are members of a subswarm are updated using

hn(τ + 1) = hn(τ) + w0 (hn(τ)− hn(τ − 1))

+ r1 w1/2 (h∗
master − hn(τ))

+ r2 w1/2 (h∗
n − hn(τ)),

(1.7)

where hn(τ) is the position of particle n in the optimization space at iteration w0 and w1 are

inertia weights, r1 and r2 are random numbers generated at each iteration, hn(τ) and h∗
n are

respectively the current position of the subswarm master’s personal best (social influence) and

particle n personal best (cognitive influence). On the other hand, free particles move only

according to their own cognitive influence using:

hn (τ + 1) = hn(τ) + w0 (hn(τ)− hn(τ − 1))

+ r3 w1 (h∗
n − h(τ)),

(1.8)

where r3 is another random number generated at each iteration. The global best particle is

referred to as gbest, and in case there is a tie for the global best position, the particle with the

smallest index wins. If the maximal number of subswarms is set to one, its maximal size and

the neighborhood size is equal to the swarm’s total number of particles, the DNPSO is then

equivalent to the canonical PSO described in Kennedy and Eberhart (1995). All the particles

will then converge toward the only master (i.e., the global best) according to Equation 1.7.

Initially developed in Nickabadi et al. (2008a), DNPSO was adapted for dynamic optimization

problem by simply updating the performance of their best position f(h∗
n, t) at each iteration.

Normally, for DPSO algorithms, this would double the number of time values on the objective

function are evaluated, leading to a very costly process. For our ACS, changes in the objective

function only occur only when a new data block Dt becomes available. Thus, the performance

of the particles best position is only updated when Dt is presented to the system, before the

iterative DNPSO process.
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Algorithm 1.1 describes the DPSO-based incremental learning strategy for co-optimization of

hyperparameters, weight and architecture of the fuzzy ARTMAP neural network. Given new

learning data block Dt, it produces the optimal set of hyperparameters and network using a

particle swarm with N particles, and N + 2 fuzzy ARTMAP neural networks – one network

per particle FAMn, used to preserve the model associated to the best position of that parti-

cle (h∗
n), one temporary neural network used for the fitness estimation during the algorithm

(FAMestimation), and one optimal network (FAMoptimal).

First, at Line 1, the DPSO swarm’s parameters are set according to the DNPSO algorithm.

Each particle position is then randomly initialized within their allowed range (Line 2). All the

neural networks (FAMn, FAMestimation, and FAMoptimal) are initialized as described in Step 1 of

the fuzzy ARTMAP learning algorithm (Line 3). To comply with Eqs. 1.7 and 1.8, a position at

t = −1 is set in order to have an initial velocity. When a new block Dt becomes available, the

optimization process continues where it stopped with Dt−1 and the DNPSO algorithm updates

the swarm’s memory (Lines 6–7).4 The network FAMoptimal found with Dt−1 is then copied to

each FAMn, and thus serves as the initial condition for learning of Dt. For the first learning

block, FAMoptimal will be in an initial state. FAMn is then trained with validation using Dt
t and

Dv
t , its classification rate is estimated using Df

t and defined as the particle personal best fitness,

f(h∗
n, t). Since the fitness is defined by the classification rate obtained with Df

t, if there is a tie

for the personal best position, the particle n with the smaller number of recognition categories

is the personal best. The same procedure is also used to find the swarm’s global best.

Unless the stopping criteria are reached (defined in Section 1.4), the DNPSO algorithm will

iteratively evaluate each particle’s fitness and update their position. The DNPSO algorithm

first defines the subswarms and free particles, and computes the new particle positions using

Eqs. 1.7 and 1.8 (Line 9). For each particle, the FAMoptimal found from Dt−1 is copied to

FAMestimation prior training (Line 11). FAMestimation is then trained using Dt
t and Dv

t , and its fitness

is estimated on the basis of Df
t (Line 13). Personal best position, fitness, and neural networks

associated to the personal best FAMn are then updated accordingly (Lines 15–17). Once the

optimization process is completed for Dt, the FAMgbest network, associated to the best vector

of hyperparameters hgbest is stored as FAMoptimal to preserve an optimal set of hyperparameters

and network throughout the learning process (Line 19).

To minimize the impact of pattern presentation order on fuzzy ARTMAP performance in the

DPSO-based strategy, Lines 6–7 and lines 11–13 of Algorithm 1.1 are replaced with Algo-

4Dynamic PSO algorithms usually involve change detection at this point, while for static optimization, no

detection is done and the swarm’s memory remains intact
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Algorithm 1.1 DPSO-based incremental learning strategy for the ACS using a fuzzy

ARTMAP neural network classifier

Inputs: A particle swarm with DNPSO parameters, neural networks: FAMn, where 1 ≤
n ≤ N , FAMestimation, and FAMoptimal, and new data sets Dt for learning.

Outputs: (1) FAMoptimal (Weights and architecture obtained with the optimal h) and (2)

FAMn where 1 ≤ n ≤ N (Set of fuzzy ARTMAP neural networks associated to the best

position of each particles).

Initialization:
1: Set the swarm parameters (N , w0, w1).

2: Randomly initialize particles positions for t = 0 and t = −1 within their range.

3: Initialize FAMoptimal and all FAMn, where 1 ≤ n ≤ N .

4: Set PSO iteration counter at τ = 0.

Upon reception of a new data block Dt, the following incremental process is initi-
ated:

Update the fitness of networks associated to the personal best positions:
5: for each particle n, where 1 ≤ n ≤ N do
6: FAMn ← FAMoptimal

7: Training of FAMn with validation using Dt
t and Dv

t , and f(h∗
n, t) estimation using

Df
t.

Optimization process:

8: while DNPSO did not reach stopping condition do
9: Define the subswarms and update position of each particle with equations 1.7 and

1.8.

10: for each particle n, where 1 ≤ n ≤ N do
11: FAMestimation ← FAMoptimal

12: Training of FAMestimation with validation using Dt
t and Dv

t , and

13: f(hn(τ), t) estimation using Df
t.

14: if f(hn(τ), t) > f(h∗
n, t) then

15: h∗
n ← hn(τ)

16: f(h∗
n, t) ← f(hn(τ), t)

17: FAMn ← FAMestimation

18: τ = τ + 1

Define the neural network with the highest accuracy:
19: FAMoptimal ← FAMgbest

rithm 1.2. When a network FAMtemp is input, the classification rate is assessed on Df
t for fuzzy

ARTMAP trained on Dt
t over five different random pattern presentation orders. Fitness estima-

tion is defined by the mean classification rate of those five replications, and the neural network
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Algorithm 1.2 Evaluation of particle fitness for the DPSO incremental learning strategy

Inputs: Best temporary network, FAMtemp.

Outputs: A particle’s performance and the best neural network to obtained that perfor-

mance.

1: Initialize FAMtemp

2: for 5 patterns presentation order do
3: FAMtemp ← FAMoptimal

4: Training of FAMtemp with validation using Dt
t and Dv

t , and evaluatuation of its clas-

sification rate using Df
t

5: if the classification rate is the best so far then
6: FAMtemp ← FAMestimation

7: FAMestimation ← FAMtemp

8: f(hn(τ), t) ← mean classification rate of the 5 replications

trained with the best pattern presentation order. For each random patterns presentation order of

Dt
t, FAMoptimal is copied in FAMtemp, FAMtemp is trained using Dt

t and Dv
t , and classification rate

over Df
t is evaluated. The FAMtemp network that provides the best classification rate is copied to

FAMestimation, and f(h(τ), t) is defined as the mean classification rate over the five replications

(Lines 8).

The computational time of Algorithm 1.1 at a time t depends on the number of: training pat-

terns , training epochs, FAMn F2 layer nodes (Jn), input features (I), DNPSO particles (N ),

DNPSO iterations before the optimization stopping conditions are met (τ ∗), and replications in

Algorithm 1.2. Amongst those variables, N and the number of replications during Algorithm

1.2 are constant values, and the number of training epochs and τ∗ are limited to maximal values

after which training and optimization are forced to stop. During incremental learning, the time

complexity of the ACS is defined as the worst-case execution time required learn a new Dt.

In the worse case scenario, the hyperparameters are set to build large neural networks such as

Jn = |Dt
1∪ ...∪Dt

t| and complexity of Algorithm 1.1 is then O(Jn · |Dt
t| ·I). During operation,

the time complexity to process one input pattern is O(Jn · I). This is comparable to that of a

fuzzy ARTMAP neural network alone.

The complexity of the DPSO strategy also depends on the time create subswarms and manage

particle positions during DNPSO optimization process. However, in all cases, the complexity

for the fitness evaluation of one particle is always greater than that of the DNPSO algorithm

when it creates the subswarms and manages the particles in the optimization space. Thus, the

complexity of the DNPSO algorithm itself should not be taken into consideration when using

Algorithm 1.1.
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Table 1.1 Number of learning and test patterns per individual (Ck ∈ Ω) for the IIT-NRC

data base

Number Individuals Totalof ROIs 1 2 3 4 5 6 7 8 9 10 11

Learning data 140 39 160 130 175 128 180 97 178 160 140 1527

Test data 142 40 159 131 186 134 190 100 188 168 147 1585

1.4 Experimental Methodology

1.4.1 Video Data bases

In order to observe the impact on system performance of supervised incremental learning,

proof-of-concept simulations are performed with two real-world video data bases for face

recognition. The first data base was collected by the Institute for Information Technology

of the Canadian National Research Council (IIT-NRC) (Gorodnichy (2005)). It is composed

of 22 video sequences captured from 11 individuals positioned in front of a computer. For

each individual, two color video sequences of about 15 s are captured at a rate of 20 frames/s

with an Intel webcam of a 160 × 120 resolution that was mounted on a computer monitor. Of

the two video sequences, one is dedicated to training and the other to testing. They are taken

under approximately the same illumination conditions (no sunlight, only ceiling light evenly

distributed over the room), the same setup, and almost the same background. For all persons

in the data base, each face occupies between 1/4 to 1/8 of the image. This data base contains

a variety of challenging operational conditions such as motion blur, out of focus factor, facial

orientation, facial expression, occlusion, and low resolution.

Face detection is performed using the Viola-Jones algorithm included in the OpenCV C/C++

computer vision library (Viola and Jones (2001)). It produced regions of interest (ROIs) be-

tween 29×18 and 132×119 pixels for each face detection in a video sequence. The number of

ROIs detected per class for the IIT-NRC database is displayed in Table 1.1. The features pre-

sented to the classifier are independent of camera resolution and color since the ROIs are con-

verted in grayscale and normalized to 24× 24 images where the eyes are aligned horizontally,

with a distance of 12 pixels between them. Each ROI is vectorized into a = {a1, a2, ..., a576},

where each feature ai ∈ [0, 1] represents a normalized grayscale value.

The second video data base is the Motion of Body (MoBo), and was collected at Carnegie

Mellon University under the HumanID project (Gross and Shi (2001)). Each video sequences

show one of 25 different individuals walking on a tread-mill so that they move their heads
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naturally to four different motion types when walking: slowly, fast, on an inclined surface,

and while carrying an object. Six cameras are positioned at different locations around the

individuals, and for each angle, individuals are filmed with a Sony DXC 9000 camera with a

resolution of a 640× 480 pixels.

The video sequences with visible faces (full frontal view and both sides with an angle of about

45◦ with the full frontal view) where processed with the Viola-Jones algorithm for all four types

of walk. This data base was reduced in order to use roughly the same size of the IIT-NCR data

base, while having, for each individual, the same number of ROIs from each motion types and

camera angle. Data from 10 individuals was employed, with 288 ROIs per class (24 ROIs for

each type of walk and camera angle) for a total of 2880 patterns. The data base was divided

into a learning and test data sets of 1440 patterns each. For each type of walk and camera angle,

the first 12 of the 24 ROIs sequence were assign to the learning data set, while the last 12 were

assign to the test data set. The ROIs were scaled and vectorized into a = {a1, a2, ..., a576} as

with the IIT-NRC data base.

1.4.2 Incremental learning scenarios

Prior to computer simulations, each video data set is divided in blocks of data Dt, where

1 ≤ t ≤ T , to emulate the availability of T successive blocks of training data to the ACS.

Supervised incremental learning is performed according two different scenario.

1.4.2.1 Enrollment

In this scenario, each block contains ROIs of individuals that are not enrolled to the system.

Classes are added incrementally to the system, one at a time. To assess ACS performance, the

first learning bloc D1 is composed of two classes, and each successive block Dt, where 2 ≤
t ≤ K − 1, contains the ROIs captured in a video sequence corresponding to an individual that

has not previously been enrolled to the system. For each Dt, performance is only evaluated for

existing classes. To insure the invariance of results to class presentation order, this experiment

is performed using five different random class presentation orders.

1.4.2.2 Update

In this scenario, each block contains ROIs of individuals that have previously been enrolled

to the system. It is assumed that at a given time, the ROIs an individual is captured in a

video sequence, and then learned by the system to refined its internal models. To assess ACS
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performance, all classes are initially learned with the first data block D1 and are refined one

class at a time with blocks D2 through DK+1. In order to better observe cases where classes

are not initially well defined, block D1 is composed of 10% of the data for each class, and

each subsequent block Dt, where 2 ≤ t ≤ K + 1, is composed of the remaining 90% of one

specific class. Here again, invariance to class order presentation is insured by repeating this

experimentation with five different class presentation orders.

1.4.3 Experimental protocol

Learning is performed over 10 independent trials using 10-folds cross-validation.5 Out of

the 10-folds, eight are dedicated to training (Dt
t), one-fold is combined with half of LTM to

validate and determine the number of fuzzy ARTMAP training epochs (Dv
t ), and the remaining

fold is combined with the other half of LTM to estimate the fitness of each particle during the

PSO algorithm (Df
t). In this chapter, initialization and update of the LTM is performed with

λD=1/6 and |Ck|LTM = 20. For reference, the performance of fuzzy ARTMAP trained with

the canonical PSO learning strategy, and kNN are given for batch learning. At a given time t,

the batch learning methods consist of initializing the system, and learning all the data obtained

thus far by incremental learning in one of block of data (i.e., a batch learning block is defined

by Bt = D1∪ ...∪Dt). During batch learning, data is also separated in folds for 10-fold cross-

validation particles fitness estimation. Two experiments are presented with both enrollment and

update incremental learning scenarios using the proposed ACS. In experiment (A), the impact

of storing validation data in a LTM for fitness estimation is assessed. The performance of an

ACS based on fuzzy ARTMAP when it is train using:

a. hro(t) ← system parameters6 that are re-optimized on each learning block Dt using

canonical PSO, and

b. hstd ← system parameters that are set to standard values.

In all cases, training is performed with and without the use of the LTM. When training without

LTM, all the data contained in Dt is divided in 10-folds for the 10-fold cross-validation. For re-

optimized system parameters, the swarm is re-initialized and a new PSO optimization process

is triggered every time a new Dt is presented to the system (unlike Algorithm 1.1).

5Within each replication, there is five different trials using different class presentation order, for a total of fifty

replications.
6System parameters are the hyperparamaters, weights and architecture of each fuzzy ARTMAP neural network
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Experiment (B) seeks to show the impact on performance that may be achieved using the pro-

posed ACS for supervised incremental learning under the hypothesis that the objective function

f(h, t) is indeed a type III dynamic optimization environment and that a specialized dynamic

version of PSO is required to achieved high level of performance. Performance is assessed

when fuzzy ARTMAP is trained using the external data base and:

a. hdnc(t) ← system parameters that are optimized on each learning block Dt using dynamic

optimization with DNPSO (the swarm’s memory is updated each time with each new Dt,

prior to starting the optimization algorithm),

b. hdnc(1) ← system parameters that are optimized on only D1 using DNPSO and are then

fixed,

c. hstc(t) ← system parameters that are optimized using static optimization with DNPSO

(the swarm’s memory is not updated with each new Dt), and

d. hcnl(t) ← system parameters that are optimized using static optimization with canonical

PSO (again, the swarm’s memory is not updated with each new Dt).

As it is mentioned, a particle’s personal best position are not updated with a static optimization

method. When using Algorithm 1.1 with hstc(t) and hcnl(t), this simply means that Lines

6–7 are never executed. Unlike with experiment (A), system parameters are continuously

optimized: the swarm’s position at the beginning of the optimization process for Dt is the

same as at the end of Dt−1.

The DNPSO parameters are set as specified by Table 1.2. Since the distances between particles

are measures in the DNPSO algorithm, a swarm evolves in a normalized R
4 ∈ [0, 1] space

to avoid any bias due to each hyperparameter’s domain. The positions are then denormalized

to fit the hyperparameters domain (α ∈ [0.001, 100], β ∈ [0, 1], ε ∈ [−1, 1], and ρ̄ ∈ [0, 1])

before being applied to fuzzy ARTMAP. For each Dt, the DNPSO optimization process is set

to either stop after 10 iterations without improvement to the gbest classification rate, or after

100 iterations (for the current Dt).

Although the hyperparameters are not necessarily optimized, Algorithm 1.2 is always applied

to minimize the impact of patterns presentation order. In other words, even when h does not

change (hstd and hdnc(1)), the particles performance evaluation data set is still used to find the

best network out of the five replications.
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Table 1.2 DNPSO parameters

Parameter Value
Swarm’s size N 20

Weights {w0, w1} {0.73, 2.9}
Maximal number of subswarms 4

Maximal size of each subswarm 4

Neighborhood size 5

Minimal distance between two masters (in a normalized R
4 space) 0.2

Minimal velocities of free particles (in a normalized R
4 space) 0.0001

The average performance of fuzzy ARTMAP is assessed in terms of classification rate and

resources requirements. The amount of resources is measured by compression and convergence

time. Classification rate is estimated as the ratio of correctly classified test subset patterns

over all test set patterns, compression refers to the average number of training patterns per

category prototype created in the F2 layer, and convergence time is the number of training

epochs required to complete learning. It does not include presentations of validation subsets

used to perform cross-validation.

1.5 Results and Discussion

1.5.1 Experiment (A) – Impact of the LTM for validation data

Figure 1.5 and Figure 1.6 present the average classification rate, compression, and conver-

gence time achieved by the ACS with and without LTM data, and for hyperparameters that

are re-optimized (hro(t)) and standard hyperparameters (hstd), during both incremental learning

scenarios. For reference, performance is also shown for hyperparameters re-optimized during

batch learning hB
ro(t) and kNN. Table 1.3 and Table 1.5 show an example of the average con-

fusion matrix for only one of the five class presentation orders (i.e., 10 replications out of 50).

That is, the classification rate of each learned class at a time t (Ck′(t)) in the set of predefined

classes Ω, versus all other classes defined at that time ({Ck(t) ∈ Ω|k �= k′}). For the update

scenario, all classes are defined from the start and Ω(t) = Ω. Finally, the classification rate of

each specific classes for the enrollment and update scenarios is given in Table 1.4 and Table

1.6, respectively, after learning all blocks of data, for the same class presentation order.

1.5.1.1 Enrollment scenario

As Figure 1.5 depicts, best classification rate during incremental learning is achieved by the

ACS with LTM and hro(t). When using the LTM, 1/3 of the data available in D1 is used for
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validation and fitness estimation, compared to 1/5 when no LTM is employed. Since only two

classes are present in D1, data distribution for the first blocks is relatively simple. Results

obtained after D1 then indicate that if the same learning strategy is applied, classification rate

obtained with larger validation and fitness estimation data sets (Dv
t and Df

t) yields higher classi-

fication rates. For example, when hro(t) is used, the classification rate with LTM is 95.4±0.6%,

versus 93±1% without LTM.
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Figure 1.5 Average classification rate, compression, and convergence time of the ACS

versus learning block during the enrollment scenario. Performance was evaluated with

and without LTM for hro(t) and hstd. Error bars correspond to the 90% confidence

interval. The performance for fuzzy ARTMAP with hB
ro(t) and kNN during batch learning

are shown for reference

As the amount of training data and the complexity of the decision boundaries increase, all

hyperparameters settings follow the same degradation in classification rate. After learning

all data, the highest performance is obtained with batch learning (85.6±0.3% for hB
ro(t) and

82.3±0.1% for kNN), followed by incremental learning with hro(t) and the LTM (77±1%),
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hstd with and without the LTM (67±1% and 63±2%), and finally hro(t) without the LTM

(54±2%).

However, higher classification rate comes with a cost. Figure 1.5b shows that compression,

when using hro(t) with the LTM starts lower than that obtained without LTM (63±11 versus

69±11), decreases to 32±8 at D5 (compared to 63±9 without the LTM), and does not change

significantly afterwards. Moreover, the average number of training epochs needed when using

LTM (1.4±0.1) is higher than that of hro(t) without LTM (1.1±0.1), confirming that using a

LTM with larger data sets for validation leads to a greater number of training epochs (Figure

1.5c).

Figure 1.5 also underline the necessity of storing validation data from all classes when fuzzy

ARTMAP is trained with hstd. The networks selected when using LTM are more accurate, yet

only more complex on D1, compared to networks selected without the LTM. After incremental

learning of 10 blocks with hstd and LTM, classification rate is 5±4% higher and compression is

comparable to that obtained with hstd without LTM. In both cases, convergence time with hstd is

one. For fuzzy ARTMAP trained with hro(t) and without LTM, Table 1.3 shows that since Df
t,

where 2 ≤ t ≤ 10, is only composed of one class (Ck′(t)), optimization is performed according

to that class at the expense of all others ({Ck(t) ∈ Ω|k �= k′}). While the classification rate

for the class learned at a time t, Ck′(t), is typically high (above 80%, except for classes C2 and

C5), the average overall classification rate for {Ck(t) ∈ Ω|k �= k′} degrades considerably (ends

at about 54% after D10). In contrast, by estimating the fitness with LTM, PSO optimization is

performed according to all classes and, although classification rate for Ck′(t) is lower than

without the LTM for all learning blocks, it is always significantly higher for {Ct
k ∈ Ω|k �= k′}.

As mentioned, when the decision boundaries between class distributions are complex, it is diffi-

cult for the ACS to maintain a high classification rate with compact fuzzy ARTMAP networks.

As classes are added to the ACS using hstd, the recognition categories created for new classes

tend to expand into the boundaries of the older class distributions. The order in which classes

are learned may then prove crucial for optimal performance. With the class presentation order

given in Table 1.3 and Table 1.4, excepted for class C2, which contains only 39 learning pat-

terns, classification rates obtained for the latest classes added to the system using hro(t) with

LTM (classes C3, C6, C7, and C9) is significantly higher than those obtained using without

LTM. The performance of these later classes are obtained at the expense of those present in

previous blocks. However, no matter the choice of hyperparameters, classes C1 and C3 are not
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Table 1.3 Average classification rate achieved by the ACS for the added classes with

each learning block Dt for one class presentation order during the enrollment scenario.

The classification rate of the new class added with Dt (Ck′(t)) is presented with that of

the remaining classes present at that time ({Ct
k ∈ Ω|k �= k′}). Each cell is presented in

percentage and with the 90% confidence interval

Training Dt D2 D3 D4 D5 D6 D7 D8 D9 D10

strategy Ck′(t) 11 5 4 8 9 7 3 6 2

Class. rate for 90 84 95 99 71 75 68 89 49

hro(t) Ck′(t) ±6 ±5 ±4 ±1 ±8 ±5 ±7 ±4 ±5
w/ LTM Class. rate for 94 76 79 80 82 79 78 76 77

{Ck′(t) ∈ Ω|k �= k′} ±1 ±4 ±3 ±2 ±2 ±2 ±2 ±2 ±2

Class. rate for 100 95 96 98 87 88 77 91 72

hro(t) Ck′(t) ±1 ±2 ±2 ±1 ±4 ±4 ±13 ±7 ±11
w/o LTM Class. rate for 31 36 54 61 48 51 56 47 52

{Ck′(t) ∈ Ω|k �= k′} ±22 ±16 ±10 ±8 ±6 ±9 ±9 ±6 ±6

Table 1.4 Average classification rate per class for one class order presentation of the

enrollment incremental learning scenario for hro(t) and hstd, with and without the LTM.

Results are obtained after enrollment of all classes Ck ∈ Ω. Each cell is presents the

classification rate in percentage along with the 90% confidence interval

Training Ck ∈ Ω
Ω

strategy 1 2 3 4 5 6 7 8 9 10 11

hro(t) w/ LTM
85 49 91 73 49 88 81 70 82 61 91 77

±5 ±5 ±5 ±4 ±9 ±5 ±4 ±7 ±4 ±7 ±3 ±1

hstd w/ LTM
62 5 84 56 93 78 67 32 83 37 77 67

±24 ±4 ±5 ±6 ±6 ±4 ±5 ±7 ±2 ±7 ±4 ±1

hro(t) w/o LTM
62 72 45 66 21 73 61 37 67 47 39 54

±24 ±11 ±25 ±19 ±19 ±21 ±17 ±25 ±12 ±17 ±25 ±2

hstd w/o LTM
36 7 81 47 87 78 68 43 81 40 75 63

±8 ±5 ±8 ±10 ±7 ±5 ±7 ±11 ±4 ±7 ±6 ±2

greatly affected by the addition of latter classes, suggesting that data distributions of classes C1

and C3 do not overlap those of classes C3, C6, C7, and C9.

1.5.1.2 Update scenario

In the update scenario, all classes are defined from the start in D1 with only 10% of the avail-

able learning data. While kNN yields a classification rate of 68.1±0.4 after learning D1, the

classification rate of the ACS for all system parameters settings starts below 60%. This indi-

cates that decision boundaries are very complex, and learning D1 with limited data from each

class is a difficult task for the ACS. As it was presented in Granger et al. (2008); Connolly et al.
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Figure 1.6 Average classification rate, compression, and convergence time of the ACS

versus learning block during the update scenario. Performance was evaluated with and

without LTM for hro(t) and hstd. Error bars correspond to the 90% confidence interval.

The performance for fuzzy ARTMAP with hB
ro(t) and kNN during batch learning are

shown for reference

(2008), this shows the importance of D1 when fuzzy ARTMAP undergoes incremental learn-

ing, as it forms the basis for future updates with video data. An ACS should then be initiated

with enough representative data from the environment.

At the beginning of the update process (t ≤ 4), using more validation data with the LTM results

in an increase in classification rates of the ACS when hro(t) is used during incremental learning.

Moreover, the ACS with hro(t) and LTM gives a similar classification rate as the reference

systems, minus the effects of knowledge corruption. While the classification rate with hro(t)

starts at 57.4±0.5% at t = 1 and steadily increases up to 76±1% at t = 10, classification rate

with View the MathML source starts at 55±1%, reaches 60±2% at t = 4, and increases faster

than that of hro(t) to end at 85.6±0.3%. This sudden increase in performance also correspond
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to a decrease in compression. While compression of hro(t) starts at 3±1 at t = 1 and remains

steady at 4±1 for 2 ≤ t ≤ 12, compression of hB
ro(t) increases from 6±1 (t = 1) to 8±2

(t = 4), and suddenly drops to 2.4±0.4 (t = 7) without changing significantly afterwards.

Overall, hB
ro(t) needed about 1.7 more nodes than hro(t) to obtained a classification rate 10%

higher. It outperforms kNN classification rate, compression, and convergence time.

Meanwhile, classification rates obtained with hstd and hro(t) (without LTM) decrease consid-

erably t = 2 (22±2% for both cases of hstd and to 39±4% for hro(t) without LTM). However,

updating all classes using hstd increases overall performances (classification rate increases by

about 15% with LTM, 13% without LTM, and with a higher compression in both cases), while

using hro(t) without LTM only results in a gain in compression (classification rates after learn-

ing D1 and D12 that are both 59±2%).

As with the enrollment learning scenario, Table 1.5 shows that the ACS without the LTM is

only optimized for classes updated with each Dt. Classification rates for Ck′(t) are either

higher than or comparable to those of hro(t) with the LTM, while the classification rates for

{Ck(t) ∈ Ω|k �= k′} are degraded compared to those obtained when using the LTM. Coarse

decision boundaries created at the beginning of the update process (D2) are refined when new

data becomes available. As the overall classification rate increases, the difference between

Ck′(t) and {Ck(t) ∈ Ω|k �= k′} decreases (from 45±5% at t = 2, to 19±7% at t = 12).

Unlike with the enrollment scenario, Table 1.5 and Table 1.6 show that individual classifica-

tion rates obtained after learning all data are less sensitive to class order presentation when all

classes defined in D1. Classification rates of Ck′(t) obtained with hro(t) and LTM in Table 1.5

are no longer systematically below those of hro(t) without LTM. Moreover, individual classi-

fication rates from Table 1.6 differ less from the overall classification rate and their dispersion

is lower. As an example, hro(t) with LTM yield a standard deviation of 16 for the individual

classification rates during the enrollment scenario, and a standard deviation of 14 for the update

scenario. This lead to higher global classification rates over all classes.

1.5.2 Experiment (B) – Impact of dynamic optimization

Figure 1.7 and Figure 1.10 present the average classification rate, compression, and conver-

gence time achieved by the ACS with a LTM and with system parameters that are optimized
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Table 1.5 Average classification rate achieved by the ACS for the updated classes with

each learning block Dt for one class presentation order during the update scenario. The

classification rate of the updated class with Dt (Ck′(t)) is presented with that of the

remaining classes ({Ct
k ∈ Ω|k �= k′}). Each cell is presented in percentage and with the

90% confidence interval

Training Dt D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12

strategy Ck′(t) 11 5 1 7 9 3 10 4 8 6 2

Class. rate for 90 77 98 88 87 98 78 87 70 92 92

hro(t) Ck′(t) ±4 ±6 ±2 ±3 ±5 ±1 ±7 ±6 ±12 ±4 ±4

w/ LTM Class. rate for 55 62 60 64 68 65 70 74 76 74 73

{Ck′(t) ∈ Ω|k �= k′} ±1 ±1 ±1 ±2 ±2 ±3 ±2 ±3 ±3 ±3 ±3

Class. rate for 98 86 95 82 91 99 80 85 72 90 74

hro(t) Ck′(t) ±2 ±7 ±3 ±8 ±2 ±1 ±7 ±7 ±13 ±5 ±13

w/o LTM Class. rate for 37 32 36 39 43 46 50 51 51 59 51

{Ck′(t) ∈ Ω|k �= k′} ±8 ±10 ±6 ±6 ±6 ±4 ±5 ±7 ±8 ±7 ±10

Table 1.6 Average classification rate per class for one class order presentation of the

update incremental learning scenario for hro(t) and hstd, with and without the LTM.

Results are obtained after update of all classes Ck ∈ Ω. Each cell is presents the

classification rate in percentage along with the 90% confidence interval

Training Ck ∈ Ω
Ω

strategy 1 2 3 4 5 6 7 8 9 10 11

hro(t) w/ LTM
83 92 92 82 53 92 82 69 70 59 60 76

±8 ±5 ±5 ±8 ±8 ±4 ±2 ±12 ±14 ±7 ±11 ±1

hstd w/ LTM
57 11 94 38 83 85 78 34 84 52 78 70

±28 ±5 ±3 ±9 ±5 ±5 ±6 ±6 ±2 ±5 ±4 ±1

hro(t) w/o LTM
57 74 54 59 18 56 52 69 72 41 44 56

±28 ±14 ±27 ±25 ±15 ±25 ±20 ±18 ±12 ±19 ±25 ±3

hstd w/o LTM
38 3 84 38 89 83 70 44 81 38 71 66

±8 ±3 ±6 ±9 ±8 ±5 ±7 ±7 ±3 ±7 ±6 ±2

using: dynamic optimization with DNPSO (hdnc(t)), DNPSO on only D1 and are then fixed

(hdnc(1)), static optimization with DNPSO (hstc(t)), static optimization with canonical PSO

(hcnl(t)), and the reference batch learning method (hB
ro(t)). The evolution of hyperparameters

found via hdnc(t) is shown for all class presentation order in Figure 1.8 and Figure 1.11 after

incremental learning of different blocks for both incremental learning scenario. Figure 1.9 and

Figure 1.12 shows the position of the swarms at different moments in time for the same class

presentation order used in Table 1.3, Table 1.4, Table 1.5 and Table 1.6.
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Figure 1.7 Average classification rate, compression, and convergence time of the ACS

versus learning block during the enrollment scenario. Performance was evaluated with the

LTM for hdnc(t), hdnc(1), hstc(t), and hcnl(t). Error bars correspond to the 90% confidence

interval. The performance for fuzzy ARTMAP with hB
ro(t) during batch learning is shown

for reference

1.5.2.1 Enrollment scenario

Figure 1.7 illustrates that, when the proposed ACS is used with a static optimization algorithm

(hstc(t) and hcnl(t)), classification rate declines significantly during the enrollment learning

scenario. Unlike with dynamic optimization (hdnc(t)), static optimization algorithms does not

automatically update the fitness corresponding to the position of each particle’s personal best

when a new Dt becomes available, requiring the FAMn networks to be trained on Dt
t (Line 7).

As classes are added to the ACS, decision boundaries become more complex and fitness values

estimated on Df
t, initially 100% after learning D1, decline in time. The particle’s personal best

positions of static PSO algorithms (hstc(t) and hcnl(t)) are thus never redefined, and the FAMn

networks, which learn two classes on D1, are never updated afterwards. The rest of the learning

process is then always based on a FAMn neural network that learned only two classes.
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When using a dynamic PSO algorithm, Figure 1.8 shows that hdnc(t) changes such that fuzzy

ARTMAP can maintain a higher classification rate with low confidence interval. Although the

confidence interval for all hyperparameters tends to be large, Figure 1.8 still indicates that they

vary according to some pattern no matter class presentation order. Moreover, the impact of

new data on fuzzy ARTMAP hyperparameters does not appear to diminished as more classes

are presented to ACS with hdnc(t).
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Figure 1.8 Evolution of hyperparameter values obtained with the ACS using hdnc(t)
compared to the ACS based on hdnc(t) and hstd(t) during the enrollment scenario. The

mean of each hyperparameter is shown with its 90% confidence interval

While α changes significantly only once from 44±7 at t = 1 to 36±7 at t = 2, β starts at

0.40±0.07 and changes significantly four times at t ∈ {3, 4, 8, 9} (to 0.52±0.06, 0.44±0.06,

0.53±0.06, and 0.43±0.06). Hyperparameter ε starts at −0.23±0.11 and changes four times

at t ∈ {2, 3, 8, 10} (to −0.35±0.08, −0.17±0.10, −0.04±0.09, and −0.17±0.09). Finally,

ρ̄ starts at 0.44±0.07, increases to 0.60±0.05 at t = 7 and decreases to 0.52±0.06. Figure

1.9 shows the evolution of particles in the DNPSO swarm mapped in two dimensions space

using Sammon’s mapping (Kim et al. (2009)). As expected, the classification rates estimated

for most of the networks after D1 are 100%. As classes are added to the system, DNPSO

subswarms moves in the hyperparameters space as new peaks appear and disappear in the

objective function. Even if the global best solution obtained during incremental learning is

not always near the global best obtained with hB
ro(t), the latter is always found by one of the

DNPSO subswarms. This indicates that the optimization space defined by fuzzy ARTMAP

hyperparameters adjustment for the enrollment scenario does in fact correspond to a type III

optimization environment (see Section 1.3).

Beside the reference hB
ro(t), the ACS based on hdnc(t) achieves the highest (78±1%), followed

by hdnc(1) (72±3%), hstc(t), and hcnl(t) (both at 21±1%). Compared to hdnc(1), classification



44

D1 D4 D7 D10

0
1
2
61% 64% 68% 72% 75% 79% 82% 86% 89% 93% 96%

Figure 1.9 A two-dimensional Sammon’s mapping illustrating the evolution of each

particle’s personal best, and the swarm’s global best positions when the proposed ACS

performs incremental learning with hdnc(t) (diamond) for the enrollment scenario. The

global best particle position obtained for batch learning with hB
ro(t) (square) is also shown

for reference. Positions are shown along the estimation of f(h, t) (see legend) when the

optimization stopping conditions have been reached for different points in time

(t ∈ {1, 4, 7, 10}) during the update scenario for one replication and the same class

presentation order presented in the previous sections

Table 1.7 Average classification rate (in percentage) and compression after incremental

learning of all the MoBo data base for the enrollment scenario. Each cell is presented

with the 90% confidence interval

Performance indicator hdnc(t) hdnc(1) hstc(t) hcnl(t)

Classification rate 79± 2% 78± 4% 20± 1% 20± 1%
Compression 45± 3 97± 80 480± 10 480± 10

rates with hdnc(t) starts 94.8±0.6% and become significantly different to that of hdnc(1) as of

t = 2. As in previous results, a lower compression (25±1 at t = 10) is necessary to maintain

higher classification rates.

Results with the MoBo data base confirms the results obtained with the IIT-NRC data base.

However, since the acquisition of the MoBo data is more constrained than that of the IIT-NRC

data, class distributions pk(a) are more compact and are less likely to vary significantly from

one block to the next. As Table 1.7 shows, classification rates are comparable for hdnc(t) and

hdnc(1), and compressions are twice as high as those obtained with the IIT-NRC data base.
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Figure 1.10 Average classification rate, compression, and convergence time of the ACS

versus learning block during the update scenario. Performance was evaluated with the

LTM for hdnc(t), hdnc(1), hstc(t), and hcnl(t). Error bars correspond to the 90% confidence

interval. The performance for fuzzy ARTMAP with hB
ro(t) during batch learning is shown

for reference

1.5.2.2 Update scenario

Figure 1.10 also shows that using an ACS based on static optimization algorithms (hstc(t) and

hcnl(t)) results in poor incremental learning capabilities. In some cases, both DNPSO, applied

without updating the personal best when new data is available (hstc(t)), and canonical PSO

(hcnl(t)) algorithms find an hyperparameter vector that remains an optimum through during the

entire learning process. But in other cases, the swarm stays in a region of the optimization

space where classification rate does not improve and, as with the enrollment scenario, fitness

corresponding to personal best positions does not improve and the FAMn neural networks are

never updated. Since the DNPSO algorithm, used without updating the personal best, is able to

maintain diversity in the optimization space, it tends to provide a higher level of performance
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after learning all data but shows no significant differences with canonical PSO (68±2% for

hstc(t) versus 67±2% hcnl(t)). In both cases the average classification rate remains below 70%.

As blocks of data are presented to the ACS during the update scenario, Figure 1.11 shows

that all four hyperparameters are also adjusted during the update scenario. While, α steadily

increases from 49±7 to 74±5, β significantly changes five times (t = {2, 5, 9, 10}) with values

ranging from 0.26±0.06 to 0.48±0.07, ε changes two times (t = {2, 7}) with values ranging

from −0.04± 0.12 to 0.11±0.12 and very high confidence intervals, and ρ̄ changes five times

(t = {2, 5, 9, 10, 11}) with values ranging from 0.62±0.08 to 0.82±0.06.
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Figure 1.11 Evolution of hyperparameter values obtained with the ACS using hdnc(t)
compared to the ACS based on hdnc(t) and hstd(t) during the update scenario. The mean of

each hyperparameter is shown with its 90% confidence interval

Like with the enrollment scenario, when observing the evolution of particles in the DNPSO

swarm mapped in two dimensions space using Sammon’s mapping, Figure 1.12 indicates the

presence of a type III dynamic optimization environment (Section 1.3). The personal best

position of each particle are adjusted in response to peaks in the objective function f(h, t) that

change position and values in time. However, since all classes are present in D1, most of the

feature space is define at the outset of the incremental learning process. Apart from the peak

appearing in the middle of the optimization space at t = 4, most of the changes in f(h, t)
happen in the interval 4 ≤ t ≤ 8.

For the update scenario, the highest and more stable classification rate is achieved by dynamic

optimization with hdnc(t) (Figure 1.10). Classification rates starts at 57.5±0.4% and end at

79.4±0.9%. It is almost always above classification rate obtained with hdnc(1) by at least

1%. As shown in Figure 1.10b, solutions obtained with D1 are mostly heavy solutions that

accommodate a complex input features space containing all classes. For t > 1, those solutions

yield large fuzzy ARTMAP neural networks, similar to those obtain in batch learning, and
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Figure 1.12 A two-dimensional Sammon’s mapping illustrating the evolution of each

particle’s personal best, and the swarm’s global best positions when the proposed ACS

performs incremental learning with hdnc(t) (diamond) for the update scenario. The global

best particle position obtained for batch learning with hB
ro(t) (square) is also shown for

reference. Positions are shown along the estimation of f(h, t) (see legend) when the

optimization stopping conditions have been reached for different points in time

(t ∈ {1, 4, 8, 12}) during the update scenario for one replication and the same class

presentation order presented in the previous sections

Table 1.8 Average classification rate (in percentage) and compression after incremental

learning of all the MoBo data base for the update scenario. Each cell is presented with the

90% confidence interval

Performance indicator hdnc(t) hdnc(1) hstc(t) hcnl(t)

Classification rate 85± 2% 88± 3% 51± 1% 52± 1%
Compression 11± 2 20± 8 36± 9 33± 9

provide high classification rates. Moreover, the global best positions found at t = 1 tend to

remain in the vicinity of, at least, one subsequent local best position found during incremental

learning, and of the global best positions found during batch learning (Figure 1.12).

On the other hand, the ACS with hdnc(1) also find lighter solutions that performs also well on

D1, but then gives lower classification rate than the ACS with hdnc(t) when classes are updated.

For t ≥ 6, when batch learning surpass incremental learning, those solutions do not perform as

well as the larger ones, and the confidence interval for the classification rate grows from 1.4 at

t = 4 to 3.5 at t = 12 while the latter for compression eventually grows to 7.

Once again, results with the MoBo data base confirms the results obtained with the IIT-NRC

data (Table 1.8). Classes in the MoBo data base are found to be more easily updated for hdnc(t)
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and hdnc(1). Both classification rates obtained with MoBo are over 5% higher than those obtain

on the IIT-NRC data. Since acquisition conditions are more constrained, D1 data structure is

now more representative of the entire learning data set and solutions found with hdnc(1) remain

comparable to hdnc(t) in terms of classification rate. The average compression is also higher

for all hyperparameters settings, but as with IIT-NRC, it is higher with hdnc(1). ACS using

static optimization with MoBo also results in lighter solutions, those solutions yield lower

classification rates.

1.6 Conclusion

In this chapter, an adaptive classification system (ACS) is proposed for video-based face recog-

nition. It combines a fuzzy ARTMAP neural network classifier, dynamic particle swarm opti-

mization (DPSO) algorithm, and a long term memory (LTM). This ACS uses a novel DPSO-

based learning strategy to cojointly optimize the classifier weights, architecture, and user-

defined hyperparameters such as classification rate is maximized during incremental learning

of new data. This DPSO-based learning strategy reconsiders the four properties of a classifica-

tion system capable of supervised incremental learning (as defined in Polikar et al. (2001)) in

two ways. The 2nd property is modified to include the storage and management of previously

acquired learning data for unbiased validation and fitness estimation. To avoid knowledge cor-

ruption, and thereby maintain a high level of performance, a 5th property is added to the others:

a classifier must adapt its learning dynamics by adjusting its hyperparameters.

Using real-world video data bases, performance of this system is assessed in terms of classifi-

cation rate and resource requirements, for different hyperparameter settings, with and without

LTM. Overall results of experiments (A) and (B) demonstrate that optimizing fuzzy ARTMAP

hyperparameters during incremental learning gives higher classification rates than when us-

ing standard or fixed hyperparameters (hstd and hdnc(1)). When property (5) of an incre-

mental learning algorithm is applied, results indicate that, during incremental learning, fuzzy

ARTMAP performance degrades unless some validation data are stored and updated in a LTM.

Moreover, experiment (B) shows that, as more samples are learned by fuzzy ARTMAP with

the LTM, peaks of the objective function (in the hyperparameters space) changes in time. Ad-

justing hyperparameters during incremental learning thus corresponds to a type III dynamic

optimization problem and if a dynamic optimization algorithm is not employed to adjust clas-

sifier hyperparameters, then classification rate of fuzzy ARTMAP declines.

Results show that the proposed ACS requires more resources. Since the new DPSO-based

learning strategy used by the ACS optimizes according to classification rate, it tends to pro-
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duce fuzzy ARTMAP networks with a large number of F2 layer nodes, and trains over longer

convergence time. In order to keep the neural networks size and computational time to a mini-

mum, future work would include designing an ACS that performs multi-objective optimization

of fuzzy ARTMAP hyperparameters during supervised incremental learning. Moreover, results

for both enrollment and update scenarios suggest that it may not be necessary to optimize fuzzy

ARTMAP hyperparameters, weights, and architecture each time a new block of data becomes

available. Since several training sequences are needed each time a fitness value is estimated,

optimization is a costly process, and it would also be necessary to devise fitness-based de-

tection measures that determines situations under which the ACS can benefit from incremental

learning of blocks of data. Finally, devising a strategy to update the LTM with the most relevant

data may improve performance and limit memory consumption.





CHAPTER 2

EVOLUTION OF HETEROGENEOUS ENSEMBLES THROUGH DYNAMIC
PARTICLE SWARM OPTIMIZATION FOR VIDEO-BASED FACE RECOGNITION

After performing mono-optimization of only one FAM network when new data is available,

this chapter presents a second iteration of the supervised incremental learning strategy that op-

timizes a population of classifiers to create ensembles. Whereas the previous study illustrates

the impact of learning new data incrementally on the optimization environment, this chapter

focuses on characterizing how genotype (i.e., hyperparameter) diversity affects classifier diver-

sity and how this relationship can be used to evolve diversified ensembles of classifiers. It was

published in the Pattern Recognition journal (Elsevier) Connolly et al. (2012b).

In this chapter, an incremental learning strategy based on dynamic particle swarm optimization

(DPSO) is proposed to evolve heterogeneous ensembles of classifiers (where each classifier

corresponds to a particle) in response to new reference samples. This new strategy is applied

to video-based face recognition, using an adaptive multiclassifier system (AMCS) that consists

of a pool of fuzzy ARTMAP (FAM) neural networks for classification of facial regions, and

a niching version of DPSO that optimizes all FAM parameters such that the classification rate

is maximized. Given that diversity within a dynamic particle swarm is correlated with diver-

sity within a corresponding pool of base classifiers, DPSO properties are exploited to generate

and evolve diversified pools of FAM classifiers, and to efficiently select ensembles among the

pools based on accuracy and particle swarm diversity. Performance of the proposed strategy

is assessed in terms of classification rate and resource requirements under different incremen-

tal learning scenarios, where new reference data is extracted from real-world video streams.

Simulation results indicate the DPSO strategy provides an efficient way to evolve ensembles

of FAM networks in an AMCS. Maintaining particle diversity in the optimization space yields

a level of accuracy that is comparable to AMCS using reference ensemble-based and batch

learning techniques, but requires significantly lower computational complexity than assessing

diversity among classifiers in the feature or decision spaces.

2.1 Introduction

In pattern recognition systems, neural or statistical classifiers define class models (or hypothe-

ses), using data samples defined in a RI input feature space (also referred to as hypothesis space

in Brown et al. (2005)), and map those models to a decision space to perform predictions. Ex-



52

Optimization
environmentClassification environment

Decision space
K predefined class labelsp

= {C1, C2, ..., CK}

Hyperparameter space
Hyperparameters
h
y
= {h1, h2, ..., hD}

Feature space
Input feature vectors
a
p
= {a1, a2, ..., aI}

Mapping

Figure 2.1 Pattern classification systems may be defined according to two environments.

A classification environment that maps a R
I input feature space to a decision space,

respectively defined by feature vectors a, and a set of class labels Ω. Interacting with the

latter is an optimization environment, where each vector h indicates a position in the

hyperparameter space defined according a classifier’s learning algorithm. The

representation space traversal seeks to maintaining diversity among classifiers by

exploiting the interaction between these two environments. The basic assumption is that

different positions in the hyperparameter space lead to different class models in the

feature space, and thus different class label Ck predictions in the decision space

ploiting several views of a same problem with classifier ensembles has been shown to improve

the overall accuracy and reliability for a wide range of applications. However, generating an

accurate pool of base classifiers and selecting an ensemble among that pool that maximizes

prediction precision are challenging tasks. One key element in the success of classifiers en-

sembles that has attracted a great deal of interest in recent years is classifier diversity measures

(Canuto et al. (2007); Hadjitodorov et al. (2006); Kapp et al. (2007); Olivieira et al. (2009);

Sirlantzis et al. (2008); Ulaş et al. (2009)). Since diversity is difficult to assess in the input fea-

ture space, these measures compute the disagreement between classifiers in the decision space,

over several predictions. Through bias-variance error decomposition, it has been shown empir-

ically that considering diversity for ensemble selection improves the generalization capabilities

of multiple classifiers systems (Brown et al. (2005)).

Diversity can be achieved via (1) different starting points in the input feature space, using a

learning algorithm trained with different initial conditions, (2) different sets of accessible hy-

potheses using different training data sets (e.g., boosting and bagging) or different learning

algorithms, and (3) representation space traversal that optimizes parameters, using a penalty

term or evolutionary method, to ensure that base classifiers occupy different areas in the fea-

ture space. In the latter case, the hyperparameters of a classifier (e.g., learning rate) define an

optimization space (Granger et al. (2007)). As described in Figure 2.1, supervised learning

strategies may then allow to optimize a classifier’s hyperparameters such as accuracy is max-

imized. Since these hyperparameters govern the learning dynamics of a classifier, diversity

among solutions in the optimization environment leads to ensemble diversity in the classifica-



53

tion environment. Diversity can thus be maintained without relying on costly classifier diversity

measures.

The recognition of individuals based on their biometric traits provides a powerful alternative to

traditional authentication schemes that are presently applied in security and surveillance sys-

tems. In biometric applications, such as face recognition in video, the collection and analysis of

labeled reference samples to design biometric systems (during an enrollment of re-enrollment

process) is often expensive and time consuming. Samples acquired from video streams in un-

constrained scenes are generally of poor quality with low resolution, resulting in classifiers ap-

plied to biometric matching that are often trained with limited and unbalanced data with much

inter- and intra-class variability, Moreover, given that facial regions are often captured dis-

creetly, without cooperation, they are subject to considerable variations due to limited control

over operational conditions (e.g., illumination, pose, facial expression, orientation and occlu-

sion). In addition, operating conditions and individual physiology may even change over time,

either temporary (e.g., haircut, glasses, lighting, etc.) or permanently (e.g., scars, aging). New

informations, such as input features and output classes, may suddenly emerge and previously

acquired data may eventually become obsolete in dynamically changing classification environ-

ments (Granger et al. (2001); Tsymbla et al. (2008)). These factors contribute to a growing

divergence between the biometric model of an individual and its underlying class distribution.1

It is common in many biometric applications to acquire additional data and knowledge from

the environment or other sources over time, after the system has originally been deployed for

operations. For accurate recognition of individuals, biometric systems should adapt their mod-

els over time in response to new or changing input features, data samples, priors, classes and

environments. In this chapter, it is assumed that new reference data becomes available to create

new biometric models when individuals enroll to the system, and to update models of individ-

uals previously enrolled to the system. Some adaptive biometric systems have been proposed

in the literature to refine biometric models according to the intra-class variations in input sam-

ples (Roli et al. (2008)). Indeed, with self-adaptive or semi-supervised learning strategies,

biometric models are initially designed during enrollment using labeled training data, and then

updated with highly confident unlabeled data obtained during operations (Poh et al. (2009);

Rattani (2010)). These strategies are however vulnerable to outliers, dispersion and overlap

in class distributions. Stringent criteria are required for selection of highly confident data, to

minimize the probability of introducing impostor data into updated biometric models. In this

1Typically designed during an a priori enrollment phase, the biometric model of an individual for matching

consists of one or more templates (reference samples) or the parameters statistical or structural model of reference

samples.
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chapter, supervised learning strategies are considered, and new data samples are assumed to

be analyzed and labeled by an operator with expert knowledge of intra-class variations. La-

beled data becomes available, for instance, over multiple (re)enrollment sessions, or when

operational scenarios are analyzed off-line, and can allow an operator to gradually build the

biometric models of a system over time. Adaptive biometric systems in literature have used

newly-acquired reference samples to update the selection of a user’s template from a gallery

via clustering and editing techniques (Uludag et al. (2004)). Others have performed on-line

learning of genuine samples over time to update each user’s single super template (Jiang and

Ser (2002)). It is however difficult to represent intra-class variations with a single template

(Roli et al. (2008)).

In previous work, the authors proposed an adaptive classification system (ACS) to update bio-

metric models of individuals in response to new labeled reference data from the operational

environment during video-based face recognition (Connolly et al. (2012a)). It uses the fuzzy

ARTMAP (FAM) neural network for supervised incremental learning of limited data, as well

as fast and efficient matching of facial regions detected in video streams against the model of

individuals enrolled to a face recognition system. The authors have showed that (1) adaptation

of a FAM network during supervised incremental learning is a dynamic optimization problem

in the hyperparameter space, and (2) corruption of the biometric models resulting from in-

cremental learning of new data can be reduced using an ensemble-based approach (Connolly

et al. (2010)). It exist several directions to address uncertain classification environments with

ensembles, such as changing classifier combination rules, updating classifiers using the new

reference data, and changing ensemble structure by replacing old or underperforming mem-

bers (Kuncheva (2004)). However, few of these approaches explicitly exploit classifier diver-

sity when adapting ensembles over time in a context where to few data are available.

Given the limited amount of data available to design biometric systems, creating diversity

among classifiers through representation space traversal is an efficient way to exploit those

data to provide reliable classifier ensembles. For instance, with a cooperative neural network

co-evolution paradigm (Potter and Jong (2000)), evolutionary algorithms have been used to cre-

ate heterogeneous ensembles (Valentini (2003)).2 It allows, exploring a hyperparameter space

to train classifiers of the same type, on the same data, but with different learning dynamics.

These approaches, where classifiers cooperate, exchange information, but yet have their design

and training be independent, have been shown to provide more accurate ensembles (Bakker

and Heskes (2003); García-Pedrajas et al. (2005); Liu et al. (2001); Zhou et al. (2002)).

2This definition differs with respect to certain other definitions of heterogeneous ensembles found in literature

(Olivieira et al. (2009); Rashid (2009)).
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In this chapter, the relationship between diversity in the classification and optimization environ-

ments is exploited for efficient design of heterogeneous ensembles of classifiers in video-based

face recognition. Under the hypothesis that diversity in the hyperparameter space is correlated

with diversity among a corresponding pool of classifiers in the feature and decision spaces, a

specialized learning strategy based on dynamic particle swarm optimization (DPSO) is pro-

posed for supervised incremental learning of new data. This incremental DPSO-based learning

strategy is applied to an adaptive multiclassifier system (AMCS) that consists of a pool FAM

networks (Carpenter et al. (1992)) for classification that interacts with a niching version of

DPSO (Nickabadi et al. (2008b)). The DPSO-based learning strategy incrementally evolves

a heterogeneous ensemble of FAM networks in response to new reference data. Each particle

in the optimization environment corresponds to a FAM network in the classification environ-

ment, and the DPSO strategy cojointly optimizes all classifier parameters – hyperparameters,

weights, and architecture – of a pool of classifiers such as classification rate is maximized. The

ability of DPSO algorithms to find and track several changing local optima in the hyperparam-

eter space is exploited by the AMCS to create a diversified pool (or swarm) of heterogeneous

classifiers. DPSO properties are applied in a novel greedy search process to efficiently select an

ensemble among the pool of FAM classifiers, based on accuracy and particle swarm diversity.

This study focuses on video-based face recognition applications in which two incremental

learning scenarios may occur–enrollment and update of facial models. Performance of this

system is assessed in terms of classification rate and resource requirements for incremental

learning of new data blocks from two real-world video data sets–Institute of Information Tech-

nology of the Canadian National Research Council (IIT-NRC) (Gorodnichy (2005)) and Mo-

tion of Body (MoBo) (Gross and Shi (2001)). In proof-of-concept experiments, the AMCS

performs biometric matching of facial regions against the facial model of individuals enrolled

to a system for closed-set identification. Finally, the relationship between diversity in a classi-

fier’s hyperparameter space and diversity in it’s feature and decision space is analyzed for both

batch and incremental learning cases.

In Section 2.2, the AMCS is described along with the FAM network used for classification, and

the DPSO algorithm used to optimize system parameters. In Section 2.3, the new DPSO-based

incremental learning strategy used to evolve heterogeneous ensembles is described. Applica-

tion, data bases, incremental learning scenarios, protocol, and performance measures used for

proof-of-concept simulations are described in Section 2.4. Finally, experimental results are

presented and discussed in Section 2.5.
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Figure 2.2 Evolution over time of the adaptive multiclassifier system (AMCS) in a

generic incremental learning scenario, where new blocks of data are used to update a

swarm of classifiers. Let D1, D2, ... be blocks of learning data that become available at

different labeled instants in time t = 1, 2, ..., T . The AMCS starts with an initial

hypothesis hyp0 according to prior knowledge of the domain. Each hypothesis hypt−1 are

updated to hypt by the AMCS on the basis of a new data blocks Dt

2.2 An adaptive multiclassifier system

Figure 2.2 depicts the evolution of an adaptive multiclassifier system (AMCS) for supervised

incremental learning of new reference labeled samples. It is composed of a pool of base clas-

sifiers, each one suitable for supervised incremental learning, a dynamic evolutionary opti-

mization module that tunes the user-defined hyperparameters of each classifier, and a long

term memory (LTM) that stores and manages incoming data for validation. This system dif-

fers from the system originally proposed in that a new DPSO incremental learning strategy

allow to efficiently form a heterogeneous ensemble of classifiers (Connolly et al. (2012a)). It

evolves a pool of classifiers, and is now composed of a selection and fusion module for efficient

combination of heterogeneous ensembles.

When a new block of learning data Dt becomes available to the system at a discrete time t, it is

employed to update the LTM, and evolve the pool, or swarm, of incremental classifiers. Each

classifier is associated to a particle in the hyperparameter space, and a dynamic optimization

module using a DPSO-based learning strategy cojointly determines the classifiers hyperparam-

eters, architecture, and parameters such that classification rate is maximized (Connolly et al.

(2010)). Once the optimization process is complete, the selection and fusion module produces

a heterogeneous ensemble by selecting and combining classifiers from the swarm, based on

their accuracy and diversity. The LTM stores data samples from each individual class for vali-
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dation during incremental learning and fitness estimation of particles on the objective function

(Connolly et al. (2012a)). The data from Dt is partitioned and combined with that of the LTM

to create three subsets: a training data set Dt
t, a validation data set Dv

t , and a fitness estimation

data set Df
t.

In this chapter, a particular realization of this AMCS is considered. The fuzzy ARTMAP

(FAM) neural network (Carpenter et al. (1992)) is employed for incremental learning classifi-

cation and a dynamical niching particle swarm optimization (DNPSO) algorithm (Nickabadi

et al. (2008b)) is used for dynamic optimization. The rest of this section provides additional

details on the FAM classifier and the DNPSO algorithm used within the AMCS.

2.2.1 Fuzzy ARTMAP neural network classifiers

Fuzzy ARTMAP (Carpenter et al. (1991)) is a versatile neural classifier that may provide a

high level of prediction accuracy with moderate time and memory complexity (Granger et al.

(2007)). As such, fuzzy ARTMAP has been successfully applied to a wide variety of pattern

recognition problems. It is very promising for fast and efficient for biometric matching (of

feature patterns against the model of individuals enrolled to a face recognition system) due to

its ability to perform fast, stable, on-line, unsupervised or supervised, and incremental learn-

ing from limited amount of training data. A key feature of the ARTMAP networks is their

unique solution to the stability-plasticity dilemma. The popular fuzzy ARTMAP integrates the

fuzzy ART to process both analog and binary-valued input patterns to the original ARTMAP

architecture (Carpenter et al. (1992)). Several other ARTMAP networks have been proposed to

address this architecture to specific problems. Members of the ARTMAP family can be broadly

divided according to their internal matching process, which depends on either deterministic or

probabilistic category activation (Connolly et al. (2009)).

As shown in Figure 2.3, the fuzzy ARTMAP (FAM) architecture consists of three layers: (1)

an input layer F1 of 2I neurons, with two neurons associated with each input feature (in R
I),

(2) a competitive layer F2 of J neurons, each one associated to a recognition category in the

feature space, and (3) a map field F ab of K output neurons, each one corresponding to a class

(Carpenter et al. (1992)).

In supervised training mode, FAM learns an arbitrary mapping between training set patterns a
= (a1, a2, ..., aI) and their corresponding binary supervision patterns c = (c1, c2, ..., cK). These

patterns are coded to have the value ck = 1 if k∗ is the target class label for a, and zero

elsewhere. Components of the vector a are scaled so that each ai ∈ [0, 1], for i = 1 . . . I .
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Figure 2.3 Fuzzy ARTMAP neural network

Complement coding doubles the number of components in the input vector, which becomes

A ≡ (a1, a2, ..., aI , 1 − a1, 1 − a2, ..., 1 − aI). The prototype vector wj = (w1j, ..., w2Ij),

linking each F1 input node to F2 node j, may be visualized as a hyper-rectangle in the R
I

feature space defined by all the input vectors a that selected node j during training. Binary

weight vectors wab
j = (wj1, ..., wjK) connects F2 nodes to one of the K classes of F ab.

Initially, all the F2 nodes are uncommitted, all weight values wij are initialized to 1, and all

weight values wab
jk are set to 0. Prior processing each new training pattern a, the vigilance

parameter is set: ρ = ρ̄. Given an input a and supervision output c, the coding field F2 is

activated according to the Weber law choice function:

Tj(A) = |A ∧ wj|/(α + |wj|), (2.1)

where (p∧q)i ≡ min(pi, qi), |p| ≡
∑2I

i=1 |pi|, and α is the choice parameter. With winner-take-

all coding, the F2 node j∗ that receives the largest activation Tj∗(A) is chosen, and undergoes

the vigilance test defined by:

|A ∧ wj∗ |/|A| = |A ∧ wj∗ |/I > ρ, (2.2)

where ρ ∈ [0, 1] is the dimensionless vigilance parameter. If node j∗ passes the vigilance

test, FAM predicts the class corresponding to j∗. If the prediction is correct (i.e., k(j∗) = k∗),

weight vector wj undergoes learning and is adjusted according to

w′
j∗ = β(A ∧ wj∗) + (1− β)wj∗ , (2.3)
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where β ∈ [0, 1] is a fixed learning rate parameter.

If neuron j∗ does not pass the vigilance test, or makes an incorrect class prediction, it is de-

activated for the rest of the search process with the current input a. When an incorrect class

prediction occurs, a match tracking signal also adjusts vigilance such as ρ = |A ∧ wj∗ |/I + ε,

where ε is the match tracking parameter.3 The network then searches for another F2 node that

either satisfies both requirements, or commits a new F2 node to encode a if no such node ex-

ist. When a new F2 node is committed, network size is actualized (J = J + 1), and the last

committed node learns the correct output class by setting wJ = A and wab
Jk∗ = 1.

During training, FAM internal dynamics are governed by four hyperparameters: the choice

parameter α ≥ 0, the learning parameter β ∈ [0, 1], the match tracking parameter ε ∈ [−1, 1],

and the baseline vigilance parameter ρ̄ ∈ [0, 1]. Let h = (α, β, ε, ρ̄) be defined as the vector

of FAM hyperparameters, these are inter-related and each have a distinct impact on network

dynamics. While α and ε determine the depth of search attained before an uncommitted node

is selected, and ρ̄ limits the maximal size of the category hyper-rectangles in the R
I feature

space. Although this is affected by the match tracking signal ε, low baseline vigilance generally

results in large hyper-rectangles and leads to broad generalization and abstract memories, while

high vigilance yields small hyper-rectangles, leading to narrow generalization and detailed

memories. During learning, β determines the speed with which the recognition categories

expand to fit a. The algorithm can be set to slow learning with 0 < β < 1, or to fast learning

with β = 1. With fast learning, each hyper-rectangles is just large enough to enclose the

training set patterns a to which it has been assigned. Prototype vector wj records the largest

and smallest component values of training subset patterns a assigned to category j.

A standard vector of hyperparameters hstd = (α = 0.001, β = 1, ε = 0.001, ρ̄ = 0) is com-

monly fixed to minimize network complexity (Carpenter et al. (1992)). However, Figure 4

illustrates with a synthetic 2D data base (Valentini (2003)) that adjusting these hyperparame-

ters allows to adapt FAM learning dynamics with regards to currently available training data.

By using different hyperparameters settings to train FAM, each network learns different hyper-

rectangles to fit the same data, leading to different decision boundaries and predictions. This

diversity of opinion among classifiers may then be measured using several different indicators

(Canuto et al. (2007); Hadjitodorov et al. (2006); Kapp et al. (2007); Olivieira et al. (2009);

Sirlantzis et al. (2008); Ulaş et al. (2009)).

3In this chapter, negative match tracking is employed (Carpenter and Markuzon (1998)).



60

(a) Original data (b) FAM decision boundaries

Figure 2.4 Training data (2.4a) from the P2synthetic data base (Valentini (2003)), and

decision boundaries for FAM trained with different hyperparameters that are respectively

(2.4b): h = (70, 0.70, 0.80, 0.85), h = (13, 0.41, 0.08, 0.86), and h = (67, 0.73, 0.68,

0.89)

It is very well known that ensembles of classifiers can be used to improve the generalization

capabilities of pattern recognition systems applied in different domains, including face recog-

nition in video (Er et al. (2002); Lu et al. (2006); Su et al. (2007)). But as Figure 4 shows,

varying the hyperparameter values of several FAM neural networks provides an easy mean to

model the same data with different perspective and generate a diversified pool of heteroge-

neous classifiers when few learning reference data is available. Given this correlation between

diversity of hyperparameter values and decision boundaries, classifier diversity can also be eas-

ily exploited during ensemble selection form the pool to further improve accuracy of the face

recognition system (Brown et al. (2005)).

2.2.2 Dynamic particle swarm optimization

Particle swarm optimization (PSO) is a population-based stochastic optimization technique that

was inspired by social behavior of bird flocking and fish schooling. With PSO, each particle

corresponds to a single solution in the hyperparameter space, and the population of particles

is called a swarm. Particles move through the hyperparameter space and change their course

under the guidance of a cognitive influence (i.e., their own previous search experience) and

a social influence (i.e., their neighborhood previous search experience). Unlike evolutionary

algorithms (like genetic algorithms), each particle always stores its best position and the best

position of its surroundings in its memory.

Originally developed for static optimization problems, the PSO algorithm has been adapted

for dynamic optimization problems by adding mechanisms to (1) modify the social influence

to maintain diversity in the optimization space and detect several optima, (2) detect changes
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in the objective function by using the memory of each particle, and (3) adapt the memory

of its population if change occur in the optimization environment. The latest particle swarm

optimization algorithms developed to insure diversity in the swarm are presented in Du and Li

(2008); Li et al. (2006); Nickabadi et al. (2008b); Özcan and Yýlmaz (2007). Change detection

and memory adjustment mechanisms for DPSO are presented in Blackwell and Branke (2004);

Carlisle and Dozier (2002); Hu and Eberhart (2002); Wang et al. (2007).

During supervised incremental learning of new data blocks Dt, the dynamic optimization mod-

ule (see Figure 2) iteratively updates the hyperparameter vector h = (α, β, ε, ρ̄) of each FAM

classifier in the hyperparameter space, and determines the position h such that the FAM classi-

fication rat is maximized. In this chapter, the hyperparameter space is bounded by α ∈ [0, 100],

β ∈ [0, 1], ε ∈ [−1, 1], and ρ̄ ∈ [0, 1]. Using PSO to evolve a swarm of FAM networks when

data is learned incrementally over time, such adaptation has been shown to correspond to a

dynamic optimization problem defined by

maximize {f(h, t) | h ∈ R
4, t ∈ N1}, (2.4)

where the fitness, f(h, t), is the FAM classification rate for a given vector of hyperparameters

h, and after learning data set Dt at a discrete time t (Connolly et al. (2012a)). There are three

different types of dynamic optimization environment (Engelbrecht (2005)): type I, where the

location of the optimum changes over time; type II, where the location of the optimum remains

fixed, but the value of the objective function optimum’s position changes; and type III, where

both the location and value of the optimum position change. In Connolly et al. (2012a), it was

shown that the optimization problem defined by Equation 2.4 constitute a type III optimization

environment.

In this chapter, the adaptive multiclassifier system (AMCS) employs the Dynamical Niching

PSO (DNPSO) algorithm (Nickabadi et al. (2008b)) to maximize FAM classification rate as a

function of its hyperparameters. As depicted in Figure 2.5, this algorithm maintains diversity

in the hyperparameter search space by (1) using a local neighborhood topology, where sub-

swarms are dynamically created around masters (particles that are their own local best in their

neighborhood), by (2) defining a minimal distance within which two masters that cannot co-

exist, by (3) allowing free particles that do not belong to a subswarm, to move independently,

and by (4) reinitializing those free particles that exhibit low velocities, indicating that they have

converged on a non-optimal position. DNPSO has also been adapted for dynamic optimization

problems by updating the fitness of the best position of each particle at each iteration. Using

the moving peaks benchmark, the DNPSO algorithm has been shown to detect local optima

http://www.rapport-gratuit.com/
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(a) t = 1 (b) t = 2 (c) t = 3 (d) t = 4

Figure 2.5 Evolution of DNPSO particles for different changes in a type III optimization

environment using the 2D multipeak benchmark problem (Branke (1999)). In a

video-based face recognition application for instance, this could be the classification rate

landscape in a 2D hyperparameter space. Subswarms (shapes: circle, rectangle, etc.) are

created dynamically around the masters – particles that detected local optima. Subswarms

converge toward the local optima detected for the objective function. Free particles

(stars), that are not associated to any subswarms, are free to explore the optimization

space using only their cognitive influence. At different times t, the personal best of each

particles is reevaluated to accommodate changes that may occur on the objective function

and converge toward the global maximum in a multimodal type III optimization environment

(Nickabadi et al. (2008b)) (see Figure 2.5).

When evolving FAM neural networks, updating the fitness of the best position of each particle

at each iteration would double the number of time each network are trained, leading to a very

costly process. However, for an AMCS, changes in the objective function may only occur

when a new data block Dt becomes available. Thus, the best position’s fitness of each particle

is only updated when a new Dt is presented to the system, before the iterative DNPSO process.

2.3 Strategy for evolving heterogeneous ensemble of FAM networks

The DPSO-based incremental learning strategy proposed in this chapter is based on the hy-

pothesis that maintaining diversity among particles in the optimization environment implicitly

generates diversity among classifiers in the classification environment. By associating each

classifier of a pool to a particle in a swarm, properties of a DPSO algorithm (to maintain di-

versity in the hyperparameter space) may be exploited to evolve a diversified heterogeneous

ensembles of FAM networks over time, as new data becomes available.

This section describes the DPSO-based incremental learning strategy used to evolve heteroge-

neous ensembles of classifiers in response to new labeled reference samples. First, a diversified
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pool of FAM networks is generated and evolved according to a DPSO learning algorithm (Sec-

tion 2.3.1). This pool (or swarm) allows for efficient selection and fusion of ensembles of

classifiers based on FAM accuracy and particle swarm diversity in the hyperparameter space

(Section 2.3.2).

2.3.1 Generation and evolution of heterogeneous classifier pools

Algorithm 2.1 describes the DPSO algorithm proposed to generate and evolve a diversified

pool (or swarm) of N FAM networks. During incremental learning of a data block Dt, their

hyperparameters, parameters and architecture are cojointly optimized such that the classifica-

tion rate is maximized. For a PSO algorithm with n = 1, ..., N particles, each a hyperparameter

vector (noted hn), a total of 2N +1 FAM networks is required. The system stores n = 1, ..., N

networks FAMstart
n in a short term memory to preserve networks associated with the best posi-

tion of each particle (noted h∗
n) at time t − 1. It also stores FAMn, the model associated with

h∗
n during the optimization process at time t, and FAMest, a network employed for fitness esti-

mation. To minimize the impact of pattern presentation order at a time t, FAM networks are

trained using the training data set Dt
t under five different random pattern presentation orders.

To determine the number of training epochs, cross-validation is performed with the valida-

tion data set Dv
t , while fitness is estimated using the fitness estimation data set Df

t (Connolly

et al. (2012a)). Overall fitness is defined as the highest classification rate achieved over the

five pattern presentation orders, and FAMest is the network that yields this highest classification

rate.

During the initialization process (line 1), all the FAM networks are initialized, and the swarm’s

parameters are set. Particle positions are then randomly initialized within their allowed range.

When a new Dt becomes available, the optimization process begins. Fitness associated with

the best position of each particle, f(h∗
n, t), is updated according to the new data along with each

network FAMn (lines 2–3). The optimization process continues were it previously ended until

the DNPSO algorithm converges (lines 4–11). The DNPSO algorithm changes the position of

subswarms and free particles in the hyperparameter space, and iteratively update each particle’s

new position along with their fitness (lines 5–10). If new personal best positions are found,

the position (h∗
n), fitness (f(h∗

n, t)), and network associated with the personal best FAMn are

updated (lines 9–10). At each iteration τ , in the cases of equality between f(hn(τ), t) and

f(h∗
n, t), the network that requires the least resources (F2 nodes) is kept. Finally, the iteration

counter τ is incremented (line 11).
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Algorithm 2.1 DPSO learning algorithm

Inputs: New data sets Dt for learning.

Outputs: Pool (or swarm) of N FAM networks FAMn.

Initialization:
1: • Set the swarm’s parameters,

• Initialize all N networks FAMn and FAMstart
n ,

• Set PSO iteration counter at τ = 0, and

• Randomly initialize particles positions and velocities.

Upon reception of a new data block Dt, the following incremental process is initi-
ated:
Update the fitness of networks associated to the personal best positions:

2: for each particle n, where 1 ≤ n ≤ N do
3: Train and validate FAMn with Dt

t and Dv
t respectively, and estimate f(h∗

n, t) using

Df
t.

Optimization process:
4: while PSO does not reach stopping condition do
5: Update particle positions according to the DNPSO algorithm.

6: for each particle n, where 1 ≤ n ≤ N do
7: FAMest ← FAMstart

n

8: Train FAMest with validation using Dt
t and Dv

t , and estimate f(hn(τ), t) using

Df
t.

9: if f(hn(τ), t) > f(h∗
n, t) then

10: {h∗
n, FAMn, f(h∗

n, t)} ← {hn(τ), FAMest, f(hn(τ), t)}

11: τ = τ + 1

Define initial conditions for fitness estimation with Dt+1:
12: for each particle n, where 1 ≤ n ≤ N do
13: FAMstart

n ← FAMn

Once the DNPSO algorithm converges, the FAMn networks associated to each personal best are

stored as FAMstart
n (lines 12–13). These networks provide a short term memory of the swarm’s

state after learning data block Dt. When new data becomes available at a time t + 1, the best

network previously obtained at time t (FAMstart
n ) serves as the initial condition, and is copied

to FAMest prior training on Dt+1 each time the fitness of particle n is estimated. For the first

learning block D1, the FAMstart
n networks are in an initial state (see Section 2.2.1).
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2.3.2 Selection of diversified ensembles

Once the pool of classifiers has evolved (Algorithm 2.1), members of this pool are selected

to form a heterogeneous ensemble, where each network is trained on the same data, but with

different hyperparameters (Valentini (2003)). In Algorithm 2.2, DNPSO capabilities to detect

several local optima, while maintaining particle diversity in the hyperparameter space, are ex-

ploited for a selection of heterogeneous ensembles, driven by accuracy and diversity, that does

not require computing costly classifier diversity indicators (Canuto et al. (2007); Hadjitodorov

et al. (2006); Kapp et al. (2007); Olivieira et al. (2009); Sirlantzis et al. (2008); Ulaş et al.

(2009)). Indeed, those indicators involve computing the FAM choice functions Tj(A) of all the

networks over the fitness estimation data set Df
t. In a worse case scenario, the hyperparameter

values are set to grow the largest possible FAM network such as Jn = |Dt
1 ∪ ... ∪ Dt

t|. Since

diversity indicators rely on classifiers disagreements in the decision space, this time complexity

is O(Jn · |Df
t| · I), where |Df

t| is the size of the fitness estimation data set, and I is the number

of input features. In contrast, selecting ensembles in the hyperparameter space represent a less

costly approach. With DPSO algorithms, diversity in the hyperparameter space involves com-

puting the Euclidean distances between the personal best position of each particle. The time

complexity of this operation is O(N2), where the size of the swarm N is generally smaller than

the number of nodes Jn, size of the fitness estimation data set |Df
t|, and the number of input

features I .

Prior to selection, the ensemble of FAM networks (EoFAM) is empty (line 1). Selection is

initially performed based on accuracy and diversity (lines 2–3). During this phase, the ensem-

ble then consists of the networks corresponding to detected local optima in the optimization

environment, i.e. personal best position of the DNPSO masters. Not only this ensures that the

initial ensemble consist of networks that are locally the most accurate in the swarm, but since

DNPSO forces a minimal Euclidean distance between masters, it ensures that this ensemble is

also diverse.

The second phase of selection seeks to further increase ensemble diversity by using a greedy

search that maximizes particle diversity. For two classifiers e1 and e2, the pairwise diversity

between their particles, δe1e2 , is defined as the Euclidean distance in the hyperparameter space

between those particles. For EoFAM, diversity in the hyperparameter space is then defined by

the average value of all Euclidean distances:

δe1e2 =
2

E(E − 1)

E−1∑
e1=1

E∑
e2=e1+1

δe1e2 , (2.5)
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Algorithm 2.2 Ensemble selection based on FAM accuracy and particle diversity

Inputs: A swarm of N networks associated with DPSO particles.

Outputs: A diverse heterogeneous ensemble of FAM networks (EoFAM).

Initialization:
1: EoFAM ← ∅

Selection of the FAM networks associated to detected local optima:
2: for e = 1 to Nss, the number of subswarms do
3: EoFAM ← FAMn associated to master particle e

Second selection aimed to maximize particle swarm diversity using greedy search:
4: Compute initial swarm diversity δe1e2 for the Nss networks in EoFAM using Equation

2.5.

5: for e = 1 to N −Nss do
6: for all networks that are not part of ensemble do
7: Find the one that maximizes swarm diversity δe1e2 for the Nss + e
8: networks in EoFAM.

9: if there exist no networks such as δe1e2 increases, then
10: BREAK;

11: else
12: EoFAM ← FAMn associated to the particle that maximized δe1e2 .

where E is the number of networks in the ensemble. Although computing this particle swarm

diversity has a time complexity of O(N2), it was revealed to be the most accurate (Olorunda

and Engelbrecht (2008)). Moreover, compared to training all the FAM network during fit-

ness estimation (in Algorithm 2.1), the computation of δe1e2 (Equation 2.5) is an insignificant

component in the overall time complexity.

Ensemble diversity computed after the first selection process (lines 2–3) and the greedy search

is performed (lines 5–12). Algorithm 2.2 iteratively scans through all particles that are not part

of the ensemble to find those that maximizes swarm diversity δe1e2 (lines 6–8). If no particle

can raise diversity, Algorithm 2.2 stops (line 10). Otherwise, the network FAMn associated

to the winning particle is added to the ensemble (line 12). Although a greedy search is not

guaranteed to find the global best solution, it is a monotonic increasing search process that

is efficient in practice (Ulaş et al. (2009)). Greedy search has a time complexity of O(N2),

compared to an exhaustive search that has an exponential time complexity of O(2N).

Once the selection process is complete, the fusion of responses from selected classifiers is per-

formed using a simple majority vote. In the case of a tie, simpler FAM networks are favored–
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the class is predicted by the networks that require the fewest overall number of F2 nodes wins

the vote.

2.4 Experimental methodology

The main problem addressed in this research is the design of accurate and efficient adaptive

systems for the classification of faces in video streams. Biometric systems for the recognition

of faces in video streams are relevant in different scenarios, ranging from to open-set video

surveillance or screening applications, where criminals or terrorists enrolled to a watch list

must be recognized within dense and moving crowds at major events and airports, to closed-set

access control applications, where individuals enrolled to system must by identified prior to

accessing secured resources. Other applications involve identification at access control points,

verification of laptop or cell phone users, etc. In this section, a general system for face recog-

nition in video is first described, followed by the data bases, incremental learning scenarios,

and experimental protocol used to evaluated the performances of the proposed DPSO-based

incremental learning strategy. Finally, the protocol employed to analyze the relationship be-

tween particle diversity in the hyperparameter space versus classifier diversity in the feature

and decision spaces is described, followed by the performance indicators.

2.4.1 Application–face recognition in video

It is assumed that 2D images in the video streams of an external 3D scene are captured using

one or more IP or network cameras with fast Ethernet interface, and that computer analysis

is performed at a distance. Each camera captures a sequence of 2D images, or frames, from

the external scene, and each frame provides the system with a particular view of individuals

populating the scene. First, the system performs segmentation to locate and isolate regions of

interest (ROIs) corresponding to the faces in a frame.

From the ROIs, features are extracted for tracking and classification. The tracking features can

be the position in the 2D images, speed, acceleration, and track number assigned to each ROI

on the scene (Granger et al. (2001)). On the other hand, classifiers will require invariant and

discriminant classification features extracted from the ROIs, and mapped to an R
I input feature

space.

The tracking module generally follows the movement or expression of faces across video

frames, while the classification module seeks to match input feature patterns to the face models

of individuals enrolled to biometric the system. Biometric matching is typically implemented
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Figure 2.6 A generic track-and-classify biometric system for video-based face

recognition

with a statistical or neural pattern classifier. With neural network classifiers, for instance, the

biometric model of individuals is defined using the hyperparameters, synaptic weights, and

architecture (determined in Algorithms 2.1). Finally, for each video frame, the decision mod-

ule may combine and accumulate the responses from the tracking and classification modules.

Given a video sequence threshold, and assuming that tracking is ideal, the frames are presented

to the face recognition system and predictions for each ROIs are accumulated over time. With

FAM networks, each prediction consists in a binary vector with one for the predicted class,

and zero elsewhere. After a given number of video frames, prediction for the sequence is the

class with the highest accumulated response. For identification and surveillance applications,

the accumulated response is used as a classification score and the result is a list of the most

likely or of all possible matching identities, respectively.

Several powerful techniques have been proposed to recognize faces in static 2D images (Zhao

et al. (2003)). A common approach to recognize faces in video consists in exploiting only spa-

tial information (i.e., appearance), and applying extensions of static image-based techniques

on high quality face images produced through segmentation. The predominant techniques

are appearance-based methods like Eigenfaces, and feature-based methods like Elastic Bunch

Graph Matching (Zhao et al. (2003)). More recently, some authors have exploited temporal

information contained in video sequences to improve performance of video-based face recog-

nition. For example, track-and-classify systems (as the one shown in Figure 2.6) combine

spatial information with information on motion and appearance of faces in a scene (Connolly
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et al. (2012a)). Regardless, the performance of these techniques may degrade considerably

when applied in real-world applications.

In addition to difficulties mentioned earlier, video-based face recognition remains a very chal-

lenging problem since faces captured in video frames are typically low quality and generally

small. Moreover, there are limitations associated with the camera and techniques used for seg-

mentation, scaling, filtering, feature extraction, and classification (e.g., resolution and noise)

(Gorodnichy (2005); Matta and Dugelay (2009); Zhou et al. (2003)).

2.4.2 Video data bases

In this chapter, experiments are performed by applying AMCS to video-based face recognition

in a closed-set access control (identification) applications. Proof-of-concept simulations are

performed with two real-world video data bases for face recognition.

The first data base was collected by the Institute for Information Technology of the Cana-

dian National Research Council (IIT-NRC) (Gorodnichy (2005)). It is composed of 22 video

sequences captured from eleven individuals positioned in front of a computer. For each indi-

vidual, two color video sequences of about fifteen seconds are captured at a rate of 20 frames

per seconds with an Intel web cam of a 160× 120 resolution that was mounted on a computer

monitor. Of the two video sequences, one is dedicated to training and the other to testing. They

are taken under approximately the same illumination conditions, the same setup, almost the

same background, and each face occupies between 1/4 to 1/8 of the image. This data base

contains a variety of challenging operational conditions such as motion blur, out of focus fac-

tor, facial orientation, facial expression, occlusion, and low resolution. The number of ROIs

detected varies from class to class, ranging from 40 to 190 for one video sequences.

The second video data base is called Motion of Body (MoBo), and was collected at Carnegie

Mellon University under the HumanID project (Gross and Shi (2001)). Each video sequence

shows one of 25 different individuals on a tread-mill so that they move their heads naturally

to four different motion types when walking: slowly, fast, on an inclined surface, and while

carrying an object. Six Sony DXC 9000 cameras, with a resolution of a 640 × 480 pixels, are

positioned at different locations around the individuals. Only the video sequences with visible

faces were kept: full frontal view and both sides with an angle of about 70◦ with the full frontal

view.
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In both cases, segmentation is performed using the Viola-Jones algorithm included in the

OpenCV C/C++ computer vision library. For the IIT-NRC database, the small regions of in-

terest (ROIs) produced are converted in gray scale and normalized to 24 × 24 images where

the eyes are aligned horizontally, with a distance of 12 pixels between them. Principal Com-

ponent Analysis is then performed to reduce the number of features. The 64 features with the

greatest eigenvalues are extracted and vectorized into a = {a1, a2, ..., a64}, where each feature

ai ∈ [0, 1] are normalized using the min-max technique. Learning is done with ROIs extracted

from the first series of video sequences (1527 ROIs) while testing is done with ROIs extracted

from the second series of video sequences (1585 ROIs). The ROIs obtained with the MoBo data

base where processed with Local Binary Pattern and Principal Component Analysis to produce

32 features vectors, also normalized using the min-max technique. ROIs from sequences for

each type of walk and view are divided in two; the first half is used for learning and the second

half, for testing. This yields a total of 36374 learning patterns and 36227 test patterns. In both

cases, the number of features was fixed after error convergence with a 1NN classifier trained

on the learning data bases and tested on the test data base.

2.4.3 Incremental learning scenarios

Prior to computer simulations, each video data set is divided in blocks of data Dt, where

1 ≤ t ≤ T , to emulate the availability of T successive blocks of training data to the AMCS

during a biometric identification application. Supervised incremental learning is performed

according to two different scenarios.

2.4.3.1 Enrollment

In this scenario, each block contains ROIs of individuals that are not enrolled to the system.

Classes are added incrementally to the system, one at a time. To assess AMCS performance for

K classes, the first learning block D1 is composed of two classes, and each successive block

Dt, where 2 ≤ t ≤ K − 1, contains the ROIs captured in a video sequence corresponding to

an individual that has not previously been enrolled to the system. For each Dt, performance

is only evaluated for existing classes. To insure the invariance of results to class presentation

orders, this experiment is performed using five different random class presentation orders.

2.4.3.2 Update

In this scenario, each block contains ROIs of individuals that have previously been enrolled

to the system. It is assumed that at a given time, the ROIs of an individual is captured in a
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video sequence, and then learned by the system to refine its internal models. To assess AMCS

performance, all classes are initially learned with the first data block D1 and are updated one

class at a time with blocks D2 through DK+1. In order to better observe cases where classes

are not initially well defined, block D1 is composed of 10% of the data for each class, and

each subsequent block Dt, where 2 ≤ t ≤ K + 1, is composed of the remaining 90% of one

specific class. Here again, invariance to class order presentation is insured by repeating this

experimentation with five different class presentation orders.

2.4.4 Experimental protocol

To illustrate (1) the performance of Algorithm 2.1 with different ensemble selection methods

and (2) the impact of diversity in the optimization environment on the models in the classifica-

tion environment, the results of two experiments are presented in this chapter. The performance

of the proposed DPSO-based learning strategy is first evaluated and compared with various

techniques to generate and select classifiers during supervised incremental learning of data

blocks Dt. Secondly, the correlation between particle diversity among particles in a swarm (in

the hyperparameter) space and diversity among classifiers in an ensemble (in the feature and

decision space) is shown empirically .

The DNPSO parameters used for both experiments are shown in Table 2.1. Weight values

{w1, w2} were defined as proposed in Kennedy (2007), and to detect a maximal number of local

optima, no constraints were considered regarding the number of subswarms. Since Euclidean

distances between particles are measured with the DNPSO algorithm, the swarm evolves in

a normalized R
4 space to avoid any bias due to the domain of each hyperparameter. Before

being applied to FAM, particle positions are denormalized to fit the hyperparameters domain.

For each new blocks of data Dt, the DPSO optimization process is set to either stop after 10

iterations without improving the classification rate of the best FAM network (FAMn∗,t) classi-

fication rate, or after maximum 100 iterations.

Learning is performed over ten trials using ten-fold cross-validation with the LTM used as spec-

ified in (citeconnolly10). The proportion of Dt assign to the LTM, and the maximal number of

patterns for each class present in the LTM, are respectively set to λD = 1/6 and |LTM |k = 20.

Out of the ten folds, eight are dedicated to training (Dt
t), one fold is combined with half of LTM

to validate and determine the number of FAM training epochs (Dv
t ), and the remaining fold is

combined with the other half of the LTM to estimate the fitness of each particle during the

DPSO algorithm (Df
t). Between successive training epochs, the presentation order of training
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Table 2.1 DNPSO parameters

Parameter Value
Swarm’s size N 40

Weights {w1, w2} {0.73, 2.9}
Maximal number of subswarms ∞
Maximal size of each subswarm 4

Neighborhood size 5

Minimal distance between two masters 0.1

Minimal velocity of free particles 0.0001

patterns is changed randomly. Within each trial, five different replications are performed using

different class presentation order, for a total of 50 replications.

The simulations evaluate the performance achieved during both incremental learning scenarios

of new data blocks Dt, where AMCSs employ the DPSO-based strategy proposed in Section

2.3 (Algorithms 2.1 and 2.2) to evolve heterogeneous ensemble indicated by LBESTS+d (local

best particles combined with the diversity greedy search). This system is compared to AMCSs

using the DPSO-based strategy but with different ensemble selection techniques, in particular:

• GREEDYa ← the ensemble of FAM networks found using greedy search based on accu-

racy (Ulaş et al. (2009)),

• SWARM ← the ensemble of FAM networks build with the entire swarm, and

• GBEST ← the FAM network corresponding to the DPSO global best solution.

For references, the performance is also given for an AMCS that uses the entire swarm of FAMs

trained with a canonical PSO batch learning strategy (Granger et al. (2007)) (PSOB), and a

single kNN classifier that also performs batch learning. At a given time t, batch learning

consist of initializing the system, and learning all the data blocks Dt accumulated so far, Bt =

D1 ∪ ... ∪Dt (Granger et al. (2007)).

Additional experiments (presented in Figure 2.7) verify the hypothesis under which particle

diversity in the optimization environment is correlated to that of ensemble classifier diversity,

where each classifier is associated to a particle. Experiments are performed in two steps: (1)

optimization during supervised batch learning of the whole IIT-NRC data base with the DPSO

learning strategy, and (2) particles expansion.
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Figure 2.7 Example of the particle positions for a 2D objective function (2.7a) and 2D

projection, obtained using Sammon’s mapping of the particle positions in the R4

hyperparameter space (2.7b). The swarm is organized into a hypercube centered around

the global best in the in the normalized R4 hyperparameter space. The hypercube

gradually expands, linearly changing particle diversity and affecting the corresponding

ensemble of classifiers

Prior to optimization of hyperparameters, the normalized search space is bound by a constraint

of 0.2. Once the global best hyperparameter values are found, an ensemble is formed with

17 FAM networks, each one associated with a particle organized into a hypercube centered

around the global best in the normalized R4 hyperparameter space. One particle is centered

at the global best while the other 16 (24) are positioned as a 4 dimensions hypercube around

the center. To change the diversity level, all particles are initially situated at the same position

of the global best, and the size of the hypercube is gradually expanded up to the value of

the constraint to form different swarms (each noted by a different color in Figure 2.7b). The

expansion of this hypercube will affect a change on diversity in the hyperparameter space.

2.4.5 Performance evaluation and diversity indicator

The average performance of AMCSs is assessed in terms of classification rate over a sequence

of one or more ROIs, and resource requirements. The classification rate for single facial images

(ROIs) is the ratio of correct predictions over all test set predictions, where each ROIs is tested

independently. Note that classification decisions produced for a single image are considered to

be the most conservative performance metric, and it is used for fitness estimation in Algorithms
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2.1 and 2.2. However, for the video-based face recognition application, classification rate for

video sequences (over two or more ROIs), the result of the fusion between the tracking and

classification module, is used. Given video sequences, it is the ratio of correct predictions

over all predictions made by the AMCS accumulated response over a fixed number of video

frames. For unbalanced data bases (i.e., video sequences of different length), classification

rate for a number of frames exceeding the length of shorter sequences are computed with

predictions obtained with all ROIs of the latter. The accuracy of AMCSs is also evaluated

with cumulative match curves (CMC) (Moon and Phillips (2001)). These curves estimate the

ranking capabilities of a classification system for identification applications by providing a

cumulative a posteriori probability estimation of having a correct prediction according to rank.

Resource requirements of AMCSs that employ the DPSO learning strategy is measures in terms

of compression. That is, the average number of training patterns, contained in all Dt
t presented

to the AMCS, per category prototype in the classifier. For FAM networks, compression refers

to the average number of training patterns per neuron in the F2 layer. For ensembles, it is the

total number of F2 layer nodes for all classifiers in the ensemble. Since learning with kNN

consist of memorizing the training data set Dt
t, compression in this case is always one.

While particle swarm diversity is computed using Equation 2.5, three pairwise indicators are

used to compute correlation, or diversity, between two ensemble’s classifiers e1 and e2. As

with most measures present in literature, the Q statistic and the correlation coefficient (Ulaş

et al. (2009)) rely on classifier disagreement to compute correlation among classifiers. On the

other hand, a specialized ambiguity indicator, inspired by margin theory (Tang et al. (2006)),

is used to compute FAM network diversity. For two ensemble classifiers e1 and e2, and a given

data set (in our case the fitness estimation data set Df
t), each pairwise indicator is computed as

followed:

a. The Q statistic:

Qe1e2 ∈ [0, 1] =
N11N00 −N10N01

N11N00 +N10N01

, (2.6)

where N11, N00, N10, and N01 are the number of patterns for each combination of correct

and incorrect predictions by classifiers e1 and e2 on the given data set (see Table 2.2).

b. Correlation coefficient:

ρe1e2 ∈ [0, 1] =

N11N00 −N10N01√
(N11 +N10)(N01 +N00)(N11 +N01)(N10 +N00)

,
(2.7)
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c. Specialized ambiguity indicator for FAM networks: Given a pattern a, the FAM net-

work selects the F2 winning node j∗, corresponding to the highest choice function Tj(a),
and predicts class k(j∗). FAM ambiguity is defined by:

θe ∈ [0, 1] = Tj∗(a)− max(Tj(a), k �= k∗). (2.8)

Diversity between two FAM classifiers e1 and e2 is defined by the sum of the ambiguity

differences for all patterns in the fitness estimation data set (|Df
t|):

Δθe1e2 ∈]0, |Df
t|] =

|Df
t|∑
|θe1 − θe2 |. (2.9)

Ensemble diversity is then defined as the average value deprived from all combination of the

pairwise classifier diversity indicators, computed in the same manner as Equation 2.5. Mea-

sures from Equations 2.6, 2.7, and 2.9 are noted: Qe1e2 , Δρe1e2 , and Δθe1e2 . Higher ensemble

diversity is observed for low correlation indicators values (Qe1e2 and Δρe1e2) and for high val-

ues of the FAM diversity indicator (Δθe1e2).

Table 2.2 Contingency table used to compute diversity among ensemble classifiers with

the Q statistic and correlation coefficient

FAMe2 correct FAMe2 incorrect

FAMe1 correct N11 N10

FAMe1 incorrect N01 N00

2.5 Results and discussion

2.5.1 Performance for single images (ROIs)

To assess the performance of ensembles evolved using the DPSO-based learning strategy, Fig-

ures 2.8 and 2.9 present the average classification rate obtained with single facial regions of

interest (ROIs), compression, and ensemble size achieved versus the number of data blocks Dt.

Results obtained after learning all IIT-NRC and MoBo data bases with both learning scenarios

are shown in Tables 2.3 and 2.4. For both incremental learning scenarios, results are shown

for AMCSs that employs the DPSO-based strategy proposed in Section 2.3 (LBESTS+d). It

is compared to ensembles formed with the entire swarm of FAM networks (SWARM) and the

global best network only (GBEST). In all cases, the accuracy-based greedy search (Ulaş et al.
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Figure 2.8 Average classification rate, compression, and ensemble size of the AMCS

versus blocks of IIT-NRC data learned during the enrollment scenario. Performance was

evaluated during incremental learning for the AMCS with different ensemble selection

techniques and the global best network alone (GBEST). The performance of the whole

swarm optimized during batch learning (PSOB) and kNN are shown for reference. Error

bars correspond to the 90% confidence interval

(2009)) (GREEDYa) is unable to improve the recognition capabilities of the single global best

network (GBEST). Its performances are thus not shown. For reference, performance is also

shown for batch learning with an ensemble formed with the entire swarm (PSOB) and the k

nearest neighbors algorithm (kNN). For face recognition on single ROIs from the IIT-NRC

data base, Arandjelovic and Cipolla (2009) was able to achieve a classification rate of 91%,

while Gorodnichy (2005) obtained a classification of 80%. In both cases, batch learning was

performed with settings in Gorodnichy (2005); that is, the features are vectorized as unpro-

cessed gray scale values of the 24 × 24 images and one class was used to verify the false

acceptance rate rather than the classification rate. No such results are available for the MoBo

data base.
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Table 2.3 Average classification rate (in percentage), compression and ensemble size

after incremental learning of all the IIT-NRC and MoBo data bases for the enrollment

scenario. Each cell is presented with the 90% confidence interval

Type of learning Incremental Batch

Method LBESTS+d SWARM GBEST PSOB kNN

IIT-NRC data base
Classification rate (%) 82.3± 0.4 82.8± 0.4 74.9± 0.6 82.7± 0.2 80.9± 0.3
Compression 0.38± 0.03 0.13± 0.01 8± 2 0.062± 0.003 1± 0
Ensemble size 12.8± 0.6 40± 0 1± 0 40± 0 1± 0

MoBo data base
Classification rate (%) 92± 2 91± 5 89.2± 0.7 94.9± 0.1 94.5± 0.1
Compression 1.3± 0.1 0.48± 0.02 9.0± 0.9 0.09± 0.02 1± 0
Ensemble size 12.1± 0.4 40± 0 1± 0 40± 0 1± 0

For the enrollment scenario, only two classes are present at the beginning of the learning pro-

cess. Class decision boundaries are initially simple and classification rates are high. As classes

are added, these boundaries become more complex, leading to a decline in classification rate

(see Figure 2.8). When the AMCS is used with the global best only (GBEST), compression

also diminishes considerably. While this is also true when the AMCS uses batch learning

(PSOB), compression and ensemble size for the AMCS with both ensembles methods remains

stable during incremental learning.

As expected, after training on all data, GBEST gives the lowest classification rate, while all

other solutions give classification rates between 81% and 83% (see Figure 2.8 and Table 2.3).

Using LBESTS+d gives classification rate comparable to that of SWARM throughout all the

enrollment process, except after learning new blocks at times t = 2 and t = 10. However, as

compression and ensemble size show (in Table 2.3), LBESTS+d is able to achieve this accuracy

with a third of the resources.

Results with the MoBo data base are consistent with those obtained with the IIT-NRC data (see

Table 2.3). However, since position of individuals and video cameras used in the MoBo proto-

col are fixed, data acquisition is more constrained than with the IIT-NRC data base. Class

distributions are more compact and less likely to vary significantly from one block to the

next. Classification rate and compression follow similar trends excepted that they are generally

higher than with the IIT-NRC data base.
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Figure 2.9 Average classification rate, compression, and ensemble size of the AMCS

versus blocks of IIT-NRC data learned during the update scenario. Performance was

evaluated during incremental learning for the AMCS with different ensemble selection

techniques and the global best network alone (GBEST). The performance of the whole

swarm optimized during batch learning (PSOB) and kNN are shown for reference. Error

bars correspond to the 90% confidence interval

The overall phenomena observed during enrollment resemble the performance observed for the

update scenario. The main difference is that all class distributions are defined from the outset, in

D1, and the AMCS initially has knowledge of the entire classification problem. Due to limited

learning data, knowledge of the problem is however incomplete and decision boundaries in

the input feature space are then poorly defined, leading to a low classification rate (see Figure

2.9). As classes are updated incrementally, accuracy of the face recognition system tends

to increase. The highest classification rate are again obtained with LBESTS+d and SWARM

(Table 2.4). Although the AMCS with LBESTS+d uses about one third of resources used by

SWARM, both selection techniques have comparable accuracy over all data blocks, except at

times t = {10, 12}.
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Table 2.4 Average classification rate (in percentage), compression and ensemble size

after incremental learning of all the IIT-NRC and MoBo data bases for the update

scenario. Each cell is presented with the 90% confidence interval

Type of learning Incremental Batch

Method LBESTS+d SWARM GBEST PSOB kNN

IIT-NRC data base
Classification rate (%) 81.7± 0.3 82.5± 0.3 74.7± 0.7 82.7± 0.3 80.9± 0.3
Compression 0.36± 0.02 0.11± 0.01 5.1± 0.4 0.062± 0.003 1± 0
Ensemble size 11.9± 0.5 40± 0 1± 0 40± 0 1± 0

MoBo data base
Classification rate (%) 92.8± 0.3 95± 3 87± 2 94.9± 0.1 94.5± 0.1
Compression 1.1± 0.1 0.37± 0.02 12± 2 0.09± 0.01 1± 0
Ensemble size 13.0± 0.8 40± 0 1± 0 40± 0 1± 0

Two differences are observed at the beginning of the learning process with batch learning

methods. When using the AMCS with batch learning, the LTM is unnecessary, and all the

cumulative data from successive blocks is directly assigned to the training, validation, and

fitness estimation (Dt
t, D

v
t , and Df

t). Therefore, fewer data samples are used for validation

during network training and fitness estimation on the objective function, leading to a lower

classification rate than those obtained with the LTM. Secondly, in contrast with FAM, where the

Webber Law choice function computes city block distances (L1 norm), kNN instead computes

Euclidean distances (L2 norm). It only relies on validation data only to set the value of k, and

does not perform sequential learning (i.e., it is not sensitive to patterns order presentation).

As such, it performs well if only few samples are available to define decision boundaries in a

complex classification environment where all classes are defined. However, it must store all

cumulative training data in memory, and requires a greater time complexity for matching input

patterns to an output class. Indeed, to perform predictions, FAM networks complement code

the I features, computes the choice function for the J category prototypes in the ensemble, and

find the best for each FAM, a time complexity of O(2IJ). On the other hand, kNN computes

the Euclidean distance for each J category and ranks the solutions to find the best k, a time

complexity of O(kIJ log(J)). For equal compression values, matching an input pattern to a

class is thus a simpler task with a FAM classifiers, and the difference between the two increases

over time, has more category prototype are include in the AMCS.

Results with the IIT-NRC data are once again confirmed by those obtained with the MoBo

data (see Table 2.4). As with the enrollment scenario, class distributions are more compact and
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both classification rate and compression are higher. However, updating classes through batch

learning yields a higher classification rate at the expense of lower compression.

With DNPSO parameters presented in Table 2.1, the AMCS was able to find on average

6.4 ± 0.1 local maxima (with the 90% confidence interval) during the enrollment scenario,

and 6.3 ± 0.1 for the update scenario. Using the greedy search to select classifiers that max-

imize particle diversity (LBESTS+d) nearly doubles the average number of classifiers used in

the ensembles to 12.7 ± 0.2 and 12.2 ± 0.1 FAM networks, respectively (see Figures 2.8c

and 2.9c). These ensembles yield a classification rate comparable to that of the AMCS with

SWARM, and are efficiently obtained by maximizing particle diversity in the hyperparameter

space. For instance, if the greedy search process where driven by classifier diversity in the

classification environment, this would involve the costly computation of the Weber function

(Equation 2.1) of every nodes of all FAM networks over each Df
t pattern every time a network

is added to the ensemble by Algorithm 2.2.

Note that, to initially find more local optima, the ratio |swarm|/|neighborhood| could be raise.

But whereas large swarms would lead to a large number of fitness evaluation, unnecessarily

slowing the DPSO optimization process, small neighborhoods sizes leads local optima detec-

tion that is very sensitive to noise on the objective function. The choice of those (DNPSO)

parameters is problem dependent.

2.5.2 Performance for video-streams (multiple ROIs)

For video-based face recognition, classification is typically performed by accumulating the

response of a classifier over several video frames. For both scenarios, Figure 2.10 presents

the evolution of the classification rate for video sequences achieved by the proposed system

(LBESTS+d) as a function of the number of ROIs used to perform identification, and Figure

2.11 shows the cumulative match curves (CMC) for different number of ROIs used to per-

form identification. Table 2.5 presents the number of ROIs necessary to achieve an average

classification rate statistically comparable to 100%, for all tested cases and both data bases.

Comparison with other video-based face recognition systems from the literature is presented

in Table 2.6 for both IIT-NRC and MoBo data bases.

As Figure 2.10 shows, the video-based classification rate for both scenarios follow the same

trends as when the system is tested with single ROIs (Figures 2.8 and 2.9). When classes

are enrolled incrementally (Figure 2.10a), class decision boundaries becomes more complex

in time. Accuracy obtained with few ROIs then decreases, while the number of ROIs neces-
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Figure 2.10 Evolution of the average classification rate for video sequences of the

AMCS’s ensemble versus the number of ROIs used to identify individuals of the IIT-NRC

data base. Performance is shown for incremental learning under both scenarios for the

AMCS with LBESTS+d. Error bars correspond to the 90% confidence interval

sary to achieve a video-based classification rate comparable to 100% increases. On the other

hand, the video-based classification rate obtained after updating classes through incremental

learning grows over time, as new blocks of data become available. When blocks are available,

the AMCS needs fewer ROIs to achieve a higher video-based accuracy and it is eventually

comparable to 100% with the same number of ROIs as during enrollment.

The effect on AMCS accuracy of video sequence length used to recognize individuals is also

shown in Figure 2.11. With each passing ROI, evidence in the form of class predictions is

accumulated. As FAM networks outputs are binary vector, the number of ROIs that predicts

a class is instead accumulated and used to establish a ranking through majority voting. The

cumulative match curves in Figure 2.11 show that as the length of the video sequences (and

number of ROIs) increases, ambiguity regarding the predictions diminishes. The probability

of the correct class being the first ranked prediction increases to eventually reach 100%, while

the minimal ranking with a cumulative probability of 100% also decreases to eventually reach

1.

When both learning and test sequences of the IIT-NRC data base were recorded, the individ-

uals were all initially facing the camera, giving a full frontal image of their face. The ROIs

of the first frames are similar leading to classification rates obtained with the first pattern of

each video sequences that are always higher than those obtained with a single ROI. As the in-

dividuals begin moving, changing his facial orientation and expression, different facial views,

corresponding to data points in new regions of the feature space, are presented to the system.

Since the first frames of each video sequence are initially present in D1, the biometric face
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(b) Update scenario

Figure 2.11 Cumulative Match Curves the AMCS’s ensemble for different number of

ROIs used to perform face recognition. Performance is shown after incremental learning

of all the IIT-NRC data base, under both scenarios for the AMCS with LBESTS+d. Error

bars correspond to the 90% confidence interval

Table 2.5 Number of ROIs necessary to achieve a classification rate comparable to

100% for video-based face recognition after learning the entire IIT-NRC and MoBo data

bases through both incremental learning scenarios with the AMCS

Type of learning Incremental Batch

Method LBESTS+d SWARM GBEST PSOB kNN

IIT-NRC data base
Number of ROIs during enrollment 24 23 never 19 24

Number of ROIs during update 25 20 never 19 24

MoBo data base
Number of ROIs during enrollment 15 30 16 32 16

Number of ROIs during update 27 25 16 32 16

models are not well defined and these new regions in the feature space are then unexplored by

the FAM networks. Recognizing an individual toward the end of a video sequence is thus more

difficult. As the number of frames used to perform recognition increases, correct predictions

for each ROIs accumulated at the beginning of the test sequences are surpassed by the wrong

predictions accumulated with the subsequent ROIs. Until all classes are updated, this leads to

a video-based classification rate that tends to decrease at the end of each sequence.

In the worst case (the update scenario), Table 2.5 shows that the AMCS with the DPSO-based

strategy needs 5 additional ROIs than with SWARM to have an accuracy comparable to 100%.

Assuming ideal tracking performances and a camera that acquires video sequences at a rate
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Table 2.6 Comparison of the DPSO-based learning strategy with other authors on the

IIT-NRC and MoBo data bases. Classification rates where obtained for recognition on

video sequences

IIT-NRC data base
Proposed syst. Arandjelovic et al. Gorodnichy Tangelder et al. Wang et al.

(2009) (2005) (2006) (2009)

100% 100% 95% 95% 93%

MoBo data base
Proposed syst. Cevikalp et al. Hadid et al. Liu et al. Wang et al. Zhou et al.

(2010) (2004) (2003) (2008) (2003)

100% 98% 94% 99% 94% 100%

of 30 frames per second, this represents around a fifth of a second. This level of performance

is also achieved with only a third of the resources (see Table 2.3 and 2.4). The number of

additional ROIs needed to achieve a classification rate comparable to 100% grows to six with

ensembles obtained through batch learning of all cumulative data. Results are similar with the

MoBo data base, except for AMCSs with the proposed DPSO-based strategy which require

fewer ROIs to achieved a 100% classification rate. The more controlled data acquisition condi-

tions for MoBo also make it possible for a single FAM network to achieve a perfect video-based

classification rate.

Compared to other methods proposed in literature for video-based face recognition, an AMCS

with the proposed DPSO learning strategy outperforms other systems, except that of Arand-

jelovic and Cipolla (2009) with the IIT-NRC data base and Zhou et al. (2003) with the MoBo

data base. Regardless of the scenario, the AMCS with LBESTS+d must accumulate about 1

second of video stream to accumulate the ensemble responses and achieve a classification rates

of 100% after incremental learning of the entire MoBo data base. In comparison, after per-

forming batch learning of the MoBo data base Zhou et al. (2003) achieved the same result

by accumulating classifier responses for 0.5 second. While Arandjelovic and Cipolla (2009)

also obtained a 100% video-based classification rate, the number of accumulated response to

achieve this is not available.

2.5.3 Particle diversity -vs- classifier diversity

As mentioned, the DPSO-based incremental learning strategy is based on the hypothesis that

particle diversity in the hyperparameter space implicitly generates diversity in the feature space,
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Figure 2.12 Ensemble diversity in the classification environment as a function of

particle diversity (δe1e2) in the optimization environment. Ensemble diversity is shown

using two correlation indicators (Qe1e2 and ρe1e2 in Figure 2.12a), and an diversity

indicator (Δθe1e2 in Figure 2.12b). A decrease in correlation signifies an increase in

diversity. Each indicator is shown with its 90% confidence interval

among classifiers associated with those particles. Based on the experiment introduced in Figure

2.7, this hypothesis is verified. Figures 2.12 presents the value of three classifiers correlation/-

diversity indicators – Q statistic (Equations 2.6), Correlation coefficient (Equation 2.7), and the

specialized ambiguity indicator for FAM networks (Equation 2.9) – as a function of particle

diversity in the hyperparameter space (Equation 2.5) when training on the IIT-NRC data base.

Figures 2.13 and 2.14 also show the classifier and particle diversity obtained during incremental

learning for AMCS where ensembles are formed with LBESTS+d and SWARM.

FAM performs sequential learning of training patterns. Therefore, decision boundaries created

during training depends heavily on patterns presentation order. Given that this order is typically

determined randomly, prior each training epoch, an ensemble’s classifiers will differ, even

though they were trained with the same hyperparameters (see Figure 2.12). When all particles

are initially positioned at the global best position, this yields correlation indicators that are

lower than one (Qe1e2 = 0.80± 0.01 and ρe1e2 = 0.47± 0.01) and a diversity indicator higher

than 0 (Δθe1e2 = 0.07± 0.01).

As the hypercube expands (see Figure 2.7), particle swarm diversity increases linearly. No

matter if diversity is computed in the decision space with the correlation indicators based on

ensemble disagreement (Qe1e2 and ρe1e2), or with ambiguity in the feature space (Δθe1e2), clas-

sifier diversity (correlation) follows the same trend by increasing (decreasing) constantly. De-

pending on the indicator, diversity in the classification environment changes significantly for

different levels of particle diversity: the Q statistic differs for δe1e2 = 0.26 (Qe1e2 = 0.7± 0.1),
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Figure 2.13 Particle and classifier diversity of the AMCS’s ensembles versus the

number of learning blocks during the enrollment learning scenario (Figures 2.13a and

2.13b). The FAM ambiguity indicator (Equation 2.9) was used for classifier diversity and

all results are presented with their 90% confidence interval. Also shown is classifier

diversity as a function of the particle diversity using all data points (Figure 2.13c)

correlation differs for δe1e2 = 0.25 (ρe1e2 = 0.41±0.06), and ambiguity-based diversity differs

for δe1e2 = 0.09 (Δτe1e2 = 0.10 ± 0.02). Overall, results confirm the initial hypothesis that

diversity in the hyperparameter space does indeed translates to diversity among classifiers in

the feature space.

It is important to note that FAM networks are very sensitive to the match tracking hyperparam-

eter (ε) when it is close to zero. Indeed, positive and negative values of ε have opposite effect

on the dept of search performed among F2 nodes when training on a pattern a. When a win-

ning F2 node j∗ leads to a prediction error, positive (negative) values of ε restricts (relaxes) the

condition on which subsequent F2 nodes passes the vigilance test. With ε > 0 (ε < 0), FAM

tends to create more (fewer), but smaller (larger), category hyper-rectangles, leading to narrow

(broad) generalization. This explains the large confidence interval observed when δe1e2 > 0.3.

For two out of ten replications, the global best position found during DPSO optimization leads

to global optimal values with ε ∈ [−0.03, 0.06]. When particle diversity reaches δ = 0.3, en-

sembles are then formed of classifiers with both positive and negative match tracking values,

leading to a considerable classifier diversity (Δθe1e2 > 200).

However, as results shown in Figures 2.13 and 2.14, the relation between particle and classifier

diversity during incremental learning is not as simple as with batch learning. When data is

learned incrementally over time, FAM decisions boundaries may be adjusted to accommodate
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Figure 2.14 Particle and classifier diversity of the AMCS’s ensemble versus the number

of learning block during the update learning scenario (Figures 2.14a and 2.14b). The

ambiguity indicator (Equation 2.9) was used for classifier diversity and all results are

presented with their 90% confidence interval. Also shown is the classifier diversity as a

function of the particle diversity using all data points (Figure 2.14c)

new classes. In the hyperparameter space, the objective function changes over time and regions

with potential optima become increasingly localized (Connolly et al. (2012a)). Diversity in the

hyperparameter space then decreases gradually, and convergence of subswarms toward local

optima reduces particle swarm diversity below that obtained with the greedy search process.

Under the update scenario, all classes are represented at the beginning of the learning process,

and FAM networks are more complex, which increases the impact of the hyperparameters used

during training. Even if particle diversity values for D1 are lower than those obtained during

enrollment, classifier diversity is typically about ten times higher. This increased complexity

leads to an increased variation across the different replications, resulting in larger confidence

intervals for particle diversity. Even if results are comparable for AMCSs with LBESTS+d and

SWARM (Figure 2.14a), LBESTS+d still tends to provide the highest particle diversity.

Meanwhile, in the feature space, FAM networks are trained using different hyperparameters

and different pattern presentation orders with each passing Dt. As shown in Figure 2.13, as

new data is learned by the AMCS, the ensemble of classifiers becomes increasingly diverse.

Figures 2.13c and 2.14c illustrate that, in a context of incremental learning, there is an inverse

relationship between particle and classifier diversity. As mentioned, the higher ensemble diver-

sity observed with SWARM does not translate to a significantly higher classification rate for

the ensemble.
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Note that this does not contradict results presented in Figure 2.12, where a diversity analysis is

performed with FAM networks that are initially all in the same state prior learning the whole

IIT-NRC data base with batch learning. Instead, for each learning data set Dt, Figures 2.13

and 2.14 present only one point in the particle–classifier diversity space of what is a diversity

analysis when using the greedy search process (Algorithm 2.2) on a local time frame and with

networks that are in different initial conditions.

2.6 Conclusion

In this chapter, an incremental learning strategy based on DPSO is proposed to evolve hetero-

geneous ensembles of classifiers in response to new data. This strategy is applied to an AMCS

for video-based face recognition consisting of a pool of FAM neural networks to classify face

regions, the DNPSO algorithm to optimize classifier parameters such that classification rate is

maximized. The dynamic swarm properties are then exploited to perform an ensemble selec-

tion process based on accuracy and diversity.

Overall results confirm that there is indeed a correlation between diversity in the optimization

environment and diversity in the classification environment. The diversity of solutions can

easily be controlled in the optimization environment with a DPSO algorithm, and allows for

an efficient selection of diversified ensembles of classifiers. When the AMCS uses the DPSO

learning strategy, the best results are thus obtained by combining the neural networks associated

to the local best particles with a greedy search that aims to maximize particle diversity in

the hyperparameter space. Although this approach does not ensure finding an ensemble with

the global optimum particle diversity, this search algorithm allows to select ensembles that

yield classification rates comparable to that of reference ensemble-based and batch learning

techniques, but with only a fraction of the resources and without the need to assess diversity

among classifiers in the feature or decision space.





CHAPTER 3

DYNAMIC MULTI-OBJECTIVE EVOLUTION OF CLASSIFIER ENSEMBLES
APPLIED TO VIDEO-BASED FACE RECOGNITION

This chapter presents the third and final version of the incremental learning strategy (applied

to an AMCS). While previous work considered only accuracy during the optimization process,

this study introduce a multi-objective framework to also consider network structural complex-

ity when evolving a swarm of FAM neural networks and for ensemble selection. This chapter

was submitted for the special edition of the Applied Soft Computing journal on Swarm In-

telligence in Image and Video Processing (Connolly et al. (2012 (submitted, reference no.:

ASOC-D-12-00025)).

In this chapter, an incremental learning strategy based on particle swarm optimization (PSO) is

proposed to efficiently evolve heterogeneous classifier ensembles in response to new reference

data. This strategy is applied to an AMCS where all parameters of a pool of fuzzy ARTMAP

(FAM) neural network classifiers (i.e., a swarm of classifiers), each one corresponding to a

particle, are co-optimized such that both error rate and network size are minimized. To pro-

vide a high level of accuracy over time while minimizing the computational complexity, the

AMCS integrates information from multiple diverse classifiers, where learning is guided by an

aggregated dynamical niching PSO (ADNPSO) algorithm that optimizes networks according

both these objectives. Moreover, pools of FAM networks are evolved to maintain (1) genotype

diversity of solutions around local optima in the optimization search space, and (2) phenotype

diversity in the objective space. Accurate and low cost ensembles are thereby designed by

selecting classifiers on the basis of accuracy, and both genotype and phenotype diversity. For

proof-of-concept validation, the proposed strategy is compared to AMCSs where incremental

learning of FAM networks is guided through mono- and multi-objective optimization. Perfor-

mance is assessed in terms of video-based error rate and resource requirements under different

incremental learning scenarios, where new data is extracted from real-world video streams

(IIT-NRC and MoBo). Simulation results indicate that the proposed strategy provides a level

of accuracy that is comparable to that of using mono-objective optimization (an reference face

recognition systems), yet requires a fraction of the computational cost (between 16% and 20%

of a mono-objective strategy depending on the data base and scenario).
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3.1 Introduction

In biometric applications, matching is typically performed by comparing query samples cap-

tured with some sensors against biometric models designed with reference samples previously

obtained during an enrollment process. In its most basic form, template matching is performed

with biometric models consisting of a set of one or more templates (reference samples) stored

in a gallery. To improve robustness and reduce resources, it may also consists of a statistical

representation estimated by training a classifier on reference data. Neural or statistical classi-

fiers then implicitly define a model of some individual’s physiological or behavioral trait by

mapping the finite set of reference samples, defined in an input feature space, to an output

score or decision space. Still, the collection and analysis of reference data from individuals

is often expensive and time consuming. Therefore, classifiers are often designed using some

prior knowledge of the underlying data distributions, a set of user-defined hyperparameters

(e.g., learning rate), and a limited number of reference samples.

In many biometric applications however, it is possible to acquire new reference samples at

some point in time after a classifier has originally been trained and deployed for operations.

Labeled an unlabeled samples can be acquired through re-enrollment sessions, post-analysis

of operational data, or enrollment of new individuals in the system, allowing for incremental

learning of labeled data and semi-supervised learning of reliable unlabeled data (Jain et al.

(2006); Roli et al. (2008)). In video-based face recognition, facial images may also be tracked

and captured discreetly and without cooperation over a network of IP cameras (Jain et al.

(2006)). Face acquisition is subject to considerable variations (e.g., illumination, pose, facial

expression, orientation and occlusion) due to limited control over unconstrained operational

conditions. In addition, new information, such as input features and new individuals, may

suddenly emerge, and underlying data distributions may change dynamically in the classifica-

tion environment. The physiology of individuals (e.g., aging) and operational condition may

therefore also change gradually, incrementally, periodically and abruptly over time (Zliobaite

(2010)). Performance may therefore decline over time as facial models deviate from the actual

data distribution (Granger et al. (2001); Poh et al. (2009); Tsymbla et al. (2008)).

Beyond the need for accurate face recognition techniques in video, efficient classification sys-

tems for various real-time applications constitutes a challenging problem. For instance, video

surveillance systems use a growing numbers of IP cameras, and must simultaneously process

many video feeds. The computational burden increases with the number of matching opera-

tions, and thus the number of individuals and cameras, frame rate, etc.
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This chapter seeks to address challenges related to the design of robust adaptive multi-classifier

systems (AMCSs) for video face recognition, where facial models may be created and updated

over time, as new reference data becomes available. An incremental learning strategy driven by

a dynamic particle swarm optimization (DPSO) and AMCS architecture were previously de-

veloped by the authors in (Connolly et al. (2012b)). In this DPSO-based strategy, each particle

corresponds to a fuzzy ARTMAP (FAM) network, and a DPSO algorithm optimizes all classi-

fier parameters (hyperparameters, weights, and architecture) of a swarm of base classifiers such

that the error rate. While adaptation was originally performed only according accuracy with

mono-objective optimization, the new strategy and AMCS proposed in this chapter is driven by

a new multi-objective aggregated dynamic niching PSO (ADNPSO) algorithm that also consid-

ers the structural complexity of FAM networks during adaptation, allowing to design efficient

heterogeneous ensembles of classifiers.

This approach also differs with previous work by the authors (Connolly et al. (2012b)) in that

a specialized archive is used to capture base classifiers from the swarm and maintain a pool.

To further reduce the computational cost, this archive is constantly modified through time by

adding non-dominated classifiers and removing dominated ones with a locally Pareto-optimal

criteria. This locally Pareto-optimal criteria is again used within that pool to select ensembles

that are both accurate and with low complexity.

Most techniques in literature are suitable for designing classification systems with an adequate

number of samples acquired from ideal environments, where class distributions remain un-

changed over time. However, classifier ensembles are well suited for adaptation in changing

environments. Adaptive ensemble-based techniques like Learn++ (Polikar et al. (2001)) and

other Boosting variants, where a new classifier is trained independently for new samples, and

classifiers are weighted such that one criteria is maximized (classification accuracy on recent

data), may provide a robust approach (Minku et al. (2010)). Other approaches discard classi-

fiers when they become inaccurate or concept change is detected (Nishida (2008)), although

maintaining a pool with these classifiers allows to handle recurrent change. Moreover, methods

that rely exclusively on adding new ensemble members become problematic if all classes are

not represented within the new data. With the current face recognition application, for instance,

when new data becomes available after a classifier is designed and deployed in the field, it will

most likely belong to one or few individuals at a time. Previously-trained classifiers will not

recognize new classes, classifiers trained with the new data will not recognize older classes.

The proposed ADNPSO strategy evolves a pool of incremental learning FAM classifiers, and

may refine and add classes on the fly. To increase the performance of an heterogeneous ensem-
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bles, this strategy seeks to maintain diversify among the base classifiers during generation and

evolution of pools, and during ensemble selection, according to several criteria. This chapter

focuses on video-based face recognition applications in which two incremental learning sce-

narios may occur – enrollment (initial design) and update of facial models. Performance of

AMCSs is assessed in terms of classification rate and resource requirements for incremental

learning of new data blocks from two real-world video data sets – Institute of Information

Technology of the Canadian National Research Council (IIT-NRC) (Gorodnichy (2005)) and

Motion of Body (MoBo) (Gross and Shi (2001)). In experiments, the AMCS performs biomet-

ric identification of facial regions against the model of individuals in closed-set (1-against-K)

identification, as found in access control applications.

The next section provides an overview of the state-of-the-art in adaptive biometrics and a gen-

eral biometric system for video-based face recognition system. In Section 3.3, the AMCS

framework considered in this chapter is described, focusing on the relationship between the

classification environment (where the FAM networks learn reference data), and the optimiza-

tion environment (where particles evolve). The new incremental learning strategy used (includ-

ing ADNPSO algorithm and specialized archive) to evolve the AMCS are presented in Section

3.4. The data bases, incremental learning scenarios, protocol, and performance measures used

for proof-of-concept simulations are described in Section 3.5. Finally, experimental results are

presented and discussed in Section 3.6.

3.2 Adaptive biometrics and video face recognition

The main problem addressed in this chapter is the design of accurate and efficient adaptive

systems to perform video-to-video face recognition, where video sequences are used for build-

ing the facial model of each individual during the learning phase. Adaptive systems have

been proposed in the literature to refine biometric models for different traits (e.g., face, finger-

prints, etc.) according to the intra-class variations in input samples (Roli et al. (2008)). With

self-adaptive or semi-supervised learning strategies, biometric models are initially designed

during enrollment using labeled training data, and then updated with highly confident unla-

beled data obtained during operations (Poh et al. (2009); Rattani (2010)). These strategies are

however vulnerable to outliers, dispersion and overlap in class distributions. Stringent criteria

are required for selection of highly confident data, to minimize the probability of introducing

impostor data into updated biometric models.

On the other hand, systems have used newly-acquired labeled reference samples to update the

selection of user template from a gallery via clustering and editing techniques (Uludag et al.
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(2004)), and have performed on-line learning of genuine samples over time to update each

user’s single super template (Jiang and Ser (2002)). It is however difficult to represent intra-

class variations with a single template (Roli et al. (2008)). In either case, the biometric model of

an individual tends to diverge from its underlying class distribution due to the limited reference

data, complexity, and changes in the classification environment. In their efforts to avoid model

corruption and to maintain a high level of accuracy, classifiers adapted incrementally over time

tend to become complex (Connolly et al. (2012b)).

Biometric systems specifically designed for the recognition of faces in video streams are rel-

evant in different scenarios and applications. Applications of video-based face recognition

range from open-set video surveillance, where individuals enrolled to a watch list are recog-

nized among other unknown people in dense and moving crowds (Ekenel et al. (2009)), to

closed-set identification or verification for access control applications, where individuals en-

rolled to a system are authenticated prior to accessing secured resources, possibly in conjunc-

tion with a password, access card, etc. (Stallkamp et al. (2007)). In this chapter, video-based

face recognition is considered for closed-set identification applications.

In addition to difficulties mentioned earlier, video-based face recognition remains a very chal-

lenging problem since faces captured in video frames are typically low quality and generally

small. The design of efficient systems for facial matching involves a trade-off between classi-

fication speed, accuracy and resources for storage of facial models. In video-based face recog-

nition, fast classification is often required to process facial regions at near real-time processing

(captured at 30 frames/second in each video feed). It is well-known that state-of-the-art sys-

tems are confronted with complex environments that change during operations, and their facial

models are designed during a preliminary enrollment process, using limited data and knowl-

edge of individuals. The need to design and store representative facial models for recognition

– be it with more user templates or a statistical representation – increases the resource require-

ments of the system.

A typical approach used to recognize faces in video streams consists in exploiting only spatial

appearance information, and applying extensions of still image techniques on high quality

facial regions captured through segmentation (Matta and Dugelay (2009)). Several powerful

techniques proposed to recognize faces in static 2D images are described in Zhang and Gaoa

(2009); Zhao et al. (2003). The predominant techniques are the same used to represent faces

in static 2D images: appearance-based methods like Eigenfaces, and feature-based methods

like Elastic Bunch Graph Matching (Zhang and Gaoa (2009); Zhao et al. (2003)). However,

the performance of these techniques may degrade considerably when applied for video-based
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Figure 3.1 A generic track-and-classify biometric system for video-based face

recognition

face recognition in unconstrained scenes. To reduce matching ambiguity and provide a higher

level of accuracy, face recognition applications specifically designed toward video sequences

combine spatial and temporal information contained in video streams (Edwards et al. (1999)).

In this chapter, it is assumed that a track-and-classify system is used to accumulate the re-

sponses of a classifier using kinematic information of faces in a scene (Matta and Dugelay

(2009)). Figure 3.1 depicts a general track-and-classify for spatio-temporal recognition of

faces in video. It is assumed that 2D images in the video streams of an external 3D scene are

captured using one or more IP or network cameras.

First, the system performs segmentation to locate and isolate regions of interest (ROIs) cor-

responding to the faces in a frame. From the ROIs, features are extracted for tracking and

classification. The tracking features can be the position, speed, acceleration, and track number

assigned to each ROI on the scene so that the tracker may follow the movement or expression

of faces across video frames (Granger et al. (2001)). On the other hand, classifiers will require

invariant and discriminant classification features extracted from the ROIs so that the classifi-

cation module may match input feature patterns, mapped in an R
I input feature space, to the

face models of individuals enrolled to the system. Facial matching may be implemented with

templates, statistical, or neural pattern classifiers. With neural network classifiers, for instance,

the facial model of individuals by the hyperparameters, synaptic weights, and architecture es-

timated during training.
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Finally, the decision module may integrate the responses from the tracking and classification

modules over several video frames. If the decision module employs a track-and-classify ap-

proach, the facial regions are presented to the face recognition system and predictions for each

ROI are accumulated over time according to the facial trajectories defined by the tracker. With

identification and surveillance applications for instance, ambiguity is reduced by accumulat-

ing responses (classification scores) over several frames over the trajectory of each individual

in the scene, thus improving accuracy and robustness of face recognition in video (Barry and

Granger (2007)).

Although the current chapter uses a track-and-classify architecture other methods exist for

spatio-temporal recognition in video sequences. Head and facial motion during the sequence

can be exploited by either estimating the optical flow or tracking a few facial landmarks over

time with a template matching strategy. Temporal dynamics and statistics of training video

sequences can also be modeled using Hidden Markov Models, particle filters, or time series

state space models. A probabilistic appearance manifold approach can also be used to exploit

temporal information of each successive frame in a video sequence. Bayesian inference then

allows to include temporal coherence in distance calculation during recognition. A review of

recent techniques for spatio-temporal face recognition for video sequences can be found in

Matta and Dugelay (2009).

With most systems for video face recognition, conditions for data acquisition are typically

considered to be constrained, and the physiology of individuals and operational condition do

not change over time. Systems are designed a priori, during a preliminary enrollment phase, but

the number of reference samples and knowledge of class distributions are limited. Adapting the

system in response to new reference data may allow to maintain a high level of performance by

reducing the divergence over time between facial models and underlying data distributions in

the real-world environments. However, most classification techniques used for face matching

would require training from the start using all previously acquired data through supervised

batch learning.

In the next section an ADNPSO strategy is proposed for supervised incremental learning allows

to enroll and update the facial model of individuals from video streams after the face recogni-

tion system has been deployed for operations. Efficient incremental learning is an undisputed

asset as the memory and time complexity associated with storing and training is greatly re-

duced. The objective of this new ADNPSO strategy is to evolve classifiers according to both

accuracy and network size, leading to more accurate and reliable systems that perform efficient

matching of captured facial regions.
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3.3 Adaptive classifier ensembles

Adapting facial models in changing classification environments, such as required for enroll-

ment or update in video face recognition, raises the so-called stability-plasticity dilemma,

where stability refers to retaining existing and relevant knowledge while plasticity enables

learning new knowledge (Grossberg (1988)). Since ensemble based methods allow to exploit

multiple and diverse views of a problem, they have been shown to be efficient in such cases,

where concepts (i.e., underlying data distributions) change in time (Minku et al. (2010)).

For a wide range of applications, where adaptation is not necessarily required, classifier en-

sembles allow to exploit several views of a same problem to improve the overall accuracy and

reliability. Recently, various methods employing adaptive ensembles of classifiers have been

proposed to perform incremental learning (Kapp et al. (2010); Polikar et al. (2001)). With the

use of a combination function, they also offer a flexibility over single classifiers in how class

models can be managed and adapted.

These methods can be divided in three general categories (Kuncheva (2004)). Dynamic com-

bination, or “horse racing”, methods where individual base classifiers are trained in advance to

form a fixed ensemble where only the combination rules is changed dynamically (Blum (1997);

Widmer and Kubat (1996); Xingquan et al. (2004)). Second, methods that rely on new data

to update the parameters of ensemble base classifiers an online learner (Gama et al. (1999)).

If blocks of data are available, training can also be performed in batch mode while changing

or not the the combination rule at the same time (Breiman (1999); Ganti et al. (2002); Oza

(2000); Wang et al. (2003)). The last main category consists of methods that grow ensembles

by adding new base classifiers and replacing old or underperforming ones when new data is

available (Chen et al. (2001); Kolter and Maloof (2007); Street and Kim (2001); Tsymbla et al.

(2008)). Finally there are adaptive ensembles that use hybrid approaches that combine adding

new base classifiers and adjusting the combination rule to update class models. The most no-

table are streaming random forests with entropy (Abdulsalam et al. (2011)), Hoeffding tree

with Kalman filter-based active change detection using adaptive sliding window (Bifet et al.

(2010)), maintaining and choosing the better of two ensembles trained with current and old

data (Scholz and Klinkenberg (2006)), and the AdaBoost-like Learn++ (Polikar et al. (2001)).

Among these methods, horse racing approaches cannot accommodate new knowledge since

base classifiers in the ensemble are never updated with new data. On the other hand, while

online learners and growing ensembles can be used to explore unknown regions of the feature

space, and focus on the issue of concept drift, where underlying class distributions changes
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Figure 3.2 Pattern classification systems may be defined according to two environments.

A classification environment that maps a R
I input feature space to a decision space,

respectively defined by feature vectors a, and a set of class labels Ck. As classifier

learning dynamics is governed by a vector h of hyperparameters, the latter interacts with

an optimization environment, where each value of h indicates a position in several search

spaces, each one defined by an objective considered during the learning process. For

several objective functions (each corresponding to a search space), solutions (trained

FAM networks) can be projected in an objective space

in time. They often train and combine new classifiers to a pool without updating pre-existing

classifiers at the risk of corrupting older knowledge. While these classifiers are trained with

new data, their plasticity (or learning dynamics) tends to remain fixed throughout the learning

process, without being adjusted to accommodate new knowledge. Video face recognition sys-

tems in unconstrained scenes are often faced with recurring changes regarding the environment

(e.g., light effect over the course of a day) and the individuals to recognize (e.g., glasses). Since

few reference samples are available, hidden concepts are often revealed (different known view

points from a sensor or of a trait).

In practice, when new reference data becomes available during operations, it will most likely

incorporate sampled captured from one or few individuals at a time. With growing ensembles,

previously-trained classifiers will not be able to integrate new classes, and the new ones (trained

with the new reference data) will represent only facial models of the latest individuals registered

to the system.

In previous work, the authors have proposed an adaptive multiclassifier system (AMCS) that

is driven by a strategy based on dynamic particle swarm optimization (DPSO) for supervised
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incremental learning for the design and update of facial biometric models (Connolly et al.

(2012b)). Given its capabilities to perform supervised incremental learning of limited data,

and to efficiently match of query samples to facial models in the system, the Fuzzy ARTMAP

(FAM) neural networks is used as the ensemble’s base classifier. Using DPSO and a coopera-

tive neural network co-evolution paradigm (Potter and Jong (2000)), the incremental learning

strategy is applied to the optimization of a swarm of FAM networks in the hyperparameter

search space. As illustrated in Figure 3.2, DPSO explores the hyperparameter search spaces

and guides a swarm of different FAM classifiers. They are trained on the same data, but using

different learning dynamics, i.e., different hyperparameter settings. This process yields an het-

erogeneous1 pool of classifiers that is diversified in both feature and decision spaces (Valentini

(2003)). When new labeled reference data becomes available from the operational environ-

ment, classifier ensembles evolve to design new facial models or update existing ones. Since

this approach does not directly optimize FAM parameters (i.e., synaptic weights for neural

networks), and can be applied other classifiers. Other examples showing how particle swarm

optimization algorithms are applied in this manner are summarizes in Granger et al. (2010);

Kapp et al. (2010).

By applying the DPSO strategy within an adaptive classification system (ACS), the authors

have previously shown that to perform incremental learning with constructive classifiers such

as FAM networks, some of the older data must be stored in memory so that old and still valid

knowledge is not overshadowed by newer concepts corresponding to incoming reference data

(Connolly et al. (2012a)). They have also shown that optimizing FAM learning dynamics ac-

cording to accuracy during supervised incremental learning corresponds to a dynamic mono-

objective optimization problem (Connolly et al. (2012a)). Within the AMCS, the authors have

then verified that with FAM networks, genotype (i.e., hyperparameter) diversity among solu-

tions in the search space leads to ensemble diversity in the feature and decision spaces (Con-

nolly et al. (2012b)). Although these AMCSs provide a high level of accuracy and robustness

when only limited data is available, FAM networks are generated through mono-objective op-

timization of accuracy, and become structurally complex over time, as new data is learned.

3.3.1 An adaptive multiclassifier system

Figure 3.3 depicts the evolution of an AMCS performing incremental learning of new data.

It is composed of (1) a long term memory (LTM) that stores and manages incoming data for

1This definition of heterogeneous ensembles differs with respect to certain others found in literature. In this

chapter, they are defined as similar classifiers that learn different data sets, or classifiers of different types train on

the same data (Olivieira et al. (2009); Rashid (2009)).
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Figure 3.3 Evolution over time of the adaptive multiclassifier system (AMCS) in a

generic incremental learning scenario, where new blocks of data are used to update a

swarm of classifiers. Let D1, D2, ... be blocks of training data that become available at

different instants in time t = 1, 2, .... The AMCS starts with an initial hypothesis hyp0
according to the prior knowledge of the classification environment. On the basis of new

data blocks Dt, each hypothesis hypt−1 are updated to hypt by the AMCS

validation, (2) a population of base classifiers, each one suitable for supervised incremen-

tal learning, (3) a dynamic population-based optimization module that tunes the user-defined

hyperparameters of each classifier, (4) a specialized archive to keep a pool of classifiers for

ensemble selection, and (5) an ensemble selection and fusion module. This system differs

from the AMCS presented in Connolly et al. (2012b) in that the optimization module now

performs multi-objective (rather than mono-objective) optimization, and the pool of classifiers,

from which ensembles selection is performed, is now an archive that is filled during the multi-

objective optimization (MOO) process.

When a new block of learning data Dt becomes available to the system at a discrete time t, it

is employed to update the LTM, and evolve the swarm of incremental classifiers (see Figure

3.3). Each FAM network is associated to a particle in an hyperparameter search space, and a

DPSO module, through a DPSO-based learning strategy, conjointly determines the classifiers

hyperparameters, architecture, and parameters such that FAM networks error rate and size

are minimized. A specialized archive stores a pool of classifiers, corresponding to locally non-

dominated solutions (of different structural complexity) found during the optimization process.

Once the optimization process is complete, the selection and fusion module produces a hetero-

geneous ensemble by selecting classifiers from the archive (or pool), based on their accuracy,

genotype, and phenotype diversity. It then combines them with a simple majority vote. The

LTM stores reference samples from each individual for cross-validation during incremental

learning and fitness estimation of particles on the objective function (Connolly et al. (2012a)).
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Data from Dt is partitioned and combined with that of the LTM to create three subsets: a

training data set Dt
t, a validation data set Dv

t , and a fitness estimation data set Df
t.

In this chapter, a particular realization of this AMCS is considered. FAM neural networks (Car-

penter et al. (1992)) are employed to implement the swarm of incremental learning classifiers

and a new ADNPSO algorithm is used for optimization according to multiple objectives. The

rest of this section provides additional details on the FAM and on the optimization module.

The ADNPSO algorithm, specialized archive, and selection and fusion modules are discussed

in Section 3.4 along with the ADNPSO incremental learning strategy.

3.3.2 Fuzzy ARTMAP neural network classifiers

ARTMAP refers to a family of self-organizing neural network architectures that is capable

of fast, stable, on-line, unsupervised or supervised, incremental learning, classification, and

prediction. A key feature of these networks is their unique solution to the stability-plasticity

dilemma. The fuzzy ARTMAP (FAM) integrates the unsupervised fuzzy ART neural network

to process both analog and binary-valued input patterns into the original ARTMAP architecture

(Carpenter et al. (1992)). Matching ROIs (represented with appearance pattern a) against the

facial model of individuals enrolled to a face recognition system is typically the bottleneck,

especially as the number of individuals grows, and the FAM classifier is used because it can

perform supervised incremental learning of limited data for fast and efficient matching. The

facial models are learned a priori (during training) by estimating the FAM weights, architecture

and hyperparameters of each individual (i.e., output class) enrolled to the system.

The fuzzy ART neural network consists of two fully connected layers of nodes: a 2I node

input layer F1 to accommodate complement-coded input patterns, and a J node competitive

layer, F2. A set of real-valued weights W = {wij ∈ [0, 1] : i = 1, 2, ..., 2I; j = 1, 2, ..., J}
is associated with the F1-to-F2 layer connections. The F2 layer is connected, through learned

associative links, to an output K node map field Fab, where K is the number of classes in the

decision space. With FAM, a set of binary weights Wab = {wab
jk ∈ {0, 1} : j = 1, 2, ..., J ; k =

1, 2, ..., K} is associated with the F2-to-Fab connections. Each F2 node j = 1, ..., J corre-

sponds to a category that learns a prototype vector wj = (w1j, w2j, ..., w2Ij), and is associate

with one of the output classes k = 1, ..., K. During the training phase, FAM dynamics is gov-

erned by four hyper-parameters: the choice parameter α > 0, the learning parameter β ∈ [0, 1],

the baseline vigilance parameter ρ̄ ∈ [0, 1], and the match-tracking parameter ε ∈ [−1, 1]. For

incremental learning, FAM is able to adjust previously-learned categories, in response to fa-
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miliar inputs, and to create new categories dynamically in response to inputs different enough

from those already seen.

The following describes fuzzy ARTMAP during supervised learning of a finite data set. When

an input pattern a = (a1, ..., aI) is presented to the network and the vigilance parameter ρ ∈
[0, 1] is set to its baseline value ρ̄. The input pattern a is complement-coded to make a 2I

dimensions network’s input pattern: A = (a, ac) = (a1, a2, ..., aI ; a
c
1, a

c
2, ..., a

c
I), where aci =

(1− ai), and ai ∈ [0, 1]. Each F2 node is activated according to the Weber law choice function:

Tj(A) = |A ∧wj|/(α + |wj|), (3.1)

and the node with the strongest activation j∗ = argmax {Tj : j = 1, ..., J} is chosen. The

algorithm then verifies if wj∗ is similar enough to A using the vigilance test:

|A ∧wj∗ |/2I ≥ ρ. (3.2)

If node j∗ fails the vigilance test, it is deactivated and the network searches for the next best

node on the F2 layer. If the vigilance test is passed, then the map field F ab is activated through

the category j∗ and FAM makes a class prediction k∗ = k(j∗). In the case of an incorrect class

prediction k∗ = k(j∗), a match tracking signal adjusts ρ = (|A ∧wj∗ |/2I) + ε. Node j∗ is

deactivated, and the search among F2 nodes begins anew. If node j∗ passes the vigilance test,

and makes the correct prediction, its category is updated by adjusting its prototype vector wj∗

to:

w′
j∗ = β(A ∧wj∗) + (1− β)wj∗ . (3.3)

On the other hand, if none of the nodes can satisfy both conditions (vigilance test and correct

prediction), then a new F2 node is initialed. This new node is assigned to class K by setting

wab
j∗k to 1 if k = k∗ and 0 otherwise, and w′

j∗ = A.

Once the weights W and Wab have been found through this process, the fuzzy ARTMAP can

predict a class label from an input pattern by activating the best F2 node j∗, which activates

a class k∗ = k(j∗) on the Fab layer. Predictions are obtained without vigilance and match

tests. During operation, time and memory complexity of FAM are proportional its structural

complexity and depends heavily on the number of F1 and F2 layer nodes. To perform predic-

tions given an input pattern of I features F1 layer and an F2 layer of J nodes, FAM networks

complement code the I features, compute the choice function for the J category prototypes,

leading to a worst-case time and memory complexity per input sample of O(IJ). During in-

cremental learning, the F2 layer tends to grow depending on the hyperparameter values, the
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number of reference samples, and the geometry of the underlying data distributions. In the

worst case, FAM will memorize the training data set, and create one F2 category node per

reference sample. In this chapter, it is assumed that incremental learning of new data is not

performed on-line, but in a relatively short time frame.

A standard vector of hyperparameters hstd = (α = 0.001, β = 1, ε = 0.001, ρ̄ = 0) is com-

monly fixed to minimize network structural complexity (Carpenter et al. (1992)). The authors

have shown that by adjusting these hyperparameters, it is possible to adapt FAM learning dy-

namics with regards to currently available training data (Connolly et al. (2012a,b); Granger

et al. (2007)). It is possible to generate heterogeneous pools of classifiers (Connolly et al.

(2010)). Moreover, they have also verified the amount of diversity among hyperparameter

vectors h of each classifier is correlated with the amount of diversity within a pool of classi-

fier (Connolly et al. (2012b)). Using these results, the authors generate a pool of diversified

FAM networks, and select ensembles among that pool for improved generalization capabilities.

However, since these ensembles where created through a mono-objective optimization process

focused only on accuracy, each network of the pool tends to create several prototype categories

when learning new data, leading to a considerable computational cost.

3.3.3 Adaptation as a dynamic MOO problem

In this chapter, the AMCS optimization module will seek to find the hyperparameters vector

h = (α, β, ε, ρ̄) that seeks to maximize FAM accuracy while minimizing network structural

complexity, that is:

minimize
{

f(h, t) := [fe(h, t), fs(h, t)] | h ∈ R
4, t ∈ N1

}
, (3.4)

where fe(h, t) is the generalization error rate and fs(h, t) is the size of the F2 layer (i.e., number

of F2 nodes) of the FAM network for a given hyperparameter vector h, and after learning data

set Dt incrementally at a discreet time t (Connolly et al. (2012a)). In this context, it has been

shown that adapting the FAM classifier’s hyperparameters vector h = (α, β, ε, ρ̄) according

to fe(h, t) corresponds to a dynamic mono-objective optimization problem (Connolly et al.

(2012a)). More precisely, it constitutes a type III optimization environment, where both the

location and value of optima positions change in time (Engelbrecht (2005)). Although it was

not explicitly verified, it is assumed that training FAM with different values of h leads to

different number of FAM F2 nodes and that the objective function fs(h, t) also correspond to

a type III optimization environment. Still it is sufficient that only one of the objectives does so

for the entire optimization problem to be considered dynamic.
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(b) Pareto front

Figure 3.4 Notion of dominance (3.4a) and Pareto optimal front (3.4b) for a MOO

(minimization) problem in the objective space defined by two objectives f1(h) and f2(h)

As a MOO problem, the first goal of the optimization module is to find the Pareto front of

non-dominated solutions according to several objectives (see Figure 3.4). Given the set of

objectives o to minimize, a vector hd in the hyperparameter space is said to dominate another

vector h if (see Figure 3.4a):

∀o ∈ o : fo(hd) ≤ fo(h), and

∃o ∈ o : fo(hd) < fo(h).
(3.5)

The Pareto optimal set, defining a Pareto front, is the set of non-dominated solutions (Figure

3.4b).

When adapting classifiers during incremental learning, another goal of the optimization algo-

rithm is to seek hyperparameter values that generate a diversified pool of FAM networks among

which ensembles can be selected. As illustrated in Figure 3.5 with a simple MOO problem, the

optimization process should provide accurate solutions with different network structural com-

plexities. This results in ensembles with good generalization capabilities, but with a possibility

of limiting overall computational cost.

In this particular case, the optimization algorithm also tackles a dynamic optimization problem

by considering several objectives, and yield classifiers that correspond to vectors h that are not

necessarily Pareto optimal (see Figure 3.5). Classical DPSO algorithms as well suited as MOO

algorithms, such as Non-sorted genetic algorithm (NSGA) (Deb et al. (2002)), strength Pareto

evolutionary algorithm (SPEA) (Zitzler and Thiele (1999)), multi-objective PSO (MOPSO)

(Coello et al. (2004)), etc. The only other approaches in literature aimed at generating and

evolving a diverse population of FAM networks in term of structural complexity, yet contained
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Figure 3.5 Position of local Pareto fronts in both search spaces and the objective space.

Obtained with a grid, true optimal solutions are illustrated by the dark circles and other

locally Pareto-optimal solutions with light circles. While the goal in a MOO is to find the

optimal Pareto front (dark circles), another goal of the AMCS ADNPSO module is to

search both search spaces to find solutions that are suitable for classifiers ensembles. For

instance, if at a time t, f1(h) and f2(h) respectively correspond to fs(h, t) and fe(h, t),
these would be solutions in the red rectangle in Figures 3.5c and 3.5f (with low

generalization error and for a wide range of FAM network F2 sizes). Even if, at a time

t = t+ 1, change occurs for only one objective function (Figure 3.5e), the entire objective

space is affected and the problem must be considered dynamic

non-dominated alternatives are presented in (Granger et al. (2010); Li et al. (2010)). In Granger

et al. (2010), a MOPSO learning strategy is used to train FAM networks according both error

rate and network size. Although this strategy seeks to maintain phenotype diversity in the

objective space, results showed that using MOPSO and a global Pareto-optimality criteria limits

the number of non-dominated classifiers stored in the archive. To circumvent this issue, a
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mimetic archive was instead used in Li et al. (2010) to prune F2 nodes and categorize FAM

networks in subpopulations that are independently evolved with a genetic algorithm. With this

method, FAM networks need to be pruned to maintain phenotype diversity, which is not the

case in this chapter.

3.4 Evolution of incremental learning ensembles

This chapter seeks to address challenges related to the design of robust AMCSs for video face

recognition applications, where facial models are designed and updated over time, as new ref-

erence data becomes available. An ADNPSO incremental learning strategy – integrating an

aggregated dynamical niching particle swarm optimization (ADNPSO) algorithm and a spe-

cialized archive – is proposed to evolve heterogeneous classifier ensembles in response to new

reference data. Each particle in the optimization environment corresponds to a FAM network

in the classification environment, and the ADNPSO incremental learning strategy evolves a

swarm of classifiers such that both FAM generalization error rate and network size are mini-

mized.

Particles are guided by the ADNPSO algorithm. As with the DNPSO algorithm (Nickabadi

et al. (2008a)), the ADNPSO algorithm is also able to detect and track many local optima in

a type III dynamic optimization environment. In addition, it exploits several objective func-

tions while maintaining genotype diversity in the search spaces, in particular around local

optima. However, unlike existing multi-objective optimization (MOO) algorithms (such as

NSGA, MOEA, MOPSO, etc.), optimization does not rely on the objective space – it exploits

information available in the search space to determine fitness values and future search direc-

tions for each solution. This results in an optimization algorithm that is influenced by different

objectives. It is aimed at generating pools of classifiers with high genotype and phenotype di-

versity, rather than purely solving a MOO problem that provides the optimal Pareto front. It

does so by (1) maintaining diversity of solutions around the local optima in each search space,

and (2) adjusting the position of each solution according to the different objective functions, to

allow converging toward different local Pareto fronts.

Since particles are constantly moving with certain randomness and at great speed, a specialized

archive of solutions divides the objective space according to FAM network structural complex-

ity (i.e., F2 layer size), and for each division, it captures non-dominated solutions locally along

with their associated networks. This effectively maintains a pool of classifiers with high phe-

notype diversity. From this pool, a greedy search algorithm selects an ensemble of classifiers

within the archive on the basis of accuracy, and both genotype and phenotype diversity.
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The DPSO-based incremental learning strategy developed in (Connolly et al. (2012b)) has

been modified to evolve heterogeneous ensembles in a MOO framework. In particular, the

ADNPSO strategy differs from previous research (1) in the way networks are associated with

each particle, (2) in the definition of the initial FAM network conditions used to estimate fitness,

and (3) in the addition of a specialized archive to store solutions.

This rest of this section provides additional details on the news ADNPSO strategy, including

the ADNPSO algorithm, specialized archive to store locally non-dominant solutions according

to complexity, and learning strategy used to integrated those components to the AMCS.

3.4.1 ADNPSO incremental learning strategy

An ADNPSO incremental learning strategy (Algorithm 3.1) is proposed to evolve FAM net-

works according multiple objectives and accumulate a pool of FAM networks in the special-

ized archive (see Section 3.4.3), and ensemble selection. During incremental learning of a data

block Dt, FAM hyperparameters, parameters and architecture are cojointly optimized such

that the generalization error rate and network size are minimized. Based on the hypothesis that

maintaining diversity among particles in the optimization environment implicitly generates di-

versity among classifiers in the classification environment (Connolly et al. (2012b)), properties

of the ADNPSO algorithm is used to evolve a diversified heterogeneous ensembles of FAM

networks over time.

At a time t, and for each particle n, the current particle position is noted hn, along with its

personal best values on each objective function o, h∗
n,o. The values estimated on the objective

functions and the best position of each particle are respectively noted fo(hn, t) and fo(h∗
n,o, t).

For O objectives, and the ADNPSO algorithm presented in Section 3.4.2 that uses N particles,

a total of (O + 2)N FAM networks are required. For each particle n, the AMCS stores:

a. O networks FAMn,o associated with h∗
n,o (particle n personal best position on objective

function o),

b. the network FAMstart
n associated to the current position of the each particle n after con-

vergence of the optimization process at time t− 1, and

c. the network FAMest
n obtained after learning Dt with current position of particle n (noted

hn).
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While FAMstart
n represents the state of the particle before learning Dt, FAMest

n is the state of the

same particle after having explored a position in the search space, and it is used for fitness

estimation.

Particle positions are then randomly initialized within their allowed range. When a new Dt

becomes available, the optimization process begins. Using the new data and for all objectives

o, fitness associated with the best position of each particle (fo(h∗
n,o, t)) is updated along with

each network FAMn,o (lines 3–5). The archive is then updated (lines 6–13). Accuracy of the

solutions in the archive are also updated and checked for non-dominance. The archive is then

filled accordingly with the networks FAMn,o.

Algorithm 3.1 ADNPSO incremental learning strategy (continued next page)

Inputs: An AMCS and new data sets Dt for learning.

Outputs: A pool of accurate FAM networks with different complexity phenotype diversity.

Initialization:
1: • Set the swarm and archive parameters,

• Initialize all (O + 2)N networks: FAMn,o, FAMstart
n , and FAMstart

n ,

• Randomly initialize particles positions and velocities, and set ADNPSO iteration

counter at τ = 0.

Upon reception of a new data block Dt, the following incremental process is initi-
ated:
• Update the fitness of networks associated to the personal best positions:

2: for each particle n, where 1 ≤ n ≤ N do
3: for each objectives o, where 1 ≤ o ≤ O do
4: Train and validate FAMn,o with Dt

t and Dv
t respectively.

5: Estimate fo(h∗
n,o, t) using Df

t.

• Update the specialized archive:
6: Update the accuracy of each solution in the archive.

7: Remove locally dominated solutions form the archive.

8: for each particle n, where 1 ≤ n ≤ N do
9: for each objectives o, where 1 ≤ o ≤ O do

10: Categorize FAMn,o.

11: if FAMn,o is a non-dominated solution for its network size domain then
12: Add the solution to the specialized archive.

13: Remove solutions in the archive that are locally dominated by FAMn,o.
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• Optimization process:
14: while the optimization algorithm does not reach its stopping condition do
15: Update particle positions according to the ADNPSO algorithm (Equation 3.8).

— Estimate fitness and update personal best positions:
16: for each particle n, where 1 ≤ n ≤ N do
17: FAMest

n ← FAMstart
n

18: Train FAMest
n with validation using Dt

t and Dv
t .

19: Estimate fo(hn(τ), t) of each objective using Df
t.

20: for each objective o, where 1 ≤ o ≤ O do
21: if fo(hn(τ), t) < fo(h∗

n,o, t) then
22: { h∗

n,o, FAMn,o, fo(h∗
n,o, t) } ← { hn(τ), FAMest

n , fo(hn(τ), t) }.

- Update the specialized archive:
23: Categorize FAMest

n

24: if FAMest
n is a non-dominated solution for its network size domain then

25: Add the solution to the specialized archive

26: Remove solutions in the archive that are locally dominated by FAMest
n .

27: Increment iterations: τ = τ + 1.

• Define initial conditions for fitness estimation with Dt+1:
28: for each particle n, where 1 ≤ n ≤ N do
29: FAMstart

n ← FAMest
n .

During the initialization process (line 1), the swarm and all FAM networks are initialized.

Particle positions are randomly initialized within their allowed range. When a new Dt becomes

available, the optimization process begins.

Networks associated with the best position of each particle (FAMn,o) are incrementally updated

using the new data, along with their fitnesses fo(h∗
n,o, t) (lines 3–5). Network in the archive

and their fitnesses are also updated in the same manner (lines 6–13). Since accuracy corre-

sponds to dynamic optimization problem, Algorithm 3.1 verifies if solutions then still respect

the non-dominant criteria of the specialized archive. Afterward, the specialized archive is filled

accordingly using the networks FAMn,o.

Optimization then continues were it previously ended until the ADNPSO algorithm converges

(lines 14–27). During this process, the ADNPSO algorithm explores the search spaces (line

15). It then copy FAMstart
n to redefines the state of FAMest prior learning at a time t, trains the lat-

ter using hn, and estimates its fitness (lines 17–19). For each objective o, the best position (h∗
n,o)

and its corresponding fitness (fo(h∗
n,o, t)) and network (FAMn,o) are updated if necessary (lines

20–26). In the cases of equality between fo(hn, t) and fo(h∗
n,o, t), the network that requires the
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least resources (F2 nodes) is used. Each time fitness is estimated at a particle’s current position,

FAMest is categorize according its network size and added to the archive if it is non-dominated

for its F2 size domain (lines 23–26). Finally, the iteration counter is incremented (line 27).

Once optimization converges, networks corresponding to the last position evaluated of every

particle (FAMest
n ) are stored in FAMstart

n (lines 28–29). These networks will thus define the

swarm’s state prior learning data block Dt+1.

During this Algorithm 3.1 each time fitness is estimated, FAM networks are trained using the

training data set Dt
t under five different random pattern presentation orders to minimize the

impact of pattern presentation order at a time t. Since the primary objective is accuracy, FAMest
n

is the network that yields the lowest error rate and the fitness for each objective is defined

according the latter.

3.4.2 Aggregated dynamical niching PSO

Particle swarm optimization (PSO) is a population-based stochastic optimization technique that

is inspired by social behavior of bird flocking or fish schooling. By associating a classifier to

each particles, PSO is a powerful tool to cojointly optimize swarms of classifiers hyperparam-

eters, parameters, and architecture. With PSO, each particle corresponds to a single solution

in the optimization space, and the population of particles is called a swarm. Unlike evolution-

ary algorithms (such as genetic algorithms), each particle always stores its best position and

the best position of its surrounding. In a mono-objective problem and at a discrete iteration

τ , particles move through the hyperparameter space and change their positions h(τ) under the

guidance of Φ sources of influence (Kennedy (2007)):

h (τ + 1) = h(τ) + w0 (h(τ)− h(τ − 1)) +
Φ∑

φ=1

rφ wφ (hφ − h(τ)), (3.6)

where φ is the index of a source of influence, rφ a random number, w0 an inertia weight, and

wφ the weights indicating the importance each influence. With this formalism, each particle (1)

begins at its current location, (2) continues moving in the same direction it was going according

to an inertia weight w0, and (3) is attracted by each source of influence according to a random

weight wφ.

PSO algorithms evolve the swarm according to a social influence (i.e., their neighborhood pre-

vious search experience) and a cognitive influence (i.e., their own previous search experience).
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For instance, with a canonical PSO algorithm, Equation 3.7 becomes

h (τ + 1) =h(τ) + w0(h(τ)− h(τ − 1))

+ r1w1(hsocial influence − h(τ))

+ r2w2(hcognitive influence − h(τ)).

(3.7)

Although originally developed for static optimization problems, PSO formalism has been

adapted to suit the nature of the optimization problem at hand. For instance, it has been adapted

for dynamic optimization problems by adding mechanisms to (1) modify the social influence

to maintain diversity in the optimization space and detect several optima, (2) detect changes

in the objective function by using the memory of each particle, and (3) adapt the memory of

its population if change occurs in the optimization environment. The latest particle swarm op-

timization algorithms developed to insure diversity in the swarm are presented in Du and Li

(2008); Li et al. (2006); Nickabadi et al. (2008b); Özcan and Yýlmaz (2007). Change detection

and memory adjustment mechanisms for DPSO are presented in Blackwell and Branke (2004);

Carlisle and Dozier (2002); Hu and Eberhart (2002); Wang et al. (2007).

PSO algorithms have also been adapted for MOO in three ways by (1) defining social and

cognitive influences according to a fitness function based on the notion of Pareto-dominance

(see Figure 3.4a), (2) storing non-dominated solutions in an archive, and (3) managing pheno-

type diversity in the objective space. A review of multi-objective particle swarm optimization

(MOPSO) algorithms is given in Reyes-Sierra and Coello (2006). Most of these approaches

uses a global best topology and focus on moving particles according to the Pareto front rather

than local optima in the search space. Under the hypothesis that many solutions will be stored

in an archive, they also use classic archive that considers only global Pareto-optimality.

To generate a pool of classifiers, ADNPSO uses the same approach as mono-objective opti-

mization algorithms, and defines influences in the different search spaces, with the objective

functions. This is achieved by reformulating the general PSO definition (Equation 3.7) accord-

ing two objectives: error rate (fe(h, t)) and network F2 size (fs(h, t)) of each FAM network.

Each particle will then move according to a cognitive and social influence for both objectives
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(see Figure 3.6), formally defined by:

h (τ + 1) = h(τ) + w0 (h(τ)− h(τ − 1))

+ r1 w1 (hsocial influence, error rate − h(τ))

+ r2 w2 (hcognitive influence, error rate − h(τ))

+ r3 w3 (hsocial influence, network size − h(τ))

+ r4 w4 (hcognitive influence, network size − h(τ)),

(3.8)

As previously showed in Figure 3.5, the rational behind this approach is that when several

local optima are present in different search spaces, non-dominated solutions tend to be located

in regions between local optima of the different objectives. By adjusting the weights wφ, a

swarm may be biased according to one objectives or even divided in three subpopulations : (1)

one that specializes in accuracy (w1 and w2 >w3 and w4), (2) one that specializes in complexity

(w1 and w2 < w3 and w4), and (3) a generalist subpopulation that put both objectives on equal

footing (w1 = w2 = w3 = w4).

Social influences of both objectives are managed by creating subswarms that adapt the DNPSO

local neighborhood topology (Nickabadi et al. (2008a)) to multiple objectives. While DNPSO

creates subswarms dynamically around the current position of local best particles (i.e., particles

with a personal best position that has the best fitness in their neighborhood), ADNPSO uses the

memory of these local best particles. Social influences are then personal best position of local

best particles computed independently for both objectives. As shown in Figure 3.6, by limiting

the size of each subswarm, particles can be excluded of these subswarms for none, one, or both

objectives. For the objective that was excluded, a particle is said to be “free” and its social

influence is removed by setting the weights w1 = 0 and/or w3 = 0 when computing Equation

3.8 (depending for which objective(s) the particle is “free”). This way, a poor compromise can

be avoided, and conflicting influences can then be managed simply by limiting the maximal

size of each subswarm.

The DNPSO local neighborhood topology offer many ways to insure particle diversity in the

search space (Nickabadi et al. (2008b)). It is also adapted to also maintain cognitive (i.e., per-

sonal best) diversity among particles within each subswarm. The ADNPSO algorithm defines

a distance Δ around local best positions of each objectives. Every time a particle moves with

the distance Δ from the detected local optima of one objective, the personal best value of that

particle is erased (i.e., “loses its memory”). It then moves only according the other objectives

by setting designated weights to 0. Since MOO problems generally have conflicting objectives,
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Figure 3.6 An illustration of influences in the search spaces and resulting movements.

Given the same objective functions used in Figure 3.5, two particles in a swarm (white

circles), and their social and cognitive influences (black circles), let subswarms have a

maximal size of 5 particles. Both particles 1 and 2 have cognitive influences in both

search spaces, yet particle 1 is not part of any subswarm for f1(h). Unlike particle 2, it

has no social influence for this objective and ADNPSO sets w1 = 0 when computing its

movement with Equation 3.8

this results in particles that move away from the local optima when they are within the distance

Δ from each other.

The computational cost of the ADNPSO algorithm depends on the time needed takes to create

subswarms and to manage particle positions during the optimization process. For each particle,

it must (1) sort the rest of the swarm according to a distance metric to define the neighborhood,

and (2) sort the neighbors by fitness to find the local best. In contrast, as it is explained in

Section 3.4.1, each time fitness is estimated, a FAM neural network must be trained and tested.

Since, managing the swarm with the ADNPSO algorithm requires a computational cost signif-

icantly lower than that necessary to update the fitness of the swarm, it should not be considered

when applied to the AMCS.

3.4.3 Specialized archive and ensemble selection

A specialized archive is introduced in the AMCS framework to store a pool of classifier such

phenotype diversity in the objective space is maintained according to FAM network size, and

as framework for ensemble selection. In the ADNPSO incremental learning strategy (Section

3.4.1), the archive regroups FAM networks associated with each solution found in the search
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Figure 3.7 Illustration of the specialized archive of solutions in the objective space. The

FAM network size objective is segmented in different domains (or slices of complexity),

where both Pareto-optimal (circles) and locally Pareto-optimal (squares) solutions are

kept in the archive. The local best are defined as the most accurate network of each size

domain

space according to their structural complexity (i.e., number of F2 nodes) and stores them in to

create a pool of classifiers among which ensembles can be selected.

Since the AMCS is applied to an ill-defined pattern recognition problem, where a limited

amount of reference data is used for system design, both objectives are discrete functions,

and the error rate is prone to over fitting. In this context, the specialized archive is used to

(1) insure phenotype diversity in the objective space according to FAM network size, and (2)

as framework for ensemble selection. As shown in Figure 3.7, the archive categorizes FAM

networks associated with each solution found in the search space according to their F2 layer

size and stores them to create a pool of classifiers among which ensembles can be selected.

Although, this imply keeping dominated solutions in the objective space for a MOO formula-

tion, using a specialized archive ensures storing classifiers with a wide phenotype diversity in

structural complexity.

When a new block Dt of reference samples becomes available at a time t, the swarm evolves

in the search spaces and the performance of each network is re-evaluated using a mixture of

new data and old data (in the LTM). However, since no further training occurs once they are

stored in the archive, the size of the FAM networks in the archive never changes. Compact

classifiers obtained in earlier blocks may remain in the archive over time as new data is learned

incrementally.

With the ADNPSO algorithm, a genotype local best topology is used to define neighborhoods

and zones of influence for the different particles in the search space. The same principle is
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applied in the objective space for ensemble selection. The most accurate FAM of each network

size domain are considered as phenotype local best solutions. Classifiers are selected to create

an initial ensemble that is completed with a second selection phase that uses a greedy search

process (introduced in Connolly et al. (2012b) to increase classifier diversity by maximizing

their genotype diversity. The result of the overall selection process is an ensemble with:

a. high phenotype diversity of FAM network sizes, where networks of different structural

complexity are considered, even though the estimated generalization capabilities of the

some networks are not necessarily the highest or Pareto-optimal, and

b. diversified classifiers in both feature and decision spaces (Connolly et al. (2012b)).

Unlike other approaches in the literature, the proposed AMCS does not consider time as a

factor to add/remove a classifier from the ensemble. It uses the notions of dominance and

phenotype diversity. If classifiers become obsolete in time due to a decrease in their accuracy,

they will lose their dominant position and eventually be erased from the archive. On the other

hand, although they remain in the archive, solutions that do not increase ensemble diversity are

never selected.

3.5 Experimental methodology

This chapter focuses on the appearance-based classification aspect of the face recognition sys-

tem by replacing the classification module and biometric data base (in Figure 3.1) by the pro-

posed AMCS. The rest of the system relies on classical algorithms. As recognition is perform

with an AMCS based on the FAM classifier, the responses for each successive ROI is a binary

code (equals to “1” for the predicted class, and “0”s for the others). For a video sequence of

a given length, the predicted class label Ck is the one with the highest accumulated response

obtained for each ROI (i.e., a majority vote between predictions for each individual ROI).

The rest of this section describes the procedure utilized to perform proof-of-concept experi-

ments, including data bases, incremental learning scenarios, experimental protocol, and per-

formance indicators.

3.5.1 Video data bases

The first data base was collected by the Institute for Information Technology of the Cana-

dian National Research Council (IIT-NRC) (Gorodnichy (2005)). It is composed of 22 video
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sequences captured from eleven individuals positioned in front of a computer. For each indi-

vidual, two color video sequences of about fifteen seconds are captured at a rate of 20 frames

per seconds with an Intel web cam of a 160× 120 resolution that was mounted on a computer

monitor. Of the two video sequences, one is dedicated to training and the other to testing. They

are taken under approximately the same illumination conditions, the same setup, almost the

same background, and each face occupies between 1/4 to 1/8 of the image. This data base

contains a variety of challenging operational conditions such as motion blur, out of focus fac-

tor, facial orientation, facial expression, occlusion, and low resolution. The number of ROIs

detected varies from class to class, ranging from 40 to 190 for one video sequences.

The second video data base is called Motion of Body (MoBo), and was collected at Carnegie

Mellon University under the HumanID project (Gross and Shi (2001)). Each video sequence

shows one of 25 different individuals on a tread-mill so that they move their heads naturally

to four different motion types when walking: slowly, fast, on an inclined surface, and while

carrying an object. Six Sony DXC 9000 cameras, with a resolution of a 640 × 480 pixels, are

positioned at different locations around the individuals. Only the video sequences with visible

faces were kept: full frontal view and both sides with an angle of about 70◦ with the full frontal

view.

Segmentation is performed using the well known Viola-Jones algorithm included in the OpenCV

C/C++ computer vision library. In both cases, regions of interest (ROIs) produced are converted

in gray scale and normalized to 24× 24 images where the eyes are aligned horizontally, with a

distance of 12 pixels between them. Principal Component Analysis is then performed to reduce

the number of features. For the IIT-NRC data base, the 64 features with the greatest eigenval-

ues are extracted and vectorized into a = {a1, a2, ..., a64}, where each feature ai ∈ [0, 1] are

normalized using the min-max technique. Learning is done with ROIs extracted from the first

series of video sequences (1527 ROIs for all individuals) while testing is done with ROIs ex-

tracted from the second series of video sequences (1585 ROIs for all individuals). The ROIs

obtained with the MoBo data base where processed with Local Binary Pattern and Principal

Component Analysis to produce 32 features vectors, also normalized using the min-max tech-

nique. ROIs from sequences for each type of walk and view are divided in two; the first half is

used for learning and the second half, for testing. This yields a total of 36374 learning patterns

and 36227 test patterns. In both cases, the number of features was fixed after error convergence

with a 1NN classifier trained on the learning data bases and tested on the test data base. More-

over, to insure that no false positive are present during training and testing, the ROIs have then

been manually filtered.



116

3.5.2 Incremental learning scenarios

Prior to computer simulations, each video data set is divided in blocks of data Dt, where

1 ≤ t ≤ T , to emulate the availability of T successive blocks of training data to the AMCS.

Supervised incremental learning is performed according to two different scenarios.

3.5.2.1 Enrollment

In this scenario, each block contains ROIs of individuals that are not enrolled to the system.

Classes are added incrementally to the system, one at a time. To assess AMCS performance for

K classes, the first learning block D1 is composed of two classes, and each successive block

Dt, where 2 ≤ t ≤ K − 1, contains the ROIs captured in a video sequence corresponding to

an individual that has not previously been enrolled to the system. For each Dt, performance

is only evaluated for existing classes. To insure the invariance of results to class presentation

order, this experiment is performed using five different random class presentation orders.

3.5.2.2 Update

In this scenario, each block contains ROIs of individuals that have previously been enrolled

to the system. It is assumed that at a given time, the ROIs of an individual is captured in a

video sequence, and then learned by the system to refine its internal models. To assess AMCS

performance, all classes are initially learned with the first data block D1 and are updated one

class at a time with blocks D2 through DK+1. In order to better observe cases where classes

are not initially well defined, block D1 is composed of 10% of the data for each class, and

each subsequent block Dt, where 2 ≤ t ≤ K + 1, is composed of the remaining 90% of one

specific class. Here again, invariance to class order presentation is insured by repeating this

experimentation with five different class presentation orders.

3.5.3 Experimental protocol

The performance of the proposed DPSO learning strategy is evaluated and compared with

various techniques to generate and select classifiers during supervised incremental learning

of data blocks Dt. The DPSO parameters used for both experiments are shown in Table 3.1.

Weight values {w0, wφ} were defined as proposed in Kennedy (2007), and to detect a maximal

number of local optima, no constraints were considered regarding the number, the maximal

size of each subswarm is set at 4. Since Euclidean distances between particles are measured

with the DPSO algorithm, the swarm evolves in a normalized R
4 space to avoid any bias



117

due to the domain of each hyperparameter. Before being applied to FAM, particle positions are

denormalized to fit the hyperparameters domain. For each new blocks of data Dt, the ADNPSO

optimization process is set to either stop after 10 iterations without improving the performance

of either generalization error rate of network size, or after maximum 100 iterations.

Table 3.1 Parameters for ADNPSO

Parameter Value
Swarm’s size N 60

Weights {w0, wφ} {0.73, 2.9}
Maximal number of subswarms ∞
Maximal size of each subswarm 4

Neighborhood size 5

Minimal distance between two local best particles 0.1

Minimal velocities of free particles 0.0001

Learning is performed over ten trials using ten-fold cross-validation with the LTM used as

specified in Connolly et al. (2012a). The proportion of Dt assign to the LTM, and the maximal

number of patterns for each class present in the LTM, are respectively set to λD = 1/6 and

|Ck|LTM = 20. Out of the ten folds, eight are dedicated to training (Dt
t), one fold is combined

with half of LTM to validate and determine the number of FAM training epochs (Dv
t ), and

the remaining fold is combined with the other half of the LTM to estimate the fitness of each

particle during the DPSO algorithm (Df
t). Between successive training epochs, the presentation

order of training patterns is changed randomly. Within each trial, five different replications are

performed using different class presentation order, for a total of fifty replications.

The simulations evaluate the performance achieved in both scenarios for incremental learning

of new data blocks Dt, where AMCSs employ (a.) the DPSO learning algorithm and selec-

tion ensemble discussed in Section 3.4 – ADNPSO ← the networks in the specialized archive

corresponding to the phenotype local best plus a greedy search that maximizes genotype diver-

sity (Connolly et al. (2012b)). This system is compared to AMCSs using the DPSO learning

strategy used with different optimization algorithms and ensemble selection techniques, in par-

ticular:

b. DNPSO ← the ensemble of FAM networks associated to the local best positions found

with the mono-objective DNPSO algorithm plus a greedy search that maximizes geno-

type diversity, also within the swarm (Connolly et al. (2012b)),
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c. MOPSO ← the entire archive obtained with the DPSO incremental learning strategy

employed with a multi-objective PSO algorithm that uses the notion of dominance to

guide particles toward the Pareto optimal front (Coello et al. (2004)), and

d. GBEST ← the FAM network corresponding to the DNPSO global best solution.

For references, the performance is also given for the batch learning methods:

e. PSOB ← an AMCS that uses the entire swarm of FAMs trained with a canonical PSO

batch learning strategy (Granger et al. (2007)), and

f. kNN ← a single kNN classifier.

The MOPSO algorithm was used with the same applicable parameters than with the proposed

ADNPSO, and with a grid size of 10 (for further details, see Coello et al. (2004). Moreover,

at a given time t, batch learning consist of initializing the system, and learning all the data

blocks Dt accumulated thus, Bt = D1 ∪ ... ∪ Dt (Granger et al. (2007)). In the context of

a face recognition application, using Principal Component Analysis for feature extraction and

selection, and kNN for classification is equivalent to the well known Eigenfaces method (Turk

and Pentland (1991)).

3.5.4 Performance evaluation

The average performance of AMCSs is assessed in terms of generalization error rate achieved

with video-sequences, and resources requirements. The generalization error rate for a single

ROI is the ratio of incorrect predictions over all test set predictions, where each ROI is tested

independently. Classification decisions produced for a single ROI are considered to be the most

conservative performance metric, and it is used for fitness estimation during Algorithm 3.1.

For the video-based face recognition application, generalization error rate for video sequences

(over two or more ROIs), is the result of the fusion between the tracking and classification

module (see Section 3.2). Given video sequences, it is the ratio of incorrect predictions over all

predictions obtained with a majority vote among all class accumulated binary responses from

the AMCS over a fixed number of regions of interest (ROIs). For unbalanced data bases (i.e.,

video sequences of different length), classification rate for a number of frames exceeding the

length of shorter sequences are computed with predictions obtained with all ROIs of the latter.
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The identification capabilities of the AMCS are also evaluated with cumulative match curves

moon01. These curves estimate the ranking capabilities of a classification system during an

identification application by verifying if the correct prediction is within the best ranks.

Resources requirement of AMCSs that employ the DPSO incremental learning strategy is mea-

sure in terms of compression. That is, the average number of training patterns, contained in all

Dt
t presented to the AMCS, per category prototype in the network. For a single FAM network,

compression refers to the average number of training patterns per neuron in the F2 layer, and

for ensembles, it is the total number of F2 layer nodes for all FAM networks in the ensemble.

The higher the compression, the better. Since learning with kNN consist of memorizing the

training data set Dt
t, compression with that network is always one.

3.6 Results and discussion

The objective of the AMCS and ADNPSO incremental learning strategy is to provide a face

recognition system a mean to perform accurate predictions in real time. To illustrate this, this

section first compares the accuracy and structural complexity of ensembles evolved using the

DPSO learning strategy described in Section 3.4 (ADNPSO) with other AMCSs that perform

incremental learning and batch references methods.

To give more insight on the effect of the different optimization methods on pools of classifier

generation, Section 3.6.2 presents the evolution of the swarm and archive in the objective space

during the update learning scenario. The resulting swarm and specialized archive obtained

with ADNPSO are compared with those obtained when incremental learning is guided mono-

objective optimization (DNPSO), and classic MOO (MOPSO).

3.6.1 Performance during video-based face recognition

Figures 3.8 and 3.9 present the video-based generalization error rate according to the number

of ROI used to perform recognition at different points in time for both incremental learning

scenarios. With each ROI, evidence in the form of FAM network outputs (binary codes) is ac-

cumulated and used to establish a ranking through majority voting. When classes are enrolled

incrementally, class decision boundaries become more complex in time. Accuracy obtained

with few ROIs then decreases, while the number of ROIs necessary to achieve a video-based

error comparable to 0% increases. On the other hand, the video-based error rate obtained af-

ter updating classes through incremental learning decreases over time, as new blocks of data

become available. Moreover, when the AMCS has knowledge of the whole classification pro-
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Figure 3.8 Evolution of the video-based error rate versus the number of ROIs used to

identify individuals of the IIT-NRC data base during the enrollment incremental learning

scenario. Performance is shown at different points in time and error bars correspond to

the 90% confidence interval
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Figure 3.9 Evolution of the video-based error rate versus the number of ROIs used to

identify individuals of the IIT-NRC data base during the update incremental learning

scenario. Performance is shown at different points in time and error bars correspond to

the 90% confidence interval

blem when adding new data, ensembles obtained are more robust as it can eventually achieve

perfect accuracy.

When recognition is performed by accumulating responses of AMCSs over few ROI (15) dur-

ing incremental learning, the cumulative match curves in Figures 3.10 and 3.11 are used to as-

sess their ranking capabilities. Ideally, with perfect accuracy, the correct class is always ranked

first. Ambiguity regarding predictions acts according to the error rate. For the enrollment

learning scenario, ranking capabilities diminishes in time when the classification environment
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Figure 3.10 Cumulative match curves obtained during the enrollment incremental

learning scenario at different points in time when 15 ROIs are used to perform

recognition. Performance is shown at different points in time and error bars correspond to

the 90% confidence interval. During enrollment, the maximal rank increases with the

number of classes present in the system
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Figure 3.11 Cumulative match curves obtained during the update incremental learning

scenario at different points in time when 15 ROIs are used to perform recognition.

Performance is shown at different points in time and error bars correspond to the 90%

confidence interval. During enrollment, the maximal rank increases with the number of

classes present in the system

becomes complex, and during update, it increases with the knowledge regarding individual

class distributions.

However, when the number of ROIs used to perform recognition increases, the video-based

error rate tends to increase at the end of each sequence. When both learning and test sequences

of the IIT-NRC data base were recorded, the individuals were all initially facing the camera,

giving a full frontal image of their face. As they start moving, changing his facial orientation
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Table 3.2 Minimal average error rate and number of ROIs necessary to achieve a

generalization error rate comparable to 0% for video-based face recognition. Results

shown are obtained after learning the entire IIT-NRC and MoBo data bases through the

both learning scenarios. The mention “never” indicates that the method never achieves an

error rate comparable to 0%

Type of learning Incremental Batch

Method ADNPSO DNPSO MOPSO GBEST PSOB kNN

IIT-NRC data base
Enrollment learning scenario

Minimal av. error rate 0.6± 0.7 0± 0 5± 3 2.1± 1 0± 0 0± 0
Nb. of ROIs to reach 0% 27 22 never never 20 23

Update learning scenario
Minimal av. error rate 0± 0 0± 0 1.2± 0.6 0.8± 0.5 0± 0 0± 0
Nb. of ROIs to reach 0% 31 20 never never 20 23

MoBo data base
Enrollment learning scenario

Minimal av. error rate 0± 0 0± 0 0.5± 0.2 1.2± 1.4 0± 0 0± 0
Nb. of ROIs to reach 0% 30 28 never 25 30 16

Update learning scenario
Minimal av. error rate 0± 0 0± 0 3± 1 0.3± 0.3 0± 0 0± 0
Nb. of ROIs to reach 0% 27 24 never 25 30 16

and expression, different facial views, corresponding to data points in unexplored regions of

the feature space, are presented to the system. Recognizing an individual toward the end of a

video sequence is thus more difficult. Until all classes are updated, correct predictions for each

ROI accumulated at the beginning of the test sequences are surpassed by the wrong predictions

accumulated with the subsequent ROIs.

The accuracy of different methods are compared in Table 3.2 with the number ROIs needed

to reach an error rate comparable to 0% and the corresponding error rate. The higher level of

accuracy achieved by proposed AMCSs and a real time estimation on the speed a which this

performance is attained. An AMCS driven by ADNPSO can achieve a video-based error rate

comparable to 0% within a time frame similar to that obtained with mono-objective DNPSO

incremental learning strategy and batch learning approaches. In the worst case (the update

scenario), the proposed method needs 10 additional ROIs than when mono-objective optimiza-

tion is used with either incremental (DNPSO) or batch learning (PSOB) to reach an error rate

comparable to 0%. Assuming ideal tracking performances and a camera that acquires video

sequences at a rate of 30 frames per second, this represents around a third of a second. On
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Table 3.3 Comparison of the DPSO-based learning strategy with other authors on the

IIT-NRC and MoBo data bases. Classification rates were obtained for recognition on

video sequences

IIT-NRC data base
Proposed syst. Arandjelovic et al. Gorodnichy Tangelder et al. Wang et al.

(2009) (2005) (2006) (2009)

100% 100% 95% 95% 93%

MoBo data base
Proposed syst. Cevikalp et al. Hadid et al. Liu et al. Wang et al. Zhou et al.

(2010) (2004) (2003) (2008) (2003)

100% 98% 94% 99% 94% 100%

the other hand, using MOO or the single global best solution during mono-objective optimiza-

tion give less robust solutions and, in those cases, the AMCS’s error rate is never comparable

to 0%. Results are similar with the MoBo data base, except that AMCSs with the proposed

DPSO-based strategy require fewer ROIs to achieve an error rate similar to 0% and that a single

FAM network can also achieve this level of accuracy.

Table 3.3 presents a comparison of accuracy obtained with other video-based face recognition

systems in literature that perform batch learning on both IIT-NRC and MoBo data bases. With

the exception of Arandjelovic and Cipolla (2009) with the IIT-NRC data base and Zhou et al.

(2003) with the MoBo data base, the AMCS with the proposed ADNPSO learning strategy

outperforms all other systems. Regardless of the scenario, the AMCS with ADNPSO must

accumulate about 1 second of video stream to achieve an error rate of 0% after incremental

learning of the entire MoBo data base. In comparison, after performing batch learning of

the MoBo data base, Zhou et al. (2003) achieved the same result by accumulating classifier

responses for 0.5 second. While Arandjelovic and Cipolla (2009) also obtained a 0% video-

based error rate, the number of accumulated response, to achieve this is not available.

Previous result showed that an AMCS driven by ADNPSO can achieve generalization capabil-

ities comparable to 100% with few ROIs. Table 3.4 depicts the structural complexity indica-

tors only for ensembles that yielded error rates comparable to 0%. On this aspect, ADNPSO

resulted in ensembles with less base classifiers, where the average structural complexity (com-

pression) of each member is lower (higher), and thus less overall ensemble complexity. Not

only are ensembles smaller, but the average ensemble member obtained with ADNPSO uses

only a fraction of the classifiers present in the archive. Given the limited number of training
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Table 3.4 Structural complexity indicators of AMCSs that always give error rates

comparable to 0%. Results are given after incremental learning of both data bases and

learning scenarios. Complexity is evaluated in terms of ensemble size, average network

compression, and total compression of the entire ensemble. The arrows serves as

reminders that lower ensemble sizes and higher compressions indicate better results. Each

cell is presented with the 90% confidence interval, and the best values are highlighted

Type of learning Incremental Batch

Method ADNPSO DNPSO PSOB kNN

IIT-NRC data base
Enrollment learning scenario

Ensemble size (↓) 4.5± 0.4 19.4± 0.7 60± 0 1± 0
Average comp. (↑) 9.3± 0.7 6.7± 0.3 2.2± 0.2 1± 0
Total comp. (↑) 2.1± 0.2 0.34± 0.02 0.037± 0.003 1± 0

Update learning scenario
Ensemble size (↓) 5.5± 0.4 19.5± 0.7 60± 0 1± 0
Average comp. (↑) 7.4± 0.4 5.8± 0.2 2.2± 0.2 1± 0
Total comp. (↑) 1.4± 0.2 0.30± 0.03 0.037± 0.003 1± 0

MoBo data base
Enrollment learning scenario

Ensemble size (↓) 7.5± 0.5 23.3± 0.7 60± 0 1± 0
Average comp. (↑) 50± 6 23± 2 3.6± 0.1 1± 0
Total comp. (↑) 6.7± 0.7 1.0± 0.1 0.060± 0.004 1± 0

Update learning scenario
Ensemble size (↓) 5.5± 0.8 19.4± 0.8 60± 0 1± 0
Average comp. (↑) 28± 1 18.6± 0.8 3.6± 0.1 1± 0
Total comp. (↑) 5.1± 0.5 0.9± 0.1 0.060± 0.004 1± 0

samples available in the worst case (the update scenario), designing ensembles with all refer-

ence samples in the IIT-NRC and MoBo data bases yield ensembles composed of an average

of J = 870 and J = 5700 F2 layer nodes, respectively. Each time a query sample is presented

to the face recognition system, the FAM choice function (Equation 3.1) is evaluated for each

F2 layer node. For each query sample, FAM predictions have a time complexity of O(IJ),

where the number of input features has been fixed here to I = 64. For each camera with a

frame rate of 30 frames per second in a moderately cluttered scene (ten people maximum), the

system will process a worst case of 300 ROIs per second. By today’s standard this can be easily

accomplished in 1/300 second on a standard desktop computer.2

2This statement is valid assuming a moderate number of individuals populating a scene and cameras feeding

the face recognition system.
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Compared to the batch method learning methods, Table 3.4 shows that incremental learning

performed with PSO-based learning strategies provides simpler models that batch learning.

However, only the proposed ADNPSO gives comparable accuracy and higher compression

than kNN after performing incremental learning on both data bases and during both scenarios.

Although ADNPSO and kNN compressions are on the same scale, it should be noted that using

the latter with J recognition category (i.e., training samples) implies computing the Euclidean

distance for each J category and ranks the solutions to find the best k, a time complexity of

O(kIJ log(J)).

3.6.2 Swarm and archive evolution during optimization

To give an example on how pools of classifier are generated and ensembles are selected, Figure

3.12 gives an example of the swarm’s evolution in the objective space during the update incre-

mental learning scenario. It compares mono-objective optimization (DNPSO), formal MOO

(MOPSO), and the proposed ADNPSO scheme for the replication that yielded error rate for

single ROIs closest to the average.

During mono-objective optimization with the DNPSO algorithm, networks in the swarm evolve

according only to accuracy. When learning data from complex classification environments,

FAM networks then tend to continuously grow its F2 layer to maintain or increase its accuracy.

The swarm then tends to move downward in the objective space, while neglecting the search

for potential lighter solutions that could also provide networks accurate enough to be included

in an ensemble.

If influences are define in the objective space with the MOSPO algorithm, Figure 3.12 shows

that using classifiers such as FAM introduces a bias in the swarm’s movements toward struc-

tural complexity. While the MOPSO algorithm theoretically considers both objectives equally,

when used to evolve FAM networks, Figure 3.12 shows that it is easier to find non-dominated

solutions with smaller F2 layer sizes than with lower error rate. In time, the MOPSO algorithm

directs most particles in the different search spaces such as mostly minimizing FAM F2 layer

size, thus limiting the search capabilities for accurate solutions.

On the other hand, the proposed ADNPSO directs subswarms of particles according to either

accuracy, network size, or both at the same time (see Figure 3.6). Although this creates a

swarm of particles that could successfully fill a classical archive, the specialized archive insures

that the most accurate solutions of different network sizes are stored. As results presented

earlier showed, this creates suitable pools and ensembles of FAM neural networks. Still, if
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Mono-objective optimization with DNPSO and hypothetical classic archive
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Figure 3.12 Objective space during the update incremental learning scenario. Circles

show evolution of the swarm during its evolution at a time t, and squares illustrate

solutions stored (or would be stored for mono-objective optimization) in the archive.

Light and dark circles respectively indicate the position of each particle at the start and

end of the optimization process
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several classes are added in time and the classification environment becomes more complex, it

could become necessary to redefine the specialized archive’s boundaries to accommodate such

changes.

3.7 Conclusion

In this chapter, an ADNPSO incremental learning strategy is proposed to evolve heterogeneous

ensembles of classifiers in response to new reference data during video face recognition. This

strategy is applied to an AMCS where all parameters of a swarm of FAM neural network

classifiers (i.e., a swarm of classifiers), each one corresponding to a particle, are co-optimized

such that both error rate and network size are minimized. To provide a high level of accuracy

over time while minimizing the computational complexity, the AMCS integrates information

from multiple diverse classifiers, where learning is guided by an aggregated dynamical niching

PSO (ADNPSO) algorithm that optimizes networks according both these objectives. By using

the specialized archive, local Pareto-optimal solutions detected by the ADNPSO algorithm can

also be stored and combined with a greedy search algorithm to create ensembles based on

accuracy, phenotype and genotype diversity.

Overall results indicates that using information in the search space of each objective (local

optima positions and values), rather than in the objective space, permits creating pools of clas-

sifiers that are more accurate and with lower computational cost. This results in ensembles

that give an accuracy comparable to that obtained with mono-objective optimization and batch

learning methods. However, this is achieved with only a fraction of the computational cost

(between 16% and 20% depending on the data base and learning scenario used).

However, the proposed AMCS is designed to observe small amounts of learning data under

several perspectives with a swarm of classifiers, so that it can perform in the context of a real

video-based face recognition application. Although it can be performed off-line, while predic-

tions can afterward be performed on-line, the learning process can become long when applied

if data acquisition conditions are more constrained and data is available in large amounts (such

as with the MoBo data base). To circumvent this problem, future work should then consider

focusing on characterizing reference learning samples with different quality measures. To

disambiguate concepts and further reduce FAM network structural complexity, available data

could then be filtered according their level of quality so that learning is performed only with

suitable samples. In this context, the utility of the LTM used in the AMCS could also be rede-

fined. Rather than using the LTM only for validation purposes, it could also use these quality

measures to select reference samples and keep a representative snapshot of the data distribu-
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tions at a time t. This way networks in the swarm could be reinitialized if they bring no new

knowledge during the learning process.



CONCLUSION

A critical function in biometric systems is the classification of query samples captured with

some sensors against models designed during an enrollment process with reference samples.

To improve robustness and reduce resources, statistical or neural pattern classifiers are often

employ to build class models of these systems. Still, since real individuals are involved in the

data acquisition process, collection and analysis of reference data is often expensive and time

consuming. Therefore, classifiers are often designed using only some prior knowledge of the

underlying data distributions, a set of user-defined hyperparameters, and a limited amount of

reference data.

In real biometric applications, such as video-based face recognition, it is however possible

to acquire new reference samples at some point in time after a classifier has originally been

trained and deployed for operations. Due to limited control over operational conditions when

acquiring images from unconstrained scenes, facial images are then subject to considerable

variations and, in time, the physiology of individuals may change in either temporary or per-

manent fashion. New information, such as input features and new individuals, may also sud-

denly emerge and previously acquired data may eventually become obsolete in dynamically

changing classification environments.

The main objective of this thesis is to provide a video-based recognition system with a mean

to perform an incremental enrollment and update of biometric models when new data becomes

available. To achieve this, the relationship between the classification environment, where

the FAM decision boundaries are defined, and the optimization environment, comprise of the

search and objective spaces, is studied. The result is an AMCS that evolves a swarm of FAM

neural networks in response to new data through a DPSO-based supervised incremental learn-

ing strategy. As each particle in a hyperparameter search space corresponds to a FAM network,

the learning strategy co-optimizes all classifier parameters – hyperparameters, weights, and ar-

chitecture – in order to maximize accuracy, while minimizing computational cost and memory

resources.

Although it does not directly take in account difficulties related to face recognition, such as dif-

ferent illumination conditions or background, this thesis proposes a flexible approach to tackles

such issues in two ways. The resulting AMCS, unlike existing adaptive ensemble methods,

both adapts a base classifier’s plasticity and dynamically reselect ensembles from a pool to suit

new data structure and learn new classes that would emerge during enrollment.
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When applied to a video face recognition application, the final version of the AMCS can pro-

vide predictions in real-time and with an accuracy higher or comparable with that of other

systems in the literature. However, using the ADNPSO learning strategy requires training sev-

eral classifiers many times over the same data. Design and update of the biometric models with

an AMCS is thus to demanding to be performed in real time with standard computers. It must

therefore be done offline.

In Chapter 1, the first version of this incremental learning strategy is applied to an ACS to

maximize the accuracy of a single FAM classifier. This learning strategy reconsiders the four

properties of a classification system capable of supervised incremental learning (as defined by

Polikar et al. (2001)) in two ways. It now includes adapting a classifier’s learning dynamics

to maintain a high level of performance and storing previously acquired learning data for un-

biased validation and fitness estimation. To assert the new incremental learning definition, the

necessity of a LTM to store validation data is first shown empirically for both enrollment and

update scenarios. Incremental learning is then shown to constitute a type III dynamic optimiza-

tion problem where the optimal hyperparameter values, and their corresponding fitness, change

in time. While this chapter illustrates the dynamic nature of the problem when all four FAM

hyperparameters are optimized, Appendix I illustrates a dynamic objective function with a two

dimensional example when only the β and ε hyperparameters are optimized with a simple grid.

In Chapter 2, an incremental learning strategy, still based on DPSO, is proposed to evolve

heterogeneous ensembles of classifiers (instead of only one) in response to new reference sam-

ples. It applied to an AMCS that consists of the swarm (or pool) of FAM neural networks, and

a niching version of DPSO that optimizes all FAM parameters such that the classification rate

is maximized. Given that diversity within a dynamic particle swarm is correlated with diversity

within a corresponding pool of base classifiers, DPSO properties are exploited to generate and

evolve diversified pools of FAM classifiers, and to efficiently select ensembles on the basis

of accuracy and genotype diversity. For video sequences, the proposed solution yields a level

of accuracy that is comparable to AMCSs that use reference ensemble-based and batch learn-

ing techniques, while requiring a significantly lower computational complexity than assessing

diversity among classifiers in the feature or decision spaces.

Finally, Chapter 3 presents the latest version of the incremental learning strategy that now

co-optimizes all parameters of the swarm of FAM classifiers such that both error rate and com-

putational cost are minimized. Optimization is now perform according the two objectives an

ADNPSO algorithm that tackles MOO by defining fitness values directly with the objective

functions (accuracy and network size) in the search space to generate classifiers suitable for
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ensembles. The AMCS previously presented in Chapter 2 is modified with an archive that

stores FAM classifiers on the notion of local Pareto-optimality. Accurate ensembles with low

computational cost are then designed by selecting classifiers on the basis of accuracy, and both

genotype and phenotype diversity. Simulation results indicate that, unlike with classic mono-

and multi-objective optimization, the pool of classifiers stored in the archive does not tend to

focus on a specific region in the objective space. Moreover, while the proposed method pro-

vides accuracy comparable to that of using mono-objective optimization, it requires a fraction

of the computational cost.

Future work

The latest version of the AMCS is designed to observe small amounts of learning data under

several perspectives with a swarm of classifiers to create ensembles suitable for real video-

based face recognition. Since it is capable of fast and stable supervised incremental learning,

the FAM neural network classifier is used with the different versions of the PSO-based learning

strategy. However, when applied to a given pattern recognition problem and under certain con-

ditions, FAM are known to suffer from overtraining, or overfitting, which is directly connected

to a category (F2 layer node) proliferation problem (Connolly et al. (2008); Henniges et al.

(2005); Koufakou et al. (2001)). For instance, if data acquisition procedure conditions result

in large quantity of learning data, the continual growth of the FAM networks in the swarm

can results in ensembles with high computational cost. In particular, if there are interclass

variations between the different classes (i.e. overlap between underlying class distributions).

Although it can be performed off-line, while predictions can afterward be performed on-line,

the learning process can thus become tedious. To help further reduce FAM network structural

complexity, while maintaining accuracy, future research subjects can be categorize according

both classification and optimization environments.

To disambiguate concepts in the classification environment, future works should consider fo-

cusing on preprocessing the newly available reference samples prior launching the incremental

learning strategy. For instance, since the AMCS is applied to a face recognition problem, char-

acterizing learning samples with different face images quality (lighting, pose, resolution, etc.)

and statistical measures could be used in several ways. It would indicate which one is suitable

for the design or update of a biometric class model (Hock Koh et al. (2002)). Since FAM can

perform on-line learning, the learning process could also be further controlled by indicating

an optimal training pattern presentation order. Finally, combined with criteria defined in the

optimization environment, these measures could also be used to redefine the utility of the LTM.

Rather than only being used for validation purposes, it could store a representative subset of
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the learning samples dedicated to the reinitialization and retraining of networks that are no

longer valid. The latter would be determined by monitoring phenotype values to detect solu-

tions among the swarm that, because of their previous experience: can no longer bring new

knowledge, can no longer be accurate, or involve a to high computational cost.

Another issue that currently attracts a lot attention in the pattern recognition community is con-

cept drift. Before considering it for future versions of the AMCS, it should first be verified that

this phenomenon occurs during video-based face recognition. When an individual’s face can

change permanently in time, it does not necessarily means that someone else will eventually

resemble what he, or she, used to look like. In other words, when new data becomes avail-

able, underlying class distributions will not necessarily move in the feature space as much as

only grow. The incremental learning problem would then be characterized by concept drift,

but ratter by incomplete knowledge of the underlying class distributions. If concept drift is

indeed present during video-based face recognition, AMCS based of the FAM classifier could

be adapted with pruning techniques to remove knowledge that is no longer valid.

In the optimization environment, future work should focus on finding indicators that give the

most insight on the properties needed by an optimization algorithm to evolve ensembles of

classifiers. While this study considers only the overall diversity of either swarm and selected

ensembles, future work should rather focus on computing local diversity around each optima

in the search space. This way, the capability of an optimization algorithm to spread solutions

around each local optima and its impact on ensemble accuracy could be evaluated. In this

context, a comparison of different genotype diversity indicators (Corriveau et al. (2012 (in

press, doi: 10.1109/TEVC.2011.2170075); Olorunda and Engelbrecht (2008)) should also be

considered to find which one is the most correlated with classifier diversity.

Finally, to further reduced the computational burden during the learning process, change de-

tection measures for both environments could be used. Combined with different criteria, also

for both environments, they would indicate is either learning or optimization is necessary. The

AMCS could thus react accordingly. That is, learn newly available data that contains only new

knowledge and adjust the current hyperparameter values of the different FAM classifiers in the

swarm to avoid a decrease in performance.



APPENDIX I

ANALYSIS OF THE LEARN++ ALGORITHM FOR VIDEO-BASED FACE
RECOGNITION

The Learn++ algorithms is an AdaBoost-like ensemble of classifiers that is incrementally

trained (with no access to previous data) on incoming batches of data . Originally able to

perform only on stationary distributions from which data are incrementally acquired in batches

later version were created learn new classes (Learn++.NC, Muhlbaier et al. (2009)), miss-

ing features (Learn++.MF, Polikar et al. (2010)), and learn from non-stationary environments

(Learn++.NSE, Elwell and Polikar (2011)) where data distributions change in time. In all

Learn++ algorithms, base classifiers are trained on new data according to some distribution

rule and combined with some form of weighted majority voting. The distribution update rule

for choosing data for training subsequent ensemble members, and the mechanism for determin-

ing the voting weights are the distinguishing characteristics of different Learn++ algorithms.

This appendix presents an analysis of the original Learn++ incremental algorithm Polikar et al.

(2001). It highlights a fundamental problem when Learn++ performs incremental learning

during a scenario typical of a face recognition application. The original notation is presented

in Table -A I-1, followed by the Learn++ algorithm (Algorithm-A I-1) and a discussion of

its behavior in a face recognition context. Since the algorithm is presented with the original

notation, some symbols overlap those used in the thesis (e.g., Dt), while new symbols represent

terms already used in the thesis (e.g., xi).

Learn++ (Polikar et al. (2001)) is an AdaBoost-like algorithm for supervised incremental learn-

ing of new data acquired in batches. It generates ensembles of weak hypotheses obtain by

training a base classifier (weak learner) with updated distributions of the training data base. By

optimizing the distribution update rule according incremental learning of new data, rather than

accuracy like with AdaBoost (Freund and Schapire (1997)), Learn++ ensures that examples

that are misclassified by the current ensemble have a high probability of being sampled. In this

context, the examples that have a high probability of error are precisely those that are unknown

or that have not yet been used to train the classifier.

As Algorithm -A I-1 shows, the inputs for Learn++ are (1) training data sequences S =

[(x1, y1), ..., (xi, yi), ..., (xm, ym)] formed by m training examples xi and its corresponding

label yi from the data block Dk, (2) a weak learning algorithm, WeakLearn, used as the base

classifier, and (3) an integer Tk that specifies the number of classifiers generated for a data
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Table-A I-1 Learn++ notation as defined in Polikar et al. (2001)

Dk Learning data block at a time k
Dt Distribution for the sample selection at iteration t
Bt Normalized composite error of Ht at iteration t
βt Normalized error of hypothesis ht at iteration t
Et Composite error of Ht at iteration t
εt Error of hypothesis ht at iteration t
i Training sample index from the subset Sk

ht Hypothesis at iteration t (h(i)t is the hypothesis for sample i)
Ht Composite hypothesis of all hypotheses ht computed so far at iteration t
k Time when data is available (t during the thesis)

m Number of training samples in the subset Sk

Sk Training data sequence [(x1, y1), ..., (xi, yi), ..., (xm, ym)] from Dk

t Learn++ iteration

Tk Number of Learn++ iterations, or hypothesis generated, at a time k
TEt Test sample subset at Learn++ iteration t
TRt Training sample subset at Learn++ iteration t
wt Dk sample weight vector to create distribution Dt

xi training sample i from Sk

yi label i from Sk

block Dk (i.e., number of Learn++ iterations). After learning each data block Dk, the result is

a final hypothesis Hfinal that combines all hypotheses Ht with a weighted majority.

Learn++ first initialize the weights w1(i) of the distribution D so that each instance of S has

an equal likelihood of being selected. At each iteration t = 1, 2, ..., Tk, the distribution Dt is

updated with the weights wt(i) (Line 4). A training and testing subsets (TRt and TEt) are

randomly selected according the distribution Dt.

A base classifiers (WeakLearn) is then trained on TRt using supervised batch learning (Line

6) to provide an hypothesis ht. It is the reason why the Learn++ algorithm isnot suitable for

the application in this thesis. In the context of a face recognition learning scenario, as with

many incremental learning problems, classes may often be updated or added only one at a

time, leading the data blocks Dk, sequences Sk and training data sets TRt to be composed of

only one class. This means that each hypothesis ht obtained after training WeakLearn on TRt

would be the result of a one class classifier. When tested on TEt (with data from the same

class than TRt), these hypotheses would then always result in matching each instance xi to

the same class yi, thus yielding an error εt of 0 and a normalized error βt with also a value of

0 (Line 7). These biased error values has an impact on each subsequent steps of the Learn++

algorithm. Not only computing the composite hypothesis Ht (Line 8) will involve a division
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Algorithm-A I-1 Learn++ algorithm Polikar et al. (2001)

Inputs: For each database drawn from Dk, t = 1, 2, ..., K

• Sequence of m training examples S = [(x1, y1), ..., (xi, yi), ..., (xm, ym)].

• WeakLearnin algorithm WeakLearn

• Integer Tk specifying the number of iterations.

Outputs: Final hypothesis consisting of the weight majority on the combined

hypotheses Ht:

Hfinal = arg max
y∈Y

K∑
k=1

∑
i:Ht(x)=y

log(1/Bt)

1: for k = 1, 2, ..., K do

2: Initialize w1(i) = D(i) = 1/m, ∀i, unless there is prior knowledge to select

otherwise.

3: for t = 1, 2, ..., Tk do

4: Set Dt = wt/
m∑
i=1

wt(i) so that Dt is a distribution.

5: Randomly choose training TRt and testing TEt subsets according to Dt.

6: Call WeakLearn, providing it with TRt.

7: Get back a hypothesis ht : X → Y , and calculate the error of ht:

εt =
∑

i:ht(xi) �=yi

Dt(i)

on St = TRt + TEt. If εt > 1/2, set t = t− 1, discard ht and go to step 2.

Otherwise, compute normalized error as βt = εt/(1− εt).

8: Call weight majority, obtain the composite hypothesis

Ht = arg max
y∈Y

∑
i:ht(x)=y

log(1/βt),

and compute the composite error

Et =
∑

i:Ht(xi) �=yi

Dt(i) =
m∑
i=1

Dt(i) [|Ht(xi) �= yi|] .

If Et > 1/2, set t = t− 1, discard Ht and go to step 5.

9: Set Bt = Et/(1− Et) (normalized composite error), and update the weights

of the instances:

wt+1(i) = wt(i)×
{

βt if Ht(xi) = yi,
1 otherwise

}
.

= wt(i)× B
[|Ht(xi) �=yi|]
t
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by infinity, while the composite and normalized composite error values (Et and Bt) are also

going to be equal to 0. Since the weights wt(i) are defined according the latter, they are going

to be updated to 0 (Line 9).

For Learn++ to work, this indicates that all classes needs to be present within each data block

Dk. In the eventuality that not one, but several classes are updated or added at a given time,

Learn++ will still be problematic. While all error values are not going to be equal to 0, due to

the presence of several classes, the hypotheses for a data block Dk will still result in classes

contained in that block only. If these classes are not present on subsequent blocks, these clas-

sifiers will perform poorly during the test phase of Algorithm-A I-1 (Line 7). The weights

associated with them will then decrease and the final composite hypothesis Hfinal will be un-

able to predict them. On the other hand, the new hypotheses added in the ensemble are not

going to be able to predict classes previously enrolled in the system.



APPENDIX II

INCREMENTAL LEARNING AS A DYNAMIC OPTIMIZATION PROBLEM

This Appendix illustrates that optimizing a FAM classifier’s learning dynamics during super-

vised incremental learning when only two hyperparameters are adjusted according to accuracy

is a dynamic mono-objective optimization problem such as:

maximize
{
f(h, t) | h ∈ R

2, t ∈ N1,
}

(9)

where h is an R
2 hyperparameter vector, t the time when new data is available, and f(h, t)

is the classification rate. More precisely, it illustrates that this adaptation constitutes a type

III optimization environment, where both the location and value of optima positions change

in time (Engelbrecht (2005)). It was originally publish as an Appendix in Connolly et al.

(2012a). While the DPSO learning strategy and adaptive classification system (ACS) presented

in Connolly et al. (2012a) are used, optimization is performed with a grid optimization method.

Figure-A II-1 shows the evolution of the ACS classification rate for a type III dynamic op-

timization environment during a class enrollment learning scenario where only two fuzzy

ARTMAP hyperparameters are adjusted, h = (β, ε), while α = 0.001 and ρ̄ = 0 (standard

values). Results are shown for an algorithm similar to Algorithm 1.1 (Section 1.3.3) and the

IIT-NRC data base (Section 1.4.1). The grid optimization method was applied with a 100×100

grid, instead of PSO, and for each point on the grid, f(h, t) was estimated by the average clas-

sification rate of fuzzy ARTMAP on the IIT-NRC test data when trained using 10-fold cross-

validation with the learning data. Unlike the class enrollment learning scenario presented in

Section 1.4.2, several classes are added to the system with each Dt: classes {Ck|k ∈ 1, 2, 3}
are learned with D1, {Ck|k ∈ 4, 5, 6} with D2, {Ck|k ∈ 7, 8, 9} with D3, and {Ck|k ∈ 10, 11}
with D4.

The plateau on the objective function f(h, t) showed in Figure-A II-1a is actually a gentle

slop getting higher with β. As the objective function changes during incremental learning, the

global maximum moves in the hyperparameter space.
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Figure-A II-1 Evolution of the objective function f(h, t), where h = (β, ε), during an

enrollment learning scenario of four learning data blocks Dt. The global maximum is

shown along with its classification rate and its 90% confidence interval



BIBLIOGRAPHY

H. Abdulsalam, D.B. Skillicorn, and P. Martin. 2011. “ Classification Using Streaming Random

Forests ”. IEEE Transactions on Knowledge and Data Engineering, vol. 23, n. 1, p. 22–

36.

Ognjen Arandjelovic and Roberto Cipolla. 2009. “ A methodology for rapid illumination-

invariant face recognition using image processing filters ”. Computer Vision and Image
Understanding, vol. 113, n. 2, p. 159–171.

Bart Bakker and Tom Heskes. 2003. “ Clustering Ensembles of Neural Network Models ”.

Neural Networks, vol. 16, n. 2, p. 261–269.

M. Balasubramanian, S. Palanivel, and V. Ramalingam. 2009. “ Real time face and mouth

recognition using radial basis function neural networks ”. Expert Systems with Applica-
tions, vol. 36, n. 3, Part 2, p. 6879–6888.

Mamoudou Barry and Eric Granger. August 2007. “ Comparison of ARTMAP Neural Net-

works for Classification for Face Recognition from Video ”. In Proceedings of the IEEE
International Joint Conference on Neural Networks. (Orlando, USA 2007), p. 2256–

2261.

P.N. Belhumeur, J.P. Hespanha, and D.J. Kriegman. 1997. “ Eigenfaces vs. Fisherfaces: recog-

nition using class specific linear projection ”. IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 19, n. 7, p. 711–720.

Albert Bifet, Eibe Frank, Geoff Holmes, and Bernhard Pfahringer. 2010. “ Accurate ensembles

for data streams: Combining restricted Hoeffding trees using stacking ”. In Proceedings
of the Asian Conference on Machine Learning. (Tokyo, Japan 2010), p. 225–240.

Tim Blackwell and Jürgen Branke. April 2004. “ Multi-swarm Optimization in Dynamic Envi-

ronments ”. In Proceedings of the Conference Applications of Evolutionary Computing.

(Coimbra, Portugal 2004), p. 489–500.

A. Blum. 1997. “ Empirical support for winnow and weighted-majority algorithms: Results

on a calendar scheduling domain ”. Machine Learning, vol. 26, n. 1, p. 5–23.

Jürgen Branke. July 1999. “ Memory enhanced evolutionary algorithms for changing optimiza-

tion problems ”. In Proceedings of the IEEE Congress on Evolutionary Computation.

(Washington, USA 1999), p. 1875–1882.

L. Breiman. 1999. “ Pasting small votes for classification in large databases and on-line ”.

Machine Learning, vol. 36, n. 1, p. 85–103.

Gavin Brown, Jeremy Wyatt, Rachel Harris, and Xin Yao. 2005. “ Diversity creation methods:

a survey and categorization ”. Information Fusion, vol. 29, n. 6, p. 5–20.



140

Anne Canuto, Gareth Howells, and Micheal Fairhurst. 2000. “ An investigation of the effects

of variable vigilance within the RePART neuro-fuzzy network ”. Journal of Intelligent
and Robotic Systems: Theory and Applications, vol. 29, n. 4, p. 317–334.

Anne M.P. Canuto, João C. Xavier Jr. Marjory C.C. Abreu, Lucas de Melo Oliveira, and Araken

de M. Santos. 2007. “ Investingating the Influence of the Choice of the Ensemble

Members in Accuracy and Diversity of Selection-based and Fusion-based Methods for

Ensembles ”. Pattern Recognition Letters, vol. 26, p. 472–486.

Anthony Carlisle and Gerry Dozier. June 2002. “ Tracking Changing Extrema with Adap-

tive Particle Swarm Optimizer ”. In Proceedings of the World Automation Congress.

(Orlando, Florida USA 2002), p. 265–270.

Gail A. Carpenter and Stephen Grossberg. 1987. “ A Massively Parallel Architecture for

a Self-Organizing Neural Pattern Recognition Machine ”. Computer, Vision, Graphics
and Image Processing, vol. 37, n. 1, p. 54–115.

Gail A. Carpenter and Natalya Markuzon. 1998. “ ARTMAP-IC and medical diagnosis: In-

stance counting and inconsistent cases ”. Neural Networks, vol. 11, n. 2, p. 323–336.

Gail A. Carpenter, Stephen Grossberg, and John H. Reynolds. 1991. “ ARTMAP: Supervised

Real-Time Learning and Classification of Nonstationary Data by a Self-Organizing Neu-

ral Network ”. Neural Networks, vol. 4, n. 5, p. 565–588.

Gail A. Carpenter, Stephen Grossberg, Natalya Markuzon, John H. Reynolds, and David B.

Rosen. 1992. “ Fuzzy ARTMAP: A Neural Network Architecture for Incremental Su-

pervised Learning of Analog Multidimensional Maps ”. IEEE Transactions on Systems,
Man, and Cybernetics C, vol. 3, n. 5, p. 698–713.

Hakan Cevikalp and Bill Triggs. June 2010. “ Face recognition based on image sets ”. In

Computer Vision and Pattern Recognition (CVPR), 2010 IEEE Conference on. p. 2567–

2573.

Debrup Chakraborty and Nikhil R. Pal. 2003. “ A Novel Training Scheme for MLPs to Realize

Proper Generalization and Incremental Learning ”. IEEE Transactions on Systems, Man,
and Cybernetics C, vol. 14, n. 1, p. 1–4.

L.-F. Chen, H.-Y.M. Liao, and J.-C. Lin. 2001. “ Person identification using facial motion ”. In

Proceedings on Image Processing. p. 677–680.

C.A.C. Coello, G.T. Pulido, and M.S. Lechuga. June 2004. “ Handling multiple objectives

with particle swarm optimization ”. IEEE Transactions on Evolutionary Computation,

vol. 8, n. 3, p. 256–279.

Jean-François Connolly, Eric Granger, and Robert Sabourin. July 2008. “ Supervised Incre-

mental Learning with the Fuzzy ARTMAP Neural Network ”. In Proceedings of the
Artificial Neural Networks in Pattern Recognition. (Paris, France 2008), p. 66–77.

http://www.rapport-gratuit.com/


141

Jean-François Connolly, Eric Granger, and Robert Sabourin. July 2009. “ Incremental Adap-

tation of Fuzzy ARTMAP Neural Networks for Video-Based Face Classification ”. In

Proceedings of the IEEE Symposium on Computational Intelligence for Security and
Defence Applications. (Ottawa, Canada 2009), p. 1–8.

Jean-François Connolly, Eric Granger, and Robert Sabourin. July 2010. “ An adaptive en-

semble of fuzzy ARTMAP neural networks for video-based face classification ”. In

Proceedings of the IEEE Congress on Evolutionary Computation. p. 1–8.

Jean-François Connolly, Eric Granger, and Robert Sabourin. 2012a. “ An adaptive classifica-

tion system for video-based face recognition ”. Information Sciences, vol. 192, n. 1, p.

50–70.

Jean-François Connolly, Eric Granger, and Robert Sabourin. 2012b. “ Evolution of hetero-

geneous ensembles through dynamic particle swarm optimization for video-based face

recognition ”. Pattern Recognition, vol. 45, n. 7, p. 2460–2477.

Jean-François Connolly, Eric Granger, and Robert Sabourin. 2012 (submitted, reference no.:

ASOC-D-12-00025). “ Dynamic multi-objective evolution of classifier ensembles ap-

plied to video-based face recognition ”. Applied Soft Computing.

Guillaume Corriveau, Raynald Guilbault, Antoine Tahan, and Robert Sabourin. 2012 (in press,

doi: 10.1109/TEVC.2011.2170075). “ Review and study of genotype diversity measures

for real-coded representations ”. IEEE Transaction on Evolutionary Computation.

K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan. 2002. “ A fast and elitist multiobjective

genetic algorithm: NSGA-II ”. Evolutionary Computation, IEEE Transactions on, vol. 6,

n. 2, p. 182–197.

Weilin Du and Bin Li. 2008. “ Multi-strategy ensemble particle swarm optimization for dy-

namic optimization ”. Information Science, vol. 178, n. 15, p. 3096–3109.

Arthur Dubrawski. 1997. “ Stochastic validation for automated tuning of neural network’s

hyper-parameters ”. Robotics and Autonomous Systems, vol. 21, n. 1, p. 83–93.

G.J. Edwards, C.J. Taylor, and T.F. Cootes. 1999. “ Improving identification performance by

integrating evidence from sequences ”. In IEEE Proceedings on Computer Vision and
Pattern Recognition. p. 486–491.

Hazım Ekenel, Lorant Szasz-Toth, and Rainer Stiefelhagen. 2009. Open-set face recognition-

based visitor interface system. Fritz, M., Bernt Schiele, and Justus Piater, editors, Com-
puter Vision Systems, volume 5815 of Lecture Notes in Computer Science, p. 43–52.

Springer Berlin / Heidelberg.

R. Elwell and R. Polikar. October 2011. “ Incremental Learning of Concept Drift in Non-

stationary Environments ”. IEEE Transactions on Neural Networks, vol. 22, n. 10, p.

1517–1531.



142

Andries P. Engelbrecht, 2005. Fundamental of Computational Swarm Intelligence, chapter 7.2.

John Wiley & Sons, Chichester, UK.

Meng Joo Er, Shiqian Wu, Juwei Lu, and Hock Lye Toh. 2002. “ Face recognition with radial

basis function (RBF) neural networks ”. IEEE Transactions on Neural Networks, vol. 13,

n. 3, p. 697–710.

G. L. Foresti and L. Snidaro. June 2002. “ A distributed sensor network for video surveillance

of outdoor environments ”. In Proceedings of the IEEE International Conference on
Image Processing. (Rochester, USA 2002), p. 525–528.

Yoav Freund and Robert Schapire. 1997. “ A decision theoretic generalization of on-line

learning and an application to boosting ”. Computer Systems Science, vol. 57, n. 1, p.

119–139.

Bernd Fritzke. April 1996. “ Growing Self-Organizing Networks - Why? ”. In Proceedings of
the European Symposium on Artificial Intelligence. (Brugge, Belgium 1996), p. 61–72.

Wai-Keung Fung and Yun-Hui Liu. 2003. “ Adaptive categorization of ART networks in robot

behavior learning using game-theoretic formulation ”. Neural Networks, vol. 16, n. 10,

p. 1403–1420.

João Gama, Pedro Medas, Gladys Castillo, and Pedro Rodrigues, 1999. Advances in Artificial
Intelligence, chapter Learning with drift detection, p. 286–295. Springer-Verlag, New

York.

Venkatesh Ganti, Johannes Gehrke, and Raghu Ramakrishnan. 2002. “ Mining data streams

under block evolution ”. ACM SIGKDD Explorations Newsletter, vol. 3, n. 1, p. 1–10.

Nicolás García-Pedrajas, César Hervás-Martínez, and Domingo Ortiz-Boyer. 2005.

“ Cooperative Coevolution of Artificial Neural Network Ensemble for Pattern Classi-

fication ”. IEEE Transactions on Evolutionary Computing, vol. 9, n. 3, p. 271–302.

Dimitry O. Gorodnichy. May 2005. “ Video-Based Framework for Face Recognition in

Video ”. In Second Workshop on Face Processing in Video in Proceedings of the Con-
ference on Computer and Robot Vision. (Victoria, Canada 2005), p. 325–344.

Eric Granger, Mark A. Rubin, Stephen Grossberg, and Pierre Lavoie. 2001. “ A What-and-

Where Fusion Neural Network for Recognition and Tracking of Multiple Radar Emit-

ters ”. Neural Networks, vol. 14, p. 325–344.

Eric Granger, Philippe Henniges, Luis S. Oliveira, and Robert Sabourin. 2007. “ Supervised

Learning of Fuzzy ARTMAP Neural Networks Through Particle Swarm Optimization ”.

Journal of Pattern Recognition Research, vol. 2, n. 1, p. 27–60.

Eric Granger, Jean-François Connolly, and Robert Sabourin. June 2008. “ A Comparison of

Fuzzy ARTMAP and Gaussian ARTMAP Neural Networks for Incremental Learning ”.

In Proceedings of the IEEE International Joint Conference on Neural Networks. (Hong

Kong, China 2008), p. 3304–3311.



143

Eric Granger, Donavan Prieur, and Jean-François Connolly. july 2010. “ Evolving ARTMAP

neural networks using Multi-Objective Particle Swarm Optimization ”. In Evolutionary
Computation (CEC), 2010 IEEE Congress on. p. 1–8.

Ralph Gross and Jianbo Shi. 2001. The CMU motion of body (MoBo) database, 2001. Tech-

nical Report CMU-RI-TR-01-18. Carnegie Mellon University, 1–13 p.

Stephen Grossberg. 1988. “ Nonlinear neural networks: Principles, mechanisms, and architec-

tures ”. IEEE Transactions on Neural Networks, vol. 1, n. 1, p. 17–61.

Abdenour Hadid and Matti Pietikäinen. 2004. “ Selecting models from videos for appearance-

based face recognition ”. In Proceedings of the International Conference on Pattern
Recognition. p. 304–308.

Stefan T. Hadjitodorov, Ludmila I. Kuncheva, and Ludmila P. Todorova. 2006. “ Moderate

diversity for better cluster ensembles ”. Information Fusion, vol. 7, n. 3, p. 264–275.

P. Henniges, E. Granger, and R. Sabourin. july 2005. “ Factors of overtraining with fuzzy

ARTMAP neural networks ”. In Proceedings of the IEEE International Joint Conference
on Neural Networks. p. 1075–1080.

Philippe Henniges, Eric Granger, Robert Sabourin, and Luiz S. Oliveira. November 2006.

“ Impact of fuzzy ARTMAP match tracking strategies on the recognition of handwritten

digits ”. In Artificial Neural Networks In Engineering. (St. Louis, USA 2006), p. 465–

472.

L. Hock Koh, S. Raganatah, and Y.V. Venkatesh. 2002. “ An integrated automatic face detection

and recognition system ”. Pattern Recognition, vol. 35, n. 6, p. 1259–1273.

Xiaohui Hu and Russell C. Eberhart. May 2002. “ Adaptive Particle Swarm Optimization:

Detection and Response to Dynamic Systems ”. In Proceedings of the IEEE Congress
on Evolutionary Computation. (Honolulu, USA 2002), p. 1666–1670.

W.-S. Hwang and J. Weng. 2000. “ Hierarchical discriminant regression ”. IEEE Transactions
on Pattern Analysis and Machine Intelligence, vol. 22, n. 11, p. 1277–1293.

Anil K. Jain and Stan Z. Li, 2005. Handbook of Face Recognition. Secaucus, NJ, USA :

Springer-Verlag New York, Inc.

Anil K. Jain, Arun Ross, and Sharath Pankanti. 2006. “ Biometrics: A Tool for Information

Security ”. IEEE Transactions on Information Forensics and Security, vol. 1, n. 2, p.

125–143.

Xudong Jiang and Wee Ser. 2002. “ Online fingerprint template improvement ”. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, vol. 24, n. 8, p. 1121–1126.

Marcelo N. Kapp, Robert Sabourin, and Patrick Maupin. July 2007. “ An Empirical Study on

Diversity Measures and Margin Theory for Ensembles of Classifiers ”. In Proceedings
of the International Conference on Information Fusion. (Québec, Canada 2007), p. 1–8.



144

Marcelo N. Kapp, Robert Sabourin, and Patrick Maupin. 2009. “ A PSO-based framework

for dynamic SVM model selection ”. In Proceedings of the 11th Annual conference on
Genetic and evolutionary computation. p. 1227–1234.

M.N. Kapp, R. Sabourin, and P. Maupin. august 2010. “ Adaptive Incremental Learning with

an Ensemble of Support Vector Machines ”. In International Conference on Pattern
Recognition. (Istanbul, Turkey 2010), p. 4048–4051.

James Kennedy. April 2007. “ Some Issues and Practices for Particle Swarms ”. In Proceedings
of the IEEE International on Swarm Intelligence. (Honolulu, USA 2007), p. 162–169.

James Kennedy and Russell C. Eberhart. November 1995. “ Particle swarm optimization ”. In

Proceedings of the IEEE International Conference on Neural Networks. (Perth, Aus-

tralia 1995), p. 1942–1948.

Yong-Hyuk Kim, Kang Hoon Lee, and Yourim Yoon. July 2009. “ Visualizing the Search Pro-

cess of Particle Swarm Optimization ”. In Proceedings of the Genetic and Evolutionary
Computation Conference. (Montréal, Canada 2009), p. 49–55.

J. Z. Kolter and M. A. Maloof. 2007. “ Dynamic weighted majority: An ensemble method for

drifting concepts ”. Journal of Machine Learning Research, vol. 8, n. 1, p. 2755–2790.

Anna Koufakou, Michael Georgiopoulos, George Anagnostopoulos, and Takis Kasparis. 2001.

“ Cross-validation in Fuzzy ARTMAP for large databases ”. Neural Networks, vol. 14,

n. 9, p. 1279–1291.

Ludmila I. Kuncheva. 2004. “ Classifier ensembles for changing environments ”. In Proceed-
ings of the International Workshop on Multiple Classifier Systems. (Cagliari, Italy 2004),

p. 1–15.

Kuang-Chih Lee, Jeffrey Ho, Ming-Hsuan Yang, and David Kriegman. 2005. “ Visual tracking

and recognition using probabilistic appearance manifolds ”. Computer Vision and Image
Understanding, vol. 3, n. 2005, p. 303–331.

Baoxin Li and Rama Chellappa. July 2001. “ Gabor Attributes Tracking for Face Verifi-

cation ”. In Proceedings of the IEEE International Conference on Image Processing.

(Thessaloniki, Greece 2001), p. 45–48.

Rong Li, Timothy R. Mersch, Oriana X. Wen, Assem Kaylani, and Georgios C. Anagnos-

topoulos. July 2010. “ Multi-objective memetic evolution of ART-based classifiers ”.

In Proceedings of the IEEE Congress on Evolutionary Computation. (Barcelona, Spain

2010), p. 1–8.

Xiaodong Li, Jürgen Branke, and Tim Blackwell. July 2006. “ Particle Swarm with Specia-

tion and Adaptation in a Dynamic Environment ”. In Proceedings of the Genetic And
Evolutionary Computation Conference. (Seattle, USA 2006), p. 51–58.

Y. Li, S. Gong, and H. Liddell. 2001. “ Modelling faces dynamically across views and over

time ”. In IEEE Proceedings on Computer Vision. p. 554–559.



145

Xiaoming Liu and Tsuhan Chen. 2003. “ Video-Based Face Recognition Using Adaptive

Hidden Markov Models ”. In Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition. (Los Alamitos, CA, USA 2003), p. 340–345.

Y. Liu, X. Yao, Q. Zhao, and T. Higuchi. May 2001. “ Evolving a cooperative population

of neural networks by minimizing mutual information ”. In Proceedings of the IEEE
Congress on Evolutionary Computation. (Seoul, Korea 2001), p. 384–389.

Juwei Lu, K. N. Plataniotis, A. N. Venetsanopoulos, and Stan Z. Li. 2006. “ Ensemble-based

discriminant learning with boosting for face recognition ”. IEEE Transactions on Neural
Networks, vol. 17, n. 1, p. 166–178.

Eisaku Maeda and Hiroshi Murase. March 1999. “ Multi-category classification by kernel

based nonlinear subspace method ”. In Proceedings of the IEEE International Confer-
ence on Acoustics, Speech, and Signal Processing. p. 1025–1028.

Angshul Majumdar and Panos Nasiopoulos. December 2008. “ Frontal Face Recognition from

Video ”. In Proceedings of the International Symposium on Visual Computing. (Las

Vegas, USA 2008), p. 297–306.

Frederico Matta and Jean-Luc Dugelay. September 2007. “ Video Face Recognition: A Physi-

ological and Behavioural Multimodal Approach ”. In Proceedings of the IEEE Interna-
tional Conference Image Processing. (San Antonio, USA 2007), p. 497–500.

Frederico Matta and Jean-Luc Dugelay. 2009. “ Person recognition using facial video infor-

mation: A state of the art ”. Journal of Visual Language and Computing, vol. 20, n. 3, p.

180–187.

Ajmal Mian. September 2008. “ Unsupervised learning from local features for video-based

face recognition ”. In Proceedings of the IEEE International Conference on Automatic
Face and Gesture Recognition. p. 1-6.

Leandro L. Minku, Allan P. White, and Xin Yao. 2010. “ The Impact of Diversity on Online

Ensemble Learning in the Presence of Concept Drift ”. IEEE Transactions on Knowledge
and Data Engineering, vol. 22, n. 5, p. 730–742.

Hyeonjoon Moon and Paul Jonathon Phillips. 2001. “ Computational and performance aspect

of pca-based face-recognition algorithms ”. Perception, vol. 30, n. 3, p. 303–321.

M. Muhlbaier, A. Topalis, , and R. Polikar. 2009. “ Learn++.NC: Combining ensemble of

classifiers with dynamically weighted consult-and-vote for efficient incremental learning

of new classes ”. IEEE Transactions on Neural Networks, vol. 20, n. 1, p. 152–168.

Ahmad Nickabadi, Mohammad Mehdi Ebadzadeh, and Reza Safabakhsh. May 2008a.

“ DNPSO: A Dynamic Niching Particle Swarm Optimizer for Multi-Modal Optimiza-

tion ”. In Proceedings of the IEEE Congress on Evolutionary Computation. (Hong

Kong, China 2008), p. 26–32.



146

Ahmad Nickabadi, Mohammad Mehdi Ebadzadeh, and Reza Safabakhsh. October 2008b.

“ Evaluating the Performance of DNPSO in Dynamic Environments ”. In Proceedings
of the IEEE International Conference on Systems, Man, and Cybernetics. (Singapore

2008), p. 12–15.

Kyosuke Nishida. 2008. “ Learning and Detecting Concept Drift ”. PhD thesis, Hokkaido

University, Sapporo, Japan.

Keisuke Okamoto, Seiichi Ozawa, and Shigeo Abe. July 2003. “ A Fast Incremental Learning

Algorithm with Long-Term Memory ”. In Proceedings of the IEEE International Joint
Conference on Neural Networks. (Portland, USA 2003), p. 102–107.

Diogo F. de Olivieira, Anne M. P. Canuto, and Marcilio C. P. de Souto. June 2009. “ Use of

Multi-Objective Genetic Algorithms to Investigate the Diversity/Accuracy Dilemma in

Heterogeneous Ensembles ”. In Proceedings of the IEEE International Joint Conference
on Neural Networks. (Atlanta, USA 2009), p. 1238–1245.

Olusegun Olorunda and Andries P. Engelbrecht. May 2008. “ Measuring Exploration/Exploita-

tion in Particle Swarms using Swarm Diversity ”. In Proceedings of the IEEE Congress
on Evolutionary Computation. (Hong Kong, China 2008), p. 1128–1134.

N. C. Oza. 2000. “ Online Ensemble Learning ”. PhD thesis, University of California, Berkeley,

California.

Ender Özcan and Murat Yýlmaz. April 2007. “ Particle Swarms for Multimodal Optimiza-

tion ”. In Proceedings of the International Conference on Adaptive and Natural Com-
puting Algorithms. (Warsaw, Poland 2007), p. 366–375.

Norman Poh, Wong Rita, Josef Kittler, and Fabio Roli. 2009. Challenges and research di-

rections for adaptive biometric recognition systems. Tistarelli, M. and Mark Nixon,

editors, Advances in Biometrics, volume 5558 of Lecture Notes in Computer Science, p.

753–764. Springer Berlin / Heidelberg.

Robi Polikar, Lalita Udpa, Satish S. Udpa, and Vasant Honavar. 2001. “ Learn++ : An Incre-

mental Learning Algorithm for Supervised Neural Networks ”. IEEE Transactions on
Systems, Man, and Cybernetics C, vol. 31, n. 4, p. 497–508.

Robi Polikar, Joseph DePasquale, Hussein Syed Mohammed, Gavin Brown, and Ludmilla I.

Kuncheva. 2010. “ Learn++.MF: A random subspace approach for the missing feature

problem ”. Pattern Recognition, vol. 43, n. 11, p. 3817–3832.

Mitchell A. Potter and Kenneth A. De Jong. 2000. “ Cooperative Coevolution: An Architecture

for Evolving Coadapted Subcomponents ”. Evolutionary Computation, vol. 8, p. 1–29.

Tarik Rashid. 2009. “ A Heterogeneous Ensemble Network Using Machine Learning Tech-

niques ”. International Journal of Computer Science an Network Security, vol. 9, n. 8,

p. 335–339.



147

Ajita Rattani. 2010. “ Adaptive Biometric System Based on Template Update Procedures ”.

PhD thesis, University of Cagliari, Cagliari, Italy.

Bisser Raytchev and Hiroshi Murase. 2003. “ Unsupervised face recognition by associative

chaining ”. Pattern Recognition, vol. 36, n. 1, p. 245–257.

Margarita Reyes-Sierra and Carlos A. Coello Coello. 2006. “ Multi-objective particle swarm

optimizers: A survey of the state-of-the-art ”. International Journal of Computational
Intelligence Research, vol. 2, n. 3, p. 287–308.

Fabio Roli, Luca Didaci, and Gian Marcialis. 2008. Adaptive biometric systems that can

improve with use. Ratha, N. K. and Venu Govindaraju, editors, Advances in Biometrics,

p. 447–471. Springer London.

Stephen Ruping. November 2001. “ Incremental Learning with Support Vector Machines ”.

In Proceedings of the IEEE International Conference on Data Mining. (San Jose, USA

2001), p. 641–642.

S. Satoh. 2000. “ Comparative evaluation of face sequence matching for content-based video

access ”. In IEEE Proceedings on Automatic Face and Gesture Recognition. p. 163–168.

Martin Scholz and Ralf Klinkenberg. 2006. “ Boosting Classifiers for Drifting Concepts ”.

Intelligent Data Analysis (IDA), Special Issue on Knowledge Discovery from Data
Streams, vol. 11, n. 1, p. 1–28.

K. Sirlantzis, S. Hoque, and M.C. Fairhurst. 2008. “ Diversity in Multiple Classifier Ensembles

Based on Binary Feature Quantisation with Application to Face Recognition ”. Journal
of Visual Language and Computing, vol. 8, p. 437–445.

J. Stallkamp, H.K. Ekenel, and R. Stiefelhagen. oct. 2007. “ Video-based Face Recognition

on Real-World Data ”. In Computer Vision, 2007. ICCV 2007. IEEE 11th International
Conference on. p. 1–8.

J. Steffens, E. Elagin, and H. Neven. 1998. “ Personspotter—fast and robust system for hu-

man detection, tracking and recognition ”. In IEEE Proceedings on Automatic Face and
Gesture Recognition. p. 516–521.

W. N. Street and Y. S. Kim. 2001. “ A streaming ensemble algorithm (SEA) for large-scale

classification ”. In Proceedings of the 7th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining. p. 377–382.

Yu Su, Shiguang Shan, Xilin Chen, and Wen Gao. October 2007. “ Hierarchical ensemble of

global and local classifiers for face recognition ”. In Proceedings of the IEEE Interna-
tional Conference on Computer Vision. (Rio de Janeiro, Brazil 2007), p. 1–8.

E. K. Tang, P. N. Suganthan, and X Yao. 2006. “ An Analysis of Diversity Measure ”. Machine
Learning, vol. 65, n. 1, p. 247–271.



148

Alexey Tsymbla, Mykola Pechenizkiy, Pádraig Cunningham, and Seppo Puuronen. 2008.

“ Dynamic integration of classifiers for handling concept drift ”. Information Fusion,

vol. 9, n. 1, p. 56–68.

Matthew A. Turk and Alex P. Pentland. 1991. “ Eigenfaces for Recognition ”. Journal of
Cognitive Neurosicence, vol. 1, n. 3, p. 71–86.
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