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Chapter 1. Introduction 

Improving semiconductor technologies and increasing demands are driving the need for 

design tools capable of working with large numbers of design combinations and flexible 

architectures [1] [2]. This research aims to enhance typical design flow and provide 

automated support tools for new applications such as video encoders/decoders, video motion 

detection, various digital signal processing algorithms and digital filters 

[3][4][5][6][7][8][9][10][11].  A focus of this thesis is to provide a tool that helps automate 

the design process.  This type of tool is topical for those utilising new FPGA technologies of 

increasing capacities.  The increased demand on designers necessitates design tools able to 

consider design decisions more effectively.  Design tools must be able to find better designs 

than their predecessors.  

Higher capacity devices and lower costs are making more design options viable.  As an 

example, the Stratix IV E variant EP4SE680 features the equivalent of 681,100 logic 

elements, 22,977 Kbits of embedded memory, and 1,360 18 by 18 multipliers [12], whereas 

the Cyclone family of devices is a lower cost FPGA option [12].  The increasing availability 

of such options means more combinations can and should be considered by design tools if 

they are to produce competitive designs.  

The ever increasing capacity and performance of programmable chips means that 

increasingly complex systems are able to be implemented in single chip designs leading to 

designs called “System-on-a-Programmable-Chip” or a SoPC [2][13][14].  Those designs 

have the advantage of being implemented in a single technology, which eliminates 

compatibility problems.  An additional benefit is that the designer does not have to consider 

direct communication between devices within the system design (although the device still 

communicates via its inputs and outputs), as in multi-chip designs where the resource 

requirements to handle such inter-chip communication can be considerable. 

Work deadlines mean that few options are considered in many systems.  A design may be 

required to be produced quickly in order to meet time to market requirements.  This means 

that the design will typically use more resources than necessary in order to ensure 

performance requirements later in the design cycle are met and thus will typically follow 

design paths previously known to be successful.  This also means new design avenues may 

not be explored due to a lack of time, and hardware costs will be higher due to high hardware 

https://www.bestpfe.com/
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resource usage.  Automated design processes can alleviate the time requirements, allowing 

more design options to be considered, potentially lowering the overall hardware resource 

usage. 

The limiting characteristics of any design tool are its ease of use, the range of systems it can 

be applied to, how useful the tool will be with a range of different applications, and the 

quality of results obtained.  For a design tool to be adopted, the quality of results must be 

sufficient to offset the setup cost (normally the time taken for a designer to familiarise 

themselves with the tool).  If a tool lacks in any of these respects it will often be of limited 

benefit. 

Design tools must work with many different and often conflicting design objectives.  The 

most typical design goals are performance (in terms of computation time or throughput), cost 

(in terms of used resources), and power consumption.  High performance designs tend to cost 

more to produce and as clock speeds increase so does the power usage from state switches.  

Low cost designs tend to have poorer performance as more tasks are sharing a limited 

number of resources leading to processing delays, or data widths are restricted leading to 

higher quantisation noise.  Low power designs may achieve their goals by reducing clock 

speeds and hence performance, or use more costly but more power efficient technologies.  

Design tools that work with multiple design objectives should ideally propose the pareto-

optimal set of solutions for each design problem encountered.  The pareto-optimal set of 

solutions is the set of all non-dominated solutions to a problem.  A solution is said to be 

dominated if another solution exists that is at least as good in every objective and better in at 

least one objective [15]. 

To assess the performance of any design tool it is necessary to benchmark it against other 

design tools but this raises three important issues:  how to measure the quality of an 

approximation to the pareto-optimal set, how to compare different algorithms, and how to 

ensure results are representative of larger problem classes and not problem instances.  

Because a solution now has multiple objectives there is no longer a single value that can be 

compared between two solutions.  This leads to situations where neither solution is dominant 

so that both solutions are equally as good.  However given two sets of solutions the quality of 

the solution set can be based on a determination regarding how much of the true pareto-

optimal set was obtained, or how close the solutions were to the true pareto-optimal set.  Of 

two algorithms, the algorithm that produces better sets, more often is the better algorithm. 
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Problem classes are related problems that differ only in their parameters.  If the influence of 

these parameters is controlled, then algorithms may be compared based on their performance 

on algorithm classes.  It is not necessarily sufficient to directly compare algorithm 

performance between different problem parameterisations.  This makes the assumption that 

the underlying distribution of design goals is not significantly different, which in general is 

not true.  Extreme parameter values can create extreme problem instances that will cause 

outliers in empirical studies such as extremely high resource costs.  These outliers can 

exercise undue influence on the overall results of algorithm comparison.  This is especially 

true if the average value of design goals is used in an analysis.  One outlier can cause an 

average greater than the majority of results, meaning the average is no longer a true measure 

of the middle of the distribution. 

The quality of an approximation to the pareto-optimal set is usually measured in terms of 

distance to the true pareto-optimal set and coverage of the pareto-optimal set [16].  The 

distance to the pareto-optimal set measures design quality while the coverage of the pareto-

optimal set measures algorithm quality.  However, having two different quality measures 

makes statistical comparison difficult, as decisions often require a single test statistic about 

which a hypothesis is made.  In this work, design problems are treated as multi-objective 

problems where there are no known relationships between different objectives.  A common 

approach to use weighted sums cannot be used here, as a weighted sum assumes relationships 

about the relative importance of objectives.  For example, cost may be more important than 

performance.  In this work no such relationships are known and objectives must be handled 

separately. 

1.1. Motivation of the Research 

The goal of this research is to optimise, measure, and compare design solutions implemented 

in Field Programmable Gate Arrays, considering resource costs and data throughputs via an 

automated and quick process.  The target applications are those that feature extensive use of a 

repeated set of arithmetic and other basic operations.  These are typically DSP problems 

although other problems, with repeated use of a small set of operations could be addressed.   

Optimisation algorithms usually require search parameters to be given that guide how the 

search is performed.  In genetic algorithms these are the population size, number of 

generations, crossover rate, and mutation rate.  Genetic algorithms maintain a set or 
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population of solutions.  The population size designates the size of the set or population of 

solutions.  A population is manipulated to find other solutions, using a process that gradually 

refines solutions over many iterations.  The number of generations designates the number of 

iterations performed.  Within each iteration, the genetic algorithm creates new solutions using 

crossover and mutation operators.  The crossover rate determines how many solutions are 

created using crossover, while the mutation rate determines how likely a solution is to mutate.   

The goal within this thesis is to promote ease of use of the optimisation process with reduced 

search parameter requirements and reuse of components in designs, via component templates 

and abstractions.  This requires an optimisation algorithm, a method for comparing results 

from different algorithms, and a design framework for representing design problems and 

different solutions to those problems.  The optimisation algorithm should have as few 

parameters as possible and not be sensitive to poor parameter choice.  The proposed 

algorithm as described in later chapters has only the population size parameter that must be 

defined.  It does not have a pre-defined crossover rate and only requires an initial value for 

the mutation rate.  The number of generations is determined by the algorithm during 

execution.  The design framework also allows reuse of design components in other designs. 

In this thesis preference is given to automated techniques rather than Computer Aided Design 

(CAD) tools to assist the designer due to the target systems being large and not intuitive in 

nature.  Large target systems mean that manual design of multiple options without assistance 

is not feasible due to the excessive amount of time required.  Because problems are not 

intuitive there is no clear design path to follow.  These two factors mean that multiple design 

paths must be considered, but due to the time requirements design assistance is required.  A 

design framework is proposed to enable the representation of problems in a form that the 

optimisation algorithm can process.  The design framework also includes representations for 

solutions in VHDL with their cost and performance profiles. 

This thesis also seeks to address the quality of results obtained, by investigating and 

designing an appropriate algorithm to optimise design problems.  To this end a suitable 

measure of the quality of results needs to be first investigated along with an appropriate 

algorithm that can be modified for such tasks.  Finally, a design framework to represent 

design problems and their solutions must be developed.  In this thesis some of the tasks that 

may be presented for optimization may be extremely large such that many available 

algorithms would fail to provide a solution, or cannot guarantee a good approximation.  In 
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this work it is desired to develop an approximation algorithm which adaptively identifies 

when sufficient coverage of a problem is achieved. Exploration and exploitation are two 

important search processes.  Efficient exploitation bases its search on similarities which can 

be measured as the frequencies of design decisions in the solutions.  Exploration searches 

design decisions not yet considered. Both methods have similarities with crossover and 

mutation [15].  Consequently the genetic algorithm class of optimisation algorithm was 

chosen as the basis for further development.  The algorithm proposed in this thesis and 

evaluated is a modification of a genetic algorithm. 

The Hypervolume Indicator [17][18] measures the size of the design space dominated by the 

approximated pareto-optimal set and, importantly, is a single measure that enables 

comparison of different algorithms with large sample sizes.  The Hypervolume Indicator is 

formally defined as the hyper-area of the union of hyper-cubes encompassed by the obtained 

solution front and a common reference point.  The Hypervolume Indicator is part of a 

methodology for comparing multi-objective optimisation algorithms by Zitzler et al [17], 

where it is used to evaluate and compare their algorithm with other leading algorithms.  In 

this thesis the Hypervolume Indicator is adapted for use in parameterised problems typically 

found in digital design work in order to evaluate the proposed algorithm‟s performance.  

1.2. Selection of Case Studies 

In this thesis, various case studies are selected for comparison.  A modified genetic algorithm 

is applied to the multi-objective d-dimensional 0/1 knapsack problem [19] first to establish 

basic relationships between the proposed algorithm and other similar algorithms on a 

common problem. Further comparisons are then made on a number of case studies that all 

belong to a class of target systems requiring optimisation.  These include the design of a Self-

Tuning Regulator Parameter Estimation circuit [20], a Sum-of-Absolute-Difference function 

[21], and a five state Extended Kalman Filter [22]. The modified genetic algorithm is called 

an Adaptive Speciation Genetic Algorithm (ASGA) and is used to perform design 

optimisation.  The case studies are chosen because they all pose design problems regarding 

allocation of resources under constrained situations.  In each design case, the constraints take 

into account which individuals are feasible and as the constraints are built into the encoding 

strategy, all solutions that can be represented are feasible.   
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The multi-objective d-dimensional 0/1 knapsack problem is an NP-Complete allocation 

problem [19] for which no efficient deterministic algorithms are currently known [23].  This 

problem was chosen because it is used as a benchmark problem in comparing genetic 

algorithms by other researchers [17].  This aids comparison of the work presented in this 

thesis with existing material, enabling any benefits and disadvantages of the approach to be 

highlighted. 

The Self-Tuning Regulator problem is computationally intensive due to the parameter 

estimation performance requirements.  However, a comparable manual design is available in 

the literature enabling the design frameworks and algorithm performance to be examined on a 

design problem of practical complexity with results compared against a manually produced 

design. 

The Extended Kalman Filter (EKF) is a computationally intensive algorithm when 

implemented with even a modest numbers of states, but it also has several desirable qualities 

that make its implementation a viable possibility for high-end systems.  The EKF allows for 

process noise in its system model and measurement noise from its sensors.  It also requires a 

considerable number of matrix multiplications which, when converted to scalar equations, 

can reach the order of hundreds for a five state filter to thousands or more for higher order 

filters.  A high order EKF can easily become too large to implement in a design, thus 

inclusion of such an element in a system influences many other design decisions regarding 

what can be done to provide performance within cost constraints. 

The Sum-of-Absolute-Difference function is computationally intensive, due to the number of 

operations that must be performed in a limited time, but is a commonly utilised function in 

video motion detection.  Results can be compared with those obtained manually in the 

literature.  This problem has a degree of uniformity that allows easy optimisation if provided 

with the information that summations are of large vectors and vectors are the magnitudes of 

the differences of two images.  This case study is investigated to determine if the various 

algorithms tested can find this uniformity. 

In order to automatically optimise designs as introduced above, a new design representation 

is used that allows data-flow dominated systems and simple control-flow systems to be 

optimised with respect to resource costs and performance.  The design representation is a 

core of the design framework used for testing the proposed optimisation algorithm on the 

various design problems.  A Mealy Finite State Machine is used as the model to represent the 
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state based operations in the chosen framework.  These operations can be linked via channels 

to realise most types of systems.  It should be noted that each system is pipelined to increase 

the sampling rate and any pipeline delays should be noted and allowed for in the system 

specification.  For instance, the output of the third operation in a data path is the output for 

the system inputs three samples ago. 

1.3. Contributions of the Research 

This research consists of a design framework, optimisation algorithm, and an extended 

comparison method for parameterised problems.  The following contributions are made: 

1. An Adaptive Speciation Genetic Algorithm (ASGA) is proposed that is easy to use 

and produces results competitive with other leading algorithms.  The ease of use is 

accomplished by requiring only the population size to be specified.  An initial 

mutation rate which may also be supplied will adapt to more suitable values if chosen 

poorly.  This allows the ASGA to be more readily applied to a range of problems with 

little preparation necessary to determine the search parameters to use.  ASGA features 

a novel speciation crossover operator that identifies key genetic sequences using 

tagging and uses sets of tagged individuals in isolating individual genetic sequences 

of interest.  An adaptive mutation rate is also implemented using the DNA of an 

individual to encode the rate as this links the mutation rate to the species of an 

individual, the number of generations elapsed, and the difficulty of the problem.  In 

Chapter 7 it is shown that these operators produce better performance in larger design 

problems and the knapsack problem. 

2. A method for comparing non-deterministic optimisation algorithms on multi-objective 

parameterised problems with unknown distributions is presented.  This method 

extends existing work by allowing for the influence of parameters on multi-objective 

problems and accommodating problems for which the distribution type is not known.  

This type of problem represents a large class of problems of research interest.  The 

proposed extension is based on the sign test which is a distribution-free statistical test.  

This comparison method is used in Chapter 7 to compare ASGA with other genetic 

algorithms.  Genetic algorithms are non-deterministic algorithms.  Design problems 

are multi-objective problems that are defined by sets of parameters, in this case a 

design specification.  Typically the distribution of objective values in a design 
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problem is not known.  It is necessary to be able to determine between two algorithms 

which is performing better in such a scenario to determine the algorithm‟s 

contribution.   

3. The ASGA is compared with a selection of leading genetic algorithms on multi-

objective d-dimensional 0/1 knapsack problems and the design of a Self-Tuning 

Regulator parameter estimation circuit, a Sum-of-Absolute-Difference function, and a 

five state Extended Kalman Filter.  These are all problems of practical complexity 

involving resource allocation.  This is used as a test bed for ASGA‟s performance 

advantages on practical problems.  

4. A framework for designing systems from specification to synthesis is presented with 

emphasis on optimisation of designs.  The design framework allows reuse where 

several such synthesised subsystems are linked to produce larger systems.  The 

optimisation algorithm is able to optimise these designs based on profiles generated 

from descriptions of different implementations of operations and subsystems used in 

the larger system.  The novel aspect of this framework is that it uses a simplified 

pipeline structure that allows stages to be considered separately without impacting on 

other elements of a design.  For instance, the scheduling of one stage does not 

influence another, nor does the component positioning of one stage influence another.  

The overhead introduced is typically small and similar to simplifications a designer 

might make when implementing a complex system.  This allows large design 

problems to be optimised with little resulting overhead. 

1.4. Structure of the Thesis 

Chapter 2 addresses background material for this field of research.  This chapter briefly 

discusses Design Problems, Multi-objective Optimisation and Evolutionary Algorithms in 

order to identify some of the issues involved.  Design problems are presented as a 

combinational optimisation problem emphasising the selection of implementations of 

operations rather than the tuning of system parameters which is a numerical optimisation 

problem.  A brief history of algorithms used in design problems is given along with some of 

the issues involved in design frameworks.  For multi-objective optimisation the measurement 

of performance, sign tests and case studies is discussed.  Finally the nomenclature used in the 
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field of evolutionary algorithms, the general process of convergence and implementation is 

described.   

Chapter 3 discusses system design while presenting the design framework proposed in this 

thesis.  This chapter describes the model used for representing design problems and potential 

solutions.  Also covered is the insertion of channels to facilitate component reuse.  Design 

optimisation is discussed with reference to the design framework proposed in this thesis.  The 

motivating examples for the included features in this design framework are given.  The 

proposed design framework is then presented.  This includes specification, channels, 

scheduling of components, the timing model, pipelining, profiling, scheduling of a system, 

and three design case studies (the parameter estimation circuit of a Self-Tuning Regulator, the 

Sum of Absolute Difference function, and the Extended Kalman Filter). 

Chapter 4 gives an overview of genetic algorithms and indicates where the proposed 

optimisation algorithm departs from a conventional genetic algorithm.  This chapter also 

describes the flow of a genetic algorithm and the nomenclature used.  Common genetic 

operators in use such as selection, crossover, and mutation are explained.  The issues that 

influenced the development of the proposed algorithm such as mate selection, appropriate 

optimal search parameters, and controlling the balance of exploration and exploitation are 

also described.   

Chapter 5 presents the proposed Adaptive Speciation Genetic Algorithm (ASGA).  This 

chapter gives the development goals, implementation, extension, and constraint handling for 

the selection operator.  The specific crossover operator chosen is described with details on 

tagging individuals with a species tag, mate selection, ancestry, species management, and 

implementation details.   The mutation operator is detailed along with discussion on adaptive 

strategies and encoding strategies.  This chapter also describes the influencing factors in the 

determination of the operators and their implementation.  

Chapter 6 presents the experiments conducted in the design of the ASGA.  It begins by 

presenting a test bed of functions used in comparing algorithm performance.  The 

experimental designs (including performance measures that combine the average 

performance with the variation in performance), are presented along with results obtained 

from experiments on this test bed of functions.  The proposed algorithm is hereafter 

compared against a Simple Genetic Algorithm (SGA), where the chosen SGA has been 

specifically tuned for each problem to ensure it operates under optimal conditions whereas 
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the proposed algorithm is deliberately left un-tuned to look at its robustness and ease of use.  

These results show that the new algorithm can be applied un-tuned and still produce 

performance results comparable to an SGA where significant effort has been spent in tuning.  

This means the algorithm can be applied, with relatively little modification, to a wider range 

of problems.   

Chapter 7 evaluates the new algorithm and compares it with other leading genetic algorithms.  

First, an improved methodology for comparing multi-objective optimisers is presented.  The 

method extends current methods from the literature to cover classes of related problems 

instantiated from common templates by supplying sets of parameters, and for which the 

distribution of objective values is unknown.  The major features of each of the algorithms 

used for comparison are also outlined.  These algorithms are the Pareto Envelope-based 

Selection Algorithm (PESA) [24], the 1-1 Pareto Archived Evolution Strategy (PAES) [25], 

the Strength Pareto Evolutionary Algorithm 2 (SPEA2) [26], and the Non-dominated Sorting 

Genetic Algorithm II (NSGA-II) [16].  The first comparison is on the well-known Knapsack 

problem.  The ASGA is then evaluated using three design case studies:  the parameter 

estimation circuit of a Self-Tuning Regulator (STR) [20], the Sum-of-Absolute-Difference 

function (SAD) [21], and the Extended Kalman Filter (EKF) [22].  Lastly a hybrid of the 

ASGA utilising suitable features of the PESA to gain improved performance, is proposed and 

evaluated.  By combining the PESA and the ASGA improvements are gained in some but not 

all design problems.   

Chapter 8 outlines the conclusions drawn from this research and future work which could be 

conducted.  The design framework and optimisation algorithm comparisons are also 

summarised.  In the future work section an improved specification format is indicated that 

would allow easier specification of design problems.  A pre-compiler to convert 

specifications to an intermediate format could lead to significant reductions in processing 

times for solving difficult design problems.  An extension of the library to incorporate more 

component prototypes would also extend the range of systems that can be developed. 
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Chapter 2. Background Issues in the Design Process 

This chapter introduces background material to design problems, multi-objective 

optimisation, and evolutionary algorithms.  This material is used to help develop a design 

framework, means for comparing multi-objective optimiser performance, and the design of a 

genetic algorithm for use in the developed design framework. 

2.1. Overview 

Digital design problems such as digital filters and state observers are commonly encountered 

in Field Programmable Gate Arrays (FPGAs).  These digital design problems are discussed 

here with emphasis on automated techniques.  Design automation covers tools used in 

assisting or performing design work such as Computer Aided Design (CAD) tools to 

automated systems such as hardware-software partitioning algorithms [27].  Common design 

problems include filter design, plant controllers, image processing and communication 

systems.  Design tools can range from, interactive, such as Printed Circuit Board layout tools 

to fully automatic where the tool accepts a specification on the functional requirements of a 

problem and finds a set of solutions.  This thesis is restricted to systems implemented in a 

single FPGA taking a net list, defining a set of combinations, and then testing a subset of 

those combinations to approximate the pareto-optimal set.   

Multi-objective optimization is introduced with respect to measuring the performance of 

multi-objective optimizers.  Multi-objective optimization attempts to find the pareto-optimal 

set of solutions to a problem.  As discussed briefly in Chapter 1, the pareto-optimal set of 

solutions is the set of all solutions to a problem that are not dominated by any other solution.  

A solution dominates another solution if it is at least as good in every objective and better in 

at least one objective.  The performance of an optimizer may be measured by how close the 

proposed solutions are to the true pareto-optimal front and how well the front is covered or 

the spread of those solutions [16].  Closeness to the front measures solution quality.  The 

coverage of the pareto-optimal set indicates the quality of the optimizer at finding all 

solutions.  The Hypervolume Indicator [17] is used in the tests performed in this work against 

other genetic algorithms.  The Hypervolume Indicator is a measure of the amount of the 

solution space dominated by the proposed solutions. 

Evolutionary algorithms are detailed focusing on genetic algorithms.  Evolutionary 

algorithms are algorithms that perform optimization by mimicking biological evolutionary 
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processes.  There are four major areas of evolutionary algorithms.  These are evolutionary 

strategies, genetic algorithms, evolutionary programming, and genetic programming.  

Evolutionary strategies use real numbers to represent solutions which evolve during 

searching for solutions to numerical problems.  Genetic algorithms use genes with low 

numbers of alleles to explore combinational problems.  A gene is a position on the 

chromosome.  An allele is the value held by a gene on the chromosome.  Evolutionary 

programming evolves the coefficients used in a fixed program.  Genetic programming 

evolves a program to match a set of inputs to the set of desired outputs.  The design work 

considered in this thesis typically involves considering combinations of different design 

elements in a digital system.  This is most suited to a genetic algorithm.   

2.2. Design Problems 

This section discusses design problems as problems of combinational optimization.  A history 

of previous design algorithms is given along with a brief outline of the features and 

requirements of a design framework.  The requirements and examples of specification 

formats are then described.  Following this, the problem of rapid growth in design 

combinations or the time complexity of design problems is discussed.  In addition, the 

availability of different technologies and architectures are also discussed. 

2.2.1 Combinational Optimization 

Improving technologies and increasing demands are a driving factor in design tools for 

considering large numbers of design combinations in flexible architectures.  High capacity 

devices such as the Stratix IV [12] and low cost options such as the Cyclone [12] device 

series lead to higher expectations for subsequent designs.  This requires more advanced tools 

to assist in the design process.  There are a large number of design combinations that must be 

considered in a restricted time.   

This work considers operations with multiple implementations each having different 

performance and cost profiles.  The task becomes one to select appropriate combinations of 

implementations to produce the required functionality but also to explore different 

alternatives in terms of performance and cost.  In general there will be no clearly superior 

design but rather a set of pareto-optimal solutions.  These solutions will represent the range of 

possible performance and cost scenarios that are viable design alternatives.  Bhattacharya et 

al [28] gives a system with a software and hardware implementation of each operation.      
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Design decisions in this work have multiple alternatives rather than the binary decisions 

typical in genetic algorithms.  The encoding used allows a gene to have more than two alleles 

allowing more than two possibilities that are mutually exclusive to be easily represented.  

This is done by encoding all mutually exclusive possibilities in different alleles on the same 

gene.  This impacts on the implicit parallelism [15] of genetic algorithms as decisions are no 

longer binary.  The effect is to reduce the level of parallelism which must be compensated 

for. 

In order to automate the design process with many different implementation choices, it is 

necessary to find common design objectives that measure the characteristics of all 

implementations in order to profile different implementations.  Typical design objectives 

involve performance, cost, and power consumption.  Performance can be measured in terms 

of the sampling rate, latency, quantisation noise, or approximation error.  Here the sampling 

period which is the inverse of the sampling rate is used.  Cost may be measured in terms of 

financial cost or hardware resources allocated.  While financial cost is common to all designs 

it is subject to change according to market supply and demand.  Since this work involves only 

FPGA implementations, financial cost may be substituted with the number of 4-input lookup 

tables, embedded multipliers, and on-chip memory used.  These three elements are common 

in many different FPGA devices. 

2.2.2 Historical Methods 

Historically one of the earlier systems, SOS, used mixed integer linear programming which 

proved too slow for large problems [29] [30].  This system had allowed an arbitrary 

multiprocessor architecture and would schedule and allocate tasks to the system.  Given that 

the problem is NP-Hard [31], a deterministic algorithm could be expected to have long 

processing times.  An NP-Hard problem is at least as hard as the hardest problem in NP [23]  

meaning there are no known efficient solutions to the problem.   

Heuristic approaches superseded these with strategies such as changing implementations to 

meet performance or cost goals while starting from a case of the best performance or lowest 

cost.  Vulcan started with an all hardware solution and moved operations to software to meet 

cost restrictions [29].  Cosyma started with an all software solution and moved operations to 

hardware to meet performance requirements [29].  These approaches use a heuristic that 

makes assumptions about the design path to follow.  These assumptions allow the heuristic 
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algorithm to finish earlier by considering fewer solutions and ideally their heuristics mean 

that the solutions that are considered are more likely to be better solutions.  

Non-deterministic approaches followed that could avoid the pitfalls of previous approaches, 

but meant that proving the algorithm correct became more difficult.  These approaches did 

not follow set design paths, but rather had a probability of pursuing a path.  Simulated 

Annealing is one such example [32].  In this strategy the optimizer moves to a better point 

near its current solution most of the time.  For a small percentage of the time, however, it 

may move to a point worse than its current solution. 

Genetic Algorithms are currently a common approach to design problems featuring multiple 

design criteria [33].  A Genetic Algorithm is a non-deterministic approximation search 

algorithm that mimics biological evolution.  The principal processes in a genetic algorithm 

are selection of the fittest, mating, and mutation.  A genetic algorithm manipulates genotypes 

which are encodings of solutions to problems and not the solutions themselves [15].  This 

encoding allows a genetic algorithm to separate its operators from domain dependencies in a 

problem domain.  For instance, the same mutation operator can be used for several different 

problems as it is the encoding that separates the problems and not the mutation operator.  The 

selection operator can also be separated which opens the opportunity for an array of different 

methods for working with multiple objectives and constraints. 

2.2.3 Design Framework 

Design work may be subject to a number of constraints.  These constraints fall into two 

categories:  constraints that must be met for the design to be acceptable and those that affect 

only quality.  Constraints related to quality may be implemented as objective functions such 

as performance or cost.  Constraints that must be met may be implemented in a selection 

strategy or in the encoding of an individual.  In general, a design problem is a multi-objective 

constrained optimisation problem corresponding to a given design specification. 

System requirements and design features supported need to be considered early in developing 

design tools in order to ensure good integration of the two.  It is more difficult to integrate 

new design features and systems requirements into a design framework at a later stage than 

during initial development.  System requirements and design features can include dynamic 

reconfigurability [34], software support, component sharing, interrupts, multiple operation 

implementations and other possibilities.  In this work the selected design features have been 
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restricted to component sharing and allowing multiple implementations of any operation 

within the same system.  This is done to limit the amount of preparation work required before 

testing of the optimisation algorithm proposed in Chapter 5.  The system requirements and 

design features supported, impact most clearly on the resource cost and performance of a 

system.  This relationship consists of a decrease in cost relating to a decrease in performance, 

or an increase in cost relating to an increase in performance.  Component sharing and 

multiple implementations allow tradeoffs between resource costs and performance of the 

system as well.  Due to separation of the problem from the optimisation algorithm via genetic 

encoding, the optimisation algorithm needs only information relating to cost and performance 

not what system or design features are producing these profiles.  The optimisation algorithm 

should also function with additional system or design features provided with a suitable 

encoding. 

Two broad categories of description methods are behavioural languages and structural 

description languages.  Behavioural languages describe the behaviour of a system in terms of 

its input and output characteristics.  Structural languages describe a system as a set of 

connected components.  In this work the operation model is a Mealy Finite State Machine.  

This state machine can be implemented behaviourally or structurally as a set of connected 

components.  The top level of the design framework proposed in Chapter 3 is always a 

structural definition (net-list) as it links existing components to implement a larger system.                                                       

The design process has a set of identified stages including specification, verification, 

simulation, optimisation, and synthesis, as described following:   

 Specification is where the functional requirements of a design problem are given.  If 

necessary, a separate additional specification gives any design constraints to be applied.  

 Verification is where the function of a design is checked against the specification.   

 Simulation is where the design is simulated to assess its input and output characteristics 

based on an example scenario.  Simulation may be used in verification.   

 Optimisation is where the performance, cost, and other design criteria are used in the 

development of a set of designs of high quality.   

 Synthesis involves the generation of appropriate files for third-party compilers to produce 

a design implementation. 
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Producing a framework that allows for future extensions ensures that unforeseen 

developments do not render the framework obsolete.  Future extensions could include adding 

additional components to a library for designers to choose from, adding additional design 

criteria that can be used as objectives, or a range of other options.  It is preferable to design a 

framework such that incorporation of additional extensions requires a minimum of changes to 

the framework but some features such as dynamic reconfigurability would require large 

changes if implemented. 

The performance and cost of a design decision is essential to the optimisation stage.  

Synthesis can be separated into the generation of appropriate file types following this stage.  

The performance and cost of a design decision can be determined by storing profiles on each 

implementation of every operation.  The profile contains the performance and cost details of 

a single implementation of an operation.  From these profiles a composite profile of the entire 

system can be produced.  The composite profile is used to direct the optimisation stage to 

good regions of system designs.  This can be done without having to generate files for third-

party compilers, or wait for their compiled results.  Consequently, this substantially reduces 

the time taken, as third-party compilers typically consider more scenarios at a finer 

granularity than is necessary in the optimisation stage. 

2.2.4 Design Specifications 

Specifications ideally give a complete, unambiguous and concise representation of the 

function of an application without bias to its implementation.  Design goals and constraints 

are given separately when processing a specification.  A complete specification ensures that 

all necessary information to produce a design is present.  An unambiguous specification 

ensures that there is only one valid interpretation for the function of an application.  A 

concise specification contains only the details necessary for the specification to be complete 

and unambiguous.  A specification should not bias implementation as this can have adverse 

effects on design optimisation.  Design goals and constraints are given separately so that the 

same functional specification can be used for a variety of different applications for which 

different goals or constraints may exist.  

Choosing familiar models and languages leads to shorter learning curves for new design 

frameworks.  Languages such as C++ and VHDL are well established and literature covering 

their use is commonly available.  Models such as “Finite State Machines” are also well 

covered in the literature and familiar to systems designers.  Such familiarity means that 
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resources to solve problems or find out how to implement a design are more readily available 

shortening the time taken.  Models and frameworks based on familiar existing systems tend 

to benefit from sharing similar syntax and keywords. 

Different models and languages have their limitations, which affects the types of systems 

they can be used for.  ESTEREL, for example, is particularly suited to reactive systems [35].  

Reactive systems must be able to respond to external events.  Models and languages for 

reactive systems must allow for this.  In reactive systems, interrupt latency can be important.  

Signal processing tasks however frequently perform a fixed set of operations cyclically.  

These systems require a model or language that recognises sampling rates and preferably 

allows pipelining.  The sampling rate of such systems is important.  

SystemC [36], VHDL [37], and Java Modelling Language (JML) [38] are examples of 

languages that might be applied in this area.  SystemC is used to model the behaviour of 

hardware or with appropriate compilers such as those found in Synopsys‟ System Studio [39] 

used as a Hardware Description Language.  Another option is translator algorithms that 

convert SystemC models to VHDL [40].  VHDL is a common hardware description language 

for which platforms exist that simulate and compile for FPGA implementation, for example 

Quartus [12].  JML is a behavioural specification language.  JML combines the design by 

contract approach of Eiffel and the model-based specification approach of Larch [41] with 

elements of refinement calculus [38]. 

Finite State Machines (FSMs) and Petri nets are examples of graph models that might be 

applied in this area.  Finite State Machines model an operation as a state with a next state 

function and an output function.  Mealy Finite State Machines allow the output function to be 

dependent directly on the state and the current inputs while Moore Finite State Machines only 

allow the output to be dependent on the state.  Petri nets consist of places and transitions.  A 

place may hold a number of tokens.  A transition determines what tokens are necessary 

before firing.  When a transition fires it removes some tokens from its input places and places 

some tokens in its output places as governed by the transition rule [42].   

Two common approaches in verification are by formal methods or by simulation.  Formal 

methods are valuable in safety critical applications [43][44][45] while simulation methods 

have advantages in systems that are approximations of another process.  A formal method 

proves the function of the system to be correct.  This is achieved usually via logical analysis 

of states and is subject to state explosions in complex systems.  A state explosion is where the 
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number of states to check rises quickly as the problem complexity rises [46].  This can limit 

the feasibility of formal methods in some applications unless the problem can be subdivided.  

Simulation methods only test the system for a limited set of the possible inputs.  A simulation 

method generates the output vectors for the system based on the inputs supplied.  As such, 

usually not all scenarios are tried.  If all scenarios are tried the same complications as for a 

formal method may arise involving state explosions.  With complex systems and large input 

vectors simulations can be slow. 

2.2.5 Time Complexity of Design Problems 

The time complexity of design work means that fast alternatives are essential if seeking more 

than a superficial coverage of a problem.  This includes two important aspects.  Firstly, the 

design algorithm used must be efficient.  This means that relatively few designs must be tried 

before finding high quality solutions.  Secondly, designs must be able to be partitioned and 

scheduled quickly.  In this respect there may not be sufficient time to calculate the best set of 

times a pipelined system may accept inputs but to rather assume the system accepts inputs at 

a regular rate.  When designing a system pipeline, stages are usually divided equally in terms 

of processing requirements.  This type of division leads to systems that accept inputs at a 

regular rate. 

Given the large numbers of design combinations possible, automated tools or CAD tools are 

important in aiding the design process.  For example a system with 2 identical operations that 

can be implemented in 4 different ways and shared, has 20 different combinations.  This 

system may be implemented using one resource for each operation or one resource shared by 

each operation.  For single resource systems there are 4 choices using each different 

implementation.  For two resource systems there are 16 choices (4 x 4).  The total number of 

implementations is 20 (16 + 4).  A system with 3 identical operations and 4 different ways of 

implementing has 116 different combinations.  This system may be implemented using either 

one, two, or three resources.  A single resource system has 4 choices.  A double resource 

system has 16 (4 x 4) resource type options and 3 sharing options for a total of 48 choices.  A 

three resource system has 64 (4 x 4 x 4) resource type options.  This gives a total of 116 (4 + 

48 + 64).  A system with 4 identical operations and 4 different ways of implementing has 

756.  This system may be implemented as a single resource, double resource, tripled resource, 

or quadruple resource system.  A single resource system has 4 resource type options.  A 

double resource system has 16 resource type options and 7 different sharing options for a 
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total of 112 choices.  A triple resource system has 64 resource type options and 6 different 

sharing scenarios for a total of 384 choices.  A quadruple resource system has 256 resource 

type options (4 x 4 x 4 x 4).  This gives a grand total of 756 (4 + 112 + 384 + 256).  The rate 

of growth of design combinations as the number of operations increases is super exponential.  

This is caused by increases in the number of combinations of operation implementations and 

increases in the number of combinations of different sharing scenarios.  These coupled, 

generate a super exponential sequence.  Typically a system will have more than 4 operations 

and the operations will not be identical.  A library could hold more than 4 implementations 

for an operation.  A practical system would have in excess of 100 operations.  Given the time 

to manually process a design, a designer is likely to process only a few designs.  Given the 

large number of possible designs, this may be an insufficient coverage of the problem.  To 

ensure sufficient coverage of the problem, the time taken to process a design must be reduced 

either by aiding a designer or automating the processing of a design.  

Automated techniques can process systems more quickly than a designer with a CAD tool but 

a designer with a CAD tool is likely to make better decisions about which design paths to 

explore.  In some cases designs include design decisions a designer will make automatically 

based on experience.  This defines a set of design paths that a designer will explore using a 

CAD tool.  On a design by design comparison an automated algorithm will be able to check a 

design faster than a designer.  Generally, an automated algorithm does not take account of 

intuitive elements.  An automated algorithm must discover these elements during its search.  

As such an automated algorithm typically evaluates more designs than a designer in order to 

obtain a good set of solutions.  Automated algorithms however have advantages where there 

are no intuitive elements due to their faster processing of designs. 

Deciding which design paths to explore in large design problems can be difficult to achieve 

in the time available.  A large design problem can have many different design paths that 

appear to be good solutions.  However in the time available determining which the best 

design paths are can be difficult.  This can require testing many different design paths to 

obtain a set of solutions.  Usually there are many equally good solutions.  Multi-objective 

search algorithms can quickly search different design paths in order to solve this problem.  

The more recent algorithms will attempt finding the pareto-optimal set in a single run.  Older 

algorithms may require several re-initialisations with different search parameters to find the 

pareto-optimal set. 
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2.2.6 Target Technology 

For a design system it is necessary to define how general the supported architectures and 

target technologies are to be.  Architectures include how many processors (and types), 

programmable chips, external memory, and dedicated logic might be included in a design.  

This affects how designs are partitioned onto the available resources.  Multi-processor 

scheduling is an NP-hard problem [47].  Using more than one chip requires communication 

between the chips and appropriate buses with suitable communication protocols.  For each 

chip there are also many varieties produced by different manufacturers.  Each has different 

numbers of resources and differing performances.  Processors can have different instruction 

sets.  The more architectures and target technologies supported the greater the number of 

design combinations.  As the number of design combinations increases the time required to 

perform a search of the solution space also increases.   

Programmable technologies and processor platforms are commonly used architectures.  

These combine the benefits of fast execution in programmable chips and relatively cheap 

implementation on processors.  A processor is cheaper in terms of resources to implement 

large algorithms than a programmable chip.  A programmable chip offers a high degree of 

parallelism and customization.  A common architecture is one processor and an 

accompanying programmable chip.  With the recent viability of soft-cores single chip 

architectures featuring only a programmable chip are a suitable alternative.  A soft-core is a 

processor implemented by programming a section of the programmable chip to perform the 

function of a processor.  Using a soft-core means that inter-chip communication between 

processor and programmable chip is eliminated. 

The increasing capacity of programmable devices is making soft-core processors more 

feasible for greater numbers of applications.  Improvements in soft-core design are making 

them more competitive with hard-core processors [48].  These processes are facilitating the 

ease of producing systems on a single programmable chip.  One of the benefits of System on 

a Programmable Chip (SoPC) designs are decreased communication overheads.  Soft-cores 

allow the single chip design to implement software algorithms on the same hardware as other 

system operations.   

With increasing features in programmable technologies, more complex systems can be 

implemented in single chips.  More recent programmable chips include embedded 

multipliers, on-chip memory, phase locked loops and transceivers [12] in addition to logic 
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cells.  Multiply Accumulate (MAC) units are specialised resources for efficiently performing 

multiplication and accumulate operations commonly found in filters.  On-chip memory is 

usually configurable and a more effective alternative to implementing memory using logic 

cells.  [49] discusses issues in FPGA-based embedded system design.     

2.3. Multi-Objective Optimization 

This section discusses how to measure algorithm performance and describes improved means 

for comparing algorithms.  Finally, the case studies used in this work are discussed. 

2.3.1 Measuring Performance of Multi-Objective Optimisers 

To determine whether or not one algorithm performs better than another algorithm on a 

design problem requires a comparison to be made between sets of solutions for a multi-

objective problem.  A single multi-objective solution represents a problem in that when 

compared to another solution, there may be no clearly better solution.  One may excel in 

some criteria while the other is better in the remaining criteria.  Sets of solutions, however, 

are easier to compare as overall, they represent a differing degree of success at solving a 

given problem.  The algorithm with the higher degree of success performs better for the 

problem on which comparisons were made.  Whether this success can be extended to other 

problems depends on the experimental design of the analysis. 

Multi-objective optimisation algorithms may be compared using the concept of pareto-

optimality and dominance.  A solution J is said to dominate another solution K if and only if 

all objectives in J are as good as those in K and at least one is better.  The pareto-optimal set 

is the set of all non-dominated solutions to a problem.  This set represents all the possible 

tradeoffs of different objectives where no clear advantage is present.  This scenario reflects 

the idea that different objectives cannot be measured in terms of each other.  For example 

objective A and B are treated as separate entities, so that no relation A = f(B) exists that 

allows a value B to be converted to an equivalent value in A.  This differs from aggregate 

methods which assume a function “f” exists where this is possible. 

The success of an algorithm can be measured in terms of the distance to and spread along the 

pareto-optimal front of any solutions obtained from the algorithm [16].  The distance to the 

pareto-optimal front is a direct measure of the quality of the solutions obtained.  The closer to 

the front the fewer better options exist.  The spread along the front represents how well the 
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algorithm covered the possible range of solutions.  This is a measure of the quality of the 

algorithm.  The distance to the front is also a measure of the quality of the algorithm.  Having 

two separate measures for algorithm quality presents the problem that different algorithms 

may excel at either distance or spread and may themselves be pareto-optimal with regard to 

each other.  In this case one algorithm would have a better spread and the other a better 

distance measure.  Another important problem is that in many problems of practical interest 

the position of the pareto-optimal front is not known.  This means that neither the distance to 

the front, nor the spread along the front can be calculated. 

The Hypervolume Indicator is an important solution to both the problem of an unknown 

pareto-optimal front and multiple measures of algorithm quality.   The Hypervolume 

Indicator measures the amount of the design space dominated by the solutions proposed by an 

algorithm.  The Hypervolume Indicator is thus a single measure of algorithm quality.  It also 

does not require knowledge of the position of the pareto-optimal front.  However the ability 

to differentiate between a good set due to coverage and a good set due to closeness is lost.  

This loss only occurs if the pareto-optimal front is known.  In problems of interest to this 

work the location and shape of the pareto-optimal front is not known.                  

2.3.2 An Improved Comparison Method 

A sign test can be conducted on Hypervolume Indicators between algorithms to assess 

algorithm performance with a degree of confidence [50].  A sign test involves pairing 

samples from two populations.  The signs of the differences of each pair form a new sample 

set.  If the two populations are not equal then the set of signs will be inconsistent with a 

binomial distribution with p = 0.5.  If the two populations are equal the set of signs will be a 

binomial distribution with p = 0.5. 

A sign test avoids the problem of unknown distribution type in design problems by instead 

focussing effort on showing results to be inconsistent with the conclusion of no difference.  

There is no dependence of the sign test on the type of distribution of either population in 

terms of showing a difference.  This is because the sign test is based on showing an 

inconsistency with the signs belonging to a binomial distribution with p = 0.5.  This is 

irrespective of the distributions of either population from which the original samples were 

taken. 
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2.3.3 Case Studies 

Case studies from plant controllers, motor control applications and video motion detection 

were used to assess algorithm performance on design problems.  The multi-objective d-

dimensional 0/1 Knapsack problem was used as a test benchmark for comparing performance 

with other algorithms.  These case studies (see Chapter 3 for definitions and Chapter 7 for 

results) were chosen because they are of similar size to anticipated problems that would be 

encountered and most have manually designed solutions documented in the literature.   

Advanced motor control applications call for controllers that require few sensors or place 

limits on the types of sensors that can be used [22].  This requires estimation techniques to 

determine motor parameters which involve intensive data processing where resources and 

time are at a premium.  The Extended Kalman Filter offers good performance in such 

applications but is computationally intensive.  This means that EKFs are often implemented 

in reduced orders so that they do not exceed device capabilities.  Higher order EKFs offer 

improved performance but usually their implementation costs are too high for them to be 

feasible.  For this work, a five state EKF for estimating the speed, stator current and rotor flux 

of an AC cage induction motor measuring only the stator currents and controlling the stator 

voltage is used [22]. 

Video motion detection systems have a stream of data windows arriving and must process 

each window before the arrival of the next window, but fully parallel implementations are 

usually too expensive to implement.  The majority of the computational requirements are 

usually composed of calculating the difference between a reference image and the current 

image.  This is usually done by summing the absolute value of the differences between pixels 

in the images at various offsets [21].  This procedure is repeated for each offset to find the 

offset that gives the minimum sum.  Although featuring relatively few types of operations the 

number of operations required to be performed in a sample period is high.  Usually the 

number of operations is too high for a completely parallel solution.  This problem involves 

deciding how many resources to allocate and how much parallelism to allow for, trading 

performance and cost to implement. 
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2.4. Evolutionary Algorithms 

This section gives an overview of evolutionary algorithms, a definition of the nomenclature 

used, a description of evolutionary process, issues with algorithm convergence, and 

implementation issues. 

Common design problems of interest are NP-Complete.  This means that it is necessary to use 

non-deterministic search algorithms that due to problem size do not search every alternative.  

As such, an optimisation problem was viewed as a task to minimize the probability of an 

alternative algorithm producing a better result.  The probability of pareto-optimal designs 

making given design decisions was viewed as the source for making decisions on 

optimisation.  A high probability associated with either a poor or good design would indicate 

the influence of that decision.  Each design tried was viewed as a sample of the true 

population of designs (the set of all designs possible).  Optimisation was to be achieved by 

biasing the sampling scheme to increase some probabilities and decrease others dependent on 

which designs were better.  Between any designs changes can be made based on either 

similarities or differences.  Using a larger sample gives a higher the degree of confidence in 

any decisions.  This sample was akin to the population in a genetic algorithm, while the 

crossover operator was similar to working with similarities and the mutation operator was 

similar to working with differences.  The genetic algorithm was therefore chosen for the base 

algorithm design.  The concepts of genetics, evolution, and species were adopted as analogies 

for how operators worked.  

2.4.1 Overview 

Evolutionary algorithms base their optimisation techniques on biological evolution in order to 

solve complex problems.  Evolutionary algorithms utilise the idea of survival of the fittest to 

select potential solutions and iteratively refine these solutions through mating and mutation to 

find progressively better solutions.  The idea of survival of the fittest is that those most suited 

to their environment are most likely to survive and reproduce.  Mating combines the 

characteristics of parents into one or more children.  The replication is seldom without minor 

variations or mutations that occur as genes are combined and replicated. 

Evolutionary algorithms can be applied to a wide range of problems, for which the objectives 

to be optimised are treated as black boxes.  Evolutionary algorithms utilise payoff functions 

to guide their search.  They do not need to incorporate specialised knowledge about the type 
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of objective functions they are supplied with.  For example, linear programming assumes 

linear functions while gradient descent bases its process on having access to the derivative of 

a function or an approximation to the derivative.  For evolutionary algorithms this means they 

do not benefit from special cases where objective functions have simpler solutions.  It does 

mean that they can be applied to a wider range of problems than more conventional 

optimisers.   

The field of evolutionary algorithms is split into four:  evolutionary strategies which work 

with numerical optimisation problems, genetic algorithms which work with combinational 

optimisation problems, evolutionary programming which evolves program coefficients, and 

genetic programming which evolves programs.  Evolutionary strategies tend to encode genes 

as real valued numbers which means effectively the number of alleles is infinite.  

Chromosomes are usually short in evolutionary strategies compared to genetic algorithms.  

Genetic algorithms have genes with a small number of alleles per gene but usually have 

longer chromosomes than evolutionary strategies.  Large numbers of alleles and shorter 

chromosomes favour numerical problems while smaller numbers of alleles and longer 

chromosomes favour combinational problems.  Evolutionary programming and genetic 

programming are the programming counterparts of evolutionary strategies and genetic 

algorithms.   

2.4.2 Nomenclature 

A solution in an evolutionary algorithm is represented by an individual.  The term individual 

is similar in connotation to an individual in a biological view.  Each individual can have 

different characteristics and different qualities.  An individual may belong to a group or 

species that bears some similarities.   

An individual includes a genotype and a phenotype.   The genotype of an individual stores all 

the genetic information necessary to produce that individual.  The phenotype is how the 

genetic information functions as a whole.  

The genotype is a set of genes.  A set of genes may be called a chromosome.  In biological 

systems individuals may have multiple chromosomes.  The genotype in an evolutionary 

algorithm records all the design decisions pertinent to that individual and usually consists of a 

single chromosome.  
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A gene holds a single allele from the alphabet of possible alleles for that gene.  An allele is 

the value of a gene.  There are usually few alleles in a genetic algorithm and infinite alleles in 

an evolutionary strategy.  It is not unusual for a genetic algorithm to have only 2 alleles per 

gene.    

A phenotype is a set of objective values calculated from the individual‟s genotype.  The 

phenotype is the functional result of the combination of alleles present on genes in the 

genotype.  For instance if gene 1 had value A then the allele for gene 1 is A, but this might 

cause the individual to be red.  In this case the phenotype would be red.  A phenotype need 

not be unique to an allele.  For instance an allele of C might also cause a red individual.   

Individuals are grouped into populations.  Some genetic algorithms utilise speciation.  This 

means that while all individuals belong to the population not all individuals need belong to 

the same species.  Speciation in genetic algorithms is used to restrict mating and to pursue 

multiple solutions to the same problem.  This has a similar function to biological species. 

When a new population is produced this is called the next generation.  The next generation is 

derived from the current population.  The term generation emphasises the passing of time.  A 

generation may also refer to the population of that generation.  In each generation there is a 

single population.  A set of generations corresponds to a sequence of successive populations. 

2.4.3 Process 

Evolutionary algorithms use a coding of the problem rather than the actual problem in their 

solution space exploration.  This means that evolutionary algorithms feature a decoder that 

decodes the genotype into a form from which the phenotype can be produced.  This 

separation of problem from genotype allows evolutionary algorithms to use the same 

operators for selection, mating, and mutation for a variety of different problems.  This 

contributes to the evolutionary algorithm being able to be applied to a large number of 

different problems.   

Evolutionary algorithms search by maintaining and updating a population of potential 

solutions.  An evolutionary algorithm works with a population of solutions.  This is an 

important distinction from more traditional algorithms that proceed from a single point.  This 

affords evolutionary algorithms a degree of resistance to random variations and poor 

decisions in their search process.  This contributes to evolutionary algorithms being robust. 
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Evolutionary algorithms use payoff information rather than derivatives to guide their search.  

As such, objective functions need not be differentiable nor is there any requirement on the 

type of function an objective is since these functions are treated as black boxes.  These payoff 

functions can be extended in a number of different ways to accommodate more than one 

objective or allow for constraints in constrained problems. 

Individuals are iteratively selected, mated, and are mutated to produce the next generation.  

This process is repeated until either a user supplied number of generations have elapsed or a 

stopping condition has been reached.  Selection, involves selecting more frequently those 

individuals that give higher quality solutions to the problem being optimised.  In evolutionary 

algorithms mating or crossover refers to a mechanism where children are produced with 

similar genetic characteristics to all their parents.  Mutation is where there is a random chance 

of a genetic change not necessarily present in any of the parents or ancestry of an individual. 

2.4.4 Convergence 

Evolutionary algorithms are non-deterministic.  They are based on random chances where 

those chances are weighted ideally to produce subsequently better solutions to a problem.  

There is no guarantee that multiple iterations of the same evolutionary algorithm will produce 

the same result.  Results are likely to be similar however for well designed algorithms as the 

algorithm will closely approximate the pareto-optimal set. 

Proving convergence of an evolutionary algorithm is difficult and where cases cannot be 

reduced in complexity, proofs are practically impossible [51].  The proposed genetic 

algorithm is a non-panmictic algorithm which means that the probability of interactions 

between different individuals is not the same.  This means that the complexity of proving 

convergence is very high.  Given this problem an empirical study is conducted that gives a 

high degree of confidence to results.  However this high degree of confidence is not 100% 

meaning that although results are almost certainly (99%) representative of the true situation 

there is a small chance (1%) that results are an outlier or a rare statistical anomaly. 

2.4.5 Implementations 

Combinational problems feature small alphabets and long chromosomes.  Numerical 

problems feature infinite alphabets and small chromosomes.  This impacts on how mating 

and mutation are performed.  Numerical problems usually have crossover operators that 



  41 

generate new individuals via a mathematical operation or operations applied to the genes of 

each parent.  A simple example for two parents is to pick a random allele between the two 

alleles in the parents.  Combinational problems however do not necessarily have continuity in 

terms of the interpretation of alleles.  While a numerical example‟s alleles are a number that 

follows a sequence, a combinational problem‟s alleles are an option.  Option A and option C 

need not be either side of option B.  In combinational problems children will inherit equal 

numbers of alleles from each parent.  For example a child could inherit either option A or 

option C from either parent but could not receive option B except via mutation.  Mutation in 

numerical problems is achieved by adding a noise function to alleles to generate a new allele.  

In combinational problems a gene subject to mutation is assigned a new allele.   

Alternative algorithms that could have been used were the differential evolution algorithm (a 

form of evolutionary strategy), gradient descent algorithms although these tend to converge 

on local optima, simulated annealing which also faces the problem of local optima, tabu 

search, particle swarm optimisation, or ant colony optimisation.  The genetic algorithm had 

the greatest degree of similarity to how the design problem‟s optimisation was being 

approached with re-sampling, selection by probabilities based on samples, sifting out patterns 

in solutions and maintaining diversity. 

2.5. Chapter Summary 

The problems of combinational optimization, design framework development, specifications, 

verification, and target technology have been stated along with a brief historical account of 

some techniques.  The problem of digital design in FPGAs has been presented as a 

combinational optimisation problem.  Early techniques such as SOS, Vulcan, Cosyma, and 

simulated annealing have been noted [29].  The requirements of a design framework have 

been given.  Particular emphasis is placed on specification of a design, the time complexity of 

optimisation algorithms, and target technologies.  This chapter includes a section on multi-

objective optimisation as this design work is a multi-objective problem.  Evolutionary 

algorithms are briefly discussed as a solution to multi-objective design problems.   

Chapter 3 presents the developed design framework.  This design framework prepares 

designs as a combinational optimisation problem where a design problem is specified and 

mapped to an FPGA.  The framework focuses on being able to describe systems and optimise 

solutions.  A large part of this framework is the optimisation stage which maps specifications 
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to solutions.  This part is implemented by a modified genetic algorithm.  Chapters 4, 5, and 6 

cover the optimisation algorithm used. 
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Chapter 3. System Design Framework 

This chapter introduces the design problem, followed by a discussion of design optimisation 

and motivating examples.  The chapter finishes by detailing the proposed design framework.  

This design framework is intended to facilitate the prototyping of systems using design 

profiling based on task schedules and resource allocations.  Given a schedule and a resource 

allocation an implementation of a design can be made from a problem specification.  This 

schedule and resource allocation is evolved by ASGA using the genome representation in 

Appendix A.  The novel aspect of this framework is the separation of tasks into pipeline 

stages so that each stage has a very low dependence on other stages.  This means that the 

scheduling of a system is greatly simplified allowing much larger systems to be optimised.  

This however introduces a small resource and timing overhead into the design.  These 

overheads are similar to simplifications a designer would make when dealing with a complex 

system.  

3.1. Chapter Overview 

This chapter introduces a system as a set of concurrent processes, implemented as 

components, that communicate with each other to achieve system functionality.  The 

common practise of top-down decomposition of complex functions yields this type of system 

representation.  An example is made of a Self-Tuning Regulator at a very high level only 

identifying key system parts that would themselves further decompose into simpler 

components. 

The concept of operations as processes that perform a function is given as a tool for building 

specification models for systems without the implementation concern.  Components are given 

as implementations of those operations and in addition to the properties of an operation they 

also have a profile describing the attributes of the component.  Design problems typically 

have more than one design goal so the problem of multiple design criteria and multi-objective 

optimisation is introduced as the reason for profiling components. 

The specification model is given as a directed graph of nodes representing operations and 

edges representing the transfer of information.  The need for pre-processing of component 

profiles into lookup tables indexed by operations per component is highlighted by the 

potential for a reduction of up to three orders of magnitude in the time taken to search design 

spaces. 
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The proposed design flow is presented, with emphasis on the optimisation stage and the 

preparation of the necessary system information to facilitate optimization.  The model of an 

operation is introduced as a Mealy Finite State Machine with latched outputs for pipelining.  

The component model is an operation with an additional profile that includes details about 

how the operation is implemented, its costs, performance, input and output types, and any 

other relevant attributes.  Channels are introduced as a method to enhance reusability of 

components and their compatibility with other components.  The implementation of 

pipelining, time model, and scheduling of components are detailed with examples of a single 

pipeline stage.  The initialisation and operational phases of components are discussed as a 

simple method of ordering operations in a system.  A system that is designed by the tool can 

then be automatically incorporated into the user library as a component for future use. 

3.2. Introduction 

As mentioned above, systems can be modeled as a set of concurrent processes that 

communicate with each other and the external environment.  Such a model is a typical 

product of a top-down design where functionality of the system is divided into subsections 

which are then further refined.  These divisions are made so that a complex function is 

broken down into a set of basic operations to be performed.  Figure 1 shows an example of 

such a division.  The example gives a breakdown of a Self-Tuning Regulator (STR) [20] at 

the highest level showing the controller design circuit, estimation circuit, and controller 

circuit.  Each of these three circuits would have a further breakdown until the last contains 

only basic operations. 
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Figure 1  Self-Tuning Regulator 

In the STR example (Figure 1), μ and γ represent the communications with the external 

environment.  The dotted line encompasses the STR.  The controller circuit takes a reference 

signal which may be generated from a number of sources; similarly the controller design 

circuit takes a command.  Within the STR the controller communicates μ with the estimation 

circuit.  The estimation circuit estimates the process parameters and provides these to the 

controller design circuit.  The controller design circuit determines the control parameters to 

use to control the process and communicates these to the controller circuit.  The controller 

circuit uses the reference signal and control parameters to determine the required process 

inputs to generate the required process outputs and supplies this to the plant. 

Operations are described in terms of function without bias to implementation.  The Operation 

designates what a part of the system does, not how it is done.  This important distinction 

enables design systems to substitute different implementations of the same operation.  This is 

useful for exploring alternative implementations when designing a system.  Alternative 

implementations can produce systems that have lower costs, higher performance, lower 

power consumptions or a combination of these when compared to a smaller set of designs the 

user may have produced manually. 

The quality of the solution is optimized to satisfy multiple criteria.  Whenever more than one 

criterion is involved, quality is determined relative to the pareto-optimal front.  In this case, 
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every proposed design should not have a design that dominates it.  The proposed set of 

solutions, however, gives a designer the range of possible solutions to a design problem.  

Automated tools search the design space automatically while CAD tools give designers a 

choice of design paths to explore.  The design space is usually too large in practical problems 

to search more than a small fraction of the space.  Automated tools may quickly search a 

larger number of design alternatives than a designer with a CAD tool could.  However, a 

designer with a CAD tool is likely to make more informed decisions regarding which design 

paths to explore.  In large systems where the design space is complex and its intricacies are 

difficult to predict an automated tool can try sufficient numbers of designs to learn how to 

approach a problem.  A designer may not have sufficient time to gain this understanding of 

the problem before a product deadline. 

This work focuses on data-flow dominated systems, in particular digital signal processing 

tasks with small operation sets.  However control-flow dominated systems also contribute a 

large proportion of design problems, therefore the work adopts a format that allows control-

flow systems to also be implemented.  Three case studies are considered for the system, all 

are data-flow dominated systems although some may be present in larger systems that also 

involve control-flow components.  These case studies are the parameter estimation circuit of 

a Self-Tuning Regulator (STR) [20], an Extended Kalman Filter (EKF) [22], and a Sum-of-

Absolute Difference (SAD) function [21].  As discussed in earlier chapters, the STR involves 

the adaptive control of a process, the EKF used is an observer to an AC cage induction motor 

and is required to estimate the motor parameters, and the SAD function is a common function 

in video motion detection.   

3.3. Design Optimization 

New applications usually consider time and spatial requirements but other requirements such 

as power consumption are becoming important.  The importance of meeting multiple 

requirements mean that most design tasks are multi-objective optimization problems, in some 

cases they are also constrained problems.  This means that there are multiple solutions to any 

given problem. 

Design optimization requires that each operation, such as multiplication or division, be 

scheduled and operations be allocated into the available components.  While the available 

hardware resources may be limited by the technology, an optimization process still has to 
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determine which technology to use and how many of the available resources to allocate to 

implementing components.  Both scheduling and allocation are intrinsically linked.  The 

decision of how many resources to allocate to components and the number of operations 

sharing each component determines how much time is required for each component to 

complete its required work load.  Allocating higher numbers of resources leads to higher 

costs but more resources mean the time required to complete all operations is generally 

lower.  Conversely, lower numbers of resources leads to components having more operations 

being bound to them, which means more time is required to complete those operations. 

Usually both resource cost and system performance are factors in determining solution 

quality.  As a result problems are generally multi-objective in nature.  Power is a typical third 

objective.  The pareto-dominance rank as outlined by Goldberg [15] is a common measure of 

solution quality in these situations.  This procedure assigns ranks, depending on whether a 

solution is dominated or not and successively removes individuals once they are ranked, 

while assigning subsequent non-dominated individuals a higher rank. 

The focus of this work is on data-flow dominated systems modeled as sets of processes that 

operate concurrently and communicate with each other.  Control-flow features are easier to 

implement if contained within a single operation in this framework.  If spreading control-flow 

features across multiple operations, the user needs to be aware that all operations are 

pipelined as this introduces synchronization issues into the design work.   

3.4. Motivating Examples 

The primary task of a design optimization algorithm is to explore the trade-offs between 

resource costs and performance.  The Self-Tuning Regulator example [20] and Extended 

Kalman Filter algorithm [52] are problems of sufficient complexity to determine an 

algorithm‟s success at this task.  These two examples involve two types of resources 

(embedded multipliers and logic cells) and a sampling rate when implemented on FPGAs 

[12].  This allows a number of trade-offs between resource costs and performance.  They also 

highlight that a design can be both smaller and faster than other alternatives.  This is shown 

by the fact that the multiplexers used in sharing components are not negligible in resource 

costs especially as the number of operations sharing the component increases.  This means 

that for large numbers of operations using the same component, the multiplexer costs can 

outweigh the component savings.  
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Most operations have many variants that can be grouped by differences in parameters.  A 

common operation where this applies is digital filters.  A large number of filters can be 

described that differ only in the number of taps, coefficients, and word length.  It is not 

necessary or possible to have a library containing every possible combination.  Therefore, 

operations that share such common elements should be grouped under parameterised 

operations.  When supplied the appropriate set of parameters a parameterised operation can 

be instantiated.  This reduces the size of the required libraries for optimisation algorithms. 

Control-flow dominated systems are a sizeable proportion of design problems; however they 

have different requirements to data-flow dominated systems.  A state register is included that 

allows Finite State Machines to be included as operations for limited control-flow support.  

The model described in 3.5 is capable of realising most basic control-flow applications. 

3.5. Design Framework 

This section gives an overview of the design framework, details on specification and 

specification interpretation, and examples of the three design case studies used in this work. 

3.5.1 Overview 

The proposed design tool consists of a system specification model, which is used as an input 

to an optimisation algorithm that performs allocation of resources and scheduling of the 

specification model, to produce the pareto-optimal set of solutions for the design problem and 

to generate VHDL code to realise any member of that set.  Figure 2 shows the design flow.  

There are three entry methods shown in the figure; these are finite difference equation (FDE), 

direct net list entry, and by third party tool.  FDE is a procedure that converts a set of finite 

difference equations to a net list.  FDE is easier for a user to interpret than the net list format, 

but is not as general as the net list format.  Direct entry allows a user to provide a text file that 

lists operations and connections in net list format.  Direct entry is the most general format but 

is also the most difficult to use.  Third party tools that produce text files following the net list 

format used can provide simpler methods for a user to specify a system that is then converted 

to net list format.  The net list format fully specifies the system to be implemented. 
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Figure 2  Design Flow 

A pre-processor stage can be involved where parts of the net list are converted to sets of 

lookup tables and numbers of operations per component.  Table 1 shows a typical lookup 

table calculated by the pre-processor stage.  The first column, labelled “operations per 

component” indexes the table so that the implementation cost of a shared component can be 

directly looked up along with its sampling time allowed.  For instance, binding 8 operations 

to a single 8-bit fixed-point divider requires 263 logic cells and means that the system 

sampling time can be no less than 9 cycles.  These times include allowances for multiplexers 

used, storage of intermediate results, and storage of delayed inputs.  Usually a pre-processor 

lookup table includes columns for embedded multipliers and other design criteria but for a 
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simple component these columns are not required; there are no embedded multipliers used in 

this component.  For some components calculating each entry in the lookup table can be time 

consuming.  By using a lookup table each possibility is calculated only once whereas without 

the lookup table each occurrence would be calculated every time it occurred. 

Table 1  Pre-processor Lookup Table for 8-bit Fixed Point Divider 

 

These lookup tables are generated from a library of profiles of components.  Components are 

indexed by function in these libraries.  The optimisation stage uses the lookup tables to 

calculate the implementation cost of different operation to component bindings.  The 

optimisation stage produces a set of architectures that designate how operations are to be 

allocated resources and scheduled.  The allocation stage uses the number of resources 

required to implement each component involved.  The scheduler then binds each operation to 

a component separated by time; the required multiplexers and storage registers are added 

automatically.  Figure 3 gives a sample user specification.  This specification requires that 

three inputs A, B, and C have function F() applied to them to produce outputs F(A), F(B), and 

F(C).  If the allocation phase determined during optimisation provided only two F() 

components the design framework would add a multiplexer and two intermediate storage 

registers when implementing the system.  There are three possibilities for how these would be 

added depending on whether, A and B share a component, B and C share a component, or A 

and C share a component.  If A and B shared a component the resulting system would be 

given in Figure 4 where the added components are shown with dashed lines. 

Operations 

per 

Component

Sampling Time
FPGA LUTs 

Used

1 1 99

2 3 129

3 4 151

4 5 173

5 6 197

6 7 219

7 8 241

8 9 263

9 10 287

10 11 309
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Figure 3  User Specification 

 

 

Figure 4  System Implementation 

 

The final implementation stage then generates the code required to implement the proposed 

solutions.  The pre-processor ensures that generated lookup tables account for multiplexers 

and storage registers added by the scheduler.  This pre-processing stage adds no functionality 

and serves only to reduce the time taken by the optimisation stage; in practice the pre-

processor reduces time taken for the optimisation stage of the design flow by three orders of 

magnitude on the SAD and EKF case studies described and evaluated in Chapter 7.  
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The design flow is dependent on either manual entry or other systems to produce the required 

net list, which is then interpreted with a user supplied library.  This means the design flow is 

very flexible as to net list optimisations and target technologies.  In many application 

domains there are optimisations made to designs that are common to all designs.  These 

optimizations can be included into third party tools in their generation of the net list.  The net 

list should then only include decisions to be made in testing the minimum set of design 

options required to implement a system.  By changing the library, different technologies can 

be targeted by the design flow. 

The Finite Difference Equation (FDE) extension produces a net-list from a set of finite 

difference equations for digital signal processing tasks.  FDEs are easier for a reader to 

interpret than a net-list but are more restrictive in the types of systems that can be specified.  

The FDE entry method is included as an example of possible extensions that can generate net 

lists for this design framework.  An example specification for an FDE specification is given 

below. 

Y[n] = 34X[n] + 15X[n-1] + 2Y[n-1] – 3Y[n-2] 

Z[n] = Z[n-1]/2 + X[n]/2 

(1) 

where Y and Z are outputs, X is an input, and [n] refers to the current sample while [n-1] is 

the previous sample and [n-2] is the sample prior to [n-1]. 

Components created for the user library using a net list are stored by making a copy of the 

specification and all design decisions made in producing the component, so that the 

component can be instantiated as necessary without requiring the user to write a specialised 

C++ description for the function of the component or its profile.  All basic components in the 

library require a C++ description for the function of the component and a set of functions to 

generate its profile for any set of parameters.  By storing the decisions made for components 

created from specifications, C++ descriptions are not necessary for components created from 

the specifications. 

3.5.2 Design Specification 

This section details the features of operations in this design framework, the details of 

channels for enhancing component reuse, the modelling of time in this framework, how to 
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construct consistent pipelines in this framework, how components are profiled and their 

relationship to operations in a specification, and finally how a specification‟s operations are 

scheduled onto a system. 

Operations 

The system specification model used here is a directed graph where edges represent 

communication channels for data transfer and nodes represent operations or already existing 

system specification models.  When a system specification model is implemented it can be 

added to the library of existing components.  Figure 5 gives the system specification model 

for a 2 by 2 SAD function as described by Equation (2).  On the left are the system inputs R1,1 

to R2,2, and F1,1 to F2,2.  The inputs feed into a layer of absolute difference functions.  These 

absolute difference values are then summed by two layers of adders before being supplied to 

the system output on the right.  The functions called absolute difference and adder may either 

be operations in the library or other system specification models in a user directory.  If they 

are operations then they are indivisible and found as a basic unit in the library.  If they are 

system specification models then they must have been optimised previously and 

configurations saved in the library.  In this case they are treated as operations with each 

configuration treated as a unique component.  For instance, if the absolute difference function 

were a system specification model then Figure 6 would be one model of this function. 

 

Figure 5  2 by 2 SAD Specification 
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In Figure 6 two inputs A and B are supplied to a difference function, the results of which are 

supplied to an absolute value function to produce output C. 

 

Figure 6  Absolute Difference Specification 

Operations are black box functions with inputs, registered outputs, and an optional internal 

state register.  These operations are indivisible and represent the basic unit with which more 

complex systems can be represented.  A component is an operation with an attached profile 

(detailing one implementation of that operation) and also is used to reference a physical 

implementation on an FPGA device.  A component may also take a set of control signals that 

help perform the operations bound to that component.   

Figure 7 shows a basic model of an operation.  The control signals of associated components 

are not shown in operation descriptions, but are part of the component description in the 

library.  These consist of a clock, clock enable, asynchronous reset, and a set of component 

specific required control signals.  These control signals are implemented as highly specialised 

inputs.  The clock signal is required for synchronising the state and output registers in a 

system.  The clock enable signal is used to place components in standby when not in use so 

that they do not change either their state or outputs.  This is useful in stretching the sampling 

times of components when necessary.  The asynchronous reset is used to reset the system to 

its default values.  The component specific control signals are supplied by a global controller 

generated by the design framework.  This allows common control signal patterns to be 

implemented using the same resource rather than a separate instance for each component. 
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Figure 7  Generalised Operation 

The dotted line in Figure 7 surrounds the contents of the operation which are hidden from the 

user.  The operation uses a Mealy Finite State Machine architecture with the addition of an 

output register.  The output register is used to implement pipelining for design solutions 

composed of many interlinked operations.  During a sampling period an operation updates its 

state and outputs.  Figure 8 shows a typical logic block in programmable devices.  Inputs are 

supplied to a look-up table that produces a single output.  This output is supplied to a flip-flop 

and directly to a programmable multiplexer.  The multiplexer selects whether the output is 

supplied directly from the look-up table or from the flip-flop.  The cost of the flip-flop is 

incurred when a logic block is used regardless of whether the flip-flop is actually utilised.  

Since designs are to be pipelined, and will be using this flip-flop, the operation model 

incorporates this as a registered output. 
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Figure 8  Typical Logic Block 

The user library contains the next state function (if a state register is used) and the output 

function.  These two functions must be purely combinational.  Operations can have any 

number of inputs but must have at least one output.  Operations may have an internal state 

register, in which case they must have a next state function which calculates the next value 

for the state register based on the current value of the state register and the inputs.   
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Every operation must have an output function which calculates the output based on any 

combination of the inputs and (if present) the state register.  In combinational components 

there will be no state register and no next state function, although it should be noted that 

outputs will still be registered by the output register. 

In practice there are three additional input/output lines to every component associated with an 

operation.  These are required for a clock signal, a clock enable signal, and a reset signal.  

Each system has an asynchronous reset signal that resets the entire system to a default state as 

specified by the user.  The clock signal is responsible for synchronising tasks in the system.  

The clock enable signal is used to switch sections of the system to standby when not in use.  

The necessary clock and clock enable signals are determined by the framework, while the 

reset signal is provided as an input line to the FPGA.  

Channels 

Channels are any method of transferring data between components.  Channels can either be a 

direct connection between two components or may feature a channel component.  Every input 

and output of a component has a type.  Types are denoted by tags and can represent any type 

of signal such as bytes, words, integers, floating point numbers, strings, or analogue outputs 

for example.  Only bytes and words have been implemented in the design framework 

considered by this work.  Given that these types are only used in determining the channel 

components that are required, they can also be used to denote signal protocols.  For instance 

if a component supplies an output using protocol A and another component requires inputs to 

follow protocol B then the output could be type A and the input type B.  To connect the 

output to the input, a channel component that implements protocol conversion is required that 

converts A to B. 

General channel components follow the same architecture as regular components but are a 

special class dedicated to transforming output types.  The framework inserts channel 

components as required provided a component exists in the library that converts an output 

type directly to the required input type.  The framework does not search for possible paths 

from one output type to the required input type using more than one converter.  This would 

be too computationally expensive during optimisation as potentially every channel would 

require such a search.  Channel components include two specialised components:  

multiplexers and storage registers.  These are used in component sharing. 
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While only simple type converters, storage registers, and multiplexers are included in existing 

work the used system model allows for more advanced channels such as communication 

protocols for interfacing more advanced components, or any other mechanism that a Mealy 

Finite State Machine can implement.  During optimisation and synthesis any necessary 

registers, multiplexers, or type converters are added.  The costs of implementing these 

resources are accounted for during optimisation.  Figure 9 shows a system with a channel 

conflict where component A and component B have conflicting type requirements.  The 

dotted line divides the two pipeline stages to which the components belong.  Figure 10 shows 

the same system after the framework has added a channel component.  A type converter is 

added to the same pipeline stage as the component it provides an input for, and appears at the 

start of a pipeline stage.  This is shown in Figure 10.   

A multiplexer is added to the same stage as the component it supplies an input to and after 

any type converters present.  Storage registers for outputs are added to the same stage as the 

component it takes an output from and after that component.  Storage registers for inputs are 

added at the start of a pipeline stage on input lines that are multiplexed where that input is not 

used on the first cycle of the sampling interval and no type converter is present.  Any type 

converter is capable of storing a value for later use and hence it is not necessary to have a 

type converter and a storage register on the same input.  Shared components process their 

operations at different times within their pipeline stage.  Channel components do not 

introduce additional pipeline stages but they do increase the system sampling period. 

 

Figure 9  System with a channel conflict 

 

Figure 10  System with the channel conflict resolved 

Figure 11 shows an implementation of the SAD function from Figure 5 with added channels.  

The multiplexer and storage register control signals are not shown.  The multiplexers and 

storage registers are controlled by the same global system controller that generates all 

component control signals.  The global system controller is generated during synthesis and 
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accounted for in terms of costs during optimisation.  In this example two absolute difference 

operations are bound to each absolute difference component.  Similarly two adder operations 

are bound to one of the adder components.  The multiplexers are responsible for switching 

between sets of inputs to each absolute difference component.  While the absolute difference 

component could have been directly connected to the leftmost adder this would require the 

design framework to test for such scenarios which are caused by the interactions of sharing 

different components.  Since the framework is intended for fast prototyping as a design guide 

some system overhead was allowed for in order to reduce optimization times. 

  

 

Figure 11  2 by 2 SAD function with channels 
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cycles before the output is available and 9 cycles before the implementation can accept a new 

input.  Suppose implementation 1 is structurally similar but has been divided into three 

pipeline stages.  The logic of each stage could take 3 cycles to complete if divided evenly 

with an additional 1 cycle per stage for pipeline registers.  This gives a total latency of 12 

cycles, and requires 4 cycles between new inputs.  In this scenario without any type 

converters if the number of operations bound to the component is W then for a component 

with a sampling period of P and latency of M cycles where P < M + 1 the sampling period of 

the system is P*(W – 1) + M + 1.  In a system implementation where three operations share 

the component (W = 3) the system sampling period using implementation 2 is 9*(3 – 1) + 9 + 

1= 28 cycles.  On the other hand, the system sampling period using implementation 1 is 4*(3 

– 1) + 12 + 1 = 21 cycles.  Implementation 1 results in a system with a lower latency and 

higher sampling rate than implementation 2.  However since W is determined during system 

implementation an optimisation algorithm is required to discover such scenarios.   

 

Figure 12  Example System 

Figure 13 gives a situation where a type converter is present.  A type converter is placed on 

the input path of a component prior to any multiplexer if present and replaces any storage 

registers at this point.  If the type converter has a latency of Q and a minimum sampling 

period of R and the component has a latency of M and a minimum sampling period of P then 

the path from inputs to outputs has Q cycles of latency that may provide the necessary delay 

for the component to be ready to accept another input.  The latency of the pipeline path from 

input A to output A is 1 + M + 1 = M + 2 cycles.  The latency of the pipeline path from input 

B to output B is max(P, Q) + M + 1 cycles.  The throughput cycle count is max(Q + M + 1, P 

+ M + 1, 2*P, R) cycles.   
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Figure 13  Example System with Type Converter 

Ideally, to reduce the number of type converters, the numbers of components requiring an 

output to be a particular type and the number of components requiring an input to be a 

particular type should decide whether the type converter is included with the output or with 

the input (as in Figure 13).  Since this decision affects the duration of pipeline stages in a 

system, as well as the resource cost of the system, this decision should be made in the 

optimisation stage.   

Time 

Time is modelled at two levels; sampling time and cycle time.  Cycle time is the time taken 

for a complete clock cycle of the system global clock.  Sampling period is the time taken 

between samples of the system inputs.  Sampling period is an integer multiple of the cycle 

time.  This integer, N is calculated for each system architecture and made available to each 

component should the relationship between sampling period and cycle time need be known 

for a given operation.  The cycle time of a system is technology dependent and can be 

included in a component description.  Equation (3) gives the relationship between sampling 

time and cycle time. 

NCS        (3) 

Here, S is the sample time which depends on the system architecture, C is the cycle time 

which is technology dependent, and N is the number of clock cycles per sample which is 

calculated within the framework and dependent on system implementation.  In some cases it 

may be necessary to adapt design coefficients dependent on the sampling period.  The 

sampling period is a discrete measure of time.  The sampling interval is an actual instance of 

receiving and processing a sample.  The sampling interval occurs over the duration of a 

sampling period.     
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This framework assumes an input is available at the beginning of a sampling interval.  An 

output becomes available at the end of a sampling interval.  Figure 14 shows the case for N = 

1 and the case for N > 1.  The arrows mark the beginnings and ends of the sample interval.  

These are also the times at which the respective inputs and outputs for the sample interval 

must be ready.  At any other time there is no guarantee that either inputs or outputs are 

available.  Storage registers are therefore necessary to store the inputs and outputs if they are 

to be used outside these times.   

 

Figure 14  Data Availability 

Many applications such as numerical integration (an inherent part of many control systems 

commonly appearing in the form of Euler approximations) and some filtering are less 

accurate with larger sampling times and sometimes not stable.  If output error is used as a 

design criterion this requires the simulation producing these outputs to know the sampling 

time of the architecture used in order to calculate the variation from a reference output signal.  

For instance, given the function in Equation (4) where the system is integrating X with 

respect to time, by using a time step of h (where h is the time step between successive X 

values which by definition is the sampling time, S of a system) to produce Y then the 

approximation will incur higher errors as h increases.  This is an Euler approximation method 

for integrating a function. 

nnn XhYY 1        (4) 

This would be implemented as the system given in Figure 15. 

(a) N = 1

input ready output ready

interval beigns interval ends

(b) N > 1 sample interval - sample time
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sample interval - sample time
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Figure 15  Equation 4 as a System 

The component “multiply by constant” requires a parameter to multiply its input by.  In this 

case that parameter is h.  .  As has been shown this depends on N and C which vary between 

different system architectures and technologies.  Equation (4) is an integration using the Euler 

method where accuracy is known to be highly dependent on h.  Therefore the accuracy of this 

system is highly dependent on the sampling time of the system. 

When systems are simulated in this design framework they are „cycle accurate‟.  In future 

work this could be reduced to „sample accurate‟ to alleviate long computation times for the 

simulator.  Figure 16 shows an example of sample and cycle time for N = 3. 

 

 

Figure 16  Sample and Cycle time 

Pipelining 

Generally systems are pipelined in this framework.  The specification format assumes a 

pipeline register integrated in the output of each operation as shown previously in Figure 7.  

The length of a pipeline stage is determined by the largest number of cycles for any 

component to complete its assigned operations, including allowances for channel components 

associated with that component.  This means scheduling in this framework involves finding 

the largest number of required cycles, N, and allocating this as a system wide constant for 

that architecture.   
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Channel components do not contribute to the number of pipeline stages in a system and 

internal pipelines in components are considered a property of those components, which is 

accounted for by the relationship between latency and throughput of the component.  A 

system composed of many pipeline stages need only consider each pipeline stage 

independently when scheduling and may use the clock enable to place components that finish 

early in standby.  Such a system might consist of many layers of different pipeline stages.  

This scheduling system enables the decomposition of an otherwise complex problem into a 

set of much simpler decisions although it introduces restrictions on when input and output 

signals must be available. 

The number of clock cycles per sample, N is chosen such that every component within the 

architecture completes all its allocated operations in one sample interval.  N is unique for the 

whole system.  All components with a sample time that could be lower, process all their 

operations at the start of the system sample time and then are placed in standby until the end 

of the system sample time.  Different architectures of a system may have different N values.   

A system specification model assumes a pipeline register built into every operation (the 

output register of that operation).  Every operation constitutes a pipeline stage.  The user is 

responsible for ensuring that pipeline stages are consistent in their net list.  Figure 17 shows a 

2 by 2 SAD specification common in video motion detection applications with the pipeline 

stages separated by dashed lines.  This model has three consistent pipeline stages.   
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Figure 17  Pipeline Stages in 2 by 2 SAD Architecture 

 

Figure 18 shows the same system as Figure 17 with all internal nodes annotated with their 

values.  As can be seen the output of the absolute difference components relates to the 

previous values of the system inputs, while the first layer of the adders‟ outputs is two 

samples prior, and the final adder‟s output is three samples prior.  The delaying effect in 

terms of samples must be accounted for in every system designed using this framework. 



  65 

 

Figure 18  Annotated SAD Specification 

 

A user may specify a pipelined design but is responsible for ensuring the consistency of the 

pipeline themselves. 

Profiling 

Every component has a profile which describes the characteristics of that component.  

Profiles provide details on cost and performance for each set of parameters that a component 

may have.  These profiles are used to determine the system profile which includes the design 

criteria a designer is interested in.  Profiles also contain two tags; one tag is common to all 

instances that perform the same function, the other is unique within this set to the particular 

component concerned.  Restrictions on whether an instance can be multiplexed and input and 

output data types are stored here as well.  The profile is a uniform interface between the 

library of components and the pre-processor so that unique components can be automatically 

incorporated into the optimisation stage following the pre-processor.  Figure 19 shows a 

component with four inputs and two outputs.  A typical profile for an FPGA implementation 
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of this component is also shown.  Here, the term LUTs stands for a lookup table and an EM 

stands for an embedded multiplier both of which are types of resources present in FPGAs.  

 

Figure 19  Example Component Profile 

The function tag denotes either what a component does or its operation.  This component is 

called “function_name” and all components with the same tag perform the same operation.  

The architecture tag denotes how a component performs its operation.  Every architecture tag 

for a given function tag must be unique.  The architecture tag here is given the description 

“architecture_name” but might also be labelled as “low-cost” or “high-performance” in a 

practical component to show the difference between a low-cost version of the operation and a 

high-performance version of the operation.  These different architectures would have the 

same operation but different component profiles.  “low-cost” if used must have only one 

occurrence in all components of function “function_name” but another function such as 

“divider” could also have an architecture called “low-cost”.  In this case, the 

“function_name” “low-cost” component would be a different component to the “divider” 

“low-cost” component.  Each input and output has a type which is used to determine channel 

requirements for connecting components.  These types are defined in the user library along 

with any type converters associated with them.  Each component has a list of parameters it 

requires.  These are a mechanism for supporting component templates or parameterised 

components.  Each parameter has a name and value.  The required parameters for each 

component vary between different components but a list of required parameters is available 

for each component.  This can be obtained from the user library.  In the example there are 

two parameters, a default state of “0000” and an internal_pipeline parameter that is set to 

false.  The value associated with LUTs is the number of logic cells used by the architecture 

Profile Function function_name

Architecture architecture_name

Input 1 Byte Output 1 Word

Input 2 Byte Output 2 Byte

Input 3 Word Parameters default_state - "0000"

Input 4 Integer internal_pipeline - "false"

LUTs 354 I/O Pins 72

EMs 12 Power Usage 150 mW

Memory 512 bits

Sample Interval 4 cycles

Initiatisation Time 13 cycles

Latency 2 cycles

VHDL File file_name

Component
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for this component.  The value associated with EMs shows the number of embedded 

multipliers.  The memory value denotes how many bits of memory the architecture requires, 

and power value gives the power requirements of the architecture [53].  Switching power can 

be approximated using the simulator and input vectors or by utilising function stubs attached 

to components.  Using switching power as a design criteria means a simulation is necessary 

and simulations are computationally expensive.  I/O pins record how many inputs, outputs, 

and control pins are used by the component.  Sample time is the number of cycles per sample 

this component takes to perform its function.  The initialisation time is the number of cycles 

following a reset signal that must be waited before the component is ready to accept input 

samples.  Using the clock enable signal allows the framework to place all other components 

on standby until every component is initialised.  Latency is the delay in cycles between an 

input arriving and the component producing the associated output. A component has a VHDL 

file that describes the implementation of the component in a form that a third party compiler 

can use to program an FPGA device to perform this component‟s operation according to the 

component profile.  A basic component is permitted to contain both behavioural and 

structural descriptions.  A system prepared by the framework always consists of a number of 

connected components and is thus always described structurally. [54]   

In the example the component finishes in 4 cycles, but by disabling the clock using the clock 

enable signal, the framework can increase this time.  The example component takes 13 cycles 

to initialise following a reset signal.  The example component takes 2 cycles to produce its 

output.  Note also that although an output is produced in 2 cycles the example component 

must wait at least another 2 cycles before taking another input sample since the sample 

interval is 4 cycles.   

System Scheduling 

Each component calculates its output at a designated number of clock cycles after the sample 

interval begins and its output value is only known to be valid at the end of the sample 

interval.   

When a reset signal is given, all components reset to their default states and then begin their 

initialisations.  This is called the system‟s initialisation phase.  When all components are 

initialised the initialisation phase ends.  The length of the initialisation phase is determined by 

the component with the highest initialisation cycle requirement.  If a component finishes 

before this time the component is placed in standby using the clock enable signal.   
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Once the initialisation phase completes, the operational phase begins.  The operational phase 

lasts for N cycles.  Once the operational phase ends a new operational phase begins.  This 

process is repeated until a reset signal is received.  During the operational phase each 

component completes all its assigned operations in a sequence, set during the optimisation 

stage of the design framework.  Each operation is scheduled to be completed as soon as all 

the inputs are available and its assigned component is not performing another operation.  

These schedules are static and are determined at design optimisation time.   

For scheduling purposes, at the start of the operational phase all component inputs must be 

ready, while at the end of the operational phase all component outputs must be ready.  A 

component that does not have any channel components on its inputs will thus begin its 

operations on the first cycle of the operational phase.  A component that has channel 

components on its inputs must wait until the channel components have prepared its inputs 

before beginning to process the associated operations.  However, when the component is 

processing an operation the channel components can continue operating to ready the required 

inputs for the other operations in parallel with the component. 

In Figure 20, a component is shown with a multiplexer and two storage registers.  The 

multiplexer has a clock port, an output register, and a section of combinational logic which 

requires a latency of 1 cycle to be allowed for.  The storage registers also have a latency of 

one cycle.  Both the multiplexer and storage registers can accept inputs every cycle so they 

have a sample period of 1 cycle.  For this example, the component has a latency of M cycles 

and a sample period of P cycles.  Due to registering of outputs M is at least 1 cycle.  Since 

two inputs will conflict if they arrive at the same time P must also be at least 1 cycle.  The 

minimum latency of this pipeline stage path is M + P + 1 cycles.  The sampling period of the 

system is P + max(M + 1, P).  This is determined as follows.   

The first input A takes one cycle to pass through the multiplexer, a further M cycles to be 

processed by the component and one cycle to pass through the storage register.  This totals M 

+ 2 cycles.  Input B takes one cycle to pass through the storage register, and one cycle to pass 

through the multiplexer.  B arrives at the component one cycle after A and must wait P – 1 

cycles before the component is free.  The component takes M cycles to process B.  This totals 

M + P + 1 cycles.  Since P is at least one and the latency is determined by the longest path, 

the latency of this system is M + P + 1 cycles.  If the component must wait longer before 



  69 

accepting another input (P > M + 1) then 2*P cycles must elapse before another input can be 

taken.   

   

 

Figure 20  Example System 

In a system with multiple paths the highest sampling interval determines the system sampling 

interval, X.  Shorter paths are placed in standby using the clock enable signal.  The latency of 

a system with Y pipeline stages is X*Y cycles.  For a type converter with a latency of Q and 

a minimum sampling period of R and a component with a latency of M and a minimum 

sampling period of P then in components that are not shared, the latency of the component 

and its channel determines the latency of the pipeline stage path (Q + M), while the 

throughput cycle count is max(Q + M, P, R) cycles. 

3.5.3 STR Example 

The FDE extension represents a natural way of specifying the parameter estimation circuit of 

the self-tuning regulator [20].  The parameter estimation circuit is described in matrix form in 

Equation (5) as: 
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where t is the current sample, )(ˆ t is the estimated process parameters,  is a forgetting 

factor, )(tK is the Kalman gain, )(t is the error in predicting the signal )(ty  one step ahead 

based on the estimate )(ˆ t and measurements )1( t , and )(tP is the error covariance [20].  
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Four plant parameters are involved.  This is represented in the FDE as the following set of 

finite difference equations shown in Equation (6).  Here, y(t) is the plant output, u(t) are 

measurements made on the plant, and a1, a2, b0, and b1 are plant parameters. 

 

//this line calculates )(t  which is the first equation  

error[t] = y[t] - (y[t-1]*a1[t-1] + y[t-2]*a2[t-1] + u[t]*b0[t-1] + u[t-1]*b1[t-1]); 

 

//these lines calculate the second equation
 

KalmanPre1[t] = P11[t-1]*y[t-1] + P12[t-1]*y[t-2] + P13[t-1]*u[t] + P14[t-1]*u[t-1]; 

KalmanPre2[t] = P21[t-1]*y[t-1] + P22[t-1]*y[t-2] + P23[t-1]*u[t] + P24[t-1]*u[t-1]; 

KalmanPre3[t] = P31[t-1]*y[t-1] + P32[t-1]*y[t-2] + P33[t-1]*u[t] + P34[t-1]*u[t-1]; 

KalmanPre4[t] = P41[t-1]*y[t-1] + P42[t-1]*y[t-2] + P43[t-1]*u[t] + P44[t-1]*u[t-1]; 

 
A = forget + KalmanPre1[t]*y[t-1] + KalmanPre2[t]*y[t-2] + KalmanPre3[t]*u[t] + KalmanPre4[t]*u[t-1]; 

 

Kalman1[t] = KalmanPre1[t]/A; 
Kalman2[t] = KalmanPre2[t]/A; 

Kalman3[t] = KalmanPre3[t]/A; 

Kalman4[t] = KalmanPre4[t]/A; 
 

//this implements the third equation 

a1[t] = a1[t-1] + Kalman1[t]*error[t]; 
a2[t] = a2[t-1] + Kalman2[t]*error[t]; 

b0[t] = b0[t-1] + Kalman3[t]*error[t]; 

b1[t] = b1[t-1] + Kalman4[t]*error[t]; 
 

//this implements the final equation, forget is used to reduce the effect of previous signals //over time 

P11[t] = (P11[t-1] - Kalman1[t]*KalmanPre1[t])/forget; 

P12[t] = (P12[t-1] - Kalman1[t]*KalmanPre2[t])/forget; 

P13[t] = (P13[t-1] - Kalman1[t]*KalmanPre3[t])/forget; 

P14[t] = (P14[t-1] - Kalman1[t]*KalmanPre4[t])/forget; 
 

P21[t] = (P21[t-1] - Kalman2[t]*KalmanPre1[t])/forget; 

P22[t] = (P22[t-1] - Kalman2[t]*KalmanPre2[t])/forget; 
P23[t] = (P23[t-1] - Kalman2[t]*KalmanPre3[t])/forget; 

P24[t] = (P24[t-1] - Kalman2[t]*KalmanPre4[t])/forget; 

 
P31[t] = (P31[t-1] - Kalman3[t]*KalmanPre1[t])/forget; 

P32[t] = (P32[t-1] - Kalman3[t]*KalmanPre2[t])/forget; 

P33[t] = (P33[t-1] - Kalman3[t]*KalmanPre3[t])/forget; 
P34[t] = (P34[t-1] - Kalman3[t]*KalmanPre4[t])/forget; 

 

P41[t] = (P41[t-1] - Kalman4[t]*KalmanPre1[t])/forget; 
P42[t] = (P42[t-1] - Kalman4[t]*KalmanPre2[t])/forget; 

P43[t] = (P43[t-1] - Kalman4[t]*KalmanPre3[t])/forget; 

P44[t] = (P44[t-1] - Kalman4[t]*KalmanPre4[t])/forget;  

(6) 

 

For the final equation that calculates P44[n] the system specification model of this section is 

described by the graph in Figure 21.  This system was implemented without pipelining so that 

the entire system would compute its outputs before a new sample could be taken.  This step 

was taken to make writing the equations for the FDE extension simpler without having to 

allow for the effect of pipelines introducing signal delays.  In this framework pipelining is 

compulsory unless removed by altering the framework program code. 
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Figure 21  P44[n] Sub-circuit 

Figure 22 shows the number of the clock cycle after the start of the sample interval in which 

the component begins its calculation.  These clock cycles are in round brackets directly 

underneath each the component function description.  Each component here takes one clock 

cycle to compute its result.  Since the final division takes one cycle to complete, this section 

of the system takes a total of three cycles to complete. 

 

Figure 22  Time Annotated P44[n] Sub-circuit 

This section when profiled by itself for a 16-bit implementation has the following properties 

as outlined in Figure 23 for an Altera FPGA device [12]. 

 

Figure 23  P44[n] Component 

16-bit words are used here, which with three inputs and one output means a total of 64 

input/output pins.     

KalmanPre4[n]

P44[n-1]

P44[n]Kalman4[n] division

multiplication

difference

KalmanPre4[n]

P44[n-1]

P44[n]Kalman4[n] division
(2)

multiplication 
(0)

difference 
(1)

Profile Function P44[n]_subcircuit

Implementation 1

Input 1 Word Output 1 Word

Input 2 Word

Input 3 Word

LUTs 342 I/O Pins 64

EMs 2

Memory 0 bits

Sample Interval 3 cycles

Initiatisation Time 1 cycle

Latency 3 cycles

VHDL file P44_vhdl_desc

P44[n]
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3.5.4 SAD Example 

Figure 24 shows a system specification model for a SAD function with a window size of 2 by 

2.  This model has three pipeline stages, which are separated with the dashed lines.  The 

output for the current sample will appear three sample periods after the arrival of the current 

sample.  

F2,2

output

R1,1

F1,1

R1,2

F1,2

R2,1

F2,1

R2,2

absolute 

difference

absolute 

difference

absolute 

difference

absolute 

difference

adder

adder

adder

stage 1 stage 2 stage 3  

Figure 24  Pipeline Stages in 2 by 2 SAD function 

 There are a number of ways to allocate resources and partition this design; two possibilities 

are given in Figures 25 and 26.  In Figure 25 every operation has its own component.  In 

Figure 26 each absolute difference component has two operations bound to it.  In Figure 26, 

as two operations are bound to each absolute difference component, multiplexers and storage 

registers are required to supply the inputs to each component and record intermediate outputs. 
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Figure 25  SAD function Implementation A 

 

Figure 26  SAD function Implementation B 

These implementations are functionally equivalent, but when they are scheduled they have 

different sampling rates.  Implementation A and B still have three pipeline stages as before, 
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but the first stage has changed.  Implementation A has four absolute difference functions in 

parallel in the first stage, two adders in parallel in the second stage, and one adder in the third 

stage.  Each component takes one cycle to complete its operations so each pipeline stage 

takes one cycle to complete.  The system can therefore receive a new sample every clock 

cycle with the results appearing three clock cycles later.  Implementation B has an identical 

arrangement in the last two stages but differs in the first stage.  In the first stage samples must 

pass through a multiplexer, an absolute difference component and a storage register.  This 

means the first stage takes three cycles to complete.  This limits the system in Figure 25 to 

receiving new samples only every three clock cycles with a latency of nine clock cycles (3 

pipeline stages at a system setting of 3 clock cycles per stage). 

When profiled for a monochromatic system with 8-bits per pixel using an Altera FPGA [12], 

the implementation from Figure 25 becomes a new component as shown in Figure 27 for the 

user library, while the implementation from Figure 26 becomes the component shown in 

Figure 28. 

 

 Figure 27  SAD Component A for Implementation A 

Profile Function SAD2_2

Implementation A

Input 1 - 8 Byte Output 1 Word

8 LUTs 124 I/O Pins 80

EMs 0

Memory 0 bits

Sample Interval 1 cycle

Initiatisation Time 1 cycle

Latency 3 cycles

VHDL file SAD2_2_A_vhdl

2 by 2 SAD
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Figure 28  SAD Component B for Implementation B 

As can be seen from the component profiles from Figure 27 and Figure 28, component B is a 

poor choice.  The cost in terms of logic cells (LUTs) and the latency are both higher and the 

sampling rate (clock frequency/sample interval) is lower.  In practice, component B would 

not be added to the user library.  Component A can also be considered a system.  As a 

system, A has the same profile as its component version.   

3.5.5 EKF Example 

The Extended Kalman Filter is used in estimating the plant parameters of non-linear systems.  

For a plant where the plant state is x, the process noise is w, the measurements of plant 

outputs are y, and the measurement noise is v, then the system is given in Equation (7) as: 
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For the Extended Kalman Filter, F, H, R and Q are as described as: 
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As such, the Extended Kalman Filter is described in as two stages below in Equation (9) 

labelled;  Prediction, and Filtering [55] [56]. 

 

 

Profile Function SAD2_2

Implementation B

Input 1 - 8 Byte Output 1 Word

8 LUTs 162 I/O Pins 80

EMs 0

Memory 0 bits

Sample Interval 3 cycles

Initiatisation Time 1 cycle

Latency 9 cycles

VHDL file SAD2_2_B_vhdl

2 by 2 SAD
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Prediction 

    

         kQkFkkPkFkkP

kkxfkkx

T

k





||1

|ˆ|1ˆ
 

Filtering 

         

              
        kkPkHkKIkkP

kRkHkkPkHkHkkPkK

kkxhykKkkxkkx

TT

kk

|1111|1

11|111|11

|1ˆ1|1ˆ1|1ˆ

1

11











 

(9) 

This algorithm features a number of matrix multiplications.  For the matrices in Equation (10) 

the system specification for a11 is given in Figure 29. 
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Figure 29  a11 

An example component that implements a11 is given in Figure 30. 
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Figure 30  Component for a11 

3.6. Chapter Summary 

Optimisation of designs is one of the key issues of this research and a limitation on the power 

of any automated design tool.  This chapter has discussed the design framework and what 

optimisation is required.  The framework addresses what can be represented and how it can 

be represented in terms of both a specification and an implementation.  Chapters 4 - 6 address 

the algorithm that produces an implementation from a specification, with Chapter 7 providing 

some case studies of practical significance.   

Producing such an implementation, requires a measure of the quality of an implementation in 

order to pick the best and a degree of certainty that proposed implementations are good 

solutions, compared to what other design tools can produce.  The framework discussed in this 

chapter is used to produce a profile that describes the physical characteristics of a design 

implementation.  These physical characteristics are used in measuring the quality of a design 

implementation.  Chapter 7 discusses how to pick the best solutions and compares different 

algorithms used in multi-objective problems with reference to the parameterised nature 

typical of design problems.   

Profile Function a11

Implementation 1

Input 1 Byte Output 1 Word

Input 2 Byte

Input 3 Byte

Input 4 Byte

LUTs 8 I/O Pins 49

EMs 2

Memory 0 bits

Sample Interval 1 cycle

Initiatisation Time 1 cycle

Latency 2 cycles

VHDL file a11_vhdl

a11
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Chapter 4. Genetic Algorithms 

This chapter presents a general account of genetic algorithms.  Firstly their algorithm flow is 

given, followed by their principal operators and example implementations of those operators.  

Lastly, the issues of mate selection, selection of search parameters, and balancing exploration 

and exploitation in search algorithms are discussed. 

4.1. Overview 

Genetic algorithms are effective and robust for searching trade-offs in multi-objective 

combinational problems [15][57].  They possess an inherent parallelism in their search that 

allows multiple patterns to be processed for each individual considered [15].  The majority of 

the time taken by a genetic algorithm is in evaluation, which may be performed in parallel, 

since the evaluation of one individual is independent of any other individual.  Results from 

previous evaluations of individuals may be used to avoid re-evaluating previously tested 

individuals.  Genetic algorithms utilise payoff functions called either fitness or cost functions 

which guide the search process.  As payoff functions are used, the objective functions need 

not be differentiable but preferably good solutions should exist in clusters. 

Genetic algorithms are used to perform the optimisation stage of the proposed design 

framework from Chapter 3 because of their robustness and the ability to make modifications 

to operators and solution encoding, without requiring problem domain knowledge.  Currently 

genetic algorithms are commonly used in design optimisation work over a range of different 

applications.  These different applications have differing requirements which genetic 

algorithms are able to meet because of their abstraction of problem representation [15].   

This chapter presents an overview of genetic algorithms (indicating where the proposed 

algorithm differs), a brief historical account of common methods and some issues, specific to 

genetic algorithms.  A flow diagram is given for a typical genetic algorithm.  The three most 

commonly identified processes are given, with some historical accounts of their 

implementation.  This chapter also gives a selection of issues in genetic algorithm usage that 

are important in the development of the operators for the proposed algorithm given in 

Chapter 5. 

Many genetic algorithms that are improvements on the SGA exist for solving complex 

problems.  There are coarse-grained genetic algorithms where subpopulations evolve on 
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separate computers [58], combinations of simulated annealing and genetic algorithms [59], 

fuzzy logic control of genetic algorithms [60], combinations of linear programming and 

genetic algorithms [61], quantum genetic algorithms [62], compact genetic algorithms for 

embedded applications [63], species selection mechanisms [64], and multi-population co-

evolutionary algorithms [65]. 

4.2. Algorithm Flow 

Figure 31 presents the algorithm flow for a typical Genetic Algorithm.  The process begins 

with a problem which is supplied to the genetic algorithm.  The genetic algorithm is 

initialised.  This usually involves randomly generating the first population.  A genetic 

algorithm at any time has a set of solutions which is called a population.  Each solution is 

called an individual.  During initialisation the first population is prepared.  

  

Figure 31  Genetic Algorithm 
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An individual or solution is represented by both a genotype and a phenotype.  A genome is 

the complete genotype of an individual.  Figure 32 shows the genome with its parts labelled.  

A genome is a set of chromosomes.  A gene is a location on a chromosome.  An allele is the 

value held in a gene.  Each gene may have different limitations on the alleles it may take.     

 

Figure 32  Parts of a Genome 

A phenotype however is the overall functioning ability of an individual.  In a genetic 

algorithm this is the individual‟s set of objective values.  A phenotype is determined by the 

genotype of an individual.  The mapping from phenotype to genotype is not unique as many 

genotypes can produce the same phenotype.  The mapping from genotype to phenotype is 

however unique as a given genotype can have only one associated phenotype.  Table 2 shows 

an example of a “Punnett square” for a non-unique mapping due to allele dominance.  In 

genetic algorithms there can be other causes for such non-unique mappings.  Capital letters 

show dominant alleles while lower case letters show recessive alleles.  The genotypes 

presented are RR, Rr, rR, and rr.  If R is the dominant allele for red and r is the recessive 

allele for white then the phenotypes are red and white.  The red boxes show red phenotypes 

while the white boxes show white phenotypes.  The Punnett square indicates that the red 
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phenotype can be caused by multiple genotypes while the white phenotype can be caused by 

only one genotype.  Also given is that a genotype has only one associated phenotype.  

Table 2  Punnett Square 

 

During evaluation all the phenotypes for each individual in the current population are 

determined from their genotypes.  This mapping relation is treated as a “black box” function 

by the genetic algorithm so there are no requirements on function type. 

Typically a genetic algorithm has a number of stopping conditions.  These stopping 

conditions can be: a given number of generations, evaluating a given number of individuals, a 

given time, when no significant progress has been made for a given number of generations, or 

when the algorithm has converged.  Once this stopping point is reached the genetic algorithm 

supplies the set of the best solutions it has found. 

If the stopping condition has not been met then a new population must be created.  New 

populations are made from the current population via selection, crossover, and mutation 

operators.  The selection operator selects individuals from the current population and copies 

them to an intermediate population.  In order to assist selection a payoff function called a 

fitness function is calculated based on the individual‟s phenotypes.  Selection gives 

preference to individuals that are fitter and more diverse than their rivals.  The crossover or 

mating operator is where parents are selected from the intermediate population and replaced 

with their children.  Their children are individuals made of genes from their parents.  

Generally a child inherits equal quantities of genes from each parent.  The selection of these 

genes from parents is usually random.  The mutation operator is where every gene in the 

intermediate population has a chance to mutate or change its current allele.  The new allele is 

chosen randomly from the other possibilities.  The mutation operator is applied to the 

intermediate population to create a new population.  When the algorithm progresses to 

evaluation this new population becomes the current population.   

In this thesis, new selection, crossover, and mutation operators for use in genetic algorithms 

are proposed.  The proposed selection operator attempts to estimate the probability an allele 

is present in a solution in the pareto-optimal set and allocates time proportional to this 

probability to pursuing individuals with that allele.  The proposed crossover operator 

R r

R RR Rr

r rR rr
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incorporates species into the genetic algorithm in order to identify key genetic sequences 

present in subsets of the population.  This operator then focuses on refining these key 

sequences.  The proposed mutation operator allows the chance of mutation to be adaptively 

controlled during evolution and is tied to the other two operators through an individual‟s 

genome. 

These changes have been made to (where possible) eliminate the need for search parameters 

and mitigate their sensitivity.  When all three operators are used, the only remaining sensitive 

parameter is the population size.  Other search parameters may be left at their default states 

for relatively little loss in performance.  As with most genetic algorithms, performance 

increases with population size and so the largest feasible choice is usually the best.   

4.3. Genetic Operators in Genetic Algorithms 

In this section the features of genetic algorithm operators used in existing genetic algorithms 

are presented.  These are divided into selection, crossover, and mutation. 

4.3.1 Selection 

Selection is responsible for the replication of desirable genes in a population.  This is usually 

accomplished by selecting fit individuals more often.  Fit individuals have a higher chance of 

being copied to the next generation.  This higher chance means that successive generations 

tend to contain more copies of fitter individuals.  The copying of these individuals increases 

the proportion of genes in the population containing their alleles.   

Provided the epistasis of genes is not too significant by increasing the proportion of these 

alleles, the chance of finding better solutions is also increased.  In the case of extreme 

epistasis there is little that can be done to guide search processes.  These situations involve 

finding a small number of isolated peaks.  An example is factorising large semi-prime 

numbers.  Semi-prime numbers are numbers with exactly four factors.  These factors are 1, 

itself, and two prime numbers.  Large semi-prime numbers are used in cryptography because 

factorising them is difficult. 

How individuals are determined to be fit for this purpose and how they are replicated 

determines the selection scheme used.  Individuals closer to the pareto-optimal front are 

fitter.  The best cases are when the individual has no other individuals that dominate it.  In 

this case it is on the pareto-optimal front.  Because an individual is close to the front may not 
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lead to the individual having a higher chance of selection.  A front often contains many 

solutions.  If only fitness were considered, then stochastic variations would make the 

likelihood of convergence on a small region of the front too significant.  Diversity is also 

considered in how individuals are replicated.  After checking an individual for fitness an 

individual is also checked for how different it is from other individuals found.  This 

comparison helps spread individuals out so that a larger area of the pareto-optimal front is 

covered. 

Objective functions are the performance characteristics for measuring fitness.  When there is 

more than one characteristic, then other mechanisms are employed to determine a fitness 

value.  Several techniques use the pareto-dominance rank [15] or a derivative thereof.  The 

pareto-dominance rank is determined as follows.  All the non-dominated solutions are 

assigned a rank of 1.  These are then removed from the population.  Of the remaining 

individuals all the non-dominated solutions are assigned a rank of 2.  These are then 

removed.  Of the remaining individuals, the next set of non-dominated solutions are assigned 

a rank of 3 and the process is repeated, assigning successively higher ranks until every 

individual has been assigned a rank.  Consequently all rank 1 individuals are better than rank 

2.  All rank 2 individuals are better than rank 3 and so forth [15].  NSGA-II [16] uses the 

pareto-dominance rank in deciding which individuals to copy to the next generation. 

During replication, an individual with a higher fitness has a higher chance of being copied to 

the next generation.  Two established techniques for deciding which individuals to copy are 

Roulette-Wheel Selection [15] and Tournament Selection [66].  Roulette-Wheel Selection 

assigns a probability of selection proportional to the contribution the individual makes to the 

total sum of fitness values from the population.  The name derives from the process being 

similar to the spinning of a Roulette-Wheel.  However for a genetic algorithm the areas of the 

wheel are divided into different sizes.  The probability of stopping in one region depends on 

how much of the total area that region represents.  The regions are made proportional to the 

amount of the total fitness of the population that each individual contributes.  In Tournament 

Selection N individuals are randomly chosen from the population and the best M of these N 

individuals are selected to be copied to the next generation.  If a tie occurs then one of the 

individuals is chosen randomly and that individual is copied to the next generation.   

It is not uncommon to copy the best X individuals into the next generation automatically.  

This is called Elitism [15].  Elitism preserves the best known solutions so that they are not 
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lost in subsequent generations and has been implicated in improvements in evolutionary 

multi-objective optimization [67].  This benefit however has its costs.  The faster 

convergence means a lower running time but can also mean premature convergence to a sub-

optimal solution set. 

Some methods rely solely on Elitism in selection but still prove to be highly successful.  

NSGA-II [16] uses only Elitism in its selection.  It copies the best ranks from its parent and 

child populations into its next generation.  In the case of a tie for a rank it copies those 

individuals most distant from any other individuals while giving favour to those individuals 

at the extremities of the phenotypic space.   

4.3.2 Crossover 

The common characteristics of any crossover method are that they attempt to combine the 

qualities of two or more parents to create children with better qualities.  Crossover methods 

differ in how they select parents, how many parents they select, how genes are recombined to 

create children, how many children are created, and how parents and children are 

incorporated into the next population.  One simple and common approach is that two parents 

are selected using the same process for selection as in the selection operator.  Half the genes 

from each parent are then used to create one child that is added to the next population.  Any 

vacant places in the population are filled with individuals from the same source as the 

parents. 

Two example crossover operators are K-Point crossover and uniform crossover.  K-point 

crossover is used where there are clearly identifiable building blocks in a problem.  Uniform 

crossover is used for large problems where no easily identifiable ordering for genes is 

apparent.  Large problems can prohibit the use of inversion due to increases in problem 

complexity.  These factors are further explained in the following subsections. 

K-Point Crossover 

K-point crossover divides individuals at k points along the chromosome and rearranges 

segments among the individuals to create children.  An important aspect of K-Point 

Crossover is that adjacency of genes is more likely to be preserved than in Uniform 

Crossover.  It is used when a problem is known to have substructures or “Building Blocks” 

[15] involving genes that can be identified as related or in cases when Inversion [15] is 

implemented.  Inversion reorders genes on chromosomes without changing their function.  
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Inversion increases problem complexity by requiring the genetic algorithm to both search for 

good solutions and good gene orderings.  In larger problems with high numbers of genes the 

additional search requirements can prove taxing.  While it is common for K-Point Crossover 

to be applied to two individuals, there is no restriction that more than two individuals could 

not be used.   

To illustrate this procedure consider two individuals A and B (given in Table 3). 

Table 3:  Parents A and B 

 

Individual A and Individual B crossed under 2-Point Crossover might yield the following in 

Table 4. 

Table 4:  Children A and B after 2-Point Crossover of Parents A and B 

 

 

Here individuals A and B have been divided between locus 3 and 4, and locus 7 and 8.  The 

segments between these divisions have been interchanged to generate child A and B. 

Uniform Crossover 

Uniform crossover swaps equal proportions of genes amongst parents to create children.  If 

for example two parents with eight genes produce children then each child will get 4 (8/2) 

genes from each parent but those genes do not have to be adjacent as in K-Point Crossover.  

For example, given the parents A and B in Table 3 then after uniform crossover one possible 

outcome is given in Table 5.  Each child has four genes from each parent but those genes are 

not adjacent. 

  

A 1 1 1 1 1 1 1 1

B 2 2 2 2 2 2 2 2

A 1 1 1 2 2 2 2 1

B 2 2 2 1 1 1 1 2
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Table 5:  Children A and B after Uniform Crossover of Parents A and B 

 

 

Uniform crossover is not subject to poor gene orderings.  Given that the problems considered 

in this work are not readily divisible, it is difficult to determine how genes are related.  While 

this remains true, K-point crossover requires inversion as the user does not have the required 

information to define gene order.  Inversion requires additional modifications to allow for the 

use of species in the proposed crossover operator.  These complications can be avoided by 

using uniform crossover. 

To set the position of a gene on a chromosome requires familiarity with both the problem and 

the internal operations of evolutionary algorithms.  In the problem domains considered in this 

thesis, there is little prior knowledge about the problem domain, meaning that position 

information is unavailable.  This means that an algorithm must either adapt on the fly or 

ignore position.  Given that for some of the problem domains for this work, where position 

yields no advantages, position is ignored.  In design problems using the design framework 

presented in chapter 3 different designs have different problem structures.  These structures 

are highly problem dependent.  To take advantage of gene position would require each 

possible structure to be accounted for.  This can be implemented adaptively but at the 

expense of increased problem complexity since the algorithm must both find a suitable 

ordering and good solutions to the problem presented.  Since the design problem complexity 

is already high and advantages of gene position are limited to only some design problems, 

gene position is not utilised. 

K-parent uniform crossover is one extension of uniform crossover for K parents.  In this 

thesis this is implemented as follows.  If A is a vector of natural numbers from 1 to N – 1 but 

in random order and iA  is the value in the i
th

 position of this vector, jiC ,  is the j
th

 gene on the 

i
th

 child, and jiP ,  is the j
th

 gene on the i
th

 parent then 
jAiC , is given the value of

jAkjiP ,mod)(  .  

The modulus addition generates a unique shift for each gene within the new set of children 

with respect to the parents.  This operation ensures that alleles are switched between parents 

as evenly as possible in order to generate the children.  This procedure ensures bounds are 

A 1 2 1 2 2 1 2 1

B 2 1 2 1 1 2 1 2
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kept so that the procedure produces K complete children without any missing genes.  When K 

is 2 this is identical to ordinary uniform crossover. 

If K were 3 and three parents as given in each row of Table 6 were used, then 

Table 6:  3 Parents 

 

a possible outcome of 3-Parent Uniform Crossover is given in Table 7. 

Table 7:  3 Children 

 

4.3.3 Mutation 

The common characteristics of any mutation method are that one or more alleles are 

randomly assigned a new value.  This random assignment may be non-uniform in some cases 

such as evolutionary strategies that use Gaussian noise to mutate alleles.  Two simple cases of 

different types of mutation are given.  The first is a fixed rate mutation while the latter is an 

adaptive mutation operator. 

A fixed rate mutation operator requires a search parameter that states the likelihood of a gene 

mutating.  This likelihood can range from 0 to 100% but is usually between 3 and 5%.  This 

operator is applied to every gene.  A gene may either mutate or remain the same depending 

on chance and the mutation rate.  If a gene is to mutate it takes a new allele from the other 

possible alleles for that gene. 

An adaptive mutation operator may not require any search parameters but commonly requires 

additional genes to be added to an individual to encode the mutation rate.  The alleles of these 

genes when decoded tell a genetic algorithm what mutation rate to apply to the individual.  

Since these alleles are also subject to the genetic algorithms operators, the mutation rate per 

individual will change over time.  Again, depending on the mutation rate a gene may mutate 

A A A A A A A A

B B B B B B B B

C C C C C C C C

A B C C B B A A

C A B B A A C C

B C A A C C B B
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or remain the same.  If the gene mutates it takes on a new allele.  Typically in earlier 

generations mutation rates can climb to large values possibly approaching 100% but in latter 

generations these rates usually drop to about 1%. 

4.4. Issues in Genetic Algorithms 

This section discusses three important factors in the development of the proposed 

optimisation algorithm.  Mate Selection determines how individuals in a population select 

mates.  Search parameters are necessary for many search algorithms, but determining how to 

set these parameters is not necessarily trivial.  Search algorithms must balance exploration 

with exploitation in searching a space of possible solutions. 

4.4.1 Mating Selection 

A common but limiting implementation is to use the selection operator to pick parents for 

crossover.  Doing this however restricts the ability to separate these processes.  A selection 

operator uses the phenotype to pick individuals.  A crossover operator manipulates the 

genotype.  When the relationship of phenotype to genotype is not unique individuals picked 

using the selection operator can have a significant chance of including conflicting allele 

patterns.  When the crossover operator is applied to them they can yield sub-optimal results. 

Active mating selection is where the chances of mating different individuals are not the same.  

Active mating selection includes assortative mating and inbreeding or outbreeding.  

Assortative mating can be positive assortative mating, or negative assortative mating.  In 

positive assortative mating, individuals are more likely to mate if they share similar 

phenotypes for example, tall people choosing tall partners.  Negative assortative mating is the 

opposite where individuals are more likely to mate if they have differing phenotypes for 

example, tall people choosing short partners.  Inbreeding is where individuals are more likely 

to mate if they are related.  Outbreeding is where individuals are more likely to mate if they 

are not related. [68]  

Active mating selection is employed to select mates more appropriately to either promote 

diversity or refine an existing pattern.  When promoting diversity negative assortative mating 

or outbreeding is used.  This can disrupt key genetic sequences but has increased resistance to 

premature convergence.  When refining an existing pattern positive assortative mating or 
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inbreeding is used.  These tend to preserve key genetic sequences and make minor changes to 

assess their effect but can result in premature convergence. 

4.4.2 Selecting Search Parameters 

Typically, genetic algorithms require search parameters that determine how recombination is 

performed.  In the case of a Simple Genetic Algorithm (SGA) [15] which has the same 

algorithm flow as in Figure 31 and several of its derivatives, a crossover rate and mutation 

rate must be given in advance.  These control the probability of a pair of individuals being 

crossed or a gene changed. 

The ideal values for search parameters are determined by stochastic processes and the 

problem the algorithm is applied to.  This situation is not ideal as it requires knowledge about 

the solutions in order to find them.  This knowledge is usually substituted by an estimate or 

replaced with adaptive schemes.  

Adaptive schemes can avoid the need for tuning search parameters especially in cases where 

a priori information is insufficient.  It is difficult for adaptive schemes to perform as well as 

ideally tuned conventional schemes.  Ideal tuning is hard to achieve though.  It is preferable 

in cases where an algorithm is to be applied to many different problems to use a scheme that 

does not require re-tuning for each problem.  Given the different requirements of different 

problems it is also unlikely that an optimal tuning exists for all problems.  Because of these 

factors the proposed operators were designed to be adaptive. 

4.4.3 Controlling the Balance of Exploration and Exploitation 

Exploration and exploitation are the two primary processes in search and optimization 

algorithms [68].  Exploration explores new regions of the solution space to find better 

solutions.  Exploitation attempts to accelerate the search process using knowledge gained 

from exploration.  The balance of exploration and exploitation is crucial to the success of a 

search or optimisation algorithm [69].  If too much time is spent in exploration the algorithm 

becomes too time consuming.  If too much time is spent on exploitation then an algorithm is 

unlikely to cover many solution options and yields a poor result. 

Determining the appropriate balance of exploration and exploitation requires the properties of 

the search space to be approximated based on incomplete knowledge.  This approximation 

determines how exploitation is implemented.  The implementation of exploitation governs its 
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interaction with exploration.  This relationship determines the balance between exploration 

and exploitation.  A better approximation yields a better balance.  For example, the Ones 

problem is to maximise the number of ones in a binary string.  Knowing that the function has 

little epistasis means that an exploitation process can be used where each position on the 

binary string is tested individually.  An exploration process then tests a one or a zero at each 

location.  An approximation that does not make use of the low epistasis in this problem will 

result in a longer running time and possibly poorer solutions. 

When little information is present exploration is best.  When significant information is 

present exploitation is best.  However, determining how much information is present is often 

not possible.  This information can be absent because the size of the solution space is 

unknown or the information held by each solution is not the same.  Two possible scenarios 

are:  two similar individuals that perform poorly, or two different individuals that perform 

poorly.  Determining which scenario contains the most information may not be trivial.  The 

two similar individuals indicate a common poor pattern with verification of two occurrences.  

The two different individuals indicate two poor patterns but with no verification. 

One means of controlling the balance of exploration and exploitation is to use an adaptive 

heuristic function.  Under an adaptive heuristic, an estimation of how much knowledge of the 

search space is made based on an assumed model.  The heuristic then sets the balance of 

exploration and exploitation.  A heuristic can also be evolved for difficult problems.  The 

proposed approach was to add a species tag to individuals to control the crossover process, 

and additional genes to control the mutation process.  These genes completely define how the 

proposed crossover and mutation operators are performed.  The heuristic is that species 

contain one key genetic sequence, which is tagged by a species tag and used in the refinement 

process.  For mutation rates, a high mutation rate is only sustainable when there is relatively 

little difference in fitness values in the population. 

4.5.  Chapter Summary 

This chapter gives the algorithm flow of a general genetic algorithm.  Typically, genetic 

algorithms consist of initialising the first population and then repeat a sequence of evaluating 

individuals, selection, crossover, and mutation until a stopping condition is achieved. 

A brief historical account of existing genetic operators is given for common selection, 

crossover, and mutation operators.  This includes pareto-dominance ranks, roulette-wheel 
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selection, tournament selection, elitism, K-point crossover, uniform crossover, K-parent 

uniform crossover, fixed rate mutation, and adaptive mutation.  The proposed selection 

operator uses roulette-wheel selection and elitism.  The proposed crossover operator is an 

extension of K-parent uniform crossover.  A common adaptive mutation strategy of encoding 

the mutation rate into individuals is followed.  These are given in Chapter 5. 

Issues involved in genetic algorithms are given covering mate selection, search parameters, 

and the balance of exploration and exploitation.  These issues are key concepts to the design 

of genetic operators which are given in Chapter 5.  The proposed selection operator was 

developed because design problems frequently do not have fixed objective goals.  For 

example, it is not necessarily known that the best design has X logic cells.  The proposed 

crossover operator is designed to fix an issue with the identification of key genetic sequences 

and their combination by ensuring that each species is refining a single sequence.  Traditional 

crossover operators can attempt to combine conflicting gene sequences yielding suboptimal 

results.  The proposed approach first identifies a single sequence disturbed by some random 

variations and iteratively removes those variations.  The proposed mutation operator was 

necessary because the optimal mutation rate to use during searching a space is dependent on 

search progress.  A mutation rate tends to start small, increase for a limited time and then 

decay as the search progresses.  This allows a search algorithm time to identify good values, 

search for better values, and then refine what has been found. 

  



  92 

Chapter 5. Adaptive Speciation Genetic Algorithm (ASGA) 

This chapter presents the proposed ASGA for use in the optimisation stage of the design 

framework given in Chapter 3.  The ASGA is a type of genetic algorithm.  Fundamental 

information on genetic algorithms may be found in Chapter 4.  These changes were 

introduced because of the problem requirements of system design optimisation.  Typically a 

designer must investigate what target costs and performance are feasible in large complex 

designs.  A single design problem can have many niche designs each fulfilling different 

aspects of the problem to different degrees.  In addition, computational resources are 

typically very limited with respect to the size of the design spaces involved. 

5.1. Overview 

Additional properties are proposed for the three genetic operators, to extend the functionality 

of a genetic algorithm.  This leads to the ASGA model proposed in this thesis.  The Selection 

operator uses the population average for each objective, to define what constitutes a good 

objective value.  This information is then used to estimate the likelihood that alleles are 

present in the pareto-optimal front.  The resources dedicated to pursuing each allele are 

determined by this likelihood.  The Crossover operator attaches a tag gene to each individual 

that determines whom the individual mates with during crossover.  This restricts mating to 

individuals with similar characteristics and is called positive assortative mating.  If 

individuals with similar characteristics persist in a population for any length of time then 

there is a high degree of confidence that they possess desirable genetic sequences.  The 

proposed operator is designed to filter out random variations in these sequences to determine 

the gene sequence having the most desirable performance.  The proposed mutation operator 

encodes how subject to mutation that individual is onto the DNA of the individual.  The 

proposed operator uses gray-code numbers to encode the number of genes to mutate.  As will 

be seen, this is how an adaptive mutation rate is implemented in this work. 

The proposed ASGA is easier to apply to problems as only the population size is required 

from a user.  The population size should be set to the largest value feasible.  In Chapter 6 

different designs of ASGA are tested and a final implementation selected which is 

subsequently referred to as ASGA.  This leaves only the initial mutation rate which if poorly 

chosen is adaptive and will correct itself.  This means that the ASGA may be readily applied 

to problems that the user is unfamiliar with, without requiring many pilot runs to determine 
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how to set the algorithm search parameters.  This ease of use is beneficial in design problems 

where there is a large variation in the types of problems encountered and each problem may 

require different design strategies. 

The work in this thesis draws upon existing material and extends the genetic algorithm 

through three proposed operators that are evaluated in Chapter 7.  Experiments conducted 

during the design of these three operators may be found in Chapter 6.  The motivation for 

producing these three operators was to remove the need for search parameters and to mitigate 

the effects of poor choices on search results.  In this work search parameters refer to the 

population size, crossover rate, mutation rate, number of generations, and scaling of fitness or 

cost functions required to implement a genetic optimisation process.  The expected benefits 

of this work are a set of operators that produce a genetic algorithm with little or no search 

parameters required that still performs as well as other leading algorithms.  

The proposed operators are less subject to poor selection of search parameter values and 

fewer parameters are required to be specified.  The only required search parameter is the 

population size.  This influences how much processing effort is to be spent on the problem.  

Because the adaptive operators will eventually converge, the population size should be set 

higher than for a typical genetic algorithm.  The proposed operators converge when the 

search reaches the point where further improvement is extremely difficult to obtain.  This is 

the point where substantial increases in processing time occur for relatively little gain in 

solution quality.  For the proposed algorithm, to ensure it does not prematurely converge 

additional resources must be allocated each generation by using a higher population size for 

the search process.  The proposed algorithm will complete optimisation in fewer generations.  

Other search parameters may be left at their default values for relatively no change over a 

variety of different problems. 

Since the pareto-optimal front is unknown an adaptive scheme was chosen to control the 

balance of exploration and exploitation.  There were three main goals in the development of 

the proposed algorithm.  These were to determine which solutions were good, to find the key 

genetic sequences in these good individuals, and to explore sufficient solutions to effectively 

cover a problem.  Selection was used to determine which solutions were good.  Crossover 

was used to rearrange individuals to find out which alleles composed their key genetic 

sequences.  Mutation was used to widen the coverage of solutions considered. 
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Speciation has been identified as a process of allowing genetic algorithms to more readily 

find multiple optima in multi-modal problems [70].  Each species tends to focus on different 

optima.  Design work typically has multiple optima that are of interest.  Two methods for 

using species in a genetic algorithm are the “tag” and the “island” models.  In the Simple 

Subpopulation Scheme by Spears [70], a tag was used on individuals to denote which species 

they belonged to.  During evolution this tag could be mutated to allow individuals to branch 

into new species or cross to another species allowing a certain level of adaptation in the 

operator.  During crossover, individuals could only mate if they belonged to the same species.  

In Island Model Genetic Algorithms each island is essentially a species.  Migrations allow for 

transfers between islands or species, but usually an island or species size is fixed.  The 

migration policy is also usually fixed.   

5.2. Selection 

5.2.1 Development Goals 

A new selection strategy uses averages to determine whether an objective value is desirable 

and to estimate the probability that the alleles are desirable.  Under this method any above 

average fitness objective, or below average cost objective, is flagged as desirable.  Basing 

decisions upon an average gives a higher resistance to stochastic variation at a fraction of the 

computational cost of comparing every solution with every other solution (𝑂 𝑛 compared to 

𝑂 𝑛2 ) 1.  This also allows the algorithm to iteratively adjust averages as more information 

becomes available on what constitutes a good decision value.  However in multi-objective 

cases this can lead to average performance rather than finding the pareto-optimal front when 

objectives conflict.  This strategy was proposed because the goal objective values in design 

problems are not typically known.  These goals depend on problem complexity and are 

difficult to determine in advance.  In addition, finding the extreme values of each objective 

can also be difficult which causes problems with objective scaling.  For instance while it is 

relatively easy to determine the fastest and slowest system designs (a fully parallel design is 

the fastest, a fully serial design is the slowest), the largest and smallest system designs are 

more difficult to determine as these depend on the growth rates of multiplexer costs. 

                                                           
1
 O(function) is the symbol for the order of a function.  This order refers to the term with the highest rate of 

increase in a function.  This shorthand is used when describing computational complexity which is the time 

taken to perform a task or the memory requirements of an algorithm.  O(N
C
) where C is a constant is a tractable 

problem of order polynomial.  O(N!) however is an intractable problem of factorial increase.   
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In multi-objective cases, the number of times objectives were better than average was used as 

a fitness for proportional selection.  Proportional selection introduces a random element while 

preserving the property that time spent analysing each allele, is proportional to the estimated 

probability that the allele is a desirable value.  An extension was also developed that allowed 

different weightings for objectives.  This was used to meet constraints for constrained 

systems. 

The primary applications for this approach are systems where good values for each objective 

are unknown so there is no specific target to aim for.  The algorithm must perform as well as 

possible in the time given.  In outlining the proposed method a single objective case will be 

considered.  This will then be extended to the multi-objective case.  Further extensions allow 

objectives to be of differing importance. 

The proposed selection operator bases selection on the probability of an allele being desirable 

in an individual.  The population‟s genetic content is re-sampled in proportion to the number 

of times an allele is associated with a better than average objective.  For example, if in 70% 

of cases with good performance gene 3 had allele A then this allele is re-sampled 70% of the 

time to generate the next population.  The operator thus apportions processing efforts based 

on these values as probabilities that the allele is in fact beneficial.   

Scaling is not necessary, nor is knowledge of the range of objective values.  The proposed 

selection operator depends only on the difference between an objective and the average value 

for that objective.  As the algorithm progresses these averages move toward desirable regions 

in the solution space.  The expectation is that regions that allow multiple objectives to be 

better than average will be sampled more frequently.  This means that computational effort 

will be mostly expended in these areas.  Regions with fewer objectives that are good will 

receive fewer samples.  Regions where all objectives are poor will be avoided. 

5.2.2 Implementation 

A fitness function is proposed for analysis that takes fitness as a function of the individual 

and average prevalent conditions of other individuals at the time.  The basis for this approach 

is that by making fitness relative to other individuals, this enhances competition amongst 

individuals and so this should drive shifts in the average prevalent conditions
2
.  This then 

                                                           
2
 This decision is also followed in regard to the hypothesis that an objective value better than the average is a 

result of desirable alleles. 
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feeds back into the Selection mechanism making selections progressively more restricted.  

When combined with a species system, this should mean that species evolve in parallel, 

causing other species to become extinct by outperforming them and taking their place in the 

limited population space. 

For a single objective case, an individual is considered to be in the available pool for 

reproduction if and only if it is better than the average objective value for the current 

population.  The next population is made from a random selection, with replacement from the 

pool available for reproduction.  Using the average value as a cut-off, introduces the concept 

that the fitness of an individual is relative to all other individuals in the population.  Because 

every individual selected for the next generation is better than average, the average values 

should improve.  There is a small possibility of crossover and mutation resulting in average 

values that are worse but such a scenario is unlikely to persist.  As the average value 

improves, the search becomes more restrictive as it is more difficult to excel the average.  

This has the effect of increasing selective pressure with successive generations.  The rate at 

which selective pressure increases is governed by the evolutionary process and the problem 

presented.  If better solutions are found more rapidly the average value increases more 

rapidly making the search more selective earlier.  If however better solutions are difficult to 

find, changes in selective pressure may be slower or even a reduction in selective pressure 

may occur.  The degree of selection should therefore evolve according to the problem 

presented. 

The selection function chosen is called the Adaptive Goal Selection operator (AGS).  The 

name is derived from the goal or target values for objectives being found adaptively during 

the search process.  This has a specialised fitness function given in Equation (11) but 

otherwise uses Roulette-Wheel Selection.  Equation (11) assumes maximisation problems 

although swapping the > and < operations in  n  would allow minimisation problems. 
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where  xF  is the fitness of individual x, N is the number of objectives for the problem, x

iO is 

the i
th

 objective value of individual x and 
iO is the average value of the i

th
 objective values in 

the population.  For example, if a problem had 5 objective functions (N = 5) to be maximised, 

and an individual had 3 objectives above average, 1 average, and 1 below average then  xF  

would be 3.5 (= 1 + 1+ 1+ 0.5 + 0).  The fitness of this individual would be 3.5.  It would be 

3.5 times more likely to be selected than an individual with a  xF  = 1. 

It is possible that during evolution individuals will evolve whose objective values equal the 

population average.  Therefore it may be necessary to assign a non-zero value for  n  to use 

when n  is equal to zero.  This prevents a converged population from re-initialising.  

However re-initialising the population in such a case may be desirable.  A converged 

population means the evolutionary process will find no more new solutions, re-initialising at 

this point provides the opportunity that a new search will find more solutions. 

The proposed evaluation process is O(NQ) in computational complexity compared to O(NQ
2
) 

[16] for pareto-dominance ranking of individuals, where N is the number of objectives and Q 

is the population size.  The lower order of O(NQ) compared to O(NQ
2
) means the proposed 

evaluation process is faster than pareto-dominance ranking. 

5.2.3 Extensions 

Here an extension to  xF  is presented for the case when objectives differ in importance.  

Such is the case, for example, when a design for a handheld application is to be optimised for 

power, cost, and performance.  Here, power may be assumed to be the most important 

objective as this determines the battery life of the product.  Equation (12) presents the 

modified function. 
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where  xF  is the new fitness, high

iw , med

iw , and low

iw  are weights supplied by the user.  The 

higher the weight the more importance will be placed on making the objective value higher or 

lower. 

While up to three weights may be required for each objective, it should be noted that these 

weights are auxiliary and are not, in general, required.  In most cases  xF  is sufficient.  The 

Simple Genetic Algorithm and several other algorithms require weights to be given in order 

to assess multi-objective problems.  Because weights are not compulsory this gives the 

proposed approach the advantage of requiring fewer parameters to be given by the user.  

Even when weights are used, the weights are simpler to interpret and require much less 

knowledge of the search space than traditional weights.  Traditional weights must be chosen 

to allow for the range of objective values present.  The weights for the proposed algorithm do 

not affect, nor are they affected, by the range of objective values present.  They represent 

only the amount of importance or effort to be spent on a particular goal.   

The priority values would not need to be an integer, but integers have the advantage that 

random number generators in computers generate discrete random numbers, thus priorities 

that are integers could be scaled to prevent the possibility of overflow or underflow.  

Overflow is where the sum of fitness values exceeds the maximum integer allowable on the 

computer.  Underflow is where the fitness value is smaller than the minimum value that can 

be represented on the computer.  When overflow occurs an exception may be generated.  

When underflow occurs, the result is treated as zero.  The latter generally does not generate 

an exception but has pronounced effects on results.  This means that some individuals, due to 

underflow, have a fitness of zero and cannot be selected. 

When an individual is worse than the average the user may wish to still allow a small chance 

of reproducing.  This is useful for escaping local optima by allowing steps away from the 

local optima similar to simulated annealing.  In this case weights for poor objective values 

should be non-zero. 

A variant where fitness values were shared amongst members of each species was tested.  

This divided the fitness function by the number of members in an individual‟s species and 

has the effect of implementing fitness sharing at a species level.  This type of operation can 

reduce the effect of super-fit individuals dominating a population and causing premature 

convergence.  Super-fit individuals when reproduced also reproduce the same species tag.  
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Thus super-fit individuals for the same solution are more likely to belong to the same species.  

Because their fitness values are divided by the size of their species, super-fit individuals have 

their fitness values divided by an increasing number.  This means the chance of selecting a 

super-fit individual becomes independent of the number of copies of the individual in the 

population.  This serves to constrain the effect of their higher fitness values.   

5.2.4 Constraint Handling 

The removal method is a simple extension for selection operators that allow constrained 

problems to be optimised using a genetic algorithm.  This method removes any individuals 

that violate constraints from the population.  This method also has amongst the lowest 

performance due to the large loss of information caused.  Every individual removed no longer 

contributes information about its good or poor aspects.  If an individual were very close to 

satisfying the given constraints then it is lost using this method and this may not be a good 

outcome. 

The penalty method is the most common extension for selection operators in constrained 

problems. Under this strategy the fitness of individuals may be reduced if constraints are 

violated.  This requires a user to determine a scheme for applying penalties.  It involves 

issues such as; is a penalty to be applied dependent on whether a constraint is violated, or 

dependent on the amount of violation?  If the amount of violation is used then how is this to 

be measured?  Will penalties differ with each constraint, or will violation of any constraint 

have the same effect?   

In early work, a tuning of the proposed selection operator‟s weights using the proposed 

extended fitness function,  xF  , was found to be able to be used to meet constraints. Tuning 

required large amounts of experimental data on the effects of different values, which then 

have to be iteratively modified and retested.  It was found that unless the tuning obtained 

could be applied to other similar problems this method was too time consuming for practical 

use.   

In more recent work, from the literature, constraints are introduced as additional objectives.  

Rather than include a special operator for handling constraints, some researchers 

[71][72][73][74] have included them as additional objectives to a problem.  A simple 

example is to add the distance to the nearest feasible region as an objective and then to 

specify that objective to be minimized.  When this distance reaches zero, its minimum value, 
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then the constraints have been met.  This method‟s main disadvantage is that it increases the 

number of objective functions.  In problems with many objectives this can greatly increase 

the size of the solution space making exploration difficult or in some cases too time 

consuming to undertake [75].  The increased number of dimensions can also change the 

topology of the solution space. 

5.3. Crossover 

In system design problems typically there are multiple design solutions for each problem.  It 

is favourable to find as many of these solutions as possible to present the designer with the 

most options possible.  Later in development these may lead to different product lines for 

different target consumers but at this stage it is important to find these alternatives.  These 

different solutions will each occupy separate niches from each other.  The subdivision of a 

population according to different niches is a typical strategy that allows different sections of 

the population to pursue different niches.  The proposed crossover operator is designed to 

identify, isolate, and refine these different design niches more efficiently than a traditional 

crossover operator. This is achieved by restricting which individuals may mate and how this 

is implemented. 

5.3.1 Tagging Individuals 

The task of crossover is to sift out the similarities in good individuals.  The emphasis in the 

proposed crossover is shifted from combining good patterns in separate individuals to 

refining a single pattern present in many individuals.  Selection ensures individuals in a 

population are fit.  An individual that is fit has a good genetic pattern causing the fit 

phenotype.  This good genetic pattern may be considered an ideal genetic pattern with a few 

random variations.  To obtain the ideal pattern requires the removal of the random variations 

or “genetic noise”.  The more individuals with this noise disturbed ideal pattern the easier it is 

to remove the noise and recover the ideal pattern.  This requires identification of individuals 

that share a common ideal pattern.  By tagging an individual with a species tag common 

ancestors are identified.  Individuals that share common ancestors are more likely to share 

common patterns.  To refine the pattern, genes are shuffled in individuals of a species.  Those 

alleles that belong to the ideal pattern occur the most often and therefore the ideal pattern is 

least likely to be disturbed by this process.  Those alleles that belong to the noise occur least 

often and are most likely to be disturbed breaking any false associations with the ideal 
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pattern.  These false associations can occur where a poor allele rides on the performance of 

other alleles to remain in the population.  Breaking these associations makes the removal of 

these alleles easier.  

This process is an extension of the K-parent uniform crossover from Chapter 4.  This 

extension covers the selection of parents for crossover.  A Species Tag gene is appended to 

each individual.  The Species Tag gene has the same number of alleles as members in the 

population.  Initially the Species Tag genes are set randomly.  Each species is then treated as 

a set of parents using K-Parent Uniform Crossover.   

In addition to the traditional DNA for an individual in a simple genetic algorithm, genes are 

added to implement the species tag.  The following shows an example of an individual with 

labelled alleles. 

F1F2F3F4F5F6F7F8M1M2M3M4C 

where Fi represents traditional DNA, Mi are the genes for the adaptive mutation operator 

discussed later in section 5.4, and C is the crossover species tag.  C has the same number of 

alleles as the population size being used.   

Individuals are tagged with a species gene which is the mechanism for recording genetic 

histories [70].  Mutation on the species gene is the only method for changing the species gene 

allele but such an occurrence is procedurally rare.  A mutation of the species gene is common 

shortly after the beginning of an evolutionary run and persists for only a short duration.  For 

most of the evolutionary process mutations do not occur on the species gene.  These 

mutations play a significant role in terms of solutions which are discussed later.  Individuals 

that belong to the same species are most likely, however, to have inherited their species gene 

from a common ancestor.  This means that the species gene acts as a record of inheritance or 

genetic history.  Sharing a common ancestor also means that individuals of the same species 

are likely to share many genes in common with each other.  This means that the species gene 

identifies a common gene sequence present in the individuals of the species.   

The species tag is encoded on a single gene.  During crossover, individuals with the same 

crossover species tag are all crossed uniformly within their species.  This allows the number 

of parents used, and which parents to cross, to be determined via evolution.  Thus if a 

population of individuals exists such that: 



  102 

 

where the numbers correspond to the crossover species tag and letters are other genes in the 

individual.  From this, three individuals have crossover species tag 1, and two individuals 

have crossover species tag 2, then following crossover a possible outcome is: 

 

where the individuals with crossover species tag 1 have been uniformly crossed, and likewise 

the individuals with crossover species tag 2 have been uniformly crossed. 

Tags in the literature are implemented on multiple genes, but here are encoded on a single 

gene [70].  The proposed method uses a single gene to encode the tag, thus the likelihood of 

mutation on the tag is greatly reduced.  This is important when considering genetic histories, 

discussed in this chapter, which are important for this operator. 

5.3.2 Mate Selection 

The proposed crossover operator is known as a non-panmictic operator, meaning interactions 

between individuals are restricted.  Non-panmictic population structures have more complex 

Markov Process models, as the reductions possible when selection probabilities are the same, 

cannot be applied [51].  This approach primarily addresses the selection of parents and the 

number of parents involved.  The species tag gene has been added to track genetic histories 

and implement crossover using this tag.  Tags have been proposed before in the literature for 

this purpose [70], however the proposed implementation has several important differences in 

implementation and in the intended result. 

The proposed operator is a positive assortative mating operator.  Assortative mating is where 

the likelihood of individuals mating is influenced by the similarity or dissimilarity of the 

A A A A A A A A A A A A 1

B B B B B B B B B B B B 1

C C C C C C C C C C C C 2

D D D D D D D D D D D D 2

E E E E E E E E E E E E 1

A B A B E A B E E A E B 1

B A E A A E E B B E B A 1

C D C D C D D C D C D C 2

D C D C D C C D C D C D 2

E E B E B B A A A B A E 1
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individuals involved.  Positive assortative mating is where individuals are more likely to mate 

if they are similar.  Negative assortative mating is where individuals are more likely to mate 

if they are dissimilar.  The goal of this operator is to identify key genetic sequences that lead 

to desirable phenotypic characteristics.  The species tag is a method of annotating individuals 

with similar genetic sequences.  Should a species survive and multiply, then the species must 

have a desirable genetic sequence present.  Random variations within the species prevent the 

taking of a gene sequence of any member of the species as a solution.  Instead the proposed 

crossover operator filters out the random variations to obtain the key genetic sequence.  This 

sequence is one of the solutions for the problem‟s solution set.  Other solutions will typically 

be present in other species. 

Every member of a species is involved in crossover when generating a set of children for a 

species.  This maximises the chance of disrupting random variations but should have minimal 

effect on the key genetic sequence due to the prevalence of alleles from that sequence.  The 

key sequence will be disrupted on some members of the species but others are likely to retain 

intact versions of the key sequence and only one is required to find that sequence.  Those 

individuals with disrupted sequences will be iteratively removed by the selection process in 

later generations.  

Using species as proposed, allows the evolution of a parent selection mechanism determining 

both how many parents there are and which individuals are parents.  Higher numbers of 

parents are used in niche problems to refine specific patterns.  In this case every species is 

effectively competing for different niches in a single environment.  Deciding which 

individuals can mate together is important in this case for preserving the key genetic 

sequences.  The proposed mutation operator is responsible for finding these sequences, but 

the proposed crossover operator is responsible for refining them. 

Crossover is achieved with the addition of a gene to each individual.  This “Crossover” gene 

or species tag identifies species within the population.  Only individuals of the same species 

can be crossed with each other.  During crossover, every individual in a species acts as a 

parent for crossover and produces a set of children equal in size to the set of parents.  The 

children then replace the parents to form the next generation for the species.  This is done for 

every species in the population.  This allows the evolution of the number of parents in 

crossover while also accomplishing selection of parents for crossover.   
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Usually the same selection mechanism used in reproduction is used for selecting parents but 

this can have drawbacks.  This is due to the fact that selection mechanisms usually use the 

phenotype for selecting individuals but crossover operators manipulate the genotype.  The 

problem occurs where the mapping from phenotype to genotype is not unique.  This means 

that individuals selected by a selection operator may be fit for different reasons.  This leads to 

conflicting sets of alleles in their key genetic sequences.  When crossed, such individuals lose 

fitness rather than gain fitness. 

5.3.3 Ancestry 

Tagging has been proposed in the literature [70] as a means of recording ancestry and 

isolating individual patterns present in sets of individuals.  In non-panmictic populations 

there is a high degree of control over which individuals may mate.  The same theory is 

applied here.  However in the literature [70], implementations typically involve 

representations where the tag is spread over multiple genes and used in the selection of pairs 

of parents.  Here the same theory is used to create a pattern filter using a single gene tag.   

When the species tag is inherited it usually denotes a common ancestor.  Individuals of the 

same species are also likely to have other genetic qualities in common.  This is why they are 

viewed as a species.  If a species is successful for any duration then its common genetic 

structures are more likely to be fitter than its competitors.  While in nature many instances of 

mating occur and each mating is usually restricted to a pair, this procedure takes millions of 

years and has a very large population.  As time frames and computational resources are 

limited the process is accelerated by mating all individuals in a species at the same time 

which is more akin to a pattern filter.  What this process effectively does is sift the genetic 

sequences to find the common genes in a species, which is the intended result. 

The ASGA algorithm refines a single genetic sequence in crossover as opposed to combining 

multiple good sequences in other crossover operators.  There is no guarantee that combining 

two sequences will yield a better sequence.  There is however a degree of certainty that a 

successful species has a common genetic sequence that is good, although in each member of 

the species it may be disturbed by “genetic noise”. 
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5.3.4 Species Management 

The species tag is, in the majority of cases, inherited from previous generations, although 

during early generations high mutation rates can mean the species tag was produced by 

mutation.  For the majority of an evolutionary run, species tags are most likely inherited from 

a common ancestor.  During the first evolutionary steps species are establishing themselves 

and have little meaning in that most species have very few members that share no common 

elements.  A species tag has greatest effect when the species have established themselves and 

some rudimentary genetic sequences have been identified. 

When the species tag is mutated an individual may either branch into a subspecies, or jump 

species and join another existing species.  If the new species tag for the individual is not in 

use already then a new species evolves or branches from an existing species.  The new 

species is then free to advance in different directions to its original species.  This allows 

optima near each other to more readily be found.  If the new species tag is already in use by 

another species then the individual jumps species and causes a small disruption to the other 

species.  This disruption can help avoid local optima and due to the relative rarity of such an 

event during the entire evolutionary process, will not become a dominate factor. 

Figures 33 to 36 show the numbers of species, extinctions, subspecies evolving, and 

interspecies jumps obtained from 100 ASGA optimisation runs on a Sum-of-Absolute-

Difference function for a window size of 8 by 8 pixels implemented in an FPGA.  These 

evolutionary characteristics were recorded accessing the internal data structures of the ASGA 

during each run and are not normally an output of the ASGA.  Figure 34 shows a peak in 

extinctions as the initial population is screened for poor individuals resulting from random 

initialization.  The numbers of new species evolving and interspecies breeding do not exceed 

25% of the number of species at their peak.  The trends in these values are similar to the 

mutation rate trends which could be expected, as mutation is the sole cause for evolving new 

species and interspecies breeding in the ASGA.  When the mutation rate is high the 

occurrence of these events is also high and reduces as the mutation rate also reduces.  

Interspecies breeding reduces at a faster rate because both the mutation rate and the number 

of species present are factors in determining the chance of a mutation in the species tag, 

yielding a value already present in the population.  Both these values are reducing with 

successive generations yielding a high rate of decay in interspecies breeding. 
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Figure 33:  Number of Species 

 

Figure 34:  Extinctions 
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Figure 35:  Evolution of Species 

 

Figure 36:  Interspecies Breeding 
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5.3.5 Implementation 

All individuals in a species are uniformly crossed to accelerate evolution.  This is done 

because the process is sifting the patterns present in the species to determine the key genetic 

sequence of the species.  The key genetic sequence will have a disproportionately high 

number of its alleles present in genes throughout the species.  An equal portion of genes from 

each individual are randomly reallocated to every other individual in the species.  The genetic 

sequence most likely to survive this process is the sequence whose alleles are most common 

in the species.  The sequence most likely to survive is thus the key genetic sequence of the 

species.  Random variations in genes of lesser importance are subject to random reallocation 

by this process.  The resulting phenotypic changes allow the variations in phenotype 

introduced by these genes to be determined.  This process can be implemented by applying 

uniform crossover to each species with every member of a species acting as parent for a 

single crossover operation.  Equation (13) presents this process, where iS  is a set where each 

row of the matrix is an individual, and each element along a row a gene within the individual 

from a total population P.  The number of genes in an individual is n, “random_reorder” is a 

function that randomly shuffles the elements of a vector, and 


iS is the set after the proposed 

crossover operator has finished. 
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Table 8 shows a before and after example of a population P of size 6 with three sets S1, S2, 

and S3.  The last column contains the species tags.  S1 refers to individuals with a tag of 1.  S2 

refers to individuals with a tag of 2.  S3 refers to individuals with a tag of 3.  The population 

has six members numbered 1 to 6 (these labels should not to be confused with the species 

tag).  In the before case every individual is completely homogenous which means every gene 

has the same allele.  This is so that the source of each allele can be readily identified in the 

after case.  In practice the occurrence of completely homogenous individuals is rare unless 

such an individual is on the pareto-optimal front. 

Table 8  Crossover Example 

 

In Table 8 species 1 could be generated by having a B  vector of [1 2 3 6 5 4 7].  If the fourth 

and sixth columns are swapped then reading across individual 1 after crossover the genome 

would be ABDABDA.  This shows the effect of the modulus addition used in determining 

where to obtain alleles from.  U is 1 for individual 1, v increases from 1 to 7, and mi is 3.  The 

modulus addition of (u+v-2) mod mi + 1 gives the sequence 0, 1, 2, 0, 1, 2, 0.  A 0 means the 

allele is sourced from the first individual in species 1 which is individual 1 and has an allele 

of A.  A 1 means the source is the second individual in species 1 which is individual 2 and 

has an allele of B.  A 2 means the source is the third individual in species 1 which is 

individual 4 and has an allele of D.  Altogether this gives individual 1 the sequence 

ABDDBAA1 following crossover.   

5.4. Mutation 

The ideal mutation rate to use is dependent on the degree of progress at a problem.  This 

progress is problem dependent, niche dependent, and generally improves with subsequent 

Individual

1 A A A A A A A 1

2 B B B B B B B 1

3 C C C C C C C 2

4 D D D D D D D 1

5 E E E E E E E 3

6 F F F F F F F 3

1 A B D D B A A 1

2 B D A A D B B 1

3 C C C C C C C 2

4 D A B B A D D 1

5 E E F E F F E 3

6 F F E F E E F 3

Genes

Before

After
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generations.  The rate of this improvement would be difficult to infer given that the problems 

encountered are NP-Complete and this would require leveraging additional information from 

an NP-Complete problem.  An adaptive strategy of encoding the mutation rate on the DNA 

allows the mutation rate to change with successive generations at a rate determined by the 

problem and the species of an individual because that species is linked through the 

individual‟s DNA.  The fitness feedback from the selection operator controls the adaptive 

process to fine tune the mutation rate. 

5.4.1 Adaptive Strategies 

Mutation is used to try new combinations and restore lost alleles to a population.  It is 

possible that an initial population may not contain a significant allele or that an allele is lost 

during evolution.  Mutation is used to introduce the possibility of such alleles back into the 

population, and is employed to try new combinations or restore old combinations.  The 

number of genes mutated should be linked to the fitness of the individual, the species it 

belongs to, and the extent of generations tried by the algorithm. 

Goldberg proposed in [15] that adaptive mutation schemes could be implemented by 

encoding the mutation rate in the genome.  Three different schemes of encoding the mutation 

rate in the genome were tested.  These were using binary numbers, gray-code numbers and 

integers as the representation.  In a binary or gray-code representation the mutation rate is 

represented by a set of genes each of which may hold an allele of „0‟ or „1‟.  For instance in 

binary representation to represent the number 8 at least four genes are required.  Three of 

these genes would hold the value „0‟ and one gene would hold the value „1‟.  When 

interpreted they would be arranged in a string as “1000” where each character in the string 

represents the allele held by one of the genes.  In gray-code representation at least four genes 

are required to represent the number 8 but in this case two genes would hold „0‟ and two 

genes would hold „1‟ as gray-code for 8 is “1100”.  In an integer representation only one gene 

is used but that gene may instead hold „0‟, „1‟, „2‟, „3‟, or higher depending on the total 

number of genes in the genome.  To represent 8 in the integer representation the gene would 

hold the value „8‟.  Binary numbers encountered problems with the Hamming Cliff problem.  

The Hamming Cliff problem is where in order to reach the next binary number several genes 

must be changed.  For instance “0111” (or 7) to “1000” (or 8).  7 and 8 are adjacent but 

“0111” and “1000” have a hamming distance of 4 which means they are distant from each 

other.  Gray-code and integers performed equally well after convergence.  Gray-code 
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numbers gave a faster convergence.  Gray-code numbers achieve this because, unlike binary 

numbers, adjacent gray-code numbers differ by only one place.  Continuing the example of 7 

and 8 the respective codes are “0100” and “1100”.  The operator used here uses gray-code 

numbers to represent the number of genes to mutate in each individual.  This number is 

allowed to mutate anywhere from no genes to all the genes in an individual.  This operator is 

the main means of preserving diversity in a population in this work.  This consists of a set of 

genes appended to the genome which represents a gray-coded number that when decoded 

gives the number of genes to mutate on that genome. 

Encoding the mutation rate in an individual involves adding additional genes to the 

individual‟s genome that do not contribute to the phenotypic characteristics of that individual.  

Rather, these genes determine how subject to change the genome of the individual is.  

Introduction of this method relies on the evolutionary process to evolve mutation rates 

suitable for population exploration and refinement of individuals.  Typically, high mutation 

rates lead to unstable phenotypes which mean that eventually, during a period of poor 

performance, the individual is removed from the population.  This leads to a reduction in the 

overall mutation rate.  Low mutation rates lead to stable phenotypes.  However, if the 

phenotypes are all poor then the likelihood of a high mutation rate being removed during a 

period of poor performance is reduced.  This is because all solutions are of poor quality.  This 

allows individuals with higher mutation rates to evolve and remain in the population longer.  

This effect increases the overall mutation rate.  This higher mutation rate moves the search to 

other regions where fitness values may be higher.  When a higher set of fitness values is 

found stability becomes more important and mutation rates start to decline again. 

By encoding the mutation rate on an individual the mutation rate is linked to the individual‟s 

fitness and species through its genome.  The iterative improvement of fitness caused by 

selection is most easily maintained with a low mutation rate, though better individuals can be 

found faster with higher mutation rates over the first few generations.  This factor ties the 

extent of generations to the mutation rate. 

5.5. Encoding 

The mutation rate is encoded as the number of loci to change during mutation.  Three 

scenarios were tried in this regard:  binary encoding on log2N genes, gray-code encoding on 

log2N genes, and integer encoding on a single gene.  It was found that binary encoding gave 
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the worst results, both in terms of quality of the final result and performance over time.  

Integer and gray-coding both gave equal final results, but gray-coding had better performance 

over time.  The mutation rate was thus encoded on multiple genes using gray code. 

The mutation rate for an individual is permitted to range from 0 to 100%.  This is to 

accommodate the range of values used during an evolutionary run.  For a limited duration the 

highest mutation rate for any individual in a population can approach 100%.  These 

individuals serve to create an influx of new alleles for other individuals.  They are however 

only present during a small number of generations just following the beginning of the 

evolutionary run. 

Two different methods were evaluated in initialising the genes used to determine the 

mutation rate.  Random initialisation and seeding with a fixed value were tried.  In random 

initialisation each gene of the mutation code is randomly set to either 1 or 0.  In seeding, the 

mutation code of every individual is set to mutate a specified of genes.  It was found that 

appropriate seeding of genes gave the best performance with the best seed being 5% of the 

genes but ensuring that at least 1 gene would be mutated in short genotypes. 

5.6. Chapter Summary 

In this chapter the three operators of the ASGA have been presented.  The experiments 

conducted during their design are given in Chapter 6.  Chapter 7 analyses their performance 

for a test bench of applications against other leading genetic algorithms. 

The proposed selection operator uses the objective averages for the population to iteratively 

estimate the likelihood an allele is present in the pareto-optimal front.  This is then used in 

allotting optimisation time to different alleles. 

The proposed crossover operator utilises species to identify and refine key genetic sequences.  

This relies on the selection operator to ensure fitness and mutation to create more species.  

The crossover operator randomly rearranges equal proportions of each member of a species 

to every other member in the species.  This disrupts undesirable patterns while preserving 

desirable patterns. 

The proposed mutation operator is a specialised encoding of the mutation rate onto the 

genotype using gray-code numbers.  Gray-code numbers have the benefit of a low hamming 

distance between adjacent numbers which facilitates progression through different levels of 
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mutation.  Initial seeding with a 5% mutation rate is used based on experiments given in 

Chapter 6. 
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Chapter 6. Algorithm Evaluation 

In this chapter the ASGA proposed in Chapter 4 and detailed in Chapter 5 is evaluated 

against an SGA using a number of experiments to determine how to most effectively 

implement each genetic operator.  The analysis uses selected functions with different 

topologies to evaluate performance.  The results are intended for qualitative analysis to 

determine which alternatives are better rather than by how much as the latter can be changed 

by scaling and shifting functions.  This chapter details the selection of the remaining design 

choices in ASGA‟s operators.  These include the how the implementation of the species tag 

was selected and the implementation of an adaptive mutation rate.  ASGA is evaluated with 

these design decisions against other algorithms in Chapter 7. 

6.1. Overview 

Ten test functions were used to assess the impact of different implementations of the 

proposed operators in Chapter 5 against a standard Simple Genetic Algorithm (SGA) as a 

benchmark.  Since an ASGA is based on the linking of genetic operators through data held in 

the population, the ASGA‟s operators were tested in all the different combinations possible.  

The three operators evaluated were Adaptive Goal Selection (AGS), Adaptive Speciation 

Crossover (ASC), and Adaptive Gray-code Mutation (AGM).  AGS adaptively refines an 

estimate after each generation of the likelihood an allele is present on the pareto-optimal 

front.  This is used to allot processing time to alleles.  ASC employs speciation to identify 

key genetic sequences which it refines during crossover.  AGM modifies the mutation rate for 

use at each stage of the evolutionary process.  

Throughout this analysis, a standard SGA [15] was used to benchmark the proposed 

algorithm.  Due to the large number of combinations of the ASGA‟s operators and the 

influence of search parameters on genetic algorithms, the SGA was selected as a single point 

of reference for this process.  Despite this reduction there were still 549 different search 

algorithm configurations to be tried.  This includes a range of search parameter settings for 

the SGA and every combination of the ASGA‟s operators to verify the basic functionality, 

concept of operation, and whether the ASGA‟s operators are functioning as expected. 

In the following sections the various test functions are described, followed by the 

experimental method used in analysis.  Lastly, the results of the analysis are evaluated and 

summarised.   
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6.2. Test Problems 

The first nine test problems are from the literature and may be found in Goldberg [15] and 

Michalewicz [66].  These problems have been used to evaluate genetic algorithms on 

different types of problems in the literature.  The significant aspects of each are their differing 

topologies and the level of epistasis involved.  They represent a wide range of different 

optimisation problems which so that choices made reflect a wide range of different scenarios 

both in design problems and other optimisation problems.  Epistasis is the degree of 

interdependence amongst genes.  A high degree means that many genes do not show their 

function unless combined with several other genes.  A low degree means that genes‟ function 

can be assessed by changing each gene in turn and assessing its effect  These problems have 

been chosen to assess different elements of the proposed operators against a standard Simple 

Genetic Algorithm (SGA) [15].  The last problem is a multi-objective quadratic problem 

specially designed for this work to test the proposed selection operator on a problem where it 

is possible to simultaneously increase all objectives up to a set limit.  Each of the test 

problems are described in the following subsections. 

6.2.1 70 Ones Problem 

The simplest type of test function is a binary string where the objective is to maximise the 

number of ones in the string.  This test function is used for checking the “building block” 

functionality [15] of genetic algorithms.  To solve this problem an algorithm must be able to 

combine several smaller sets of ones to make larger sets of ones.  Each set of 1‟s may be 

considered a “building block” for an even larger “building block”.  This type of problem has 

a very low epistasis as each gene‟s effect can be determined gene by gene.  This problem is 

only suitable for testing the ability of an algorithm to combine simple “building blocks”.   

For this test function a string length of 70 was used.  Although this is a simple problem to 

optimise given that each string position is independent of any other string position, the 

problem becomes difficult when this information is not supplied.  There are approximately 

1.18 x 10
21

 points in the solution space.  For good results an algorithm must determine a 

strategy that involves combining sets. 
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6.2.2 30 Ones Problem 

The second test was another binary string where the objective was to maximise the number of 

1s but this time the string length was reduced to 30.  The objective of this test function was to 

determine how successful the ASGA was at finding the true optimum solution.  The true 

optimum is 30 1‟s.  This test differs from the first in that the algorithms are tested to find not 

just good solutions but the best solution possible.  This type of test determines the ability of 

an algorithm to make fine adjustments in the later stages of optimisation to improve from 

good solutions to the best solution. 

6.2.3 Allele Alphabet Size Problem 

A test of the ASGA on genomes with higher numbers of alleles per gene was also conducted.  

This time instead of a binary allele alphabet, 5 chromosomes each with 14 genes were used.  

Table 9 gives the alleles each gene may take dependent on which chromosome the gene is on.  

The objective of this test function was to maximise the sum of all the alleles on each 

chromosome.  This has a maximum of 210.  The objective was to test the ASGA on 

genotypes that had more than two alleles.  This was done because having more than two 

alleles impacts upon the “implicit parallelism” [15] present in genetic algorithms.  “Implicit 

parallelism” is the process by which an individual in a population not only represents itself 

but also a set of patterns of important genes within itself.  For instance the individual 111011 

contains the pattern 111011, 1x1011, xx1011 and so forth where x is a “don‟t care” state that 

indicates the value of the gene at that position is not important.  “Implicit parallelism” means 

that when an individual is evaluated then at the same time all its contained patterns are also 

evaluated.  Increasing the number of alleles a gene may take detrimentally affects “implicit 

parallelism” by reducing its effectiveness, as outlined by Goldberg [15].  The design concept 

for the ASGA differs from a typical genetic algorithm and so this test is conducted to see if 

the difference is sufficient to avoid problems caused by allowing genes to have a larger 

alphabet of alleles. 

Table 9  Genome 

 

Chromosome Alleles

1 0, 1

2 0, 1, 2

3 0, 1, 2, 3

4 0, 1, 2, 3, 4

5 0, 1, 2, 3, 4, 5
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6.2.4 Iterated Prisoner’s Dilemma Problem 

The ASGA was also tested on the Iterated Prisoner‟s Dilemma problem [15].  In this well 

known problem two prisoners can either defect or co-operate with each other.  At any stage 

they do not know what the other prisoner is going to do but they do know what the other 

prisoner has done in the past.  If they co-operate with each other both score 3 points.  If one 

defects the defector scores 5 points while the prisoner that co-operated scores 0 points.  If 

they both defect then they only score 1 point each.  The purpose of this problem is to 

determine a strategy that maximises a prisoner‟s score.  For this exercise the algorithms were 

not told how many stages were to be involved.  This means that co-operating until the last 

stage and then defecting when the other prisoner cannot retaliate is not possible as the 

algorithms are not informed which stage is the last stage.  For evaluation purposes 100 stages 

were given.  The maximum score possible is 500.  However, if both strategies are good then 

each prisoner can be expected to score 300 with a total score between them of 600.  A hand 

coded reference strategy was used that would co-operate provided it was not betrayed, but if 

it was betrayed then it would retaliate until it had matched its score with the other prisoner‟s 

score.  Consequently the maximum possible score is only 300.   

This strategy weakens the requirements of the Iterated Prisoner‟s Dilemma problem as now it 

is possible to score well with weak strategies that favour co-operation even in the potential 

case of betrayal.  To avoid this, the individuals would have to compete with each other rather 

than use a fixed strategy.  This would mean a competitive co-evolutionary algorithm would 

have to be used.  This would require a different algorithm design compared to our other test 

functions and so a fixed strategy was used.   

Co-evolutionary algorithms tend to have strengths in different types of problems to 

evolutionary algorithms [76].  Co-evolutionary algorithms are employed where individuals 

must either compete or cooperate with each other to solve a problem.  For example, in game 

strategy designs, individuals may compete against each other to establish the best overall 

strategy.  This means that fitness is far more relative to other individuals than typical 

evolutionary algorithms.  The design work in this thesis is not relative.  For example, 100 

logic cells is a concrete cost.  As the problems encountered have concrete objectives an 

evolutionary algorithm was selected.  As evolutionary algorithms are being tested a fixed 

strategy was used in the Prisoner‟s Dilemma problem to convert the problem to an 

evolutionary problem. 
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This problem tests the ability of an algorithm to evolve a strategy or in this case a very simple 

program that determines what to do next based on previous experience.  As a simple program 

is evolved changes in genes can have a far larger effect than might be expected.  For 

example, by changing a gene from cooperate to defect the path of states encountered could be 

changed.  This might mean other sections of the program become active as now a new path of 

states is possible.  Problems were encoded as a set of „1‟s for cooperate, and „0‟s for defect.  

The first six genes defined the „initial state‟ for the history of each player‟s first three moves.  

For instance “11,00,01” indicated that each player first cooperated (“11”), then both defected 

“00”, then the first player cooperated and the second defected (“01”).  An additional 64 (= 2
6
 

possibilities) genes supplied the response that player 1 was to give based on the last three 

moves using the first six genes as an initial state.  This is the same encoding given in 

Goldberg [15]. 

6.2.5 De Jong’s F1 Function 

The ASGA was tested on De Jong‟s F1 function [66] given in Equation (14).  The task is 

unconstrained and requires minimization of the following function. 

 12.5,12.5
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(14) 

The function has no local optima and a single global optima of 0 at (0, 0, 0).  This function 

has a very low epistasis.  This function consists of three chromosomes which could be 

optimised independently.  Each chromosome decodes to one of the xi variables.  Each 

chromosome had 10 genes that could be either „1‟ or „0‟.  These genes collectively 

represented a gray-code number that was then scaled to the range [-5.12, 5.12].  This function 

has a higher degree of epistasis compared to the ones problem but is still overall relatively 

low.  This function is used to evaluate the effect of increasing epistasis. 

6.2.6 De Jong’s F4 Function  

The ASGA was also tested on De Jong‟s F4 function [66].  This function features disturbance 

by Gaussian noise and serves to test the resistance of ASGA to noise in an objective function.  

The De Jong‟s F4 function is given by Equation (15) which must be minimised. 
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The global minimum of De Jong‟s F4 function is 0 at (0,0,0,…..,0).  This function 

incorporates noise and is used here to test the resistance of ASGA to noise in an objective 

function.  An optimiser should still be able to find the optimum value to a problem in the 

presence of noise.  This can be done by calculating an objective function more than once to 

average out the effects of noise. 

This problem was encoded onto 30 chromosomes, one for each xi.  Each chromosome had 8 

genes.  Each gene could be either „1‟ or „0‟.  Each chromosome was interpreted as a gray-

code number that was then scaled to the range [-1.28, 1.28]. 

6.2.7 Branin RCOS Function 

The Branin RCOS function [66] was used as a test function for testing a polynomial function 

such as that in the De Jong F1 function but with oscillations caused by a cosine term.  This 

extends the previous De Jong F1 function by including a fixed oscillation causing ripples in 

the function topology.  Unlike noise, these ripples are a fixed part of the function and an 

optimisation algorithm must allow for these.  The Branin RCOS function is defined as to 

minimise the function in Equation (16). 
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This function has three global minima at function value of 0.397887 for the points (𝜋, 2.275), 

(−𝜋, 12.275), and (9.42578, 2.475).  Figure 37 shows a three dimensional plot of the Branin 

RCOS function.  

This problem was encoded as one chromosome for X1 and one chromosome for X2.  Each 

chromosome had 16 genes.  These genes could be either „1‟ or „0‟.  Each chromosome was 

interpreted as a gray-code number and scaled to the appropriate range, [-5, 10] for X1, and [0, 

15] for X2. 
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Figure 37:  Branin RCOS function 

6.2.8 Shubert 

The Shubert function as detailed in [66] was used to test the ASGA because this function 

consists of a very high number of local minima with a select few global optima and very little 

information between optima to guide search algorithms.  The Shubert function [66] requires 

the minimisation of Equation (17). 
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This function has 760 minima of which only 18 are global minimum.  The function‟s value at 

each of these global minima is –186.73.  Figure 38 shows a three dimensional plot of the 

Shubert function.  This function represents a very difficult case for optimisation due to the 

small amount of information available to guide the algorithms between peaks, and the large 

number of local minima present.  This scenario is unlikely to occur and represents an extreme 

case.  The ASGA‟s performance is evaluated on this extreme case.  

X1 and X2 were implemented each on a separate chromosome.  Each chromosome had 11 

genes.  Each gene could be either „1‟ or „0‟.  Each chromosome represented a gray-code 

number that was then scaled to the range [-10, 10]. 
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Figure 38:  Shubert Function 

6.2.9 Michalewicz Sine Function 

A sine function was used to test the ASGA [66] to test the ability to overcome a series of 

troughs guided by a sequence of every increasing peaks.  This problem attempts to maximise 

the expression in Equation (18) and tests the ASGA. 
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 The maximum value is 2.85.  Figure 39 shows a plot of Equation (18) over the selected 

range.  This function is characterised by a set of increasing peaks in each direction.  To reach 

the next peak a trough must be overcome.  Finally, toward the end of the optimisation of the 

function it is necessary to discard one of the search directions as the other becomes a better 

option.  The series of increasing peaks serves to guide the search and this function is not as 

difficult as the Shubert function to optimise.  This function is used to check both the ability to 

overcome troughs and the ability to discard unsuitable search directions. 

X was encoded using 9 genes.  Each gene could be either a „1‟ or a „0‟.  These genes 

represented a gray-code number that was then scaled to the range [-1, 2]. 
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Figure 39:  Michalewicz Sine Function 

6.2.10 Multi-objective Quadratic Problem 

Finally, a multi-objective problem to maximise four quadratic equations was also used for 

testing.  The four functions are listed in Equation (19) as a set.  Here it is possible to have 

higher values in most but not all of the quadratic equations.   
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An estimate that a good trade-off would be to maximise the sum of the four functions was 

made.  This point occurs when x = 0.5, where the four functions would have the values 99.75, 

120.75, 109.25 and 131.25 respectively.  For comparison, the SGA considered was adapted 

for a multi-objective problem by considering the equations in random order. 

X was encoded using 30 genes.  Each gene could be either a „1‟ or a „0‟.  These genes 

represented a gray code number that was scaled to the range [-10, 10]. 

This problem tests the ability of an algorithm to incrementally improve several equations 

without decrementing any other equations.  For example moving x from -2 to -1 improves 

every equation but moving from 1.5 to 1 improves the first three equations at the expense of 

the last equation.  This problem is to test the selection operator that was designed for this type 
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of scenario.  The selection operator will increase as many objectives as possible over a 

population. 

6.3. Experimental Design 

The goal of these experiments was to compare the ASGA against the best performance and 

reliability that could be obtained from an SGA.  However in order to compare different 

configurations of the ASGA and the SGA, performance and reliability must be combined in a 

single metric.  Performance is measured using the average values ( X ) of objectives from 

trials on each problem from section 6.2.  Reliability is measured by calculating the standard 

deviation ( ) of objective values from trials on each problem from section 6.2.  The test 

statistic for determining which configuration of the ASGA and the SGA was best was 

 326.2X  for minimisation problems and  326.2X  for maximisation problems.  

This performance measure is based on a 99% single ended confidence interval with a normal 

distribution approximation and is used to estimate the likely average results an algorithm will 

generate.   

The best performance for an SGA is obtained by the best selection of crossover and mutation 

rates for the population size used and the number of generations evaluated and a good scaling 

of objective functions.  To find the best crossover and mutation rates requires an exhaustive 

search of each combination, which is a time consuming process and only attempted here 

because the algorithms are being tested rather than intending to solve the individual 

problems.   

For the SGA, a good scaling of objective functions requires both knowledge of the objective 

values found in a starting population and the best objective values possible.  The starting 

population values require a pilot population.  The best objective values require a problem 

where the best values are known, which limits the effects of most scaling procedures.  This 

additional information supplied to the SGA gives the SGA a considerable advantage over the 

ASGA.  The ASGA is required to evolve suitable crossover and mutation rates as well as 

evolving its selection scheme. 

To find the best crossover rate and mutation rate to use for the SGA each problem was tested 

with different combinations of crossover rates and mutation rates.  The crossover rates were 

varied from 0 to 100% in 5% increments.  The mutation rates were varied from 0 to 50% in 

2.5% increments.  This gives a total of 441 different combinations (21 crossover rates and 21 
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mutation rates). Fortunately the best values for each problem in Section 6.2 is known so a 

linear scaling was adopted to give the best objective values the highest fitness and objective 

values in an initial population were given a marginal fitness.   

For the last test problem the SGA was extended to a multi-objective problem by considering 

objectives one at a time in random order as outlined in Goldberg [15].  In this procedure 

objectives are presented in random order one per generation.  When each objective has been 

presented a new random order is determined and the process repeated.  Uniform crossover of 

two parents was also chosen for the SGA.  This was to avoid dependencies created by gene 

orderings as discussed in Chapter 5.  A fixed mutation rate was used.  It should be 

emphasised that the ASGA is being compared against the best obtainable from an SGA.  

Typically, however an ASGA will give far superior performance to an SGA.  In addition, 

problems had to be specially prepared with scaling implemented in order to be able to use the 

SGA effectively on these problems.  The ASGA requires no such modifications to these 

problems and can be applied in its most basic form to yield results comparable to the best that 

can be expected from an SGA.  The ASGA must evolve its own scaling function for fitness 

values, and must also evolve its own crossover and mutation rates.  The SGA is supplied with 

the best values to use for each of these. 

To finalise the development of the ASGA it was necessary to determine if the ASGA 

operators would yield improvements as well as how to implement and initialise the species 

tag and mutation rates used.  A multi-gene encoding and single gene encoding of the species 

tag were tested.  The species tag was tested with random initialisation, assigning each 

individual a separate species in the initial population, and pairing individuals in species in the 

initial population.  These options allow a random option which can avoid any pitfalls a 

deterministic algorithm might have.  Initialisation of 1 member per species means that 

interactions between members of a population are delayed as each member belongs to a 

different species.  This allows additional time before crossing of individuals occurs.  

Initialisation of pairs of members per species creates a crossover system that is very similar to 

standard uniform crossover involving two parents.  Because each species contains two 

members initially, the chance of performing crossover with two parents is increased.  This is 

still not guaranteed as crossover is performed after selection.   

The mutation operator was tested with mutation rates represented using gray-code numbers, 

binary numbers, and a single gene containing an integer.  The mutation operator was tested 
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with random initialisation, seeding with a 3% mutation rate, and seeding with a 50% mutation 

rate.  To seed a mutation rate each mutation encoding gene is assigned a fixed value that 

when decoded yields the percentage of genes to mutate in an individual.  Seeding with 3% 

means that 3% of genes will mutate.  Seeding with 50% means that half of the genes will 

mutate.  Random initialisation introduces a greater variety of mutation rates rapidly.  Seeding 

allows a user to take advantage of the commonly used mutation rates that have the most 

support from empirical experiments, for instance a mutation rate of 3 to 5% is commonly 

used in most problems.  These represent 108 different combinations to test (2 selection 

choices, 2 species tag encodings, 3 species tag initialisations, 3 mutation rate encodings, and 

3 mutation rate initialisations).  Combined with the 441 combinations for the SGA this yields 

a total of 549 combinations to test.      

The test statistic was calculated using a sample size of 50 and plotted against the number of 

generations tried in order to evaluate performance over time.  This allows a better comparison 

of the convergence characteristics of an algorithm rather than only considering the converged 

characteristics.  This helps improve the analysis of each algorithm‟s performance by 

extending the information gained using transient as well as steady state characteristics of the 

algorithm and helps to highlight when convergence is achieved.   

549 different plots either on separate graphs or a single graph would not be practical or 

interpretable.  As such, due to this large number of configurations, only the best results are 

shown in the graphs of Section 6.4.  The significant aspects of this choice are not so much the 

trends in the plots but rather which data sets are included as these indicate the best choices for 

setting up the ASGA.  In the case of the SGA, these should be interpreted as the best 

obtainable from the SGA but the crossover and mutation rates are not necessary the best 

general values to use, since due to the large number of SGA trials (441) outliers can occur 

where seemingly poor choices have by chance yielded high performance.  Comment is given 

where outliers are suspected of occurring.     

The ASGA is adaptive and capable of determining its own search parameters; consequently it 

is not necessary to provide in advance, optimal search parameters for the ASGA for any of 

the chosen tests.  The only requirement is that an identical population size to the SGA is used 

and furthermore when seeding our mutation rate, a value of 3% is selected. This is common 

in the literature for genetic algorithm applications.   
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A moderately sized population of 128 was chosen to allow sufficient processing power for 

the algorithm to function well but at the same time limiting population size so that the time 

taken to conduct these experiments was practical.   

It should also be noted that because the SGA was effectively run more often, it is more likely 

for high performing outliers to be encountered in its results.  While this means that it is more 

difficult to show the ASGA‟s improvements an advantage is that if an improvement is shown 

in the ASGA‟s results then it is unlikely to have been a statistical anomaly.  The SGA was 

only run more often as there are more combinations of crossover and mutation rates to test in 

selecting these search parameters than there are of different implementations of the ASGA. 

6.4. Results 

At the outset it was unclear as to whether the ASGA selection operator would maintain 

performance or fail to adapt to new situations in determining which alleles were desirable.  

The tests conducted therefore included a set of tests where the ASGA‟s selection operator 

was replaced by the same selection operator used in the SGA.   

The ASGA crossover operator featured a species tag but whether to use a multi-gene species 

tag or single gene species tag and how tags should be initialised was not apparent at the 

outset.  A multi-gene species tag means that breeding between some species is more likely 

than for others although inter-species breeding is always rare.  This would reflect that in 

nature it is possible for limited combinations of different species to successfully breed.  A 

single gene species tag makes breeding between different species equally unlikely for every 

species.  Random initialisation creates a different spread of species each time which can 

avoid any oversights in a deterministic method of initialisation.  However, assigning each 

individual a unique species, allows additional time for selection to determine if a species is 

fit.  Assigning two members to a species most resembles the well tested method of selecting 

two parents during crossover.   

The ASGA mutation operator encodes the mutation rate onto an individual.  How a mutation 

rate is represented and how initial values influence results was not immediately apparent.  

Gray-code encoding appeared likely to have advantages over binary encoding of genes for a 

mutation rate, but the place of single gene encodings was unclear.  Random initialisation, 

again with the ability to avoid problems with determinism, could have too large a variation in 
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initial rates.  Seeding mutation rates with fixed values, while deterministic, could allow 

commonly used values to be taken advantage of during initialisation. 

Figures 40 to 52 show the results of the best performing configurations of both the ASGA 

and the SGA.  To counteract the weaknesses of the SGA the test functions were individually 

scaled and shifted to give the SGA a good range of fitness function values for optimisation.  

Since these scalings are problem dependent they are reflected in the scales and ranges of the 

graphs to illustrate how the functions were changed.  The value shown for the y axis 

(Performance) in each case represents the average scaled test function value obtained minus 

2.326 times the scaled sample deviation.  A higher value for performance represents better 

results.  Due to the scaling giving the SGA an advantage, any results of ASGA that are better 

than the SGA indicate not only was ASGA better than the SGA but that ASGA was better 

than a well tuned SGA.  Tuning the SGA to such a degree was computationally intensive and 

would not be practical for solving actual problems.  The tuning process is only used here so 

that there is little possibility that an SGA with a different tuning would perform better.  

ASGA is adaptive and was left to adapt its own search parameters.  The scaling function used 

changes between test functions dependent on what scaling gives better performance for the 

SGA, therefore the graphs show only relative performance between the SGA and the ASGA.  

In the larger Ones Problem, the Allele Alphabet Size test, and De Jong‟s F4 function the 

ASGA has better performance.  In the Iterated Prisoner‟s Dilemma problem, De Jong‟s F1 

function, the Branin RCOS function, and the Multi-objective Quadratic problem there are no 

significant differences between the algorithms.  In the smaller Ones Problem, the Shubert 

function, and the Sine function the ASGA performed poorly.  However as noted earlier, all 

problems were adapted for the SGA which requires prior knowledge of the problem and its 

solutions to perform well. 

The Ones problem in Figure 40, without prior knowledge that the problem is highly 

decomposable, is considerably more difficult than the Ones problem of shorter length shown 

in Figure 41.  A well scaled SGA has the advantage of being able to identify near optimal 

solutions to a short Ones problem more readily than the ASGA, due to the extra information 

supplied in the magnitude of the objective function.  This means that the optimum value is 

identified as soon as it is found.  This is a significant advantage that the ASGA does not have, 

as the ASGA does not assume objective functions have distributions suitable for direct use as 

a selection probability.  ASGA continues its search building evidence to support the claim 

that it has found a good solution.  The better performance of the ASGA in the larger problem 
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shows that it is able to take advantage of low epistasis when encountered more readily in 

larger problems than the SGA.  In such large problems the optimum is unlikely to be found 

by chance thus reducing the SGA‟s advantage for large problems.  Here the crossover and 

mutation operators have been able to adapt more effectively to the low epistasis in their 

rearrangements of alleles as opposed to the SGA‟s fixed strategy.  This indicates that the 

crossover operator has selected its parent sets more effectively than the SGA.  A better 

selection here means grouping together larger quantities of genes with an allele of „1‟.   

Many engineering systems in production consist of a large number of independent parts 

which from a genetic algorithms perspective means low epistasis.  Good performance in the 

larger Ones problem can indicate an aptitude for such cases.  The ability of using gray-code 

encoding for the mutation operator to give a rapid increase to the final value obtained and to 

ensure that the value is competitive with other alternatives is clearest in Figure 40.  The best 

three plots all use gray-code encoding.  An integer coding although initially exceeding the 

gray-code performance fails to maintain this and progress reduces eventually falling behind 

the gray-code encoding, taking a significant number of generations to reach the same 

performance.  This transient characteristic is observed in the other results as well. 

 Figure 40:  Large Ones Problem 
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 Figure 41:  Small Ones Problem 

The Allele Alphabet Size problem is used to test each algorithm‟s capability to deal with a 

highly separable problem but with multiple mutually exclusive alternatives.  The analogy is 

where a system is being designed with separable parts, but in some sections of the design 

there are more than two suitable parts to perform that function.  Compared with the SGA, the 

ASGA handled the situation of larger numbers of alleles better (as shown in Figure 42).  This 

indicated that basing the design of operators on extensions of statistical tests and 

assumptions, combined with an unusual pattern filter and adaptive mutation has yielded an 

algorithm that processes genes with larger allele alphabets more effectively.  When a sample 

is conducted on a set of values, then provided the sample is sufficiently large, inferences are 

more likely to hold true on a larger scale for producing better solutions.  This relies on a low 

epistasis however.  The SGA relies on implicit parallelism which is detrimentally affected by 

larger gene alphabets.  The ASGA is able to circumvent this problem by more efficiently 

rearranging genes in order to process different combinations of alleles.  This is because 

ASGA is able to adapt its groupings of species and mutation rates to the problem.  The SGA 

however uses a fixed strategy and does not make such adaptations. 
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Figure 42:  Allele Alphabet Size Problem 

The Iterated Prisoner‟s Dilemma results given in Figure 43 indicate no significant differences 

in results once the ASGA has converged.  This convergence occurs rapidly, within about 40 

generations.  In these tests due to the suitability of the objective function for use as a fitness 

function the SGA starts with the best possible solution.  Due to this factor this test is more 

valuable for showing the ASGA‟s rapid convergence on the best solution rather than as a fair 

comparison against the SGA.  The SGA in this case indicates that the crossover rate should 

be 100% and the mutation rate 50%.  Since a mutation rate of 50% effectively randomly 

recreates a population each generation the SGA‟s result has only occurred because seven 

genes in the individual genome were “C”.  These genes were the initialisation genes for the 

Prisoner‟s strategies and the choice of what to do if the other prisoner kept cooperating.  The 

encoding procedure of the Prisoner‟s Dilemma problem used may be found in Goldberg [15], 

while this outcome is a result of the fixed strategy used in comparisons. 
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 Figure 43:  Iterated Prisoners' Dilemma Problem 

The De Jong F1 function results in Figure 44 show no significant differences between the 

best results obtainable from the SGA and ASGA after allowing sufficient time for ASGA to 

converge.  Again, due to function suitability for use as a fitness function the SGA has 

effectively started with the best solution.  The performance plot is based on scaled versions of 

the De Jong F1 function used in the SGA.  The ASGA solutions have been converted to the 

same scale for plotting purposes.  In this case the relative values are significant rather than 

their actual magnitudes, as different scaling functions will produce different values but since 

linear scaling is used the plot shapes will remain the same.  The same convergence 

characteristics may be observed for gray-code and integer encodings of the mutation rate. 
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 Figure 44:  De Jong F1 Function 

The De Jong F4 Function features disturbance by Gaussian noise.  The ASGA algorithm has 

indicated an improvement over the SGA in this function as shown in Figure 45 which gives 

the scaled fitness values as a performance measure.  This could be an indication of the affect 

of the ASGA‟s selection mechanism using the population averages and a warm-up period 

before making searches more restrictive.  The population average is controlled by many 

individuals and the average of Gaussian noise is zero so its effect is minimised.  In these 

results the best performance was achieved with a binary encoding for the mutation rate.  In 

this case these results are likely to be the result of higher mutation rates being maintained due 

to the large hamming cliffs dispersed throughout binary encodings.  This means a large 

number of mutations at each hamming cliff are necessary in the mutation rate encoding genes 

in order to decrease the mutation rate to the next level.  This slows progression through the 

different levels of mutation.  In this case the mutation rate has remained higher for longer and 

thus found better solutions before converging.  The binary encoding does not appear in the 

best options for any of the other problems and so while giving good results for this problem it 

is not a suitable candidate in general. 
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Figure 45:  De Jong F4 Function 

The results in Figure 46 for the Branin RCOS function show little difference in the converged 

states for ASGA and the SGA.  The performance measure is base on the scaled fitness values.  

The same transient patterns may be observed for integer and gray-code encodings of the 

mutation rate.  In this problem the SGA has essentially started with the best solution found. 

 
Figure 46:  Branin RCOS Function 
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The results in Figure 47 for the Shubert function show that the ASGA sometimes performs 

poorly with gray-code mutation operators however this is indicative that a larger population 

size should have been used as in these cases less than 50 generations were evaluated.  The 

results of the better ASGA operators for this problem and population size setting were 

relatively close to the SGA‟s results given the lack of prior knowledge.  The SGA results 

however are the best that could be expected from the SGA which was given substantially 

more information on the Shubert function than was supplied to the ASGA.  ASGA‟s adaptive 

control of its search parameters requires the user to specify sufficiently the available 

resources for use via the population size.  ASGA should not be typically used with population 

sizes similar in size to an SGA if large numbers of local optima are expected.  ASGA requires 

a higher population size in these cases at which point it will evolve for longer rather than 

converging prior to completion.  ASGA will then attempt a comparable number of solutions 

to the SGA. 

 Figure 47:  Shubert Function 

The results in Figure 48 based on the scaled fitness values for Sine function show the ASGA 

gave poorer results but the margin of difference was not great and independent of the 

ASGA‟s settings.  The configuration of a 0% crossover rate and a 5% mutation rate giving 

the best results for a SGA is indicative that the result for the SGA is possibly an outlier 

caused by the large set of 441 different configurations for the SGA.  Since the best set is 
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taken from the 441 results the larger the number of results the more likely an outlier is to 

occur.  In these results the best ASGA results were gained using a multi-gene species tag 

although the margin over other ASGA results is very small.  Since a multi-gene species tag 

appears in the best results of only 2 of 10 problems as opposed to 8 of 10 problems featuring 

a single gene species tag the species tag was implemented using a single gene.  In this 

example the SGA‟s use of the magnitude of the objective has given an advantage in finding 

the best value.  The ASGA however is intended for problems where the magnitude of the 

objective has statistical properties that are not as easily optimised.  Here this generality has 

resulted in the ASGA having a lower performance. 

 Figure 48:  Michalewicz Sine Function 

In the results in Figures 49 to 52 for the Multi-objective Quadratic problem there was 

negligible performance difference between ASGA and SGA.  This was also the second case 

where a multi-gene encoding of the species tag appeared in the best results. 

0

50

100

150

200

250

0 50 100 150 200 250

P
e

rf
o

rm
an

ce

Generation

SGA - No crossover, Mutation Rate = 5%

AGS, ASC Single Gene Initialisation Random, AGM 
Gray-code Seed 3%

AGS, ASC Single Gene Initialisation Random, AGM 
Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 1 member per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initalisation 1 member per 
species, AGM Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Single Gene Seed 3%

AGS, ASC Multi-gene Initialisation 2 members per 
species, AGM Gray-code Seed 3%



  136 

 Figure 49:  Multi-objective Problem Objective 1 

Figure 50:  Multi-objective Problem Objective 2 
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 Figure 51:  Multi-objective Problem Objective 3 

 

 Figure 52:  Multi-objective Problem Objective 4 

The most common setups as shown in Table 10 for ASGA in the best sets of results were to 

use the ASGA‟s selection operator as opposed to the SGA‟s selection operator, a single gene 

80

85

90

95

100

105

110

0 50 100 150 200 250

P
e

rf
o

rm
an

ce

Generation

SGA - Crossover Rate = 5%, No mutation

AGS, ASC Single Gene Initialisation Random, AGM 
Gray-code Seed 3%

AGS, ASC Single Gene Initialisation Random, AGM 
Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 1 member per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initialisation 1 member per 
species, AGM Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Single Gene Seed 3%

AGS, ASC Multi-gene Initialisation Random, AGM 
Gray-code Seed 3%

80

90

100

110

120

130

0 50 100 150 200 250

P
e

rf
o

rm
an

ce

Generation

SGA - Crossover Rate = 5%, No mutation

AGS, ASC Single Gene Initialisation Random, AGM 
Gray-code Seed 3%

AGS, ASC Single Gene Initialisation Random, AGM 
Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 1 member per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initialisation 1 member per 
species, AGM Single Gene Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Gray-code Seed 3%

AGS, ASC Single Gene Initialisation 2 members per 
species, AGM Single Gene Seed 3%

AGS, ASC Multi-gene Initialisation Random, AGM 
Gray-code Seed 3%



  138 

species tag rather than a multi-gene tag, and a mutation rate seed of 3% rather than a random 

seed or 50%.  The species tag initialisation, choice of random, single member species, or 

double member species did not impact on whether the setup appeared in the set of the best 

results.  Binary encoding of the mutation rate was found to be detrimental to performance.  

While integer and gray-code encodings of the mutation rate gave similar steady state 

performance, gray-code encoding gave a faster convergence on the final value.  Integer 

encoding gives a faster initial convergence but convergence slows before reaching steady 

state performance.   

Table 10  Best ASGA Combinations 

 

The ASGA crossover mechanism (ASC) was more successful when implementing the species 

tag as a single gene with a high number of alleles.  While initialisation of ASC had little 

effect a random strategy will not suffer from deterministic problems incurred by poorly 

designed deterministic methods.  For example, if the deterministic method has a single flaw 

that occurs during optimisation then every time the optimisation is repeated this flaw will 

occur.  A random strategy might fail, on one iteration, but is unlikely to fail repetitively as 

each initialisation will be different.  A random strategy was chosen given the lack of 

information regarding possible initialisation problems.  Having multi-gene encodings for the 

species tag appeared to give little advantage compared to single gene encodings which 

appeared more prominently in results.  This is indicative of the use of the species tag more as 

a pattern filter rather than a reflection of biological species, where some species are more 

likely to be able to successfully mate with other species.     

The ASGA mutation operator (AGM) was found to work best when seeded initially with a 

fixed value.  Furthermore, using gray-code numbers gave a faster convergence without loss 

of final solution quality.  The fixed value for the seed used is consistent with commonly used 

values for implemented fixed rate mutation operators in the literature.  The rate from the 

literature is typically between 3 to 5%.  The ASGA uses a 3% mutation rate.  This 3% 

Encoding Initialisation Encoding Initialisation

Yes Single Gene Random Gray-code Seed 3%

Yes Single Gene Random Single gene Seed 3%

Yes Single Gene 1 member per species Gray-code Seed 3%

Yes Single Gene 1 member per species Single gene Seed 3%

Yes Single Gene 2 members per species Gray-code Seed 3%

Yes Single Gene 2 members per species Single gene Seed 3%

ASC AGM
AGS
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mutation rate changes rapidly during the evolutionary process.  The advantages found in 

transient performance associated with gray-code numbers may be attributed to the small 

Hamming distance between successive numbers.  This is beneficial in cases where changes 

should progress from one value to the next without large jumps and gray-code numbers can 

help genetic operators achieve this.  For the AGM gray-code encoding with a fixed seed 

during initialisation was found to yield the best performance.   

6.5. Chapter Summary 

In this chapter, a set of 10 test functions were presented and used to test various ASGA 

operators against an SGA.   Here, three operators are proposed, developed and then verified 

experimentally.  The experiments were carefully chosen to verify the implementation and 

initialisation of each operator.  As shown, the best results are achieved when a single gene is 

used for the species tag.  The mutation operator is also found to work best when initialised 

with gray-code numbers having a seed value of 3%.  The results show that the selection 

operator gives good performance when applied to single objective problems. 

The chosen operators are tested further in Chapter 7 against leading algorithms from the 

literature.  Chapter 7 focuses mainly on crossover and mutation, as the selection operator is 

found to perform poorly on multi-objective problems.  
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Chapter 7. Algorithm Comparison 

This chapter evaluates and compares the genetic algorithm proposed in Chapters 4, 5, and 6 

with other competitive genetic algorithms on multi-objective optimisation problems.  

Particular focus is placed on the multi-objective problems found in digital design 

optimisation as defined in this thesis.  This chapter shows the proposed framework and 

ASGA to be superior to other classical methods for system design on FPGAs by illustrating 

that results obtained for large design problems such as the Extended Kalman Filter were 

better in a higher percentage of trials than for alternative algorithms.  

7.1. Overview 

This chapter sets out a methodology for comparing multi-objective optimization algorithms 

[77][78][79].  This methodology is an extension of the use of the Hypervolume Indicator for 

measuring multi-objective optimizer performance.  An extension of the Hypervolume 

Indicator for use in template problems with unknown objective goal distributions is 

presented.  Template problems refer to classes of problems, where given a set of parameters, 

an instance of a problem can be created.  Such instances are related but have important 

differences.  The presented analysis method makes no assumptions about the distribution of 

objective goals in a problem.  Problem instances of a template problem are not assumed to 

have the same type of objective goal distribution.  The problems encountered in this thesis do 

not have known distributions.  Otherwise simpler optimization techniques could be used. 

In this thesis four competitive genetic algorithms and one related genetic algorithm are 

identified.  These algorithms are the Pareto Envelope-based Selection Algorithm (PESA) 

[24], 1-1 Pareto Archived Evolution Strategy (PAES) [25], Strength Pareto Evolutionary 

Algorithm 2 (SPEA2) [26], and the Non-dominated Sorting Genetic Algorithm II (NSGA-II) 

[16].  Also tested is the Spears‟ Simple Subpopulation Scheme (SSS) [70] due to its similarity 

with the proposed crossover operator.  PESA and PAES employ a crowding factor that 

reduces the likelihood of selection based on how many other solutions are nearby.  PESA and 

PAES also select new individuals from an archive of non-dominated solutions.  SPEA2 uses 

a fitness function called the strength value based on how individuals dominate each other to 

determine selection [26].  NSGA-II selects the best individuals in terms of dominance from 

each population in order to generate the next population.  SSS employs species tags to control 

the crossover process. 
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The first comparison made in this chapter is on the well-known Knapsack problem.  The type 

of knapsack problem used is a multi-objective d-dimensional 0/1 Knapsack problem as given 

in [19].  This represents a multi-objective problem with multiple constraints that is NP-

Complete [23].  This is a difficult problem with no known simple solutions and is used for 

comparing genetic algorithms in [17].  This serves as the benchmark for the comparison of 

algorithms in this chapter. 

The ASGA is then compared against the identified genetic algorithms on a number of 

selected digital design case studies to determine its performance capability for digital design.  

These are the design of a parameter estimation circuit in a Self-Tuning Regulator (STR), 

implementation of a Sum-of-Absolute-Difference (SAD) function for an 8 by 8 window, and 

the design of a 5-state Extended Kalman Filter (EKF).  The parameter estimation circuit 

designed is for a second order implementation of the parameter estimation circuit for an STR 

for controlling plant processes.  The SAD function is used in video motion detection but is 

used here as a large problem with a uniform substructure.  The EKF is a desirable state 

observer to implement but costs are high and can impact on other elements of designs. 

Based on performance comparisons a new combination of the ASGA with other identified 

genetic algorithms is proposed to achieve better results.  This hybrid, entitled the “Hybrid-

ASGA” (H-ASGA) is composed of the best elements of both the PESA and the ASGA.  The 

PESA uses its own selection operator, but does not specify a crossover or mutation operator.  

The ASGA uses its own crossover and mutation operator.  As such a hybrid combining 

PESA‟s selection operator with ASGA‟s operators was possible.  The H-ASGA is then 

compared against the standard PESA and the ASGA to test the effect of combining the 

operators from each.   

7.2. Methodology for Comparisons of Optimisation Algorithms 

7.2.1 Problems in Comparison 

The problems considered in this work are multi-objective problems and so there is seldom a 

clearly superior solution, but usually a set of equally or near equally good solutions.  A multi-

objective algorithm attempts to find all the non-dominated solutions in the solution space.  

This means that to compare two algorithms, a single decision must be made as to which is the 

better of two sets of solutions, each of which represent different objective trade-offs.  

Objectives are not interchangeable and must retain their meaning.  This excludes a weighted 
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sum approach that assumes that objectives are interchangeable but at different rates.  Also, 

when comparing, sets of solutions must be considered rather than a single best solution.  To 

make a decision, these objectives and sets of solutions must be reduced to a single decision 

variable with a calculable threshold for determining whether results are significantly different 

and if so which is the better algorithm. 

Many problems have parameters that define differences in problems with a common theme 

but these differences must be accounted for when making comparisons.  Existing methods do 

not necessarily account for the influence of parameters in evaluating algorithm performance 

on parameterized problems.  Such methods may, for instance, calculate the average of an 

objective value from data with different values of parameters for the problem.  While the 

distribution of objective values to a problem may be similar enough and give sufficiently 

accurate results, this is not necessarily true in general.  Different parameter values may give 

different distributions particularly where such procedures become skewed by a smaller subset 

of the data rather than being representative of the entire sample or the population from which 

the sample comes. 

Design problems that incorporate optimal scheduling and partitioning can be NP-Complete, 

meaning that non-deterministic optimisation algorithms must be used [23].  Hardware 

Software partitioning is NP-Complete [80].  The capability of a single tool to support both 

hardware and software should enable more integrated design, and consequently lower costs.  

NP-Complete problems are solvable in polynomial time by a non-deterministic Turing 

machine [23].  However, NP-Complete problems have no polynomial time deterministic 

algorithm that is known for solving them [23].  The lack of determinism of the algorithms 

used to solve these problems means that proofs are „practically impossible‟ to obtain [51], 

leaving only empirical studies.  Empirical studies use samples of the population of 

possibilities to draw conclusions about the entire population.  While such empirical studies 

are never 100% certain, they help establish a high degree of confidence in the results.  All 

problems associated with calculation of statistics, sampling of a population, and experiment 

design apply here.  

7.2.2 Background 

The quality of solutions obtained from an algorithm is determined by how close to the pareto-

optimal front the algorithm is able to reach and the coverage of possible solutions obtained 

[16].  Both are important factors as closeness to the pareto-optimal front not only directly 
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affects design quality, but also its spread measures how many of the design options were 

discovered and thereby the quality of the algorithm.  In a multi-objective problem multiple 

solutions are common.  It is desirable to find as many of the pareto-optimal solutions as 

possible.  Usually the location of the pareto-optimal front is unknown.  The number of 

solutions on the pareto-optimal front is also usually unknown.  These unknown factors mean 

that the spread of solutions obtained must be used to estimate the coverage of a problem. 

The Hypervolume Indicator [81], measures the amount of the solution space dominated by 

the proposed solutions.  The Hypervolume is the hyper-area of the search space dominated by 

the proposed solutions relative to a common reference point.  Formally, the Hypervolume is 

the hyper-area of set union of the hyper-cubes bounded by the proposed solutions and a 

common reference point.  The reference point must be set to be poorer in every objective 

compared to all proposed solutions.  The Hypervolume Indicator does not require knowledge 

of the pareto-optimal front in order to be calculated.  In general the pareto-optimal front of a 

problem is not known.   

Distribution-free statistical techniques [50], are methods of conducting statistical tests on 

distributions of problem data without knowledge of the distribution type.  Distribution-free 

methods are not dependent on the distribution of the data the test is conducted on.  A normal 

test, for instance, is only valid for a normal distribution or distributions that are 

approximately normal.  A distribution-free test however can be applied to any type of 

distribution.  Dedicated techniques offer better performance in analysis but may not be 

available.  Distribution-free methods are important in many practical problems where the 

distribution of the problem is often unknown.  

A sign test is a distribution-free statistical technique, which converts tests of unknown 

distributions to a test against a binomial distribution with probability p = 0.5 in order to 

determine if two populations of data are different [50].  Data from each population are 

organized into pairs for this test with the test statistic being the sign of the difference of each 

pair.  The basis of this approach is that if each population is identical, the chance of a value 

from one population being higher than a value from the other population when selected at 

random is equal.  This chance, provided replacement is observed, does not change with 

subsequent trials.  This fulfils the requirements of a binomial distribution.  The probability p 

is obtained from the equal probabilities of one result being higher than another and assuming 

the chance they are equal is minimal. 
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7.2.3 Experiment Design 

The problem of multi-objective optimization performance analysis may be described as 

follows:  “to decide from two non-deterministic optimization algorithms, which performs the 

best for a given class of instances of a multi-objective problem of unknown distribution”.    

This problem has a number of elements which allow the application of the approaches in the 

background Section 7.2.2.  These are applied before the experiment format is given. 

The problem is qualitative in that it is only necessary to determine which algorithm performs 

best and not by how much.  A quantitative comparison on the other hand shows how much of 

a difference exists between the algorithms.  The test data for such an analysis is the objective 

values of solutions obtained from each algorithm.  Such a quantitative comparison usually 

requires that the distribution type of the objective values from the solution sets of the 

algorithms be known, as such it cannot be used in this case because the distribution types of 

the design problems are not known.   

An empirical experiment is used to answer this problem, since a theoretical proof is 

impractical given the number of states required to be taken account of [51].  A sample size of 

30 or more is common with a degree of confidence of 99%.  Given that differences in results 

are small and the threshold value decreases with increasing sample sizes, a sample size of at 

least 100 is used as this allows smaller differences to be detected.  

In this experiment, the distribution types of objective values from solutions obtained from the 

algorithms are not known.  The problem must be reformulated in a way such that the 

distribution type for the test is known.  For this it is shown that the algorithms cannot be 

assumed to be identical.  If both algorithms were identical, then since they are non-

deterministic, they would have an equal probability of producing a better result and this 

probability would not be trial dependent.  This describes a binomial distribution with 

probability p = 0.5.  The goal is therefore to use the results to determine which outperforms 

the other.  This is a sign test.   

The Hypervolume Indicator is used to determine which set of solutions is the better of the 

two sets obtained from the algorithms tested.  The Hypervolume Indicator converts a set of 

multi-objective solutions to a single value.  The higher of the two Hypervolume Indicators is 

the better result.  The conversion of the solution sets from the tested algorithms to a single 

value is essential as the test used must be able to pick the better result without the possibility 
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of another pareto-optimal case where each algorithm excels at different goals.  Hypervolume 

is not the only method for performing this task, but is used in the literature that this work 

makes comparisons with, and hence is adopted here [81]. 

The approach is then extended to the case of parameterized problems.  Parameterized 

problems are problems where a template defines a class of related problems.  A set of 

parameters is applied to a template to instantiate any member of the problem class.  For 

instance, a Knapsack problem is a class of related problems where the set of capacities, 

rewards, and weights is a set of parameters.  With this set of parameters any instance of the 

knapsack problem can be instantiated from the template.  The testing of the optimization of 

parameterized problems can be done by ordering each sample of solutions by their parameter 

values.  Each algorithm generates a response to each of 100 different parameter sets.  This 

gives 100 samples.   

To make a comparison two algorithms are selected and then samples for each of the 100 

parameter sets are compared.  The algorithm that performs better in each parameter set is 

noted.  For statistical comparison the test statistic is the number of times an algorithm 

performed better than the algorithm it is being compared against.  Intuitively the higher the 

value the more likely the algorithm is to generate a result that is better than the alternative 

algorithm.  In order to plot the result this is converted to a percentage of trials in which the 

ASGA is better.  A threshold may be calculated which must be exceeded for the test to be 

statistically significant.  The threshold formula of Equation (20) assumes a normal 

approximation to the binomial distribution for the test statistic. 

%100
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









n
Zthreshold

    

(20) 

Here Z is the Z-value found from normal distribution tables and n is the sample size.  For 100 

samples and a 99% degree of significance the threshold is 61.63%.  This means that if the 

percentage is 62 or higher then ASGA has performed statistically significantly better than the 

reference algorithm in the key. 

7.2.4 Approach 

Case studies for evaluating performance should be of comparable complexity to problems 

that the proposed ASGA will be applied to in practice.  Ideally, a case study problem should 

not have trivial solutions as most algorithms will find these without difficulty.  If the problem 
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is not difficult then there will be little spread in results between the algorithms being 

compared, making discerning performance differences difficult. 

To assess how the ASGA performs, the Selection, Crossover, and Mutation operators 

described in Chapters 5 and 6 need to be evaluated separately as well as together to determine 

the importance of their interactions.  Evaluation of separate operators and combinations of 

operators allows tests to discern if any performance increase is due to a single operator, only 

two of the operators, or requires all three operators to be used.  The contribution of each 

operator can then be determined, which is important when considering operators for use by 

other researchers in algorithm design. 

The running time of a genetic algorithm for complex problems may be measured by the 

number of unique individuals evaluated.  The time taken to evaluate individuals is the most 

significant time requirement and previously encountered solutions do not need to be re-

evaluated.  Usually a database of previously encountered solutions is kept.  This database 

allows the objective function values for a solution to be found in the database rather than re-

evaluated.  Re-evaluation is as expensive to perform as the initial evaluation of a solution and 

should be avoided where possible.  The number of designs an algorithm will evaluate is never 

large due to the times taken to evaluate a solution.  A database for storing previously 

evaluated individuals need not be complex or costly in terms of computing resources since 

the amount of data stored is always small. 

7.2.5 Algorithms used in Comparison  

To compare the effect of different operators a reference that represents the standard operator 

is required.  In this case three standard operators are required as references for Selection, 

Crossover, and Mutation.  When making a comparison either the ASGA operator is used or 

the appropriate reference operator is used.  For example, a genetic run may use either ASGA 

selection or reference selection, ASGA crossover or reference crossover, and ASGA mutation 

or reference mutation.  These references must be chosen appropriately. 

The reference selection operator used when not using the ASGA selection operator is a binary 

tournament selection operator using the pareto-dominance rank to select individuals and 

using the Non-dominated Sorting Genetic Algorithm II (NSGA-II) [16] crowding distance 

metric to select individuals in the event of solutions with equal rank.  Pareto-dominance rank 

[15] is a common approach that forms the basis of many other multi-objective selection 
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operators.  In this approach all non-dominated solutions are assigned a rank of 1 and removed 

from the population.  All non-dominated solutions in the remaining population are assigned a 

rank of 2 and removed from the population.  The process is repeated with successively higher 

ranks until every solution has been assigned a rank.  All solutions of rank 1 are better than 

any solution of rank 2 or higher.  All solutions of rank 2 are better than any solution of rank 3 

or higher and so forth.  

NSGA-II [16] uses a crowding distance metric to define how unique a solution is.  Objective 

values in the population are first sorted.  For any solution, the objective values on either side 

of the solution are used to define a hyper-cube.  For example, given two objectives A and B 

where objective values present for A are [1 3 4 6 8] and for B are [3 5 9 10 13] then for an 

individual with A = 4 and B = 10 the hyper-cube is defined by A = 3, B = 9 to A = 6, B = 9 to 

A = 6, B = 13, to A = 3, B = 13 to A = 3, B = 9. The hyper-length of the edges of this hyper-

cube once scaled in each dimension is the crowding distance of the solution.  Figure 53 

shows an example for two objectives F1 and F2 with the crowding distance shown as a dashed 

line for solution A.  The larger the crowding distance the further away from similar solutions 

a proposed solution is. 

 

Figure 53  Crowding Distance 

PESA‟s selection operator, which uses binary tournament selection to select solutions from 

an archive of non-dominated solutions, selects the individual with the lower Crowding 
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0

0.5

1

1.5

2

2.5

3

0 0.5 1 1.5 2 2.5 3

F2

F1

A



  148 

sizes regions with each region being a neighbourhood.  Figure 54 shows the same set of 

solutions as Figure 53 but this time the space is divided into neighbourhoods.  Three different 

neighbourhoods are labeled a, b, and c.  Since a has no solutions in it, this neighbourhood 

could never be selected.  b has two solutions and so has a crowding factor of 2.  c has 1 

solution and so has a crowding factor of one.  During tournament selection the solution with 

the lowest crowding factor is selected.  In this case c would always be given preference to b. 

 

Figure 54  Crowding Factor 

The crossover operator used as an alternative to the proposed ASGA crossover operator is 

uniform crossover with 2 parents and retaining both children.  In uniform crossover equal 

proportions of each parent contribute to each child but the selection of genes in crossing does 

not depend on gene location in the chromosome.   Table 11 shows an example set of parents.  

All genes in parent A are equal.  All genes in parent B are equal.  The genes are only equal to 

make the origin of genes in the children of these parents apparent.  Table 12 shows one 

possibility for the children of the two parents in Table 11 after uniform crossover.  

Table 11  Parents 

 

 

Table 12  Children 
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The mutation operator used as an alternative to the ASGA mutation operator is a fixed rate 

mutation where mutated genes are assigned a new allele from the other alleles the gene may 

take.  Under this scheme every gene has a fixed chance of mutating.  Should a gene mutate 

then for this work it is assigned a new allele from the other possibilities.  Table 13 shows a 

before and after case for an individual subject to fixed rate mutation.  In the example two 

genes were mutated and changed from 1 to 0. 

Table 13  Mutation 

 

7.3. Comparisons on a known problem 

The goal of this comparison is to compare the performance of the proposed ASGA with other 

leading algorithms on an NP-Complete problem which is known to be difficult to optimise.  

In addition the problem selected is a multi-objective problem with multiple constraints and is 

also parameterised.  Design problems which are a primary target for this optimisation 

algorithm are commonly multi-objective problems subject to multiple constraints on 

resources, time, and power with design tools typically being required to process different 

design problems.  The Knapsack problem and design problems share these elements. 

7.3.1 Multi-objective d-dimensional 0/1 Knapsack Problem 

The Knapsack problem is simply how to fill a given number of knapsacks with items of 

various values and weights such that the value of items in the knapsacks is maximised 

without exceeding the weight capacity of any knapsack [19].  Formally this is described as 

 

 

 

 

 

 

Before 1 1 1 1 1 1 1 1

After 1 0 1 1 1 0 1 1
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𝑤𝑖,𝑗 = 𝑤𝑒𝑖𝑔𝑕𝑡 𝑜𝑓 𝑖𝑡𝑒𝑚 𝑗 𝑓𝑜𝑟 𝑘𝑛𝑎𝑝𝑠𝑎𝑐𝑘 𝑖 
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For a set of m items and n knapsacks where 

 

find a vector 

such that 

and  

is maximized where 

 

𝑓𝑖 𝑋  are the objective functions and 𝑐𝑖  are the 

constraints.  The parameters are 𝑟𝑖,𝑗 , 𝑤𝑖,𝑗 , 𝑐𝑖 , m, 

and n. 
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7.3.2 Results 

A 2 objective knapsack was used with a choice of 100 items in order to limit the 

computational time of comparing the different combinations of the proposed ASGA‟s 

operators and other leading algorithms.  Items and knapsack capacities were initialised as in 

Zitzler et al‟s work [81].  This size problem remains comparable to problem sizes 

encountered in typical design problems.  500 generations were calculated following the 

format in Zitzler et al‟s experiments [81].  These setup conditions were chosen so as to 

generate comparable results with Zitzler et al‟s work for evaluation of algorithm performance 

[81]. 

Table 14 gives the rankings of each algorithm for a population size of 100 after 50,000 

function evaluations.  NSGA-II gave the best performance while SPEA2 gave the worst 

performance from those tested.  The algorithms NSGA-II, PESA, and 1-1 PAES all employ 

dominance and diversity control mechanisms in their selection operators.  Since the test used 

in ranking employs the Hypervolume Indicator this may be why these algorithms performed 

well.  Hypervolume rewards diverse solutions near the pareto-optimal front more than 

solutions near the pareto-optimal front in general.  NSGA-II allows individuals that have 

pareto-dominance ranks higher than 1 to reproduce provided the population size has 

sufficient space.  PESA and 1-1 PAES do not allow this.  In this case this may have allowed 

NSGA-II to outperform these algorithms by maintaining a greater diversity. 

Table 14  Ranking for Population Size 100 

 

The population size was then increased to 2,000 while retaining the limit of 50,000 function 

evaluations to determine if population size influenced algorithm performance.  The results are 

shown in Figure 55 where the performance of all other algorithms are benchmarked against 

the proposed ASGA.  Whenever the values shown are greater than 50% the ASGA performed 

better in more trials but values must be greater than 61.63% to be statistically significant (see 

Rank Algorithm

1 NSGA-II

2 PESA

3 1-1 PAES

4 ASGA

5 SPEA2



  151 

Section 7.2.3).  The ASC shows the result of only using the ASGA‟s crossover operator, 

while the AGM shows the result of only using the ASGA‟s mutation operator.  At this level 

interest is only in which algorithm performed the best.  In this case the combination of the 

ASGA‟s crossover and mutation operators gave equal best performance with the PESA 

(Figure 55).  The difference between the ASGA and the PESA is only significant at the 90% 

level of significance.  1-1 PAES was not tested at this level due to long running times 

produced by an inability to escape regions that had already been evaluated.  The Simple 

Genetic Algorithm (SGA) [15] and Spear‟s Simple Subpopulation Scheme (SSS) [70] were 

substituted in place of PAES.  The ASGA‟s selection operator was found to bias search to the 

mid region of pareto-optimal fronts demonstrating poor suitability to multi-objective 

problems.  It was found that the crossover and mutation operators as designed in Chapter 6 

gave more effective optimization on the knapsack problem due to their ability to refine and 

identify genetic patterns.  The ASGA selection operator performed poorly and was 

substituted with a pareto-dominance ranking method.  The ASGA selection operator would 

need redesigning for multi-objective problems.   

 

 

Figure 55  The ASGA Performance against other Genetic Algorithms 
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Population size was still found to influence performance when the total number of tried 

individuals was kept constant.  This means that population size can determine algorithm 

performance on a problem even when algorithm processing times are kept constant.  When 

keeping the processing times constant an increase in population size must be accommodated 

by a decrease in the number of algorithm iterations or generations.  The trade-off between 

population size and number of generations is therefore important in determining the success 

of different genetic algorithms. 

The ASGA has a longer initial delay before making progress at solving problems.  This is 

shown in Figure 55 by an early decrease in performance compared to other algorithms.  This 

can be attributed to the ASGA‟s crossover and mutation operators.  Both these operators are 

adaptive and take time to adapt to the problem.    However, once the ASGA‟s operators have 

adapted, the ASGA is able to take back the ground it has lost and exceed the performance of 

its competitors.  Consequently, it is important to allow sufficient resources for the ASGA‟s 

operators to be able to adapt to a problem otherwise performance increases will not be 

possible. 

7.4. Comparisons on Design Case Studies 

This section presents a comparison of the ASGA on a range of design problems encoded in 

the design framework presented in Chapter 3.  In addition to the comparisons, sample 

solution sets are presented to indicate the design solutions obtained from the ASGA.  The 

encoding used for the genome for these case studies may be found in Appendix A. 

7.4.1 Self Tuning Regulator 

The ASGA is compared with other leading algorithms on the example design problem of the 

operation scheduling and resource allocation of a parameter estimation circuit for a Self-

Tuning Regulator which is introduced in Chapter 3.  The pre-processing stage given in 

Chapter 3 was performed manually to reduce the decision set to the allocation of resources to 

dividers and multipliers.  The additions and subtractions were allocated separate components 

for each operation as generally multiplexer costs outweigh any savings by sharing these 

components.  Table 15 shows the logic cells usage, embedded multiplier usage, and sampling 

period of a parallel and serial implementation in the proposed design framework.  The costs 

of adders and subtractions are not included as these are constant following the pre-processing 

stage.  Due to framework implementation the sampling period represents the maximum and 
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minimum possible values.  The embedded multipliers also represent the maximum and 

minimum possible values.  However, since logic cell usage depends on the components used 

and their costs for sharing, this column does not necessarily show the maximum and 

minimum possible values.  The logic cell usage figures however can still serve as a guide of 

magnitude. 

Table 15  STR Design Range 

 

 

Although the pareto-optimal front is a three dimensional surface, the most apparent trend was 

that the sampling period could be reduced by allocating more logic cells to the problem.  The 

pareto-optimal front is concentrated in a narrow strip of the solution space and trends are 

most easily observed by plotting two dimensions at a time.  Figure 56 shows the sampling 

period and logic cell usage of designs from the pareto-optimal front of the ASGA for a single 

evolutionary run.  There is a general trend showing a decrease in sampling period as the 

number of logic cells increases.  This means that as components are progressively assigned 

fewer operations they finish earlier driving the sampling period down.  However, all 

operations must be performed, thus more components are allocated driving the logic cells 

usage up. 

 

Figure 56  STR LUTs and Sampling Period 
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Figures 57 and 58, show different objectives for the obtained solutions although no apparent 

trends are observable for these objective combinations.  In comparison to Table 15 there is a 

good coverage over the range of logic cells, while sampling periods represent a range of 

quicker designs with multiplier usage in the mid-range. 

 

Figure 57  Multipliers and Sampling Period 

 

Figure 58  Logic Cells and Multipliers 
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Table 16  STR Solutions 

 

Figure 59, shows that the combination of the ASGA‟s crossover and mutation operators 

outperformed all other algorithms except the PESA.  The results for SSS, although close, are 

still statistically significantly different.  Of note is that the ASGA crossover operator (ASC) 

appears to have contributed the most to the improved performance of the ASGA.  
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Figure 59  STR Problem 

The solutions obtained are not dominated by a similar Self-Tuning Regulator from [82] in 

which a single multiplier function is used.  The example from [82] is of the entire STR and 

requires at least 60 cycles per sample but only uses 4128 logic cells.  The slowest design that 

can be represented by our framework, for the parameter estimation circuit only, takes 5232 

logic cells and 46 cycles per sample.  Since the parameter estimation circuit is the most costly 

part of the STR, these values are comparable. 

In this case the advantages of the crossover operator and mutation operator in more 

effectively rearranging and identifying genetic sequences have not been sufficient to 

overcome PESA‟s selection strategy of choosing from an archive of non-dominated solutions 

based on crowding factor.  In the cases of the other algorithms the advantages of ASGA‟s 

crossover and mutation operators are significant. 

7.4.2 Sum of Absolute Differences 

For this test the SAD function defined in Chapter 3 is optimised for an 8 by 8 window size.  

The component library has an absolute difference function and an adder function, which are 

used in this case study.  No embedded multipliers are necessary and so this problem has only 

two objectives.  A parallel and serial implementation profile are given in Table 17.  
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0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1 1001 2001 3001 4001 5001 6001

P
e

rc
e

n
ta

ge
 o

f T
ri

al
s 

A
SG

A
 w

as
 b

e
tt

e
r 

in
 (%

)

Number Of Function Evaluations

PESA

SPEA2

NSGAII

SSS

SGA

AGM

ASC



  157 

output registers to store intermediate results.  In this case the cost of multiplexers and output 

registers for serialization has exceeded the savings from reusing components.  The serial 

design both requires more logic cells and a higher number of clock cycles per sample. 

Table 17  SAD 8 by 8 

 

An example run of the ASGA produced two solutions to the SAD function problem.  Table 

18 gives these two solutions.  The fastest design in table 17 is still better than either of these 

solutions but the solutions proposed by ASGA are close.  It should be noted that the fastest 

design was produced with problem dependent knowledge about the SAD problem whereas 

the ASGA produced its solutions without this knowledge. 

Table 18  ASGA solutions 

 

The ASGA‟s combined crossover and mutation operators outperformed the SPEA2, NSGA-

II, SSS, and the SGA but gave inferior performance against the PESA and the 1-1 PAES as 

shown in Figure 60.  The use of archives of past solutions has yielded better performance 

than focusing on manipulating genetic patterns.  In this case a smaller problem would make 

the influence on an archive more pronounced and here it is greater than the effect of ASGA‟s 

crossover and mutation operators.  
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Figure 60  SAD Problem 

7.4.3 The Extended Kalman Filter 

The Extended Kalman Filter (EKF) implemented here is taken from [22] where it is part of a 

motor controller for sensorless control of an AC cage induction motor.  The EKF 

implemented features 5 motor states that are estimated.  Chapter 3 gives a general model for 

an Extended Kalman Filter.  The EKF design is converted to the resource allocation and 

scheduling of the multipliers and dividers present in the design.  Adders and subtractions are 

not included in the following costs.  There are 405 multiplications and 4 divisions in the EKF 

considered.  Table 19 gives a parallel and serial design implementation. 

Table 19  EKF 

 

The algorithm shows a set of obtained solutions where the prevalent pattern is that the 

number of embedded multiplies decreases as the number of lookup tables used increases, as 

shown in Figure 61.  This trend arises simply because in order to reduce the number of 
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multipliers it is necessary to share multiplier resources amongst higher numbers of tasks.  The 

tasks must be able to supply their data to the multiplier resources.  This requires larger 

multiplexers, implemented in logic cells.  As the number of multipliers is reduced, the costs 

of these multiplexers increases, which in turn causes a rise in the logic cell cost of the system.  

Figures 62 and 63 show the other objectives for the obtained solutions.   These graphs show 

clusters in the sampling period around 90 and 105 clock cycles.  Due to the trend in shown 

Figure 61, Figures 62 and 63 are simply mirror images of each other.  The two clusters 

denote two distinct solutions, which cause the spreading of results in Figure 61.  The two 

solutions represent a faster expensive option and a slower cheaper option.  Figure 61 shows a 

progression from one solution to the other. 

 

Figure 61  Logic Cells and Multipliers 

 

Figure 62  Logic Cells and Sampling Period 
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Figure 63  Multipliers and Sampling Period 

Figure 64 shows that the ASGA outperformed all other algorithms.  These results are 

statistically significant at the 99% level of significance.  Although the 1-1 PAES and the 

PESA performs better than other algorithms they were still statistically significantly worse 

than the ASGA.  Due to problem size an archive is less of an advantage as effective 

manipulation of DNA becomes more significant.  The ASGA has greater performance in this 

larger problem. 
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Figure 64  EKF Results 

7.5. Hybrid-ASGA 

In the previous work the PESA and the proposed ASGA have been found to be the best 

algorithms over a wide range of problems.  The PESA uses reproduction to improve 
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phenotype of an individual.  Crossover and mutation genes affect how the genetic process 
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PESA selection operator, and the ASGA crossover and mutation operators. 
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The H-ASGA yielded improved performance on the Knapsack problem for smaller numbers 

of function evaluations, but showed degraded performance for higher numbers of function 

evaluations.  This meant that performance early in an evolutionary run was improved at the 

cost of quality of the final results.  The hybrid used is therefore not as suitable for the 

Knapsack problem as the NSGA-II, the PESA, or the ASGA.  There was no distinguishable 

difference in the final solution quality between the H-ASGA and the ASGA on the SAD 

problem.  This means there are no advantages or disadvantages in using this hybrid compared 

to the ASGA. 

Figure 65 shows the H-ASGA performance against the ASGA on the EKF problem.  The H-

ASGA significantly outperforms the ASGA on the EKF problem.  Since the ASGA 

outperformed PESA, 1-1 PAES, NSGA-II, SPEA2, and the SSS then the H-ASGA must also 

have outperformed these algorithms.  The EKF problem is significantly larger than the other 

design problems.  This could be indicative that the H-ASGA performs better on larger 

problems.  In this case the combination of the PESA‟s selection operator with the ASGA‟s 

crossover and mutation operators has yielded beneficial results. 

 

Figure 65  H-ASGA performance 
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Table 20 presents the solutions obtained for the EKF problem from one evolutionary run of 

the H-ASGA showing 96 different solutions. 

Table 20  H-ASGA EKF solutions 
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Comparisons are made between the ASGA and the PESA [24], 1-1 PAES [25], SPEA2 [26], 

NSGA-II [16], and the SSS [70].  The first four are prominent genetic algorithms the have 

been developed in the literature.  The last, SSS, is chosen because of the similarity of its 

operator with the ASGA‟s crossover operator.  The PESA, PAES, SPEA2, and the NSGA-II 

make adaptations to the selection operator to enhance their performance.  SSS alters the 

crossover operator to incorporate species.  The SSS restricts crossover by species but uses a 

different encoding of the species tag to ASGA, has a different implementation of sharing 

genes amongst parents, and uses two parents.  The ASGA adaptively changes the number of 

parents in crossover. 

The ASGA is compared with the PESA, 1-1 PAES, SPEA2, NSGA-II, and the SSS on the 

multi-objective d-dimensional 0/1 knapsack problem [19].  The ASGA was found to perform 

better than the SPEA2 and the SSS but was found to have poorer performance than the 

PESA, 1-1 PAES, and the NSGA-II for lower population sizes.  The ASGA required higher 

population sizes to be used to be effective on the knapsack problem. 

When compared on the problems of the design of a parameter estimation circuit for a Self-

Tuning Regulator, a SAD function, and an EKF problem results were varied.  On the STR 

problem the PESA had superior performance but the ASGA outperformed the NSGA-II, 

SPEA2 and the SSS.  On the SAD function the PESA and the 1-1 PAES had superior 

performance although the ASGA outperformed the NSGA-II, SPEA2, and the SSS.  On the 

EKF problem, the ASGA outperformed all other algorithms tested.  The results for design 

problems for the ASGA were more favourable with the ASGA performing better on the 

larger design problems. 

A hybrid of the ASGA and the PESA, called the H-ASGA, was found to have poor 

performance on the knapsack problem, similar performance to the ASGA on the SAD 

function, and improved performance over the ASGA on the EKF problem.  This highlights 

that the hybrid optimiser can lead to improvements, but results are dependent on the nature of 

the problem.  H-ASGA may be more applicable to larger design problems requiring 400 or 

more design decisions while ASGA is more applicable to medium and small design problems 

requiring fewer than 400 design decisions.    
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Chapter 8. Conclusions and Future Work 

This chapter presents the conclusions of this work and outlines where future work could be 

conducted. 

8.1. Conclusions 

The following summarises the design problems and how they are approached in the proposed 

design framework.  This is followed by an overview of the design of the genetic algorithm 

used in the optimisation stage of the proposed design framework.  Lastly, the results of 

comparing the design framework and genetic algorithm proposed with other leading genetic 

algorithms is given. 

8.1.1 Design Problems 

Design problems are presented as a multi-objective combinational optimisation problem.  In 

this context they are considered as the selection of components from a library of different 

implementations to implement a system function specified by a designer.  These components 

are ordered by their function, or the operation they perform, in order to enhance the 

reusability of different components for performing the same function.  Each component is 

profiled so that a profile provides a number of characteristics on the physical implementation 

of the component.  These include measures of performance and cost, but can also include 

power consumption. 

A design framework was developed to systematically process a system specification and 

produce a set of pareto-optimal design solutions that implemented the system in VHDL.  This 

was accomplished with a net list specification format involving operations and a similar 

component network format that could represent different implementations of a specification.  

The mapping from a specification to an implementation was defined, based on a specialised 

mapping string which contained all the necessary mapping details.  By manipulating this 

string different implementations of the same specification could be produced. 

The central process of this design framework was the optimisation of designs based on a 

system specification.  This could be implemented by manipulating the mapping string of a 

specification.  This mapping string was used so that the optimisation process could be 

considered independently of the rest of the design framework. 
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Optimisation is one of the key issues of this research and a limitation on the power of any 

automated design tool.  This process was separated from the remainder of the design 

framework so that different implementations of optimisation algorithms could be tested to 

determine the best approach to use. 

8.1.2 Genetic Algorithms 

The genetic algorithm was selected as the basis for the design of an optimisation algorithm 

for the proposed design framework.  This choice was made because of the robustness of the 

genetic algorithm and its similarities with how optimisation was being approached.  The 

optimisation was approached as an approximation to a multi-objective optimisation problem 

exploiting design similarities in good solutions while testing design differences to find better 

solutions. 

A genetic algorithm was produced, called the Adaptive Speciation Genetic Algorithm 

(ASGA) that has only one required search parameter, the population size.  A typical genetic 

algorithm requires the provision of an additional crossover rate, mutation rate, number of 

generations to perform, and in some cases a set of weights for fitness evaluation.  This 

reduction in the number of pre-selected search parameters makes the proposed ASGA far 

easier to apply than a typical genetic algorithm.  More importantly, this reduction in search 

parameter requirements did not result in a loss of performance.  The ASGA algorithm is, 

however, a more complex algorithm to functionally interpret, but easier to apply. 

A selection operator was produced that allocates processing time in proportion to an estimate 

of the probability an allele is present in the pareto-optimal front.  This estimate is produced 

based on the assumption that alleles on better individuals are more likely to produce better 

individuals than alleles on poor individuals.  These alleles are also more likely to be on the 

pareto-optimal front based on the information available at the time.  As this information 

becomes more complete, the estimate is adapted to reflect this aspect.  If the allele is not on 

the pareto-optimal front then this estimate will reduce.  If the allele is on the pareto-optimal 

front then this estimate will increase. 

A crossover operator was developed that focuses on the refinement of individual key genetic 

sequences that are likely to generate better solutions.  These key genetic sequences are 

identified by “species” tags.  As tags are most commonly inherited from an individual‟s 

parents these tags indicate an individual‟s genetic history.  Two individuals with the same tag 
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are likely to have had a common ancestor.  These individuals will also be more likely to have 

other genetic factors in common.  This commonality is considered part of an “ideal” genetic 

sequence.  In this case each individual has a “good” genetic sequence that is a version of the 

“ideal” genetic sequence with some random perturbations.  The crossover operator identifies 

sets of these individuals and uses each set to remove the random perturbations to recover the 

“ideal” genetic sequences.  These sequences once found are the pareto-optimal solutions for 

the problem. 

An adaptive mutation rate control system was developed using gray-codes to give good 

convergence characteristics without loss of solution quality.  Goldberg [15] has proposed 

encoding the mutation rate into the genome of an individual before.  Here, an actual 

implementation is used based on experimental evidence that supports the use of gray-codes as 

an encoding mechanism and indicates that the mutation rate should be able to vary between 0 

and 100%.  Experiments also found that initialising the genes that define the mutation rate, so 

that initially they produce a rate of 3 to 5%, gave the best performance for the tests 

conducted.   

8.1.3 Comparison with other Algorithms 

An extension of the Hypervolume Indicator for use in problems instantiated from templates 

was proposed.  The Hypervolume Indicator is used in analysing the performance of multi-

objective optimisers [17].  This extension accounts for the effects of template parameters in 

problem instances and also means that the distribution of objective values for a problem need 

not be known.  The cost however, is that results of this extension are qualitative although they 

do have an associated degree of confidence.  This means that it is possible to determine 

which algorithm is best, but not by how much. 

The ASGA is compared against the Pareto Envelope Selection Algorithm [24], 1-1 Pareto 

Archived Evolution Strategy [25], Strength Pareto Evolutionary Algorithm 2 [26], Non-

dominated Sorting Genetic Algorithm II [16], and the Simple Subpopulation Scheme [70] for 

a knapsack problem and three design case studies.  The design case studies were the 

parameter estimation circuit of a Self-Tuning Regulator (STR), a Sum-of-Absolute-

Difference (SAD) function for an 8 by 8 window size, and a 5 state Extended Kalman Filter 

(EKF).  The ASGA performed well in all cases although the PESA was found to have similar 

performance. 
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A hybrid of the best two algorithms, the proposed ASGA and the PESA, was developed and 

shown to give further improvements over either algorithm on the EKF problem.  Performance 

of the hybrid on the STR problem was worse, and performance on the SAD problem was 

similar to the ASGA and the PESA.  The suitability of applying the hybrid should thus 

depend on the problem at hand. 

8.2. Future Work 

Future work that could be expected from this research would be in the areas of specification 

format, automation and extension of the pre-compiler for function acceleration and problem 

reduction, and extension of the user library. 

The specification format used consists of a net list.  Net lists are not easy to produce for large 

systems and verifying that a net list is an accurate representation of the intended function can 

be problematic.  Additional work in this area to enhance the ease of use would help with the 

adoption of the proposed design framework in designing systems.  While suitable as an 

internal representation for optimisation and processing, a net list is not suitable for user 

specifications of large systems. 

An automated pre-compiler is essential for large and complex systems in order to accelerate 

the calculation of objective functions and perform routine specification optimisations.  Pre-

compiling can be used to produce an intermediate set of lookup tables that can be used in 

accelerating the calculation of component profiles and thereby system profiles.  At this stage, 

any routine optimisations to specifications can also be conducted.  In some cases this could 

include removing redundancy, resolving constant expressions, or basic reordering of 

operations to improve layout or performance.  Such optimisations should only be those that 

do not have pareto-optimal effects.  For instance, resolving a constant expression reduces cost 

without degrading performance. 

At present, the user library is adequate only for testing purposes.  The user library needs to be 

extended to incorporate more operations, components, and data types to extend the range of 

systems that can be optimised.  Provided an operation can be represented with a Mealy Finite 

State Machine, the operation can be included in the user library. 
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Further investigation into the application of H-ASGA would determine for which problems 

H-ASGA is likely to outperform its competitors.  This in turn could highlight where further 

modifications could be made. 
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Appendices 

Appendix A:  Genome Encoding for Design Problems 

The design framework in chapter 3 allows a specification for a design problem to be created 

by connecting operations from a user library.  Each operation has a function that it performs.  

The optimization process maps a specification to a design solution that implements the 

system described in the specification.  This process determines how many components and 

what type of components to allocate.  Operations are then scheduled onto the available 

components.  This completes the optimization process and yields a description from which a 

set of VHDL files can be generated to implement the design solution.  Typically more than 

one solution is provided. 

The design framework used requires a genome to specify how many FPGA resources to 

allocate for operations, which implementations of those resources are to be selected, and how 

many operations to assign to each resource.  This is addressed by using part of the genome to 

form subgroups of operations that perform the same function.  Each subgroup defines a 

resource to allocate.  Each operation in a subgroup shares that resource.  The number of 

subgroups determines how many resources to allocate.  The remainder of the genome selects 

which implementation to use for each subgroup. 

Genome Design Requirements 

Each operation can have multiple components or implementations that perform that 

operation.  These components are referred to by their architecture name.  An example name 

could be “fast” for a high performance component or “cheap” for a low cost component, 

although more descriptive names are recommended.  An operation can have many different 

components that perform its operation or relatively few.  There is no restriction that each 

operation has the same number of components that perform the operation.  Each component 

will have a different performance and cost profile.  During optimization the combined effects 

of these performance and cost profiles determines the system profile.  The system profile 

defines the characteristics of the design solution.  This might be a fast and costly design 

solution, a cheap but slower design solution, or designs that fall between these two extremes. 

Each operation must be scheduled onto a component that implements that operation.  While 

every operation must be assigned a component, each component may have more than one 
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operation assigned to it.  When multiple operations are assigned to the same component they 

are said to share that component.  Sharing is a mechanism to reduce the cost of a design 

solution but at the expense of performance.  Not all components may be shared.  The ability 

of a component to be shared is determined by how that component is implemented on an 

FPGA.  A component with internal memory or a state register must contain a separate copy 

for each operation that shares the component.  If this is not the case, the component cannot be 

shared.  The user library has a record of which components may be shared and the conditions 

under which they can be shared. 

Operations that perform different functions cannot share the same component in the proposed 

framework.  This is because each component implements only one function.  Operations that 

perform the same function can be shared on components that perform that function without 

restriction.  The selected components for performing an operation do not need to be the same.  

This means that for instance a “fast” and “cheap” version of a multiplier may appear in the 

same design.  In this case the “fast” version would most likely be shared by more than one 

operation. 

Genetic Concepts 

A genome is the complete set of chromosomes that describe the genotype of an individual.  

The genotype is the genetic makeup of an individual.  A chromosome is a group of related 

genes.  A gene is a location within a chromosome.  An allele is the value or content of a gene.  

Figure 66 shows a diagram with these annotated. 
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Figure 66  Genome Parts 

Implementation 

The ASGA crossover operator uses uniform crossover.  Uniform crossover exchanges equal 

portions of parents to create children but does not consider gene position during this process.  

This means that the genome should be encoded so that gene position is not important. 

Since operations that perform different functions cannot be shared in the design framework 

from Chapter 3 each operation is assigned a separate chromosome or group.  Each 

chromosome thus describes all the features of a design solution related to one type of 

operation found in the specification.  Figure 67 shows the same genome from Figure 66 but 

this time each chromosome has been given a name or type.  In Figure 67, these are adder, 

multiplier, and divider which would correspond to adder, multiplier, and divider operations in 

the specification.  All the subgroups for adders can be found on the adder chromosome for 

example.  All the genes in the adder chromosome would concern only the selection of 

components and sharing of operations for adders.  Similarly the other two chromosomes 

would concern multipliers and dividers. 
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Figure 67  Chromosome Types 

This reduces the problem now to the structure of a chromosome and requires only operations 

of the same function to be considered at this level.  Potentially every operation on the same 

chromosome can be shared.  In addition, the components that implement operations must be 

selected.  A complication to be aware of is that due to sharing, the number of components 

allocated in a design solution can be less than the number of operations in the specification.  

Considering this the simplest process is to separate sharing and component selection to 

separate parts of the chromosome.  The first section of a chromosome was chosen to describe 

how operations are shared or the division of subgroups.  The second section was chosen to 

describe how components or implementations are selected.   

Figure 68 shows the adder chromosome from the genome in Figure 67.  The first section of 

the chromosome is highlighted in red.  This section describes the sharing of operations. There 

is one gene in the first section for every operation belonging to the chromosome with the 

exception of the case when only one operation is present
3
.  In Figure 68, there are four adders 

and each has a single gene.  

                                                           
3
 If only one operation is present no genes are assigned and the operation is automatically assigned its own 

component.   

1 0 adder

1 2

2 7

1 3

1 1 multiplier Chromosome types

2 3

3 0

2 2

2 1
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Figure 68  Chromosome: First Section 

When sharing operations on a component the shared operations form a set or subgroup.  The 

maximum number of sets is achieved when each set has one operation in it so the maximum 

number of sets is the same as the number of genes in the first section of the chromosome.  For 

example, four adders can be placed in a maximum of four sets when each set contains one 

adder.  The minimum number of sets possible is one.   

A gene is a location in the chromosome.  The alleles for the first section of the chromosome 

are set numbers.  These set numbers range from one to the maximum number of sets possible 

for the operation the chromosome belongs to, in this example these range from 1 to 4.  The 

set an operation belongs to is the allele held in its gene.  In this example, adders 1, 2, and 4 

(first, second, and last rows) belong to set 1, while adder 3 (third row) belongs to set 2.  This 

means that adders 1, 2, and 4 will share a component as they belong to the same subgroup 

while adder 3 will have its own component.     

The number of sets or different alleles present in a sharing arrangement is the number of 

components or resources that must be allocated.  In Figure 68, there are two sets of adders as 

the alleles 1 and 2 appear.  While the first section states how the operations share components 

it does not state which implementation of those components is used.  This is the job of the 

second section of the chromosome.  This is complicated by the fact that the number of 

components allocated depends on the number of sets present for sharing purposes.   

The number of components allocated can vary from one to the number of genes in the first 

section of the chromosome.  Since ASGA was designed based on genotypes of fixed lengths, 

and the second section of the chromosome must have sufficient genes to describe component 

selection in all cases, the second section must be able to accommodate the maximum number 

of component allocations.  The second section is therefore the same length as the first section 

with the exception that when there is only one component choice or there is only one 

operation present
4
.  Unlike the first section, not every gene in the second section is used as 

                                                           
4
 If there is only one component choice then no genes are assigned in the second section and sets are 

automatically assigned the only component choice available.  If there is only one operation present and more 

than one component choice available then one gene is assigned to make the component selection.   
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this depends on the number of sets in the first section.  Figure 69 shows the same 

chromosome from Figure 68 but this the second section highlighted in blue. 

  

Figure 69 Chromosome:  Second Section 

There were two alternatives to the component selection problem.  In the first option, the first 

set of shared components could be assigned the first gene in the second section of the 

chromosome, while the second, third and subsequent sets were assigned the second, third and 

subsequent genes in the second section of the chromosome.  This system however means that 

the first few genes (first rows) in the second section are commonly used and the last genes 

(last rows) are rarely used as they only appear when a large number of sets of operations 

occurs.  This means that the first few genes in the second section would be more important.  

Also, every time a gene in the first section of the chromosome changed several operations 

would shift the component selection gene they were based on.  This is due to the changes in 

set memberships and relative placement.  Both these factors are undesirable.  The genes in 

the second section should not be able to change their meaning as rapidly as this may 

introduce instability to the genetic process; nor should gene positions be of differing 

importance in a genetic algorithm that uses uniform crossover. 

The other option, which was the one adopted, solves this problem at the expense of 

introducing multiple copies of each design into the solution space.  This states that the 

component selections in each gene of the second section belong to the set whose label 

matches the gene index.  For example set 1‟s component selection is given by the first row.  

Set 2‟s component selection is given by the second row.  Set 3‟s component selection is given 

by the third row and so forth.  This means that the set belonging to a gene in the second 

section of the chromosome is fixed.  Also, since each allele in the first section of the 

chromosome is equally likely to occur, then every gene in the second section is equally likely 

to be used.  In Figure 69, set 1‟s adder component uses implementation 0, set 2‟s adder 

component uses implementation 2, set 3‟s adder component would have used implementation 

7 if any operations belonged to set 3, and set 4‟s adder component would have used 

implementation 3 if any operations belonged to set 4.   
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A problem is, however, introduced in that there are many encodings that lead to the same 

design.  Figure 70 gives one example of two chromosomes that lead to the same design.  

They give the same design because set 1 and 3 contain the same members with the same 

component selection of 0, and both set 2‟s use component 2.  This is produced by how sets 

are defined and how their components are selected.  To remove these identical designs would 

require a more complex genome or to re-enumerate alleles in a repair process.  Both these 

procedures would make gene position important which is contrary assumptions made in the 

design of ASGA‟s crossover operator. 

 

 

Figure 70  Identical Designs   

SAD Function Example 

Figure 71 gives the specification for a SAD function with a 2 by 2 window size.  SAD 

functions are used in video motion detection application but a 2 by 2 window size is not a 

practical size and is only chosen to illustrate how a genome is composed by the design 

framework in Chapter 3 and how a genome is used to map a specification such as that in 

Figure 71 to an implementation in VHDL. 
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Figure 71  SAD function for a 2 by 2 window size 

There are only two types of operation in the SAD specification in Figure 71.  These are an 

absolute difference operation and an adder operation.  This means the genome will have two 

chromosomes called absolute difference and adder.  Since there are four absolute difference 

operations the absolute difference chromosome will have four rows.  Similarly, since there 

are three adder operations, the adder chromosome will have three rows.  Assuming each 

operation has more than one suitable component to implement it in the user library then the 

genome so far will look like that in Figure 72
5
. 

 

Figure 72  Genome Outline 

                                                           
5
 Practical design problems would usually have more than two chromosomes and more than 

14 genes in their genomes.  The EKF problem for example has 409 genes. 
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Next a mapping from specification to genome must be established.  Figure 73a shows a 

colour coded version of the SAD specification with the genes that belong to each operation in 

the same colour in the genome in Figure 73b. 

 

Figure 73  Specification - Genome Map 

The alleles in these genes will determine which sets the operations belong to for sharing 

purposes.  Lastly the components to implement each set must be selected.  For this example it 
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is assumed the absolute difference function has a “fast” and “cheap” option while the adder 

has a “parallel” and “serial” option for component choices.    These choices appear in the 

second section of the chromosome.  Figure 74 gives a complete example of one genome for 

an individual that might appear during the evolutionary process. 

 

Figure 74  SAD Genome 

The genome in Figure 74 would be interpreted as stating that the orange and green absolute 

difference operations will share a common component, and this component will be the “fast” 

absolute difference component as Set 4‟s implementation is “fast”.  The red and light blue 

absolute difference operations will each have their own component and these components 

will be the “cheap” absolute difference component.  All the adders will have their own 

component and each adder component will be the “serial” adder component.  Set 3 for the 

absolute difference operation has no members, so no component is allocated for Set 3.  This 

is shown by the allele for Set 3 being “greyed out”.  This indicates that while this gene will 

still be present in the genome its allele is not actively used for this individual.  During mating, 

however, this allele can still be transferred like any other allele. 

When implemented this individual would result in a design solution with three absolute 

difference components and three adder components.  Two of the absolute difference 

components would use the “cheap” implementation while the third would use the “fast” 

implementation.  The orange and green absolute difference operations would be performed 

by the “fast” absolute difference component which the design framework would add 

multiplexers and storage registers to.  The “fast” absolute difference component would 

perform two absolute difference operations per sample.  The red and light blue absolute 

difference operations would each have their own “cheap” absolute difference component and 

perform one absolute difference operation per sample.  The three adder components would all 

be “serial” adder components and each would only perform one adder operation per sample.   
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2 serial adder

1 serial

3 serial



  185 

The design framework would also add any other channel components necessary to ensure that 

the resulting implementation matched the function of the specification. 
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