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Chapter 1

Introduction

Wireless communications using radio technologies have been around for many decades, but it was cellu-

lar telephony that really fuelled their growth. It was in the 1960s that the cellular concept was conceived

by AT&T Bell Laboratories, but it was not until the early 1980s that the first commercial cellular sys-

tems were launched and they used what is now referred to as first generation (1G) technology, e.g. the

U.S. Advanced Mobile Phone System (AMPS) [1–4]. First generation cellular systems used analogue

modulation techniques that were designed mainly for voice communications. Second generation (2G)

systems, such as the European Global System for Mobile communications (GSM1) and the U.S. Interim

Standard 95 (IS-95), emerged in the late 1980s and early 1990s and used digital communications techno-

logies; these were more efficient and had larger capacities than first generation systems [5, pp. 4–9]. The

technological advancements brought by the 2G cellular systems caused an explosive growth in cellular

telephony by the mid 1990s [5, p. 25]. By the late 1990s, third generation (3G) cellular systems (e.g.

UMTS2 and HSPA3) were developed and they were designed mainly to send/receive information packets

that enable voice and video telephony, internet streaming and file transfer [5, p. 37].

The rapid growth and success of 2G cellular systems proved the robustness of wireless communications

and sparked the development of other forms of wireless communication systems and standards. Parallel

to the development of 2G and 3G cellular systems in the licensed spectrum, the mid-late 1990s witnessed

a growth in the development of wireless systems in the unlicensed radio spectrum, such as wireless local

area networks (WLANs) [5, p. 25]. The availability of license-free radio spectra (such as the Industrial,

Scientific and Medical (ISM) bands) provides a fertile ground for the development of a multitude of

wireless systems and devices for personal and commercial use. The first decade of the 21st century

has seen an exponential growth in the demand for high data rate, low cost, robust wireless systems. In

response to this insatiable demand for mobile broadband connectivity, wireless systems and standards

over the past decade focused on improving spectral efficiency. This dictated the change in the underlying

technology from that which is based on Direct-Sequence Spread Spectrum (DS-SS) to ones based on

Orthogonal Frequency Division Multiplexing (OFDM) [6, p. 2].

1GSM originally stood for Groupe Spécial Mobile [5, p. 549].
2Abbreviation for Universal Mobile Telecommunications System. Also known as Wideband Code Division Multiple Ac-

cess (W-CDMA).
3Abbreviation for High-Speed Packet Access.

1



2 Introduction

The advantages and benefits that come with OFDM (such as robustness against Inter-Symbol Interference

(ISI) and high spectral efficiency) has made it the technology of choice for current and next generation

mobile wireless systems. Most contemporary WLANs (e.g. IEEE 802.11n), fourth generation (4G)

cellular systems, such as the Long Term Evolution (LTE and LTE-advanced), and wireless metropolitan

area networks (WMANs), such as the Worldwide Interoperability for Microwave Access (WiMAX), use

OFDM as their physical layer air interface technology [7, 8].

Wireless systems can be categorised by the coverage area they provide; these coverage areas range from

the largest, macro-cells, to the smallest, femto-cells. Today, macro-cells are used to provide cellular

coverage for large areas (typical radius 1 to 8 km) with low user density (e.g. rural areas) since they

operate with relatively high transmit powers [5, pp. 86–96]. As user densities increase, smaller coverage

cells are required to provide adequate system capacity through the application of frequency re-use [3].

Therefore, micro-cells are used in urban areas to provide cellular coverage with ranges of several hundred

metres [5, pp. 86–96]. However, many wireless applications, such as WLANs and wireless personal area

networks (WPANs) require coverage in indoor environments. These in-building environments typically

have high user densities, and require even smaller cells (femto-cells) to provide wireless services to the

many users typically encountered in in-building environments. It is this growing demand for wireless

services in confined spaces of buildings and houses that is motivating research into systems which can

provide ever more increasing reliability and performance.

There are, however, several universal limitations to the performance of wireless systems — these include

environmental/propagation conditions (e.g. multipath fading), spectral availability, system capacity, user

mobility, noise and interference. Wireless systems, by virtue of their communications channel being sha-

red, are more prone to interference from neighbouring systems than wired systems. Systems operating

in the license-exempt bands are even more susceptible to interference than those operating in licensed

bands as it is not generally possible to control sources of interference. There are many forms of inter-

ference that a wireless system can be subjected to, such as co-channel interference, adjacent-channel

interference, ISI, and multiple access interference (MAI) [5, pp. 67–76]. Of particular interest to the re-

search in this thesis is co-channel interference, where interference takes place when two or more wireless

systems use the same frequency band simultaneously (either knowingly or unknowingly).

The proliferation of wireless communication systems (especially in the license-exempt bands) and the

increasing popularity of OFDM as a physical layer air interface technology are major motivations for the

research presented here. This thesis is primarily focused on analysing the performance of OFDM-based

wireless networks in the presence of co-channel interference. There are several metrics that are used to

quantify the performance of a communication system; these include symbol and bit error rates4, outage

probability, and data throughput. These performance metrics can be quantified via three major methods:

1. Hardware testing, where the performance metric is measured using a system prototype on hard-

ware;

2. Numerical modelling techniques such as Monte Carlo methods; and

3. Analytical expressions that predict the performance metric based on the system parameters.

4Sometimes used interchangeably with probabilities of symbol and bit error, as is the case in this thesis.
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Each of these methods has its advantages and drawbacks: hardware testing can be time consuming and

laborious but provides accurate results. Numerical modelling can be more convenient than hardware

prototyping but depending on the resolution of the numerical model and the scenario parameters, the du-

ration of numerical simulations could take anywhere between a few seconds and several days or longer.

Understanding the performance metric patterns and trends can be a case of trial and error when using

hardware prototyping and numerical models. Analytical expressions/models, on the other hand, are the

most convenient and, typically, the fastest of the three methods. Also, analytical models allow a better

understanding of the underlying mechanisms that affect the trends and patterns of the performance me-

tric. The main disadvantage of analytical models is their inherent dependency on the set of assumptions

and approximations used to derive them. Also, depending on the set of assumptions used, modelling a

communication system analytically can be challenging.

Of particular interest in this thesis is the error rate (symbol and bit) performance of OFDM systems that

are subjected to multiple OFDM Interferers (OFDMIs). The analysis is comprised of three stages: the

first is the development of an accurate, fast and robust analytical model that describes the performance

of OFDM systems in the presence of multiple interfering sources. The model can be used as a tool

for design and optimisation of OFDM-based wireless networks. The second stage is the performance

assessment of OFDM systems in indoor environments in the presence of internal and external interfering

sources — implications on system deployment strategies are identified by the study. The final stage of the

analysis is a qualitative and quantitative performance comparison between OFDM systems and DS-SS

systems under identical environmental conditions. Such a comparison is of practical importance to radio

engineers and system designers when considering upgrading existing DS-SS networks to OFDM-based

ones.

The thesis is structured as follows:

Chapter 2 discusses the spectrum sharing techniques used by wireless systems to mitigate co-channel

interference and lists some contemporary wireless communication systems and their various modes of

operation. A brief historical background into the development of OFDM and multi-carrier transmission

systems is provided. A flavour of current OFDM-related research topics are also presented followed by

an outline of the main thesis contributions.

Chapter 3 reviews the technical principles of OFDM system architecture, implementation, advantages

and challenges. These include mathematical representations of OFDM signals in the time and frequency

domains, the concept of subcarrier orthogonality, ISI mitigation, analogue and digital implementation of

OFDM on hardware, and synchronisation techniques.

Chapter 4 reviews the fundamentals of radio wave propagation mechanisms, narrowband and wideband

radio channel characterisation techniques and issues, channel impairments, and channel models adopted

in this thesis.

Chapter 5 describes the indoor environments considered in the thesis, the RF measurement campaigns

conducted over the past decade that provided the channel models used in Chapters 6–9 followed by an

overview of the investigation plan of the following chapters.

Chapter 6 derives analytical error rate (symbol and bit) expressions for M -ary QAM OFDM systems

in the presence of multiple single-carrier narrowband interferers. The analytical expressions are vali-
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dated against Monte Carlo numerical methods and the performance of OFDM subjected to narrowband

interference is investigated.

The main thesis contributions are presented in Chapters 7–9 where Chapter 7 derives novel analytical er-

ror rate (symbol and bit) expressions for M -ary QAM OFDM systems in the presence of multiple Z-ary

QAM OFDM interferers. Exact analytical expressions are derived along with analytical approximations

that are more computationally efficient. An algorithm is proposed that is a hybrid of two approxima-

tion methods that provides fast error rate estimations with sufficient levels of accuracy. The analytical

expressions are validated against Monte Carlo numerical methods.

Chapter 8 provides a performance assessment of OFDM systems in indoor environments in the presence

of multiple internal OFDM interferers. Performance trends and optimum base station deployment confi-

gurations are identified. A performance comparison with DS-SS systems under identical environmental

conditions is presented with key observations outlined.

Chapter 9 provides a performance assessment of OFDM systems in indoor environments in the presence

of multiple external OFDM interferers. Performance trends are outlined and a performance compari-

son with DS-SS systems under identical environmental conditions is presented with key observations

outlined.

Chapter 10 puts the research presented in this thesis into context with regard to the “big picture”. Re-

commendations for future work that would enhance and complement the thesis contributions are also

presented. Concluding remarks are presented in Chapter 11.



Chapter 2

Wireless Communication Systems and
Interference

2.1 Introduction

The performance of wireless communication systems (WCSs) is limited by two key elements: the pre-

sence of noise and, more importantly (for cellular systems and similar systems relying on spectrum

sharing), the presence of interference in the radio channel [5, p. 67]. A good analogy that can be used to

describe the operation and limitations of WCSs is face-to-face conversations. When two people have a

conversation, typically, one person talks (analogous to the transmitter) and the other person listens (ana-

logous to the receiver). The person speaking uses a common language (code) that both parties understand

and then forms the words (data) using his/her vocal cords and mouth (transmitting antenna); the words,

carried by the sound vibrations (carrier signal) travel through the air between the two people (channel)

and is picked up the listener’s ears (receiving antennas, with spatial diversity) and then comprehended

by the listener’s brain (decoding). However, if the two people are in an environment where there is a

lot of background sound present (e.g. a construction site or a night club with loud music), the other

sounds may well impair the listener’s ability to hear the words clearly and therefore, the listener might

not fully detect and understand all that was said to him/her (detection errors). This inability to correctly

detect the conversation as a result of random external transmissions is akin to noise in the radio chan-

nel. Similarly, when other people, close by, start to have their own conversations, the words originating

from the other conversations impair the listener’s ability to hear and understand the words intended for

him/her (detection errors) — this is akin to interference in the radio channel. In a sense, noise and inter-

ference have the same effect on a victim WCS, but interference can be viewed as a noise source that is

intelligent/adaptive1.

One way of dealing with noise and, particularly, interference is for the person speaking to speak more

loudly (increase transmit power) to enhance the listener’s ability to hear and comprehend the spoken

words. This technique usually works if the conversation is hindered by noise only; however, when other

people are talking nearby (e.g. in a busy night club), the sudden volume increase of one conversation will

1In this context, “adaptive” suggests that interference sources can be controlled and regulated. On the other hand, a noise
source cannot be regulated, i.e. a noise source does not stop emitting noise due to external influences (e.g. thermal noise).

5



6 Wireless Communication Systems and Interference

interfere more severely with the other conversations prompting the other speakers to speak more loudly

as well creating a positive feedback loop. Similarly, in WCSs, increasing the transmit power to combat

interference is not a very popular or successful technique [5, p. 68].

When two or more WCSs operate using the same spectrum at the same time, co-channel interference

takes place [9, p. 11] — degrading both/all networks’ performance levels. The levels of co-channel in-

terference encountered is dependant on radio spectrum availability, as for WCSs to coexist harmoniously,

the radio spectrum has to be shared between all these systems. Today, there is a multitude of WCSs in

operation such as cellular networks, WLANs, WMANs, WPANs, broadcasting systems, etc. and they all

have to coexist with each other with minimal interference effects.

Common techniques used by modern WCSs to share the radio spectrum are discussed in Section §2.2.

A brief look at contemporary WCSs in use and their modes of operation is presented in Section §2.3.

Section §2.4 presents the development history of multi-carrier transmission systems, including OFDM

(the research focus of this thesis) followed by an outline of the thesis contributions in Section §2.5.

2.2 Spectrum Sharing

To avoid co-channel interference, the radio spectrum has to be shared between various wireless systems

and users alike. Spectrum sharing is achieved on the system level (to ensure entire systems do not

interfere with each and/or the same system does not interfere with itself) and on the user level (allowing

users connected a single base station to share the spectrum harmoniously). Spectrum sharing on the

system level is achieved via frequency re-use and on the user level with multiple access techniques.

2.2.1 The Frequency Re-Use Concept

Frequency re-use is very simple conceptually — the usable radio spectrum is divided into several fre-

quency bands such that each base station (BS) uses just a single frequency band and neighbouring BSs

must not use the same frequency bands [3]. Fig. 2.1 illustrates the concept of frequency re-use where a

system spread over a geographic area is serviced by several BSs each assigned a frequency band. The

coverage area provided by each BS is called a cell and is represented by a hexagonal shape2. The confi-

guration in Fig. 2.1 is such that the entire usable spectrum is divided into seven frequency bands and

each cell is surrounded by other cells using a different (or adjacent) frequency bands to avoid co-channel

interference. To increase system capacity and to service a large geographic area, BSs limit their transmit

power to ensure a small cell size. This allows the frequency bands to be reused in other locations such

that co-channel cells (cells using the same frequency bands) are separated enough spatially that their

signals are sufficiently attenuated by the time they arrive at the other co-channel cells — to use the same

analogy as before, this is similar to two people having a conversation while other people are conversing

a large distance away so their voices can barely be heard.

Increasing the frequency re-use factor (i.e. the number of frequency bands) increases the distance bet-

ween co-channel cells, thus improving co-channel interference mitigation. However, increasing the fre-

quency re-use factor reduces the capacity of each cell (since there is less bandwidth) and therefore, cells
2The hexagonal geometry of the cells is conceptual only. In reality, the cells are amorphous and their size is dependent on

the geographic topography, the antennas used and system requirements [5, p. 58].
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Figure 2.1: Frequency re-use concept illustration (adapted from [5, p. 59]). The frequency re-use factor is 1/7
since each cell contains one-seventh of the total available spectrum bands. Cells with similar numeric
value (and colour) use the same frequency bands and are separated geographically to avoid co-channel
interference.

are made smaller to support high density systems. While the cell size reduction supports high density

wireless systems, it also means that mobile users will cross cell boundaries often (since the cells are

small). Every time a mobile user crosses a cell boundary, a hand-off process has to be performed that

adjusts the mobile device to the frequency band operated by the new cell [10, pp. 363–366]. The hand-

off process increases the system complexity and can potentially disrupt the communications link and,

therefore, too many hand-offs in a short span of time is not desirable. The frequency re-use concept is

often referred to in the literature as the cellular concept and is (as the name suggests) the foundation of

cellular telephony [3].

2.2.2 Multiple Access Techniques

Given that a finite amount of radio spectrum is allocated to an individual cell, the users connected to

that cell have to share that spectrum simultaneously without causing severe degradation to the system

performance [5, p. 447]. The methods used to provide multiple users simultaneous access to the finite

frequency bandwidth within a cell are called multiple access techniques. There are three major multiple

access techniques that modern WCSs use frequently: Frequency Division Multiple Access (FDMA), Time

Division Multiple Access (TDMA), and Code Division Multiple Access (CDMA)3.

Frequency Division Multiple Access (FDMA)

In FDMA [5, p. 449–452], each user is allocated an individual slice of the available radio spectrum cal-

led a channel as illustrated by Fig. 2.2a. FDMA channels are typically narrowband (30 kHz in AMPS4),

and once assigned to an individual user, will be unavailable to other users (even if they are not being

used) until the termination of the service. Since the channel is allocated for one user for a continuous

3There are other forms of multiple access techniques such as space division multiple access (SDMA) and frequency hopping
multiple access (FHMA) that are not discussed in this thesis.

4Advanced Mobile Phone Service.
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period of time, FDMA supports analogue modulation schemes. Tight filtering is required in FDMA sys-

tems to minimise interference from adjacent frequency bands (adjacent-channel interference). To relax

the specifications of the filters needed in FDMA systems, the FDMA channels are typically separated

in frequency by a guard interval or blank spectrum (not shown in Fig. 2.2a). A subset of FDMA is

Orthogonal-FDMA (OFDMA5) that is popular with modern WCSs and is the focus of the research pre-

sented in this thesis. The development history of OFDM/OFDMA are discussed in Section §2.4 and the

fundamental principles of OFDM/OFDMA are discussed in Chapter 3.

Time Division Multiple Access (TDMA)

In TDMA [5, p. 453–456], each user is allocated a time slot during which the user transmits and re-

ceives data using the cell’s entire finite frequency spectrum as illustrated by Fig. 2.2b. The time slots

are allocated cyclically to the users and thus the transmission in TDMA systems is non-contiguous, i.e.

users transmit in bursts. This means that, unlike FDMA, analogue modulation schemes are not supported

and digital modulation schemes are used instead which lead to increased system capacity and spectral

efficiency. TDMA systems are more battery efficient than FDMA systems since the user’s transmitter

is typically switched off when not in use, which is most of the time. Because TDMA transmissions are

slotted, the receivers have to be synchronised for each data burst, thus, unlike FDMA, a high synchroni-

sation overhead is required for TDMA systems. Adding to the TDMA overhead are guard slots6, which

are necessary to separate users in time. Many WCSs use TDMA including IS-54 (Digital Advanced Mo-

bile Phone System (DAMPS)) and the second generation (2G) cellular system Global System for Mobile

communications (GSM).

Code Division Multiple Access (CDMA)

In CDMA [5, pp. 458–459], [11, pp. 479–499], users can transmit using the entire cell’s frequency

spectrum simultaneously as illustrated by Fig. 2.2c. To avoid Multiple Access Interference (MAI), each

user is assigned a unique spreading code (also known as a spreading sequence) that is almost orthogonal

to all other codes used by the other users — this is analogous to people talking in different languages. The

spreading sequence is made up of chips and has a chip rate that is several orders of magnitude higher than

the user’s data rate (i.e. a much wider bandwidth than the original message’s). The spreading sequences

are sometimes referred to as pseudo-noise sequences since they are specifically designed so that their

spectra look like that of noise. Multiple access using spread spectrum via pseudo-noise sequences is

called direct-sequence CDMA (DS-CDMA)7. The spreading sequences also have special auto and cross-

correlation properties [12, 13] such that their auto-correlation produces a very sharp peak and cross-

correlation with other spreading sequences would result in virtually nothing.

Each user’s data is multiplied by its unique spreading sequence, thus spreading its spectrum, and added

to all other users’ spread data before being transmitted. At the receiver, the uth user’s data is extracted by

correlating the received signal (a composite of all the users’ spread data) with the same unique spreading

code that was assigned to the uth user by the transmitter. The correlation output will comprise of positive
5When there is one user, it is called orthogonal frequency division multiplexing (OFDM).
6Time-domain equivalent to guard intervals in FDMA.
7Frequency hopping multiple access (FHMA) also uses spread spectrum but without pseudo-noise sequences.
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and negative peaks (representing binary data) at the original data rate, i.e. the received signal is despread

using the correlator.

Since the spreading sequences are not 100% mutually-orthogonal, their cross-correlation properties are

non-ideal, thus MAI takes place. Unlike FDMA and TDMA, CDMA has a “soft” capacity limit, since

servicing additional users raises the noise floor in a linear manner causing uniform performance degra-

dation for all connected users. This means that for DS-CDMA systems, the limit to the number of users

that can be supported is a property of the spreading sequences’ mutual orthogonality. The ratio of the

pseudo-noise sequence’s bandwidth to that of the original data is called the spreading factor or proces-

sing gain, Gp. Increasing Gp improves the spreading sequences’ mutual orthogonality but at the expense

of data rate. DS-CDMA is a popular multiple access technique and many modern WCSs use it such as

IS-95 (cdmaOne, 2.5G cellular system), and W-CDMA (3G cellular system).

2.3 Contemporary WCSs and their Modes of Operation

Table 2.1 lists some of the wireless communication systems and standards in operation today. It is

worth noting that OFDM is a popular air interface technology, especially among the more recent wi-

reless standards. Many of these wireless standards (e.g. WLANs, WPANs and even cellular systems)

operate in indoor environments. Since the early 1990s, the Radio Systems Research Group in the De-

partment of Electrical & Computer Engineering at The University of Auckland has been involved in

evaluating wireless system performance in indoor settings and base station deployment optimisation

strategies, e.g. [14–17]. However, all these studies focused on DS-CDMA, and thus DS-SS as the air

interface technology. The popularity of OFDM coupled with the gap in understanding OFDM system

performance in the presence of interference (especially OFDM interference) is a key motivation for the

work presented in this thesis.

2.4 Development History of OFDM and Multi-Carrier Transmission Sys-
tems

Multi-carrier transmission systems were first developed in the 1960s to support military applications

[29–31]. The commercial development of a multi-carrier transmission system where the carriers (also

known as subcarriers or sub-channels) have overlapping spectra (i.e. an OFDM system8) was proposed

by Chang [32, 33] and Saltzberg [34] and was then patented in United States in 1970 [35]. To avoid

inter-carrier interference (ICI), the subcarriers are designed to be orthogonal to each other, hence the

name orthogonal frequency division multiplexing (OFDM).

While the theory of OFDM was promising, there were challenges to its realisation. The complexity of the

equipment needed to implement OFDM in the late 1960s (namely, the number of filters and modulators)

was the main objection to its widespread use [19, p. 25]. In 1971, Weinstein and Ebert [36] proposed

a method of implementing a discrete OFDM system using the discrete Fourier transform (DFT) which
8Technically, a FDMA system is a multi-carrier transmission system but the subcarriers do not have overlapping spectra.
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greatly reduced the system complexity. Using the system proposed in [36], frequency division is achieved

by baseband processing (as opposed to bandpass filtering) that can be easily implemented in the digital

domain. In the 1980s, Hirosaki [37,38] developed methods of applying DFT to OFDM with multiplexed

quadrature amplitude modulation (QAM).

The rise of OFDM as a popular physical layer air interface technology began in the 1990s with the

advancements in digital signal processing techniques. Today, there are several standards and systems

that use OFDM as their physical layer interface technology and they include [39, p. 636], [6, p. 2],

• Wired Systems

– Very high bit rate digital subscriber line (VDSL);

– Asymmetric digital subscriber line (ADSL);

– Digital video broadcasting - cable (DVB-C and DVB-C2); and

– Power-line digital subscriber line (PDSL).

• Wireless Systems (refer to Table 2.1)

– Wireless local area networks (WLANs), such as IEEE 802.11a, IEEE 802.11g, IEEE 802.11n

and the European high performance radio local area network (HIPERLAN/2);

– Digital audio broadcasting (DAB and DAB+);

– Terrestrial digital video broadcasting (DVB-T and DVB-T2);

– Wireless personal area networks (WPANs), such as the ultra-wideband (UWB) IEEE 802.15a;

– Wireless metropolitan area networks (WMANs), such as the worldwide interoperability for

microwave access (WiMAX); and

– Cellular systems, such as the 3rd Generation Partnership Project (3GPP) long term evolution

(LTE and LTE-advanced).

OFDM is one of the most active areas of research today. Some of the current OFDM research areas in

the literature, include: multi-input multi-output (MIMO) OFDM (e.g. [40–44]), interference analysis and

mitigation/cancellation (e.g. [45–52]), coding and equalisation techniques (e.g. [53–58]) and synchroni-

sation (e.g. [59–64]). Due to this emergence of OFDM technology in the wireless communications arena,

it is important to evaluate the performance and reliability of OFDM based wireless systems in typical

indoor environments since many OFDM based systems are used in indoor settings nowadays. The ability

to evaluate the performance of OFDM in in-building environments gives radio engineers and system de-

signers a powerful tool to optimise the deployment of wireless nodes in such environments to maximise

coverage, speed and reliability of indoor wireless communications.

2.5 Thesis Contributions

The research presented in this thesis is focused on analysing the performance of OFDM-based wireless

systems in the presence of interference. Two main interference sources are considered in this thesis:
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the first are single-carrier narrowband interferers (NBIs). The second is OFDM interference (OFDMI),

particularly same-type OFDMI (i.e. the interfering OFDM system is the same as the desired one, e.g.

both are IEEE 802.11g WLANs).

There are three major research goals/objectives for this thesis:

1. To provide raw analytical error rate expressions (both symbol and bit error rates) for OFDM sys-

tems in the presence of multiple NBIs and same-type OFDMIs that are accurate, fast, robust and

efficient. These analytical error rate expressions (also referred to as the analytical model) are deve-

loped to be independent of the other system stages (e.g. channel model, synchronisation algorithm,

forward error correction (FEC) code, interleaving algorithm, and signal diversity scheme). This

way, the analytical model is independent of the OFDM standard (e.g. WiMAX or IEEE 802.11g,

etc.) and thus, is more useful and universal. This flexibility allows the model to be used as an in-

tegral block/module of a larger OFDM system model that encompasses all the other features (i.e.

a model for a particular OFDM standard) — Table 2.2 puts this thesis contribution in context with

similar prior works in the literature;

2. To provide indicative performance assessment analyses of OFDM-based wireless networks in in-

door environments using the derived analytical model. In those environments, internal and external

interfering sources are considered. Two architecturally different indoor environments are conside-

red in this thesis. The channel models for these environments are modelled using real RF propa-

gation measurements from two previous measurements campaigns conducted at The University of

Auckland. The analyses also identify the implications on system deployment strategies; and

3. To provide performance comparisons between OFDM and DS-SS networks under identical envi-

ronmental conditions. Understanding the OFDM interference mechanisms and comparing them to

the well-understood DS-SS interference mechanisms is important when

(a) An existing DS-SS network is to be replaced/upgraded by an OFDM-based network. Diffe-

rences in performance levels might result in the redeployment of the network’s base stations.

(b) A new OFDM network is deployed. Could the well-understood DS-SS error rate expressions

be used to model an OFDM system performance with acceptable levels of accuracy?

These research outcomes (analytical models, indicative performance assessment studies, and compari-

son with DS-SS systems) provide radio engineers and system planners a detailed understanding of the

behaviour of OFDM wireless networks in the presence of co-channel interference (through theory and

results) along with the tools needed to acquire such an understanding. This enables the deployment and

system optimisation of OFDM wireless networks.

2.6 Summary

In this chapter, a major limitation on the performance of wireless communication systems is identified —

interference, particularly co-channel interference. The presence of co-channel interference also restricts
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the usability of the radio spectrum and thus wireless communication systems have to share the spectrum

to coexist harmoniously. Techniques and methods used to share the radio spectrum include frequency re-

use (also known as the cellular concept) that allows the usage of the same radio spectrum simultaneously

at non-adjacent geographic locations called cells. Multiple access techniques (including FDMA, TDMA

and CDMA) are used to share the spectrum within the cell between users.

Many of the current wireless systems and standards employ OFDM as their physical layer air interface

technology which are a special type of FDM. The popularity of OFDM is one of the key motivations for

the research presented in this thesis.

There are three major research objectives for this thesis: the development of raw analytical error rate ex-

pressions for OFDM systems in the presence of multiple narrowband and OFDM interferers; the perfor-

mance assessment of OFDM-based wireless networks in indoor environments with internal and external

interfering sources; and a performance comparison between OFDM and DS-SS systems. The principles,

architecture and implementation of OFDM along with its advantages and challenges are presented in

Chapter 3.
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Chapter 3

OFDM Fundamentals

3.1 Introduction

In Chapter 2, the history and development of multi-carrier communication systems (such as OFDM) was

discussed. The popularity of OFDM as a physical layer air interface for a variety of modern WCSs both

in licensed and unlicensed spectrum has made it the focus of the research presented in this thesis.

This chapter provides a foundation for the technical principles of OFDM that are needed in the latter

chapters of this thesis (Chapters 6–9). In Section §3.2, the principles of OFDM are presented: mathe-

matical concepts describing OFDM signals in both time and frequency domains, carrier orthogonality

and traditional implementation on hardware. Section §3.3 extends this by introducing the fundamental

principles of implementing OFDM digitally as well as synchronisation techniques for OFDM systems.

3.2 What is OFDM?

As mentioned in Section §2.2.2, OFDM can be regarded as a special case of FDM. The only diffe-

rence between the two multiplexing schemes is that in OFDM the sub-channels (also called subcarriers)

have overlapping spectra. Fig. 3.1 shows the frequency spectra of a communication system using FDM

(Fig. 3.1a) and OFDM (Fig. 3.1b) multiplexing schemes. The subcarriers’ spectra overlap in OFDM

saving bandwidth relative to an equivalent FDM system. To prevent the subcarriers from interfering with

each other (i.e. inter-carrier interference (ICI1)), OFDM subcarriers have to be mutually orthogonal. The

principles of subcarrier orthogonality are discussed in Section §3.2.2.

3.2.1 OFDM Signals in the Time and Frequency Domains

A baseband OFDM signal, s (t), can be represented as the superposition of N subcarriers each with its

own amplitude, Ak, frequency, fk, and phase, φk [39, p. 638], [18, p. 353]

1Also known as multiple access interference (MAI), or multi-user interference (MUI).

17
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Figure 3.1: FDM and OFDM multiplexing techniques (adapted from [68, p. 5]). OFDM spectrum overlap is
feasible when the subcarriers are mutually orthogonal resulting in ICI-free performance.

s (t) =
N−1∑

k=0

sk (t)

=
N−1∑

k=0

Ak cos (2πfkt+ φk) , 0 ≤ t ≤ T (3.1)

where T is the symbol period. Fig. 3.2 shows typical OFDM signals in the time domain with Quadrature

Phase Shift Keying (QPSK) and 16QAM signal mapping schemes. The time domain amplitudes of the

OFDM signals are normalised to the maximum amplitude of an individual subcarrier. It is observed

in Fig. 3.2, that the amplitudes of the OFDM subcarriers sometimes add up constructively resulting

in a relatively high composite amplitude value (close to seven times the maximum amplitude of an

individual subcarrier in this example). This phenomenon means that the OFDM signal has a high peak-

to-average power ratio (PAPR) which can have a detrimental effect on the transmission of OFDM signals

as discussed in Section §3.3.3.

Fig. 3.3 illustrates the spectrum of an OFDM signal normalised to the maximum amplitude of an in-

dividual subcarrier2. While the spectra of the individual subcarriers overlap (as in Fig. 3.3a) at the ith

subcarrier frequency, fi, the amplitudes of all subcarriers with frequencies fk 6= fi are zero. These

nulls are a direct consequence of mutual subcarrier orthogonality and ensure that while the spectra of the

subcarriers overlap, no ICI takes place.

2The sinc shape of the subcarriers’ spectra is a result of windowing the time-domain signal with a rectangular pulse window
function.
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(b) Example of a 16QAM-mapped OFDM signal.

Figure 3.2: Examples of baseband OFDM signals in the time domain with eight subcarriers. The amplitudes are
normalised to the maximum amplitude of an individual subcarrier. The subcarriers add like phasors to
produce a resultant signal given by the waveforms shown here. There are no particular patterns related
to the signal mapping scheme used in either plots.
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(b) Composite spectrum of OFDM signal.

Figure 3.3: Baseband OFDM signal in the frequency domain with eight subcarriers. f0 is the frequency of the first
subcarrier.
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3.2.2 Orthogonality

Fundamentally, two functions, ϕi (t) and ϕj (t), will be orthogonal to each other over the time interval

0 ≤ t ≤ T , if they satisfy the condition [11, p. 311]

ˆ T

0
ϕi (t)ϕj (t) dt =




C i = j

0 i 6= j,
(3.2)

where C is a constant. For OFDM subcarriers to be mutually orthogonal, it is sufficient to define fk to

be in integer multiples of the the symbol rate, Rs = 1/T , and spaced in frequency by Rs [39, p. 638],

i.e.

fk = kRs

=
k

T
k = 0, 1, 2, . . . N − 1. (3.3)

Applying the orthogonality condition in (3.2) to two OFDM subcarriers defined in (3.1) with frequencies

set according to (3.3), yields

ˆ T

0
si (t) sj (t) dt =

ˆ T

0
Ai cos (2πfit+ φi)Aj cos (2πfjt+ φj) dt

=





A2
0T cos2 (φ0) i = j = 0

1
2A

2
iT i = j 6= 0

0 i 6= j.

Therefore, setting the subcarriers’ frequencies according to (3.3) will ensure orthogonality between the

subcarriers and allow spectrum overlap to take place without the risk of ICI. However, there are exter-

nal factors that can compromise the orthogonality of the subcarriers, such as inter-symbol interference

(ISI). ISI is a phenomenon that takes place in wireless environments and is caused by multipath signal

propagation (multipath propagation is discussed in Section §4.3.1).

3.2.3 Inter-Symbol Interference and its Mitigation

In a wireless environment, a receiver would receive multiple versions of the transmitted signal3: a direct

signal or a line-of-sight (LOS) component (if there is a LOS path) and multiple indirect or non-line-

of-sight (NLOS) components. These NLOS components exist due to the presence of objects and obs-

tacles in the environment, which cause the transmitted signal to reflect, refract, and/or diffract of their

surfaces/edges. Multiple copies (also called echoes) of the transmitted signal will arrive at the recei-

ver’s antenna at different times (due to the different path lengths they have travelled) and with different

strengths (due to the attenuation effects of the distances travelled and the properties of the obstacles they

3In a free-space or fixed point-to-point (with directional antennas) situation, the receiver would receive just one signal.
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Figure 3.4: Two copies of the transmitted signal arrive at different times, causing ISI. τ is the relative delay
between the two echos.

encountered in their paths4). This means that several copies of the transmitted signal will arrive at the

receiver with different time delays.

As seen in Fig. 3.4, due to the relative delay between the copies of the transmitted signal (i.e. echoes 1

and 2), Echo 2’s Symbol n − 1 is overlapping with the Echo 1’s Symbol n. This is direct interference

and is labelled as ISI. The two echoes will add as phasors causing amplitude fluctuations. These time

delays create phase offsets which cause the nulls in the signals’ spectra to no longer align with each other,

causing ICI (between Echo 1’s Symbol n and Echo 2’s Symbol n). Therefore, for an OFDM system, ISI

poses two problems: the first of which is that ISI causes direct interference with the received data. The

second is that the presence of ISI degrades subcarrier orthogonality causing ICI as well, meaning poorer

performance or outages depending on the severity of the situation.

The question now arises as to how ISI might be avoided. It should be noted that OFDM systems, by

their very architecture, are naturally resistant to ISI. This is because an OFDM system with N subcar-

riers occupying a bandwidth of B Hz will have a symbol period N times longer than a single-carrier

transmission system with the same bandwidth. The time delays are governed by the channel impulse

response, h (t), which has a finite length. So, by making the symbol period considerably longer than the

length of the channel impulse response or channel delay spread (defined in Chapter 4), the effects of ISI

are minimised.

However, if a guard interval (GI) (of appropriate length and does not contain OFDM data), is inserted

at the start of the OFDM symbol, ISI can be removed completely. Therefore, the OFDM symbol period

becomes T = Tg+Ts, where Tg is the length of the GI and Ts is the duration of the OFDM data. Fig. 3.5

shows two OFDM signal echos with GIs. To ensure that ISI is removed completely, Tg must be longer

than the length of h (t) [39, p. 672]. By making Tg longer than the length of h (t), τ ≤ Tg will always

be true. This arrangement, ensures that the ISI would always occur during the GI of the desired symbol,

and since the GI does not contain any data, the effect of ISI becomes harmless as illustrated by Fig. 3.5.

However, GIs do not remove the ICI generated by the delayed arrival of the echos; the channel equaliser

at the receiver is used to ameliorate the effects of ICI. The overhead of having GIs reduces the efficiency

of the OFDM system, since without GIs Ts = T but with GIs Ts < T , meaning slower data rates.

Most OFDM systems in practice, though, do not use blank GIs; instead, they use a cyclic prefix (CP) [39,

p. 672]. A CP is a GI that contains the last Tg data samples of the OFDM symbol data as illustrated by

4Signal propagation is discussed further in Chapter 4.



3.2.4 Generating and Receiving OFDM Signals 23

Echo 1

Echo 2

τ

ISI ICI

Symbol nGISymbol n− 1GI Symbol n+ 1GI

Symbol nGISymbol n− 1GI Symbol n+ 1GI

t

Symbol nGI

Tg Ts

Figure 3.5: OFDM symbols with guard intervals.

t

TsTg

CP

same data
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Fig. 3.6. CPs remove ISI just as efficiently as blank GIs but have other benefits to the OFDM system that

are discussed later in Section §3.3.

3.2.4 Generating and Receiving OFDM Signals

In practical wireless systems, a baseband OFDM signal is upconverted to radio frequency (RF) and all

the subcarrier frequencies will be centred around the RF carrier frequency, fc, according to [39, p. 644]

fk = fc −
N − 1

2T
+
k

T
k = 0, 1, 2, . . . N − 1.

Therefore, the bandpass OFDM signal, sBP (t), can be expressed as

sBP (t) =
N−1∑

k=0

Ak cos

[
2π
(
fc −

N − 1
2T

+
k

T

)
t+ φk

]
0 ≤ t ≤ T.

It should be noted that the subcarriers are not required to be mutually orthogonal in the RF bands, since

demodulation is performed at baseband [39, p. 644]. One method of constructing an OFDM modulator

and demodulator (modem) is to use discrete oscillators, multipliers and correlators [32–35]. Fig. 3.7

shows the core stages of an analogue OFDM modem. At the transmitter (Fig. 3.7a), the serial data bit

stream is first split into N parallel streams by a 1:N serial-to-parallel converter, then the parallel data are

mapped according the desired modulation/mapping scheme5 (e.g. BPSK, QPSK, 16QAM, etc.) in the

mapper block. The mapped symbols are denoted by

Dk = Ake
jφk , (3.4)

5Modulation refers to the process of upconversion and sometimes to data mapping. Throughout this thesis, the term
“modulation” will be used interchangeably with signal mapping schemes (e.g. BPSK, QPSK, etc.). That is, the statements “the
signal is BPSK-modulated” and “the signal is BPSK-mapped” have the same meaning.
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Figure 3.7: Basic analogue OFDM modem (Adapted from [39, p. 650]).

where Ak and φk are determined by the mapping scheme used for the kth subcarrier. One of the features

of OFDM systems is that different subcarriers can have different mapping schemes and are, therefore,

independent of each other [69–72]. The mapped symbols are then modulated at their designated fre-

quencies according to the expression in (3.3). The modulated subcarriers are then added together and

upconverted to the RF band. The bandpass signal is then filtered using a bandpass filter (BPF), whose

centre frequency is the RF carrier frequency, fc, to remove the undesired harmonics that were created as

a result of the upconversion process. The bandpass OFDM signal is then transmitted into the channel.

At the receiver (Fig. 3.7b), the reverse process of what happens in the transmitter takes place. The

bandpass OFDM signal is down-converted to baseband, then the undesired harmonics are filtered out by a

lowpass filter (LPF). The baseband OFDM signal is then demodulated at each subcarrier frequency, each

demodulator consists of local oscillators, multipliers, integrators and threshold detectors. The data for

each subcarrier is then demapped according the mapping scheme used for that subcarrier. The demapped

data bits are then passed through an N :1 parallel-to-serial converter.

However, analogue OFDM modems have significant limitations. For instance, when N is large, the

number of components for the transmitter and receiver will be large as well, which can be impractical

to implement. The main practical issue raised in [32–35] is the inclusion of filters in the modulator and

demodulator to maintain subcarrier orthogonality. For the filters to maintain subcarrier orthogonality, the

filters’ frequency responses must meet strict requirements [39, p. 651]. Implementing an OFDM modem

using oscillators, multipliers and correlators is deemed too complex and impractical and thus analogue
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modems are not in use today. The next section will discuss how OFDM modems are implemented in

modern communication systems.

3.3 Implementation of OFDM in Modern Communication Systems

3.3.1 OFDM Digital Modem

In 1971, Weinstein and Ebert [36] proposed a method of implementing a discrete OFDM modem. Ho-

wever, it was not until the mid 1990s that advances in digital signal processing (DSP) techniques allowed

the implementation of the discrete modem in the digital domain [73, p. 23]. Recall the expression for

baseband OFDM signals in the time domain, Equation (3.1):

s (t) =

N−1∑

k=0

Ak cos (2πfkt+ φk)

=

N−1∑

k=0

<
{
Ake

j(2πfkt+φk)
}

= <
{
N−1∑

k=0

Ake
jφkej2π k

T
t

}

= <
{
N−1∑

k=0

Dke
j2π k

T
t

}
0 ≤ t ≤ T, (3.5)

where <{·} denotes the real component. Accordingly, the bandpass OFDM signal can be written as

sBP (t) = <
{(

N−1∑

k=0

Dke
j2π k

T
t

)
ej2π(fc−N−1

2T )t

}
0 ≤ t ≤ T, (3.6)

and the complex envelope of (3.6), s̃ (t), is given by

s̃ (t) =

N−1∑

k=0

Dke
j2π k

T
t 0 ≤ t ≤ T. (3.7)

Therefore, the baseband time domain OFDM signal given in (3.5) is the real part of the complex envelope

of the bandpass OFDM signal, i.e. s (t) = <{s̃ (t)}. However, if s̃ (t) is sampled with a period of

∆t = T/N , and a normalising factor of 1/N is applied [39, p. 651], the sampled baseband OFDM

signal, sn, becomes

sn =
1
N

N−1∑

k=0

Dke
j2πn k

N n = 0, 1, 2, . . . N − 1, (3.8)

where n is the time domain sample index. The expression in (3.8) is an inverse discrete Fourier transform

(IDFT), and this can be used to generate samples of the complex envelope of an OFDM signal [31,36,37].

At the receiver, the data symbols, Dk, can be recovered by using the discrete Fourier transform (DFT),
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i.e.

Dk =
N−1∑

n=0

sne
−j2πn k

N k = 0, 1, 2, . . . N − 1. (3.9)

The DFT and its inverse operations are performed using the fast Fourier transform (FFT) and inverse

FFT (IFFT) [39, p. 652]. The use of the IFFT/FFT pair greatly reduces the complexity of the OFDM

modem. A block diagram of an OFDM system implementation using IFFT/FFT is shown in Fig. 3.8.

At the transmitter (Fig. 3.8a), the serial data bit stream is passed through a 1:N − K serial-to-parallel

converter, where K is the number of virtual subcarriers (subcarriers that are set to zero, i.e. carry no

data) that are used for spectral blanking. Spectral blanking is needed for two reasons: the first is to

reduce the risk of aliasing6 [37], and the second is to allow the use of non-ideal lowpass filters in the

digital-to-analogue converter (DAC) to obtain distortion-less analogue signals [39, p. 656].

After the serial data bit stream is passed through the 1:N − K serial-to-parallel converter, the data

streams are mapped according to the mapping scheme of each subcarrier. K virtual subcarriers are

then added to the mapped symbols and all N parallel streams are passed thorough an N -point IFFT

block (e.g. an 802.11a/g WLAN has N = 64 and K = 12 [21, 23]). A cyclic prefix is then added to

the output of the IFFT (N modulated subcarriers) and then converted into a serial stream via an N :1

parallel-to-serial converter. The serial stream is then split into real and imaginary components, <{sn}
and ={sn}, respectively. The data in <{sn} and ={sn}, respectively, represent the data in the in-phase

(I-) and quadrature (Q-) channels. The I- and Q-data are then passed through a DAC, upconverted into

an intermediate frequency (fIF), added and upconverted to the RF frequency (fc). The bandpass OFDM

signal is then passed through a BPF (centred at fc) before being transmitted into the channel.

At the receiver (Fig. 3.8b), the bandpass OFDM signal is downconverted to an intermediate frequency

(fIF) then passed through a BPF centred at fIF. The signal is then split into its I- and Q-channels,

downconverted to baseband, filtered and then passed through an analogue-to-digital converter (ADC).

The digital I and Q data are added together and the CP is removed. The data is then passed through a

1:N serial-to-parallel converter before passing through an N -point FFT block. The virtual subcarriers

are then removed and the parallel streams of symbols are demapped according to the mapping scheme

for each subcarrier. The demapped bits are then passed through an N −K:1 parallel-to-serial converter.

The use of the IDFT at the transmitter means that each subcarrier will have an integer number of samples

in the time domain. This feature allows the CP to provide limited protection against time offsets. As

mentioned in Section §3.2.3, the OFDM symbol period, T , is given by T = Ts + Tg where Ts is the

period of the OFDM data (and is equal to the period of the IDFT) and Tg is the period of the CP. The

CP is essentially the last Tg samples of Ts. To demodulate the data correctly, the receiver only requires

6The aliasing issue arises from the fact that the baseband OFDM signal in (3.5) is sampled at a rate of ∆t = T/N as
in (3.8); but the double sideband bandwidth of (3.5) is 2N/T [39, p. 641]. Therefore, to avoid aliasing, the sampling rate
should be greater than or equal to 2N/T [37]. One simple solution is to double the number of samples to 2N by padding
the data with N zeros and using a 2N -point IDFT at the transmitter and an N -point DFT at the receiver [37]. However, this
method is wasteful of bandwidth and is replaced by another approach that uses an N -point IDFT at the transmitter twice to
generate the real and imaginary components and an N -point DFT at the receiver twice to demodulate the data [37, 38]. While
this approach does not waste bandwidth, it doubles the processing time. It was later proposed in [74] that shifting the DFT pair
index range from [0, N − 1] to [−N/2, N/2− 1] will change the double sideband bandwidth of the baseband OFDM signal
to (N + 2) /T , which asymptotically satisfies the Nyquist rate as N → ∞, since the sampling rate is N/T for a signal with
double sideband bandwidth of (N + 2) /T . However, for convenience, the indexing of the IDFT/DFT pair will be labelled as
[0, N − 1] throughout this thesis with the exception of Fig. 3.8.
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Figure 3.8: Digital OFDM modem using IFFT/FFT implementation (adapted from [39, p. 659]).

Ts samples and the remaining Tg samples are redundant. However, when there is a time offset, τ , that

is less, in duration, than Tg, the DFT at the receiver will take the first Ts samples (i.e. samples τ to

τ +Ts) and it will still demodulate the data correctly due to the cyclic nature of the guard interval. Since

a CP is used and not a blank GI, the time offset will cause a phase offset to all subcarriers, which can

be corrected by the channel equaliser. For example, if the OFDM data set was [D0, D1, D2, D3], i.e.

Ts = 4, and the cyclic duration was two samples, i.e. Tg = 2, then the transmitted OFDM symbol will

be [D2, D3, D0, D1, D2, D3] which will have a duration T = Ts + Tg = 6 samples; assume there was

time offset of one sample, i.e. τ = 1, then the DFT will take the first Ts samples after the delay, i.e.

[D3, D0, D1, D2], which contains all the data but with a phase offset of one sample. Identifying when

the OFDM data starts and correcting for frequency and phase offsets requires the implementation of a

synchronisation algorithm.

3.3.2 Synchronisation

A major issue in the implementation of any digital communication system, whether it is wired or wireless,

is knowing when the transmitted data has arrived. Since the receiver does not have prior knowledge of

whether data is present, detecting the arrival of transmitted data is critically important. Detecting the

presence of data and identifying the start time of the frame (sometimes called packet) is known in the
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literature as frame synchronisation or time synchronisation [73, p. 129]. Ideally, once the data frame is

detected and the start time of the data symbol is known, the receiver can then proceed to perform its other

functions, such as demodulation and demapping. In reality, though, the transmitted signals experience

frequency and phase offsets. These frequency and phase offsets could (if uncorrected) degrade subcarrier

orthogonality, which, in turn, would cause ICI and poor system performance. Frequency offsets can be

caused by imperfect local oscillators at the transmitter and receiver, which will not generate exactly the

same frequencies due to noise and other electrical and mechanical properties of the materials used to

make the oscillators [75, Ch. 10]. Phase offsets can be caused by timing errors (or offsets) in the frame

synchroniser (an example of which is given towards the end of Section §3.3.1). Phase offsets are also

caused by the distance the transmitted signal has travelled to get to the receiver, and is given by [76, p.

11]

φ =
2πfd

c
,

where c is the speed of light, f is the frequency of the carrier and d is the distance travelled (or path

length). Additional phase offsets are introduced by multipath fading (see Chapter 4). Estimating and

correcting for frequency and phase offsets is referred to in the literature as frequency synchronisation [73,

p. 129]. Minimising synchronisation errors (both time and frequency) is of extra importance for OFDM

systems since they can degrade subcarrier orthogonality.

There are several established algorithms for achieving synchronisation in OFDM systems, but these al-

gorithms have different limitations and levels of performance. Fortunately, some of the synchronisation

algorithms provide a performance that is close to perfect. Therefore, to allow performance assessments

which are independent from the synchronisation algorithm, throughout this thesis, perfect time and fre-

quency synchronisation with desired OFDM transmission is assumed.

As mentioned in Chapter 2, OFDM is used in broadcast systems, e.g. DAB and DVB, and packet

switched networks, e.g. WLANs. In broadcast systems, data is continuously being transmitted and, as

a result, the receiver can take a relatively long time to establish frame synchronisation and then switch

to tracking mode7 [77]. However, in WLAN systems, data is not continuously being transmitted and

therefore, packet detection and frame synchronisation must be performed rapidly to avoid data loss [78,

p. 48]8. Synchronisation algorithms used for single-carrier systems cannot be used for OFDM systems

due to the complex characteristics of the baseband OFDM waveforms [39, p. 754] . Fortunately, an

advantage of using IDFT/DFT pair in an OFDM system is that many synchronisation functions can be

performed in the time or frequency domains [78, p. 48]. Frame synchronisation for OFDM systems is

most commonly achieved through correlation. Practical OFDM systems include additional information

in their transmitted packets to enable frame synchronisation such as cyclic prefixes in addition to pilot

symbols and preambles. Since these overheads are needed to establish frame synchronisation, most

OFDM systems have incorporated these features to facilitate frequency synchronisation as well [39, p.

755].

In addition to its important role in removing ISI and limited protection against phase/timing offsets, the

cyclic prefix (CP) can also be used for packet detection as well as frequency and phase offsets estimation

and correction [79–84]. The fact that the CP is an exact copy of the last Tg samples of the OFDM data

7Correcting for short term deviations [73, p. 129].
8OFDM systems are assumed to be packet switched networks in this thesis.
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Figure 3.9: IEEE 802.11a packet structure (adapted from [21]). The two 8µs symbols are used for packet detec-
tion, symbol timing and frequency offset estimation. t1 to t10 denote repetition of a short training
symbol and T1 and T2 are two identical parts of a long training symbol with GI2 as its cyclic prefix
(twice the duration of the data CP). For the IEEE 802.11a standard, Tg = 0.8µs and Ts = 3.2µs
giving a symbol period of 4µs.

frame (Fig. 3.6), allows the receiver to estimate the symbol timing by correlating the most recent Tg time

samples with another Tg samples that are Ts samples older; i.e. if the correlation window starts at time

t0, then the receiver would correlate samples [t0, . . . , t0 + Tg − 1] with [t0 + Ts, . . . , t0 + Ts + Tg − 1].

When t0 lines up with the start of the CP, the two sample sets will be exact copies of each other and the

correlation output would produce a maximum value, which is proportional to the signal’s energy in that

correlation window. When there is a frequency offset present, the output of the correlator can also be

used to estimate the frequency offset through joint maximum likelihood estimators (MLE) as in [83,84].

Since CPs are already used in an OFDM frame to remove ISI, the biggest advantage of using them

for synchronisation is that no additional symbols are needed to perform synchronisation tasks. However,

using CPs for synchronisation also has its drawbacks: the maximum value for the output of the correlator

is proportional to the energy of the CP and that changes significantly from symbol to symbol due to the

randomness of the data. When the number of subcarriers N , is small, there will be many undesired

sidelobes that are of comparable values to the peak value of the correlator due to the randomness of the

data. CPs can only be used to estimate the symbol timing and not the start of the frame/packet [39, p.

763], which means it can be used for tracking a continuous OFDM transmission once the packet has

been detected via a more reliable method.

One of the most reliable methods for OFDM synchronisation is the use of pilot (or training) symbols.

There are many algorithms developed in the literature that use pilot symbols for OFDM synchronisation,

e.g. [85–99]. The principle of some of algorithms (e.g. [87]) is almost identical to synchronisation

using CPs: instead of correlating a CP with its copy, the correlation is performed between two (or more)

special pilot symbols, either both present in the packet or one in the packet and one at the receiver. Unlike

CPs, the pilot symbols have excellent auto-correlation and cross-correlation properties (e.g. maximum

length sequences, MLSs). The disadvantage of pilot symbols is the additional overhead they impose on

the OFDM signal. Synchronisation using pilot symbols can be performed either in the time or frequency

domain, depending on the algorithm. The pilot symbols added to the OFDM packet are sometimes called

preambles since they precede the CP and OFDM data; an example of a preamble is the IEEE 802.11a

packet structure that is shown in Fig. 3.9.
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3.3.3 Performance Issues

OFDM, by its very architecture, presents certain challenges that single-carrier transmission systems do

not have to face. As mentioned in Section §3.3.2, OFDM systems are more sensitive to synchronisation

errors than single-carrier transmission systems. This extra sensitivity to synchronisation errors arises

from the fact that the OFDM subcarriers have to be mutually orthogonal to maintain an ICI-free perfor-

mance, and synchronisation errors (both timing and frequency offsets) degrade subcarrier orthogonality.

The additional susceptibility to synchronisation errors is a disadvantage for OFDM systems when com-

pared with single-carrier transmission systems.

As mentioned in Section §3.2.1, the time domain OFDM signal can have a high peak-to-average power

ratio (PAPR). This is because OFDM signals are comprised of N modulated signals (with different

frequencies) added together in the time domain (as in Equation (3.1)), the result of which can be seen in

Fig. 3.2 for N = 8. The N modulated signals produce a time-varying sum, the envelope of which can

have a very high PAPR when the signals add up constructively. The high PAPR causes two problems for

OFDM systems: the first is that it causes the signal to have a large dynamic range, which requires the

DAC to have a large number of bits to accurately represent the signal. The second is the power amplifier

has to have a large back-off and operate at a very low average power level (which is very inefficient) to

accommodate the high peaks in its amplification range [39, p. 693]. Therefore, methods for removing the

high PAPR and/or mitigating its effects are widely used in OFDM systems. These methods include peak

cancellation with a complementary signal, clipping the signal above a certain threshold, special coding

techniques and amplifier linearisation [39, Ch. 13]. Throughout this thesis, the effects of high PAPR are

assumed to be mitigated.

3.4 Summary

In this chapter, the basic principles of OFDM have been discussed. OFDM can be considered as a special

case of FDM with the spectra of its subcarriers overlapping. The spectra overlap is feasible when the

OFDM subcarriers are mutually orthogonal. Modern OFDM modems are implemented digitally using

the IFFT/FFT pair which has several benefits such as reducing system complexity and enabling synchro-

nisation functions to be performed in either the time or fequency domains. OFDM systems are more

sensitive to synchronisation errors than single-carrier communication systems since synchronisation er-

rors degarde subcarrier orthogonality. OFDM signals have high PAPR which requires added complexity

to mitigate its effects. Throughout this thesis, perfect synchronisation with desired OFDM transmission

is assumed and the effects of high PAPR are assumed to have been mitigated.

In Chapter 4, the discussion will address how signals are affected during their journey from the transmit-

ter to the receiver through the channel.



Chapter 4

Channel Characterisation

4.1 Introduction

As discussed in Chapter 2, a communication system has three generic components: a transmitter (Tx), a

receiver (Rx) and a channel. In Chapter 3, the transmitter and receiver architectures and implementation

of a generic OFDM system were discussed. In this chapter, the discussion is focused on the channel

that links the transmitter and the receiver. In wired systems, the channel is, by definition, in a form of

a wire/cable, e.g. an optical fibre. However, the emphasis of this research is on wireless applications,

hence the channel discussed in this chapter is the radio channel. This chapter presents the fundamental

principles of radio channels which provides an understanding of the channel models used in the latter

chapters of this thesis. Understanding how the radio channel affects transmitted signals and modelling

these effects to a sufficient degree of accuracy is essential for designing wireless systems with acceptable

performance.

Section §4.2 discusses the fundamental principles of radio wave propagation. The important features

and phenomena that are used to characterise radio channels are discussed in Section §4.3. Details of the

specific radio channel models used in this thesis are discussed in Section §4.4.

4.2 Fundamentals of Radio Wave Propagation

A signal transmitted via a radio channel can reach the receiver via several propagation mechanisms

(illustrated in Fig. 4.1), namely:

1. Transmission—transmitted signals travel via the shortest path to the receiver (usually a straight

line). This direct transmission path can be

(a) Unobstructed: unobstructed direct transmission occurs when there is a line-of-sight (LOS)

between the transmitting and receiving antennas. The received signal from this path is called

a LOS component.

(b) Obstructed: when the direct path between the transmitting and receiving antennas is obstruc-

ted (e.g. by walls, furniture, etc.), the transmitted signal travels through the obstacle(s) and is

31
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attenuated as a consequence1. The received signal from this path is called a non-line-of-sight

(NLOS) component.

2. Reflection— takes place when the transmitted signal (an electromagnetic wave) hits a surface that

is dimensionally large relative to the wavelength, λ, of the transmitted signal. The electrical pro-

perties of the surface determine how much reflection and transmission take place, e.g. if the signal

hits a perfect conductor, total reflection would occur [5, pp. 114–125]. Reflections normally take

place on the surfaces of buildings, walls, furniture, etc.

3. Diffraction— takes place when the transmitted signal hits a surface that has a sharp edge, e.g. the

corner of a wall. Even though there is no LOS between the transmitter and the receiver, the sharp

edge creates secondary waves that are present behind the obstacle thus bending the wave around

the obstacle [5, pp. 126–135].

4. Scattering— takes place when the transmitted signal hits an object that is dimensionally small

relative to the wavelength of the transmitted signal, and where the number of obstacles per unit

volume is large [5, pp. 135–138]. Rough surfaces, small objects and other channel irregularities

will produce scattered waves/signals.

In a cluttered environment (such as an indoor environment), there are theoretically a number of paths a

transmitted signal could take before arriving at the receiver, since the signal can be reflected, diffracted

and scattered multiple times before arriving at the receiver. The arrival of multiple copies of the trans-

mitted signal at the receiver at different times and with different strengths is an important characteristic

of the radio channel and is called multipath.

4.3 Radio Channel Characterisation

The physical geometry of the radio channel by its very nature is complex and looks random/arbitrary,

and factors such as the number of obstacles, type of obstacle, motion of receiver and/or transmitter, etc.

can have a significant impact on transmitted signals. In the context of this thesis, there are four main

features of the radio channel that must be considered, namely: multipath fading, shadowing, path loss

and noise. Understanding and accurately modelling these features is of paramount importance when

designing wireless systems.

4.3.1 Multipath Fading

At the receiving antenna, echos of the transmitted signal arrive at different times and with different

strengths and add as phasors. When the echos add destructively, the resultant signal is a fade. This fa-

ding due to multipath is appropriately called multipath fading or small-scale fading since the fades occur

roughly every half a wavelength [5, p. 211]. Fig. 4.2 shows a typical received signal in a multipath envi-

ronment as a function of receiver location. The profile of the signal strength in a multipath environment

1The amount of attenuation experienced by a transmitted signal passing through an object is dependent on the electrical
properties of the object, the signal’s angle of arrival and the frequency of the transmitted signal.
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Figure 4.1: Fundamental radio wave propagation mechanisms.

(such as the one shown in Fig. 4.2) is called the fading profile/envelope. The spatial or temporal average

of the received signal strength is called the local mean (shown as red dashed line in Fig. 4.2). Fig. 4.2

shows that while the local mean changes relatively slowly, the instantaneous signal strength fluctuates

dramatically due the phasor addition of the echoes. Deep fades (such as the ones shown in Fig. 4.2) can

be several orders of magnitude weaker in strength than the local mean and this can have an important

effect on wireless systems. For example, if in a cellular system, a mobile receiver is located at a deep

fade, then the mobile receiver will most likely experience an outage.

If the radio channel is static, then the fading profile (such as the one shown in Fig. 4.2) will not change

with time. Even so, identifying the fade locations deterministically is a very challenging, but unnecessary,

mathematical exercise. However, radio channels are constantly changing due to motion of the transmitter,

receiver and/or obstacles in the environment. This motion causes the fading profile to be time-variant

and the rate of which it changes depends on the velocity of the objects in the environment. In all but the

most trivial of cases, modelling the electromagnetic fields deterministically in a time-varying channel is

impractical and instead, statistical models are used.

4.3.1.1 Narrowband characterisation

In the late 1960s, Clarke [100] proposed a model that considers the arrival of Np horizontal-travelling

vertically-polarised plane waves (with a uniformly distributed angle of arrival) at the receiving, isotropic,

antenna. Clarke’s model also assumes that there is no dominant component (usually a LOS component)
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Figure 4.2: An example of a typical received signal in a multipath environment as a function of location. The
distance shown on the x-axis is not the transmitter–receiver separation distance, but a distance moved
by the receiver.

present. What Clarke showed in his model is that the fading envelope (in volts) resulting from the

multipath environment follows a Rayleigh distribution. This means that amplitude fluctuations of the

fading envelope with no dominant component can be reasonably accurately modelled using the Rayleigh

probability density function (pdf). Therefore, the pdf of the fading envelope, υ (in volts), is given by

p (υ) =





υ
w̄ exp

[
−υ2

2w̄

]
υ ≥ 0

0 otherwise,
(4.1)

where w̄ is the time/spatial-average power of the received signal (in watts) or, simply, the local mean.

Sometimes it is more convenient to describe signals in terms of their power. The distribution of the re-

ceived power can be derived by making the variable substitution w = υ2 which produces an exponential

pdf given by2

p (w) =





1
2w̄ exp

[
− w

2w̄

]
w ≥ 0

0 otherwise.
(4.2)

An example of an environment where Rayleigh fading would occur in is an indoor office floor where a

WLAN is operational and the receiving antenna is in a different room from the base station3.

2In this context w̄ = ῡ2.
3Most likely several rooms away to ensure no dominant component is present.
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Figure 4.3: Rician pdfs with different Krice values. The Rayleigh pdf is given when Krice = 0. w̄ = 1 watt.

However, when a dominant component (usually a LOS component) is included in the model, the Rician

(sometimes spelled Ricean) distribution is used to characterise the fading envelope according to [5, p.

213]

p (υ) =





υ
w̄ exp

[
−(υ2+A2)

2w̄

]
I0
(
Aυ
w̄

)
υ ≥ 0, A ≥ 0

0 otherwise,
(4.3)

where A is the peak amplitude (in volts) of the dominant component, and I0 (·) is the zeroth order

modified Bessel function of the first kind. Usually, the Rician distribution is characterised by the Krice

factor given by

Krice =
A2

2w̄
.

So, when there is no dominant component (i.e. A = 0), Krice = 0 and the Rician pdf in (4.3) reduces to

Rayleigh as in (4.1). Therefore, a Rayleigh distribution is a Rician distribution with Krice = 0. Fig. 4.3

illustrates Rician pdfs with different Krice values. An example of an environment where Rician fading

would take place would be an outdoor cellular environment, where the receiving antenna (the mobile

device) is in close proximity to the cellular base station.
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4.3.1.2 Wideband characterisation

Multipath fading takes place when the echoes of the transmitted signal at the receiving antenna add as

phasors. The phase of the qth echo, φq, is determined by its electrical path length, such that φq = κdq,

where dq is the physical path length (in metres) travelled by the qth echo and κ = 2π/λ is the wave

number (in radians/metre) [76, p. 11]. It should be noted that the wave number, κ, can be written as

κ =
2π
λ

=
2πf
c
, (4.4)

where c is the speed of light and f is the frequency of the transmitted signal. Therefore, the phase of

the qth echo (and consequently the fading profile) is a function of the receiver’s spatial location (which

determines the physical path length) and the transmitted signal’s frequency. For a narrowband signal

that contains a single frequency component (a tone), the fading profile is a one-dimensional function of

receiver location, as shown in Fig. 4.2. However, OFDM signals containN subcarriers each with its own

frequency as discussed in Chapter 3. Also, these N frequency components of the transmitted OFDM

signal are allocated over a wide bandwidth, e.g. 10 MHz for some WiMAX profiles [8], 20 MHz for

IEEE 802.11g WLAN standard [23] and 40 MHz for some IEEE 802.11n WLAN profiles [24]. Since

OFDM signals are wideband, the individual OFDM subcarriers will experience different fading profiles

even when the receiver is stationary. This type of fading is called frequency selective fading [39, p. 804].

Fig. 4.4 illustrates the frequency selective fading experienced by a 20 MHz signal.

The type of fading the transmitted signal experiences is dependent on the signal’s properties (e.g. band-

width) and the radio channel’s characteristics (e.g. delay spread and coherence bandwidth) [5, p. 205].

The channel is characterised by its impulse response of which important properties of the channel can

be extracted such as the mean excess delay, τ̄ , and delay spread, στ . τ̄ and στ are calculated according

to [101]

τ̄ =

Q∑

q=1

τqP (τq)

Q∑

q=1

P (τq)

− τ0, (4.5)

στ =

√√√√√√√√√√

Q∑

q=1

(τq − τ̄ − τ0)2 P (τq)

Q∑

q=1

P (τq)

, (4.6)

where τ0 is the arrival delay of the shortest path (usually the LOS component), τq is the qth echo arrival

delay, and P (τq) is the power of the qth echo. The multipath environment and motion within it (i.e.

Doppler spread) along with the transmitted signal’s properties produce four types of fading channels,

namely [5, pp. 205–210], [39, pp. 803–823]:
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(a) Fading envelope as a function of receiver location and transmitted signal’s frequency. The
distances shown are not the transmitter–receiver separation distance, but the distance travelled
by the receiver from the start location to the end location.
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(b) Fading envelope as a function of transmitted signal’s frequency (transmitter and
receiver are stationary).

Figure 4.4: An example of frequency selective fading experienced by a 20 MHz wideband signal.
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1. Frequency flat slow fading: when the radio channel has a constant gain and linear phase response

over a coherence bandwidth, Bc, that is larger than the bandwidth of the transmitted signal, B,

frequency flat fading occurs. Frequency flat fading means that the transmitted signal’s amplitude

changes according to the multipath fading but its spectrum is preserved. That is, all frequency

components of the signal experience the same amplitude fluctuations and the channel is considered

narrowband since B is narrow relative to Bc. The velocity of the transmitter, receiver and/or

obstacles in the environment determine how fast the channel impulse response, h (t), changes. If

h (t) changes at a rate that is slower than the transmitted baseband signal, then slow fading occurs.

That is, the Doppler spread of the channel, Bd, is much smaller than B. The slowness and flatness

of the fading are two independent properties. To summarise, the transmitted signal experiences a

frequency flat slow fading when:

• B � Bc (alternatively, T � στ ) which makes the fading flat; and

• B � Bd (alternatively, T � Tc, where Tc is the channel coherence time) which makes the

fading slow.

2. Frequency selective slow fading: When B is greater than Bc, frequency selective fading occurs.

In other words, the delay spread is greater than the signal’s symbol period, meaning that multiple

faded and time delayed copies of the transmitted signal are included in the received signal, which is

also known as inter-symbol interference (ISI) (as discussed in Section §3.2.3). As discussed earlier,

frequency selective fading means that different frequency components will experience different

amplitude fluctuations and the channel is considered wideband. Therefore, the transmitted signal

undergoes frequency selective slow fading when:

• B > Bc (alternatively, T < στ ) which makes the fading frequency selective; and

• B � Bd (alternatively, T � Tc) which makes the fading slow.

3. Frequency flat fast fading: occurs when:

• B � Bc (alternatively, T � στ ) which makes the fading flat; and

• B < Bd (alternatively, T > Tc) which makes the fading fast.

4. Frequency selective fast fading: occurs when:

• B > Bc (alternatively, T < στ ) which makes the fading frequency selective; and

• B < Bd (alternatively, T > Tc) which makes the fading fast.

The type of multipath fading channel that is adopted in this thesis (further explained in Section §4.4) is

frequency selective slow fading.

4.3.2 Shadowing

Changes in the local mean of the fading envelope occur over medium range distances (in the order

of 10λ) and are usually caused when the receiver is shadowed by significant environmental obstacles
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Table 4.1: Path loss exponent and standard deviation for different indoor wireless environments [5, p. 162].

Building Frequency (GHz) Path loss exponent, np σ (dB)
Retail store 0.914 2.2 8.7
Grocery store 0.914 1.8 5.2
Office, hard partition 1.500 3.0 7.0
Office, soft partition 0.900 2.4 9.6
Office, soft partition 1.900 2.6 14.1
Textile/Chemical factory 1.300 2.0 3.0
Textile/Chemical factory 4.000 2.1 7.0
Metal working 1.300 1.6 5.8
Indoor street 0.900 3.0 7.0

(such as concrete walls, lift shafts, stairwells, buildings etc.). These local mean fluctuations are called

shadowing [76, p. 23]. It has been experimentally determined that the effects of shadowing can be

modelled statistically using the log-normal distribution [76, p. 24], [5, p. 139]. The log-normal pdf of

the average received signal power, w̄ (mW), is given by [10, pp. 232–233]

p (w̄) =
10

w̄ ln (10)σ
√

2π
exp

[
−
(
10 log10 (w̄)− M̄

)2

2σ2

]
, (4.7)

where M̄ is the area mean (in dBm) and σ (dB) is the standard deviation from the area mean4. Typical

values of σ in wireless environments are shown in Table 4.1. If the signal is expressed in volts, then the

pdf, p (υ), is also log-normally distributed such that [102, p. 22]

p (υ) =
20

υ ln (10)σ
√

2π
exp

[
−
(
20 log10 (υ)− M̄

)2

2σ2

]
. (4.8)

To model the effects of multipath fading and shadowing together, the Suzuki distribution is used [103],

that is, a power signal that has an exponential pdf (Equation (4.2)) with a mean that is log-normally

distributed (Equation (4.7)) will have a pdf given by

p (w) =
10

ln (10)σ
√

2π

ˆ ∞
0

1

w̄2 exp

[
−
(
10 log10 (w̄)− M̄

)2

2σ2

]
exp

[
−w
w̄

]
dw̄. (4.9)

The area mean, M̄ , is determined by factors such as the transmitter–receiver separation distance, anten-

nas, frequency, etc. and when normalised to the transmitted power of the signal it is called path loss.

4.3.3 Path loss

The simplest form/model of a radio channel is the Friis free space environment, in which there are no

obstacles obstructing the path between the transmitter and the receiver. This model is used for satellite

4When a random variable is log-normally distributed, it means that the log of the variable has a normal/Gaussian distribu-

tion; i.e. if W̄ is the average received power in dBm, then p
(
W̄

)
= 1

σ
√

2π
exp

[
−(W̄−M̄)2

2σ2

]
.
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communications and microwave point-to-point systems. It should be noted that even in a free space

environment, the transmitted signal’s power is attenuated as it travels from the transmitting antenna

to the receiving antenna. The Friis free space equation accounts for the spatial divergence due to the

propagation of the signal’s energy in equal amounts in all directions (isotropic radiation) and predicts the

amount of path loss, Lp, as

Lp =
Pr
Pt

=
GtGrλ

2

(4πd)2 Ls
, (4.10)

where Pt and Pr are, respectively, the transmitted and received powers, Gt and Gr are, respectively,

the transmitter and receiver antenna gains, λ is the wavelength, d is the transmitter–receiver separation

distance, and Ls is a miscellaneous system loss factor that is not related to propagation (Ls ≥ 1), e.g.

cable losses.

Fig. 4.5 shows the effect of path loss on a 2.4 GHz signal in a free space environment with Gt = Gr = 1

and Ls = 1 as a function of the transmitter–receiver separation distance (measured in wavelengths).

From Fig. 4.5, it is observed that by the time the transmitted signal has travelled 80 wavelengths it has

only one millionth (−60 dB) of the original transmitted power (e.g. for a 2.4 GHz signal 80λ = 10

metres). Clearly, path loss is an important feature of the radio channel since there is nothing obstruc-

ting the path between the transmitter and receiver and yet there is significant attenuation. One way of

mitigating the effects of path loss is minimising system losses (Ls) through the use of better cables and

connectors and maximising the gains of the transmitter and receiver antennas (Gt and Gr) by using

different antenna designs and configurations, e.g. directional antennas at the base station.

It is important to note from Equation (4.10) that Lp ∝ 1/dnp , where np is the path loss exponent (np = 2

for a free space channel). However, most practical radio channels cannot be classified as free space due

to the presence of obstacles (including the ground). It has been observed in the literature that the value

of the path loss exponent is directly related to the channel conditions, e.g. np = 3 for a hard partitioned

office [5, p. 162]; meaning that the transmitted signal would be attenuated more rapidly than it would

in a free space environment. Table 4.1 gives experimentally measured path loss exponent values for

different indoor wireless environments. While a higher path loss exponent value means more severe

attenuation and thus a problem for desired receivers, it also means that interference from other signals

is reduced. This is because the transmitted interfering signals will also be attenuated more quickly and

therefore, more wireless systems can coexist with each other in a relatively small area (depending on the

frequencies used).

4.3.4 Noise

There are many types of noise that affect a system, such as shot noise and thermal noise [11, pp. 58–64].

Of particular importance in this thesis is thermal noise. Thermal noise is the electrical noise generated

by the random motion of electrons in a conductor. The available thermal noise power, PTN (in watts), is

given by [11, p. 61]

PTN = kbTkB, (4.11)



4.3.4 Noise 41

10
0

10
1

10
2

10
3

10
4

−110

−100

−90

−80

−70

−60

−50

−40

−30

−20

Transmitter−Receiver Separation Distance (wavelengths)

P
at

h 
Lo

ss
 (

dB
)

Figure 4.5: Path loss of a 2.4 GHz carrier in a free space environment with unity gain for the transmitter and
receiver antennas. The slope of the line is determined by the path loss exponent, np.

where kb = 1.38 × 10−23 joules per degree Kelvin is Boltzmann’s constant, Tk is the temperature in

degrees Kelvin and B is the bandwidth of the signal in Hz. For example, a 20 MHz signal at 20◦C would

experience a thermal noise power level of −101 dBm.

When thermal noise has equal power across all frequencies, it is called white noise. White noise is

characterised by its power spectral density, SW (f) = N0/2 (Watts/Hz). N0 is normally referenced to

the receiver’s input stage and is given by

N0 = kbTe,

where Te is the equivalent noise temperature of the receiver [11, p. 61]. White noise is random and has

a Gaussian distribution, hence it is usually referred to in the literature as additive white Gaussian noise

(AWGN). The pdf for AWGN is given by [39, p. 6]

PAWGN (r) =
1√
πN0

e−r
2/N0 , (4.12)

and it has a mean of zero and variance, σ2 = N0/2. An important parameter in any communication

system is the signal-to-noise ratio (SNR), which is defined as the ratio of the signal’s power to the noise

power. Throughout this thesis, SNR will be used interchangeably with Es/N0, where Es is the energy

of the transmitted mapped symbol. Sometimes, it is important to characterise the SNR in terms of the

energy-per-bit, Eb, such that

SNR =
Es
N0

=
Eb
N0
× b, (4.13)
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where b is the number of bits per symbol (e.g. there are two bits per QPSK symbol and six bits per

64QAM symbol).

4.4 Channel Models in Thesis

All channel models used in this thesis include AWGN as a channel impairment. The strength of the noise

is characterised by the energy-per-bit-to-noise-ratio, Eb/N0.

The channel is assumed to be linear and time-invariant (i.e. the maximum packet duration, T , is much

shorter than the channel coherence time, Tc) and a cyclic prefix is used to remove the effects of ISI.

The fading is assumed to be slow and the OFDM system models used in this thesis allow for frequency

selectivity5. That is, transmitted OFDM signals experience frequency selective slow fading.

There are four ways to model the effects of the radio channel on OFDM signals: the first is to use va-

rious statistical tools (such as the ones described in this chapter). Statistical tools are relatively easy to

implement and provide a wide range of environmental settings that can be used, but are restricted to

the set of assumptions they are founded on. The second way is to use computational electromagnetic

modelling techniques such as the finite-difference time-domain (FDTD) method [104, 105] — these can

be computationally very intensive depending on the resolution and the environmental details of the si-

mulation setup [106, pp. 34–36]. The third method is mechanistic modelling techniques that are based

on the principal electromagnetics theory but take into account just the predominant components — these

significantly reduce the computational overhead whilst maintaining acceptable accuracy levels [107, Sec.

V]. The fourth method is to measure the radio channel; while this method is usually time consuming

and location specific, it provides an accurate account of the channel characteristics without any assump-

tions. In this thesis, real channel measurements were used to model the effects of the radio channel

on OFDM signals. Postgraduate students at the Department of Electrical and Computer Engineering

conducted, over the years, experimental measurements in two different real, indoor environments at The

University of Auckland. The OFDM system models developed in this thesis are general enough that they

accommodate both statistical modelling of the radio channel and real channel measurements.

The measurements setup, architectures of the two environments and deployment scenarios are discussed

in Chapter 5.

4.5 Summary

Understanding and accurately modelling the radio channel effects on transmitted signals are crucial when

designing wireless communication systems that have optimum performance. In this chapter, radio wave

propagation mechanisms and the effects of the radio channel on transmitted signals are discussed. Mul-

tipath fading, shadowing, path loss and noise occur in radio channels and have detrimental effects on

transmitted signals. Shadowing, multipath fading and noise are usually modelled using statistical me-

thods since the radio channel is too random to model deterministically.

5The models also allow for frequency flat fading. This can be achieved by setting the attenuation coefficients for all
subcarriers to be identical.
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In this thesis, OFDM signals are assumed to experience no ISI due to their long symbol duration and

the presence of a cyclic prefix. The OFDM system models developed in this thesis assume the fading

is slow and frequency selective. Experimental measurements were conducted in two different, real,

indoor environments at The University of Auckland and provide the necessary channel characterisation

information.

The discussion in Chapter 5 includes the experimental setup, building architectures and deployment

scenarios that are used to analyse the performance of OFDM-based wireless systems in the latter chapters

of this thesis.
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Chapter 5

OFDM and Indoor Environments —
Investigation Overview

5.1 Introduction

In Chapter 3, the basic principles of generic OFDM systems have been discussed, including how OFDM

signals are generated, modulated, received and demodulated. In Chapter 4, this discussion was extended

to consider how the radio channel can be characterised and its effects on OFDM signals. As shown

in Section §4.4, statistical tools are not used in this thesis to model the effects of the radio channel on

OFDM signals. Instead, real RF measurements were taken in two test environments at The University

of Auckland that provide the necessary channel information (i.e. path loss estimates) for indoor OFDM-

based wireless networks.

This chapter is divided into two parts: the first part (Section §5.2) discusses the environmental consid-

erations used in this thesis that provide realistic channel information in two different indoor test envi-

ronments. The second part (Section §5.3) gives an overview of the research philosophy adopted in this

thesis and links the material presented thus far in the thesis, and those in Chapters 6-9.

5.2 Environmental Considerations

The main focus of the research presented in this thesis is the performance assessment of OFDM-based

wireless networks in indoor environments. Since the 1990s, postgraduate students in the Department of

Electrical and Computer Engineering (ECE) at The University of Auckland have conducted numerous

narrowband RF propagation measurement campaigns (at a range of frequencies) which have been used

to construct path loss databases. Two of those propagation databases are used in this thesis to provide the

environmental characterisation for OFDM-based wireless networks (an example of such a network is an

IEEE 802.11g WLAN).

A brief discussion of the measurement setup, data output and relevance to this thesis is presented in

Section §5.2.1. Descriptions and building architectures of two test environments along with transmitter

and receiver locations within each test environment are presented in Sections §5.2.2 and §5.2.3.

45
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Figure 5.1: Illustration of the narrowband measurement setup used in [108].

5.2.1 Channel Modelling

The effects of the radio channel on OFDM signals were identified via RF propagation measurement

campaigns in two different indoor test environments as conducted by Wong [15] in 2004 and Yang [108]

in 2009. An overview of the measurement setup of these two campaigns is presented here. Both mea-

surement campaigns used very similar experimental equipment configurations to measure narrowband

path loss. Fig. 5.1 shows a simplified illustration of the narrowband measurement setup used in the 2009

campaign [108]. The setup consists of two components: a transmitter (also referred to as Base Station

(BS)) and a receiver (also referred to as Mobile Station (MS)).

The Base Station (BS)

The base station comprises an RF transmitter, a feeder cable and a transmitting antenna. The RF trans-

mitter produces a continuous wave (CW) signal in the 1.8 GHz band, and frequencies of 1.885 GHz

and 1.88 GHz were used in [15] and [108] respectively1. Although this band is slightly different to that

utilised by the IEEE 802.11g/n systems, it is sufficiently close for the values of measured path loss to

be representative and to allow indicative trends to be explored. From the RF transmitter, this CW signal

passes through the feeder cable to the transmitting antenna (discone) which was mounted on a 1.8 m

mast. Fig. 5.2a shows the BS setup used by Yang in 2009 [108].

The Mobile Station (MS)

The mobile station comprises a receiving antenna (a half-wavelength folded dipole was used in [15] and

a discone in [108]), a feeder cable, an antenna rotator, a test receiver and a laptop. The receiving antenna

was mounted on an arm (0.5 m long in [15] and 0.3 m long in [108]) that was rotated by a stepper

1These experiments were necessarily constrained to the 1.8 GHz frequency band since there were no services using that
band in central Auckland at the time and a radio license was obtained to operate at that frequency band.
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Discone transmitting antenna

Feeder cable

RF transmitter

(a) Base station setup.

Rohde & Schwarz ESVN40 Test Receiver

Antenna rotator

Discone receiving antenna

(b) Mobile station setup.

Figure 5.2: Measurement setup used by Yang [108].

motor over a full circle in 360 evenly spaced steps. A test receiver (Rohde & Schwarz ESVN40) that is

connected to the receiving antenna by a feeder cable measures the instantaneous received signal strength

(RSS) at each arm position (i.e. 360 measurements per rotation). A laptop computer controls the test

receiver and the antenna rotator via a GPIB2 interface. Fig. 5.2b shows the MS setup used by Yang in

2009.

The Measurement Process

In a test environment, a number of potential BS and MS locations are identified. Propagation measure-

ments were performed simultaneously for multiple BSs at the identified locations in the test environ-

ment3. The advantage of this method is two fold: firstly, it significantly reduces the data collection time

and secondly, it ensures the radio channel has not changed appreciably when measuring path loss data

for each BS. At the identified MS locations, a set of instantaneous RSS measurements take place by

rotating the receiving antenna in a full circle in 360 evenly spaced steps. At each step, the test receiver

measures the instantaneous RSS from each BS by sequentially scanning the list of frequencies used by

the BSs deployed. The instantaneous RSS measurements are recorded by the laptop and then averaged

(with respect to linear units, i.e. watts) to remove the effects of multipath fading for that MS location.

Therefore, for each permutation of BS and MS locations, a single averaged RSS value is recorded that

takes into account the effects of path loss and shadowing on the transmitted signal.
2General purpose interface bus.
3The BSs are differentiated by being assigned different frequencies (spaced 400 kHz apart) in the 1.8 GHz frequency band.
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These averaged RSS values are used in this thesis to give the signal-to-interference ratios (SIR) at each

location in the test environment. The SIR is defined as the ratio of the desired signal’s power to the total

interference power and is an important parameter in most communication systems. In this thesis, two

test environments were measured and these are discussed in Sections §5.2.2 and §5.2.3.

5.2.2 Test Environment A — The Science Building

The first test environment considered in this thesis is The Science Building at The University of Auck-

land, hereafter referred to as Test Environment A. The Science Building is a multistorey building con-

sisting of nine levels (a basement, a ground floor and seven floors above) and is constructed from steel-

reinforced concrete. Fig. 5.3 shows exterior and interior images of The Science Building4. The Science

Building is surrounded by several buildings in close proximity (not shown in Fig. 5.3), of similar struc-

tural characteristics, specifically to its south (behind The Science Building in Fig. 5.3a) and west (to the

right of The Science Building in Fig. 5.3a). Due to the close proximity of these neighbouring buildings

and the fact that The Science Building has many glass windows on its exterior, RF signal reflections

from these neighbouring buildings are likely contributors to the overall RSS within The Science Build-

ing. Floors on The Science Building are 15m × 70m and are made up of several offices, laboratories,

storage areas, two stairwells and an elevator shaft. Rooms on each floor are surrounded by glass windows

on their sides and separated from each other by walls constructed of a mixture of wood and plasterboard.

Floors are separated from each other by steel-reinforced concrete floors/ceilings.

Base stations were deployed on levels 1–3 of The Science Building at three different locations on each

floor as illustrated by Fig. 5.4. Mobile stations, on the other hand, were deployed only on level 3 of The

Science Building at 52 different locations. The floor plan of level 3 and the BS and MS locations are

shown in Fig. 5.5.

5.2.3 Test Environment B — The Engineering Tower

The second test environment considered in this thesis is The Engineering Tower at The University of

Auckland, hereafter referred to as Test Environment B. As shown in Fig. 5.6, the Engineering Tower is a

12-storey building (the first three floors are underground, and level 4 is at ground level as seen in Fig. 5.6)

that is constructed from similar materials to The Science Building (i.e. steel-reinforced concrete). RF

propagation measurements were taken in The Engineering Tower by Wong [15] in 2004 on the eighth

floor and by Yang [108] in 2009 on the sixth floor. The exterior of the building essentially consists of

glass windows with “decorative” concrete slabs projecting out between floors. There are no buildings

immediately adjacent to the eighth floor; however, there are buildings on the western and eastern sides of

the building up to the level of the sixth floor. The floors of The Engineering Tower are 18.5m × 18.5m

and have very similar layout, i.e. each floor contains a central services core surrounded by a internal

corridor with fixed-partition offices between this corridor and the external wall. The central core is

constructed from steel-reinforced concrete and accommodates lifts, stairwell and other building services.

The offices are partitioned with a mixture of timber and plasterboard walls.

4The ECE Department is located on levels 1–3 of The Science Building and is the reason why the RF propagation mea-
surements taken by Yang [108] in level 3 (indicated by the red rectangle in Fig. 5.3a) were performed.
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Level 3

(a) The exterior of The Science Building at The University of Auckland.
The RF propagation measurements were taken in level 3 of this build-
ing.

(b) Typical indoor office environment on level 3 of The Science Building.

(c) The long corridor on level 3 of The Science Building.

Figure 5.3: Test Environment A: Exterior and interior images of The Science Building at The University of Auck-
land.
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(a) 3D view.

(b) Side view.

Figure 5.4: Illustration of base station deployment locations within floors 1–3 of The Science Building. Base
stations are labelled according to their location using the notation yx, in which y refers to the floor (1,
2 or 3), and x being one of three (A, B or C) horizontal locations. Base stations which share a common
alphabetical suffix are vertically aligned. The shaded columns represent the elevator shaft and the two
stairwells. The x and y-axes are to scale but the z-axis is not.
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Figure 5.5: Floor plan of level 3 of The Science Building. Base station locations are indicated by × and mobile
station locations are indicated by •.



5.3. INVESTIGATION PLAN 51

Figure 5.6: Exterior view of the School of Engineering Tower.

During the measurement campaign conducted by Yang in 2009, 11 BSs were deployed inside The En-

gineering Tower (levels 5–10). Two BSs were deployed on each floor between level 5 and level 9 and

one BS was deployed on level 10 as illustrated by Fig 5.7. Odd numbered BSs share a common vertical

alignment, as do the even numbered BSs. The RF measurements were taken on level 6. The floor plan

for level 6 of The Engineering Tower along with MS and BS locations are shown in Fig 5.9a.

Wong’s 2004 measurement campaign [15] involved deploying two indoor BSs on the eighth floor of The

Engineering Tower and an additional four BSs outside The Engineering Tower on the rooftops of two

neighbouring building (their height equivalent to the sixth floor of The Engineering Tower) as illustrated

by Fig. 5.8. The floor plan for level 8 of The Engineering Tower along with MS and BS locations are

shown in Fig 5.9b.

At this stage, all the background material needed to understand the performance assessment of OFDM in

the presence of interference has been presented. Section §5.3 provides an overview of the investigation

plan into the assessment of OFDM-based networks in the presence of interference.

5.3 Investigation Plan

The main focus of the research presented in this thesis is the performance assessment of OFDM-based

wireless networks in the presence of interference in indoor environments. In this section, the research

philosophy adopted in this thesis is discussed. Fig. 5.10 provides an illustration of the investigation plan

adopted in this thesis. The plan shows how the information presented in the next four chapters of this

thesis are connected.

The next stage in the investigation starts with the performance assessment of OFDM in the presence of

single-carrier narrowband interferers (NBIs), which is presented in Chapter 6. Numerical and analytical
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(a) 3D view. (b) Side view.

Figure 5.7: Illustration of base station deployment within floors 5–10 of The Engineering Tower (Yang’s mea-
surement campaign [108]). Odd numbered base stations are vertically aligned and, similarly, even
numbered base stations are vertically aligned as well. The shaded column represent the elevator and
stairwell shaft (central core). z-axis is not to scale.

Figure 5.8: Illustration of base station deployment of The Engineering Tower (Wong’s measurement campaign
[15]). There are two indoor BSs (I-1 and I-2) that are located on the 8th floor of The Engineering
Tower and four outdoor BSs (O-1 – O-4) that are located on the roofs of the building adjacent to The
Engineering Tower (same height as level 6 of The Engineering Tower). z-axis is not to scale.



5.3. INVESTIGATION PLAN 53

0 2 4 6 8 10 12 14 16 18

0

2

4

6

8

10

12

14

16

18

y
(m

)

x(m)

(a) Floor plan of the sixth floor of The Engineering Tower.
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(b) Floor plan of the eighth floor of The Engineering Tower.

Figure 5.9: Floor plans of levels 6 and 8 of The School of Engineering Tower. Base station locations are indicated
by × and mobile station locations are indicated by •.
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Quantify performance of OFDM in the

presence of narrowband interference

Chapter 6
OFDM in the Presence of Single-Carrier
Narrowband Interference (NBI)

1. Derivation of error rate expressions for

OFDM with multiple NBIs

2. Error rate performance of OFDM with

multiple NBIs

3. Qualitative comparison with DS-CDMA

Performance assessment of OFDM in the presence of multiple OFDMIs in indoor wireless environments

1. Error rate performance

2. Quantitative comparison with DS-CDMA

Chapter 8
Indoor-indoor interference

Chapter 9
Outdoor-indoor interference

Extend the analytical treatment to consider OFDM interferers (OFDMIs)

Chapter 7
OFDM-to-OFDM Interference—Analytical Treatment

1. Derive exact error rate expressions with multiple OFDMIs

2. Provide approximation methods that are more computationally

efficient than the exact expressions.

3. Provide an algorithm for rapid error rate calculations.

Figure 5.10: Investigation overview of OFDM interference analysis in indoor wireless environments presented in
this thesis.
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OFDM models are developed in Chapter 6 using the information provided in Chapters 3 to 5. Firstly,

error rate expressions for OFDM in the presence of multiple NBIs are derived from the analytical OFDM

model. Secondly, the results from these analytical expressions are validated against the numerical model

results. Thirdly, an investigation into the general performance of OFDM in the presence of multiple NBIs

is presented and general patterns and trends are outlined.

The investigation continues in Chapter 7 by extending the analytical error rate expressions derived in

Chapter 6 to consider OFDM interferers (OFDMIs). Exact analytical expressions for error rate perfor-

mance of OFDM in the presence multiple OFDMIs are derived. Also, several approximation methods

that are more computationally efficient than the exact expressions are presented along with their benefits

and drawbacks. The results obtained from the analytical error rate expressions (exact and approxima-

tions) are compared against the results produced by Monte Carlo numerical models.

The performance assessment of OFDM in the presence of multiple OFDMIs are presented in Chapter 8

for indoor-to-indoor scenarios and in Chapter 9 for outdoor-to-indoor scenarios. Test Environments A

and B are used for the analysis in Chapter 85 and only Test Environment B is used in Chapter 96. The

structure of the investigation in Chapters 8 and 9 is similar to that in Chapter 6 where performance assess-

ment patterns and trends are outlined. Lastly, the OFDM results are compared with DS-CDMA systems

under identical environmental conditions. The aim of the comparison with DS-CDMA systems is to find

out how similar are the performance patterns of OFDM and DS-CDMA systems in the presence of inter-

ference. The feasibility of using DS-CDMA models and interference patterns (already well established

in the literature) to give insight into OFDM system performance is explored.

5.4 Summary

The effects of the radio channel on OFDM signals will be investigated in this thesis using measurements

performed in two different indoor test environments. In this chapter, the RF propagation measurements

configuration has been discussed as well as textual and visual descriptions of the architectures of the two

test environments and their respective BS & MS deployment locations. The measurement campaigns

provided path loss databases that are used throughout this thesis to estimate signal-to-interference ratios

at specific locations within each test environment.

The overview of the investigation into the performance of OFDM in the presence of interference is

laid out. The investigation begins in Chapter 6 by considering the presence of multiple single-carrier

narrowband interferers and is then extended to consider OFDM interferers in Chapters 7-9.

5For Test Environment B, only Y. Yang’s database (i.e. sixth floor measurements database) is used since it includes
measurement data from BSs that are on several floors within the building.

6Only A. Wong’s database (i.e. eighth floor measurements database) is used since it includes measurement data from BSs
that are outside the building.
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Chapter 6

OFDM in the Presence of Single-Carrier
Narrowband Interference

6.1 Introduction

The investigation of OFDM performance in the presence of interference begins by considering single-

carrier narrowband interference (NBI) sources, i.e. tones. OFDM systems that operate in the license-

exempt bands (e.g. IEEE 802.11a/g/n WLANs) are especially vulnerable to interference from single-

carrier NBI sources. Interference from systems such as cordless phones and garage door openers can be

modelled as individual single-carrier NBIs.

Two metrics used to assess the performance of a communication system are the error rate and probability

of error. The error rate is a measure of how often an error occurs when detecting a stream of received

message data points (hence it is a rate). When used for mapped symbols, the error rate is called symbol

error rate (SER) and bit error rate (BER) for unmapped data bits. The probability of error is a measure

of the likelihood of making an error in the detection of a received message data point. The probability

of symbol error, Ps, is defined as the probability of the receiver detecting a mapped symbol erroneously

(likewise, the the probability of bit error, Pb is defined as the probability of the receiver detecting an

unmapped data bit erroneously). The error rate and the probability of error metrics are different from

each other but they essentially quantify the same entity, the likelihood of making an error at the receiver.

Throughout this thesis the SER and Ps are used interchangeably and similarly, for the BER and Pb.

Analytical BER expressions forM -ary QAM systems in the presence of AWGN are given in [109]. Also,

analytical BER expressions for OFDM systems in the presence of narrowband interference have been

presented in [45,65,66], see Table 2.2. In [45], an analytical expression for the BER of BPSK-OFDM in

the presence of multiple NBIs is derived along with mitigation techniques. In [66], an expression of the

BER for QPSK-OFDM in the presence of narrowband interference is given. The authors of [65] present

analytical BER expressions for Multiband OFDM (MB-OFDM) over quasi-static fading channels with

OFDM models that include convolutional encoding and bit-interleaving techniques. However, the focus

in this thesis is not on MB-OFDM or the effects of coding and interleaving techniques on error rates.

In this chapter, analytical expressions for the SER and BER of M -ary QAM-OFDM in the presence of

multiple NBIs are derived (Section §6.2), and can be used for AWGN channels, and flat- & frequency-

57
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selective fading channels. These expressions do not include data encoding or interleaving techniques

and are derived and presented here as an intermediate step for modelling OFDM interferers (OFDMIs)

later in the thesis (Chapter 7). The expressions are validated numerically, and their accuracy for different

QAM levels demonstrated in Section §6.3. The performance of OFDM in the presence of single and

multiple NBIs is presented in Section §6.4 along with qualitative comparison with DS-SS systems. The

concept of extending the analytical models presented in this chapter to consider OFDM interferers are

discussed in Section §6.5.

6.2 Error Rate Calculations

6.2.1 Post-DFT Signal

The SER and BER expressions are derived for the signals at the final stage of the receiver, i.e. after the

DFT (Fig. 3.8b). Therefore, before deriving the SER and BER, an expression for the received signal after

it has passed through the DFT is derived first1. A received, sampled, baseband OFDM signal, rn, in the

presence of J NBIs can be represented as [45]

rn = c (τ ; nT ) ? s (nT − τs) ej[2πν(nT−τs)+θ] +
J∑

i=1

βie
j[2πζin+φi] + η (nT ) , (6.1)

where c (τ ; nT ) is the doubly dispersive complex fading channel impulse response, T is the symbol

period, n is the time domain sample index, s (t) is the transmitted OFDM signal withN subcarriers, τs, ν

and θ are, respectively, the time, frequency and phase offsets at the receiver relative to the transmitter,

βi, ζi and φi are, respectively, the amplitude-, normalised frequency- and phase of the ith narrowband

interferer, η is complex AWGN with bandwidth 1
T , and ? is the convolution operator2.

As discussed in Chapter 4, the channel is assumed to be linear and time invariant and a cyclic prefix

is used to remove the effects of ISI. As discussed in Chapter 3, the data for the desired OFDM system

is assumed to be uncoded and perfect synchronisation (time and frequency) with desired OFDM trans-

mission is also assumed. The system is assumed to be single-input single-output (SISO) and the QAM

constellation is assumed to be square. Applying these assumptions and approximations, rn becomes

rn = sn +

J∑

i=1

βie
j[2πζin+φi] + ηn, (6.2)

where sn is the desired OFDM signal at the input of the receiver given by

sn =
1
N

N−1∑

k=0

akDke
j2πn k

N , (6.3)

1This subsection is essentially an extensive review of [45, Sec. II].
2N , J , βi and ζi are equivalent to L, N , bi and ξiT in [45], respectively.
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where ak is the channel gain for the kth frequency bin3 and Dk is the complex envelope of the kth

modulated data symbol defined in Equation (3.4). At the receiver, rn is passed through an N -point DFT.

The post-DFT received signal at the kth bin, Rk, is given by

Rk = Dk + Ik +Hk, (6.4)

where Hk is the post-DFT equivalent of ηn and has a Gaussian pdf given by Equation (4.12). The

post-DFT interference component, Ik, is given by

Ik =
N−1∑

n=0

J∑

i=1

βie
j[2πζin+φi]e−j2πn k

N ,

=
J∑

i=1

βiΨk (ζi, φi) ,

where

Ψk (ζi, φi) =
N−1∑

n=0

ej[2πn(ζi−
k
N )+φi], (6.5)

is the spectral leakage component . To simplify this expression, the geometric series expansion given

by [110, p 10]
N−1∑

n=0

an =





1−aN
1−a a 6= 1

N a = 1,
(6.6)

is used to give

Ψk (ζi, φi) = ejφi
1− ej[2πN(ζi− k

N )]

1− ej[2π(ζi− k
N )]

= ejφi
ej[πN(ζi− k

N )]

ej[π(ζi−
k
N )]

{
ej[πN(ζi− k

N )] − e−j[πN(ζi− k
N )]
}

{
ej[π(ζi−

k
N )] − e−j[π(ζi− k

N )]
} .

Using Euler’s formula [110, p 71], Ψk (ζi, φi) becomes

Ψk (ζi, φi) =
sin
[
πN

(
ζi − k

N

)]

sin
[
π
(
ζi − k

N

)] ej[πN(ζi− k
N )−π(ζi− k

N )]ejφi

=
sin
[
πN

(
ζi − k

N

)]

sin
[
π
(
ζi − k

N

)] ej[π(N−1)(ζi− k
N )+φi]. (6.7)

Therefore, Ik is given by

3Only the effective SINR at the kth frequency bin is considered in this thesis, meaning all received signal levels are
normalised to ak — thus, ak is dropped from subsequent expressions.
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Ik =
J∑

i=1

βi
sin
[
πN

(
ζi − k

N

)]

sin
[
π
(
ζi − k

N

)] ej[π(N−1)(ζi− k
N )+φi], (6.8)

which represents, essentially, a weighted sum of the amplitudes of the NBIs.

6.2.2 Probability of Symbol Error, Ps

A square or rectangular QAM constellation can be treated as two independent amplitude modulated

signals (i.e. ASK4) on quadrature carriers [39, p. 464], [109]. For a square QAM constellation with M

points, both in-phase (I-) and quadrature (Q-) carriers will have
√
M discrete amplitudes. Therefore, an

M -ary QAM symbol is only detected correctly when both
√
M -ary ASK symbols are detected correctly

[39, p. 464].

Let P Is and PQs denote, respectively, the probability of making a symbol error in the I- and Q-channels.

As mentioned in Section §6.2.1, Hk has a Gaussian pdf (given by Equation (4.12)) in both the I- and

Q-channels and they are assumed to be independent of each other. Therefore, the probability of symbol

error, Ps, is given by

Ps = 1−
(
1− P Is

) (
1− PQs

)

= P Is + PQs − P Is PQs . (6.9)

In [109], the BER for an M -ary QAM signal is derived. However, the only channel impairment consi-

dered is AWGN. In this chapter, the additional effects of multiple NBIs on the SER and BER of an

M -ary QAM-OFDM signal are considered. Considering the I-channel for a
√
M -ary ASK mapping:

there are
√
M − 2 message points with a decision boundary on each side (“middle” message points) and

two message points with only one decision boundary on one of their sides (“edge” message points). For

example, for a 64QAM mapping scheme (i.e. M = 64), there are six middle message points and two

edge message points in the I-channel as well as in the Q-channel. However, the effect of the two edge

points on the error rate performance is equivalent, mathematically, to one middle point, therefore, for

each channel, an equivalent of
√
M − 1 middle message points are considered (e.g. seven equivalent

middle points each for the I- and Q-channels when M = 64). Fig. 6.1 illustrates the concept of middle

and edge points on a 64QAM constellation.

Recall the expression for the received signal after the DFT in the kth frequency bin, Rk (Equation (6.4)).

Detection errors are caused by the presence of noise, Hk, and interference, Ik. Since Hk is a random

variable with a zero mean Gaussian pdf, its presence transformsRk into a Gaussian random variable with

mean of Dk in signal space. The effect of Ik on Rk is that it offsets the mean of Rk by Ik. Therefore,

Rk is a Gaussian random variable in signal space with mean µ = Dk + Ik and variance σ2 = N0/2. A

symbol detection error occurs when Rk is detected outside the decision boundaries. Fig. 6.2 illustrates

the pdf for a middle message point (i.e. with two decision boundaries) for a given superposition of

multiple NBIs in the in-phase channel. The shaded areas represent the probability of symbol error in the

I-channel, P Is (the concepts are identical for the Q-channel).

4Amplitude shift keying.
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(a) Middle and edge points when considering the I-channel for a 64QAM constella-
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(b) Middle and edge points when considering the Q-channel for a 64QAM constel-
lation.

Figure 6.1: 64QAM constellation illustrating the concept of middle and edge points. Middle points are indicated
by × and edge points are indicated by •.
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Figure 6.2: Pdf illustration of <{Rk} for an ASK middle message point (I-channel). The shaded areas represent
P I
s . The x-axis is centered around <{Dk}, i.e. r = 0 = <{Dk}. ∆ = 6 in this illustration.

Since there are an equivalent of
√
M−1 middle points out of a total

√
M message points in the I-channel,

the conditional probability of symbol error in the in-phase channel, P Is , can be derived as

P Is =

√
M − 1√
M

1√
πN0

{ˆ ∞
∆
2

exp

[
− (r + <{Ik})2

N0

]
dr +

ˆ −∆
2

−∞
exp

[
− (r + <{Ik})2

N0

]
dr

}

=

√
M − 1
2
√
M

{
erfc

[
∆
2 + <{Ik}√

N0

]
+ erfc

[
∆
2 −<{Ik}√

N0

]}
, (6.10)

where ∆ is the signal space separation distance between adjacent signal levels as well as the decision

thresholds, <{·} denotes the real component, and

erfc (x) ,
2√
π

ˆ ∞
x

e−t
2
dt, (6.11)

is the complementary error function [110, p 297]. The expression in (6.10) is more meaningful if ∆

is expressed in terms of the average symbol or bit energy. For square M -ary QAM constellations with

bipolar symmetric signals, ∆ is given by [39, p. 464] (for the derivation see Appendix A)

∆

2
=

√
3Eb log2 (M)

2 (M − 1)
, (6.12)
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where Eb is the average energy-per-bit. Therefore, the conditional probability of symbol error in the

in-phase channel can be written as

P Is =

√
M − 1
2
√
M

{
erfc

[√
3 log2 (M)

2 (M − 1)

Eb
N0

+
<{Ik}√
N0

]
+ erfc

[√
3 log2 (M)

2 (M − 1)

Eb
N0
− <{Ik}√

N0

]}
.

(6.13)

Similarly, PQs can be derived as

PQs =

√
M − 1
2
√
M

{
erfc

[√
3 log2 (M)

2 (M − 1)

Eb
N0

+
={Ik}√
N0

]
+ erfc

[√
3 log2 (M)

2 (M − 1)

Eb
N0
− ={Ik}√

N0

]}
,

(6.14)

where ={·} denotes the imaginary component. The interference components in (6.13) and (6.14) can be

expressed as
<{Ik}√
N0

=

J∑

i=1

√
γi <{Ψk (ζi, φi)} , (6.15)

={Ik}√
N0

=
J∑

i=1

√
γi ={Ψk (ζi, φi)} , (6.16)

where γi = β2
i /N0 is the interference-to-noise ratio (INR) of the ith NBI. Therefore, the expressions in

(6.13) and (6.14) are denoted as P Is
(
Eb
N0
, γ | k, ζ, φ

)
and PQs

(
Eb
N0
, γ | k, ζ, φ

)
respectively, and the total

SER as Ps
(
Eb
N0
, γ | k, ζ, φ

)
. The SER for all frequency bins is obtained by averaging across all N −K

occupied bins, i.e.

Ps

(
Eb
N0

, γ | ζ, φ
)

=
1

N −K
N−K−1∑

k=0

Ps

(
Eb
N0

, γ | k, ζ, φ
)
, (6.17)

where K is the number of subcarriers set to zero for spectral blanking. In the multiple access case, i.e.

OFDMA, the uth user occupying fu = ku/N frequency bins, where ku is a vector of size v containing

the indicies of the frequencies occupied by the uth user, will have a SER of

P us

(
Eb
N0

, γ | ζ, φ
)

=
1
v

∑

∀k∈ku
Ps

(
Eb
N0

, γ | k, ζ, φ
)
. (6.18)

The mean SER for all possible values of ζ ∼ U [0,1] and φ ∼ U [−π, π] is obtained by averaging over

the pdfs of ζ and φ giving

Ps

(
Eb
N0

, γ

)
=

¨

ζφ

Ps

(
Eb
N0

, γ | ζ, φ
)
pζ (ζ) pφ (φ) dφdζ

=
1

2π

ˆ 1

0

ˆ π

−π
Ps

(
Eb
N0

, γ | ζ, φ
)
dφdζ. (6.19)



64 OFDM in the Presence of Single-Carrier Narrowband Interference

6.2.3 Probability of Bit Error, Pb

The relationship between the probability of bit error, Pb, the probability of bit error in the I-channel, P Ib ,

and the probability of bit error in the Q-channel, PQb is different from that between Ps, P Is and PQs . This

is because the bits carried by the two channels (I and Q) are independent of each other and Gray coding

is assumed. Thus, Pb is given by

Pb =
1
2

(
P Ib + PQb

)
. (6.20)

Calculating P Ib and PQb is slightly more complicated than calculating their symbol error counterparts.

This is because of the Gray coding used, which means when a received symbol is detected erroneously

(more than one decision boundary away), it is not straightforward to determine how many data bits were

detected erroneously. The number of data bits per mapped symbol is determined by the QAM level used

according to

b = log2 (M) . (6.21)

Gray coding ensures that adjacent message points in the QAM constellation have just one bit difference

between them. This is used to ensure that detection errors resulting from crossing one decision boundary

would result in 1/b data bits being detected erroneously. Fig. 6.3 shows a 16QAM constellation using

Gray coding. In [109], analytical Pb expressions for an M -ary QAM system in the presence of AWGN

are derived. The analysis presented in [109] is extended here to consider the effect of multiple NBIs on

Pb. However, the principles of deriving Pb here are the same as in [109] and will be repeated here for

convenience.

As mentioned earlier, a QAM signal can be considered as two independent amplitude modulated signals

on quadrature carriers (I and Q). Taking the 16QAM constellation shown in Fig. 6.3 as an example, the

data bits in the QAM signal can be represented as x0x1y0y1, where the bits represented by x are carried

by the I-carrier and the bits represented by y are carried by the Q-carrier. Considering the I-channel (the

same principles apply for the Q-channel), the axes Q, q1 and q2 are the decision boundaries, as shown in

Fig. 6.3b. The estimate of data bit x0, x̂0, is determined according to the location of the received message

point in signal space relative to the Q-axis. Therefore, x̂0 = B|Q, where B|a is the data bit decision

result (0 or 1) that is found by a hard decision based on the axis a. The second data bit estimation is

determined by the axes q1 and q2 according to x̂1 = B|q1 ⊕ B|q2 , where ⊕ is the logical exclusive OR

operator5. In [109], it is assumed that a bit error is most likely caused by a noise magnitude exceeding

∆/2 and the probability of the noise magnitude exceeding 3∆/2 is insignificant. Thus, the decision

statistic about axis q1 is considered independent of that of axis q2. Therefore, PQ = Pq1 = Pq2 , where

Pa is the probability of error corresponding to the decision based on the a-axis. Also, P (x0) = PQ

and P (x1) ∼= Pq1 + Pq2 = 2PQ, where P (xi) is the probability of error given that xi was transmitted.

Similarly for the Q-channel, P (y0) = PQ and P (y1) ∼= 2PQ. Therefore, Pb for 16QAM with equi-

probable symbols is given by

5It is impossible for B|q1 = 0 and B|q1 = 1 to be true simultaneously.
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Figure 6.3: Gray coding illustration for a 16QAM constellation (adapted from [109]).

Pb,16QAM =
1
2

(1 + 2)PQ.

For a generic M -ary QAM signal, it can be shown that [109]

Pb ∼=
1

log2

(√
M
)
(

1 + 2 + 4 + · · ·+ 2log2(
√
M−1)

)
PQ

=
2

log2 (M)

(√
M − 1

)
PQ. (6.22)

To find PQ, first consider the message points on the left hand side of the Q-axis in Fig. 6.3b (i.e. points

“00” and “01”). A bit error would occur if the received message is estimated to be on the right hand side

of the Q-axis when either of the left hand side message points was transmitted. For the message points

“00” and “01” in the presence of just AWGN, PQ becomes

PQ,00 = erfc
[

∆/2√
N0

]

PQ,01 = erfc
[

3∆/2√
N0

]
.

Given the symmetry around the Q-axis (i.e. PQ,11 = PQ,01 and PQ,10 = PQ,00) and the fact that PQ is

the average of all the individual probabilities of error, PQ in the presence of AWGN becomes

PQ =
1√
M

√
M/2∑

m=1

erfc

[
(2m− 1) ∆

2√
N0

]
.
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Therefore, Pb in the presence of AWGN6 is given by [109]7

Pb

(
Eb
N0

)
≈ ςM

√
M/2∑

m=1

erfc

[
(2m− 1) %M

√
Eb
N0

]
, (6.23)

where

ςM =
2

log2 (M)

(
1− 1√

M

)
, (6.24)

and

%M =

√
3 log2 (M)

2 (M − 1)
. (6.25)

However, when multiple NBIs are present as well as AWGN, the probability of bit error in the I-channel,

P Ib , becomes

P Ib

(
Eb
N0

, γ | k, ζ, φ
)
≈ ςM

2

√
M/2∑

m=1

{
erfc

[
(2m− 1) %M

√
Eb
N0

+

J∑

i=1

√
γi <{Ψk (ζi, φi)}

]
+

erfc

[
(2m− 1) %M

√
Eb
N0
−

J∑

i=1

√
γi <{Ψk (ζi, φi)}

]}
. (6.26)

Similarly, for the Q-channel

PQb

(
Eb
N0

, γ | k, ζ, φ
)
≈ ςM

2

√
M/2∑

m=1

{
erfc

[
(2m− 1) %M

√
Eb
N0

+

J∑

i=1

√
γi ={Ψk (ζi, φi)}

]
+

erfc

[
(2m− 1) %M

√
Eb
N0
−

J∑

i=1

√
γi ={Ψk (ζi, φi)}

]}
, (6.27)

and Pb
(
Eb
N0
, γ | k, ζ, φ

)
is related to P Ib

(
Eb
N0
, γ | k, ζ, φ

)
and PQb

(
Eb
N0
, γ | k, ζ, φ

)
according to Equa-

tion (6.20). The expressions for Pb
(
Eb
N0
, γ | ζ, φ

)
, P ub

(
Eb
N0
, γ | ζ, φ

)
and Pb

(
Eb
N0
, γ
)

are obtained in the

same manner as Equations (6.17)-(6.19), respectively.

6.2.4 Normalised Frequency Offset, α

The term α is used in this thesis to describe the relative frequency offset between the NBI and a desired

OFDM subcarrier. The normalised, sampled desired subcarrier frequencies, fk, are given by

6In the presence of just AWGN, P Ib = PQb = Pb.
7In [109], the Pb expression uses theQ-function defined asQ (x) , 1√

2π

´∞
x

exp
(
−t2/2

)
dt. TheQ-function and erfc (·)

are inter-related according to Q (x) = 1
2 erfc

(
x/
√

2
)

and erfc (x) = 2Q
(√

2x
)

.
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Figure 6.4: Illustration of the normalised frequency offset, α, between a narrowband interfering carrier and two
OFDM subcarriers. In this example the narrowband carrier is halfway between the two OFDM sub-
carriers, i.e. α = 0.5.

fk =
k

N
k = 0, 1, 2, . . . N − 1,

and the normalised ith interfering carrier frequency is given by

ζi =
k + αi
N

k = 0, 1, 2, . . . N − 1, (6.28)

where αi ∈ [0,1] is the normalised frequency offset. For example, α = 0 means the NBI’s frequency

is identical to that of one the subcarriers, and α = 0.5 means the NBI has a frequency exactly halfway

between two OFDM subcarriers as illustrated in Fig. 6.4.

6.3 Analytical Models’ Validity

The error rate expressions derived in Section §6.2 are validated against a Monte Carlo numerical model8.

The results obtained from this model are labelled PMC
s and PMC

b for the SER and BER respectively.

Fig. 6.5 shows the SER and BER performance of M -ary QAM OFDM in the presence of a single NBI

normalised to the results obtained by the Monte Carlo numerical model as a function of Eb/N0. Consi-

dering the Ps performance first (Fig. 6.5a), the results from the analytical model closely match those

8Details of the Monte Carlo numerical model are presented in Appendix B.
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Table 6.1: Peak and mean percentage deviation between analytical and Monte Carlo values for Ps and Pb in
Fig. 6.5.

Ps/P
MC
s Pb/P

MC
b

Mean % deviation Peak % deviation Mean % deviation Peak % deviation
M = 2 1% 3.3% 1% 3.3%
M = 4 0.94% 2.87% 0.92% 2.84%
M = 16 0.87% 2.91% 9.8% 22.43%
M = 64 0.82% 3.55% 15.5% 82.62%

obtained from the numerical model for all QAM levels9. The mean and peak percentage deviation bet-

ween the analytical and numerical results presented in Fig. 6.5 are shown in Table 6.1. This difference

has been observed to reduce as the number of trials in the Monte Carlo method is increased, and can

thus be attributed to the inherent resolution of the Monte Carlo method. The reason for this consistent

high accuracy for SER values is that once a received message point is estimated to be outside any de-

cision boundary, a symbol error occurs and this is easily calculated according to the Ps expressions in

Section §6.2.2. Fig. 6.5a is the only figure showing the accuracy of the SER expressions in this chapter

because all other scenarios give very similar plots.

The accuracy of the BER expressions, on the other hand, are not as consistent as their SER counterparts.

This is because of the Gray coding (as explained in Section §6.2.3). Considering the accuracy of the

analytical BER expressions as a function ofEb/N0 (Fig. 6.5b and Table 6.1), it is observed that for BPSK

and QPSK signal mapping schemes, there is close agreement between the analytical and numerical Pb
values. However, for higher QAM levels (i.e. M ≥ 16), there are significant discrepancies between the

analytical and numerical Pb values, especially for high Eb/N0 values. These discrepancies between the

analytical and numerical values can be explained by examining the scenario parameters: In Fig. 6.5, the

OFDM system is in the presence of a single NBI (i.e. J = 1) with SIR = 15 dB, α = 0 and φ = 0. The

α and φ values ensure that there is no spectral leakage from that interferer, i.e. Ψk (ζ, φ) = N for the

affected OFDM subcarrier and Ψk (ζ, φ) = 0 for all other OFDM subcarriers. This means that all the

interferer’s energy is directed at the in-phase component of one subcarrier. For M ≥ 16 an SIR value of

15 dB is considered to be a high level of interference, which means there is enough interference power

to make the received message point cross more than one decision boundary in signal space. The reason

for the discrepancies is that the Pb expressions derived in Section 6.2.3 assume that the likelihood of

crossing a decision boundary more than 3∆/2 is insignificant. This assumption is perfectly reasonable

when considering only AWGN or low QAM levels (i.e. M < 16) since the noise is characterised by a

Gaussian pdf and is very unlikely for its magnitude to exceed 3∆/2 and for low QAM levels there is

only one decision boundary to cross in the I- and Q-channels (no decision boundary in the Q-channel for

BPSK). From Fig. 6.5b the discrepancies between the analytical and numerical BER values for M ≥ 16

become more significant as Eb/N0 increases. This is because when Eb/N0 is low (i.e. high levels of

noise), the probability that the noise will offset the effects of the interference is higher than when the

noise is weak.

9For BPSK (i.e. M = 2), Ps = Pb.
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Figure 6.5: Ps and Pb versus Eb/N0 performance of OFDM in the presence of a single NBI normalised to the
results obtained by the Monte Carlo numerical model. SIR = 15 dB, α = 0, φ = 0 and J = 1.
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Table 6.2: Peak and mean percentage deviation between analytical and Monte Carlo values for Pb in Fig. 6.6.

SIR = 15 dB SIR = 20 dB
Mean % deviation Peak % deviation Mean % deviation Peak % deviation

M = 4 0.82% 2.6% N/A
M = 16 10.2% 20.53% 0.71% 2.02%
M = 64 27.22% 83.23% 12.03% 56.03%

Table 6.3: Peak and mean percentage deviation between analytical and numerical values for Pb in Fig. 6.7.

Mean % deviation Peak % deviation
M = 4 0.87% 2.23%
M = 16 9.05% 18.9%
M = 64 18.7% 28%

However, when there is spectral leakage, the accuracy of the analytical BER expressions for M ≥ 16

improves dramatically. Fig. 6.6 shows BER performance of M -ary QAM OFDM10 in the presence of a

single NBI normalised to the results obtained by the Monte Carlo numerical model as a function of α11.

The accuracy of the analytical BER expressions for the QPSK signal mapping is unaffected by α, but for

M ≥ 16, there is significant accuracy improvement with α 6= 0 values. This improvement in accuracy

is due to the fact that the interferer’s energy is no longer focused on the I-channel of a single OFDM

subcarrier. Instead, the interferer’s energy is smeared across the entire OFDM spectrum in both the I-

and Q-channels. However, even when there is spectral leakage, there are still considerable discrepancies

between the analytical and numerical BER values when the SIR is 15 dB (Fig. 6.6a). This is because the

interference power is still strong enough to cause multiple crossings of decision boundaries. But when the

SIR is increased to 20 dB (Fig. 6.6b), the accuracy for the analytical expressions improves considerably

as seen in Fig. 6.6b and Table 6.2. For M = 16, the accuracy of the analytical BER expressions become

dependent only on the resolution of the Monte Carlo numerical method, i.e. the numerical results would

asymptote to the analytical BER values. The accuracy for M = 64 improves significantly but there are

still discrepancies with the numerical results and that is because the interference power is still strong

enough to cause multiple crossings of decision boundaries.

Fig. 6.7 shows BER performance of M -ary QAM OFDM in the presence of six NBIs normalised to the

results obtained by the Monte Carlo numerical model as a function of the SIR. Each NBI has an equal

share of the total interference power (i.e. 1/J th of the total interference power12) and has a different α

value. As previously seen, the analytical BER values for QPSK match very well with their numerical

counterparts across all SIR values as shown in Fig. 6.7 and Table 6.3. As the SIR increases, the accuracy

for the analytical BER expressions for M ≥ 16 improves considerably.

To summarise, the analytical SER and BER expressions derived in Section §6.2.2 and §6.2.3 have been

validated against a Monte Carlo numerical model. The SER expressions are seen to be valid and accurate.

The BER expressions are valid, accurate for BPSK and QPSK signal mapping schemes and can be used

10BPSK performance is not shown since Pb = Ps and that is always very accurate.
11α values are shown from 0 to 0.5 since there is symmetry around α = 0.5 when φ = 0, e.g. results for α = 0.7 are

identical to those with α = 0.3.
12With this arrangement, the signal-to-ith-interference ratio, SIRi, is given by SIRi = SIR× J .
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Figure 6.6: Pb versus α performance of OFDM in the presence of a single NBI normalised to the results obtained
by the Monte Carlo numerical model. Eb/N0 = 15 dB and φ = 0.
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Figure 6.7: Pb versus SIR performance of OFDM in the presence of six NBIs normalised to the results obtained
by the Monte Carlo numerical model. Eb/N0 = 15 dB, α = [0,0.1,0.2,0.3,0.4,0.5], φ = 0 ∀i and
J = 6.

for any scenario for those mapping schemes. However, for higher QAM levels (i.e. M ≥ 16), the

accuracy of the BER expressions vary dramatically depending on the scenario parameters. The analytical

BER expressions will not give accurate results if the following conditions apply simultaneously:

1. M ≥ 16;

2. Low signal-to-interference-and-noise ratio (SINR), i.e. high levels of interference and noise; and

3. Low amounts of spectral leakage.

However, that does not mean the Pb expressions cannot be used for M ≥ 16, since in practice, M ≥
16 will not be used anyway for low SINR conditions. This means that when the appropriate channel

conditions allow the use of higher QAM levels, the analytical Pb expressions derived in Section §6.2.3

can be used with confidence.

6.4 Error Rate Performance Assessment

6.4.1 Single Narrowband Interferer

As identified by the analytical error rate expressions, there are several factors that influence the error rate

performance of an OFDM system in the presence of narrowband interference. One key influencing factor

is the interference spectral leakage produced by the DFT at the receiver, Ψk (ζ, φ), which is a function
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of the interferer’s frequency, ζ (and consequently α), and phase offset, φ. Fig. 6.8 illustrates the impact

of α and φ on the BER performance of a QPSK-OFDM system. It is clear from Fig. 6.8 that the BER

pattern repeats every π/2 radians and thus it would be sufficient to consider φ ∈ [−π/4, π/4] radians.

Also, when φ = xπ/4 where x is an integer number, the BER has even symmetry around α = 0.5, i.e.

ξ (α) = ξ (−α) = ξ (1− α) = ξ (α− 1), where ξ (α) is the error rate expression as a function of α.

Throughout this chapter φ is set to zero and α ∈ [0,0.5] without loss of generality.

Fig. 6.9a shows the probability of bit error performance for a QPSK-OFDM system in the presence

of a single NBI as a function of Eb/N0 and α. The presence of a single NBI with a modest SIR of

15 dB has a significant impact on Pb, since for QPSK systems in the presence of just AWGN, Pb would

be equivalent to the ideal BPSK case, i.e. Pb = 1
2 erfc

(√
Eb/N0

)
. It is clear from Fig. 6.9a that a

plateau is reached for high SNRs where the effect of the interference is dominant. Similar patterns for

Ps and Pb have been observed for 16- and 64QAM-OFDM systems, however that is not the case with

uni-dimensional modulation schemes (i.e. no quadrature component) such as BPSK. The behaviour of

Pb for BPSK-OFDM in the presence of NBI is shown in [45, Fig. 1]. The plateau levels can be explained

by considering the limiting case where Eb/N0 → ∞. Pb is observed to asymptote to 3.9 × 10−3 when

α = 0 due to there being no spectral leakage, and only one subcarrier is affected by the NBI. ForM = 4,

K = 0, J = 1 (as in Fig. 6.9a), and α = 0, Pb for the affected subcarrier reduces to

Pb =
1
8

{
erfc

[√
Eb
N0

(
1−

√
2N
SIR

)]
+ erfc

[√
Eb
N0

(
1 +

√
2N
SIR

)]}
, (6.29)

and zero for all other subcarriers. When Eb/N0 →∞,

lim
Eb/N0→∞

Pb =





0 SIR > 2N

0.25 SIR < 2N.
(6.30)

If, for N = 64, the SIR is greater than 21 dB, the interference will not influence the probability of bit

error and since the SIR in Fig. 6.9a is 15 dB, Pb = 0.25/64 ≈ 3.9× 10−3 as observed in Fig. 6.9a. For

cases where α 6= 0, the expression is more complicated

lim
Eb/N0→∞

Pb =
1

8N

N−1∑

k=0

erfc

[√
Eb
N0

(
1−<{Ψk (ζ)}

√
2

N × SIR

)]
+

erfc

[√
Eb
N0

(
1−={Ψk (ζ)}

√
2

N × SIR

)]
, (6.31)

which, for the parameters in Fig. 6.9a, will have three discrete values

lim
Eb/N0→∞

Pb =





0 SIR > 2[<{Ψk(ζ)}]2
N ∧ SIR > 2[={Ψk(ζ)}]2

N

3.9× 10−3 SIR > 2[<{Ψk(ζ)}]2
N ⊕ SIR > 2[={Ψk(ζ)}]2

N

7.8× 10−3 otherwise,

(6.32)
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Figure 6.8: Probability of bit error performance of QPSK-OFDM in the presence of a single NBI as a function of
α and φ. SIR = 15 dB, Eb/N0 = 15 dB, N = 64, and K = 0.

where ∧ and ⊕ are the logical AND and exclusive OR operators, respectively. It should be noted that,

since the SIR in Fig. 6.9a is 15 dB, the conditions for Pb to be zero are not met, which explains the two

values for the plateau; and that for increasing Eb/N0 the transitional regions between the plateau levels

become increasingly abrupt, i.e. Pb will truly be discrete as in (6.32). Fig. 6.9b shows the BER curves for

16QAM-OFDM for the same conditions as in Fig. 6.9a. Similar analyses can be performed for any other

QAM level. Depending on the QAM level, SIR and α there are several plateaus the BER value could

take when the system performance is considered interference limited (i.e. the noise level is considered

negligible) as shown in Fig. 6.10.

6.4.2 Multiple Narrowband Interferers

The analytical error rate expressions can be used to quantify the performance of OFDM systems in the

presence of multiple NBIs. There are several factors influencing the error rate performance including

SNR, SIR, M , J , αi and φi. When J > 1 (i.e. multiple interferers), there is a large number of parameter

permutations since α and φ are particular to each interferer. In this section, results are shown for a

particular set of parameters and can be easily extended to include any other set of parameter values.

The error rate performance sensitivity to spectral leakage is further illustrated when considering multiple

narrowband interferers. Consider the scenario where the total interference power is fixed (i.e. constant

SIR), J is fixed, but one of the NBIs has a larger share of the total interference power than the others and

the frequency offset of each interferer, αi, changes. Fig. 6.11 shows the BER performance of QPSK-

OFDM in the presence of four NBIs normalised to the BER performance in the presence of a single NBI

with equivalent total interference power. The different lines in Fig. 6.11 represent different percentage
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Figure 6.9: Probability of bit error of OFDM in the presence of a single NBI. SIR = 15 dB, N = 64, K = 0, and
φ = 0.
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Figure 6.10: BER performance of M -ary QAM OFDM in the presence of a single NBI as a function of the SIR
and α. Eb/N0 = 100 dB, N = 64, K = 0, and φ = 0. BER values that are less than 10−15 are not
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Figure 6.11: BER performance of QPSK-OFDM in the presence of four NBIs normalised to the BER performance
of a single NBI with equivalent SIR value. Total SIR = 15 dB, Eb/N0 = 100 dB, φi = 0 ∀i and
αi = α ∀i. Each line represents the performance when there is a dominant NBI with the indicated
percentage share of the total interference power. The other three NBIs have an equal share of the
remaining interference power.

shares of the dominant NBI of the total interference power (the other three NBIs have an equal share of

the remaining interference power, e.g. when the dominant NBI has 55% of the total interference power,

the other three NBIs each have 15% of the total interference power). It is clear from Fig. 6.11 that a

constant QAM level and SIR are not sufficient to provide a constant error rate performance. The error

rate performance is affected by both the amount of spectral leakage produced by the interfering signals

after passing through the DFT at the receiver and the power distribution of the interfering signals.

This error rate behaviour is not typical among other communication systems, such as DS-SS systems

(this is discussed further in Section §6.4.3). The error rate expressions derived in this chapter can be

used to produce practical results as demonstrated by the following case study.

Case Study

Consider Test Environment A (Section §5.2.2) as a case study. Let BS 3C be the OFDM transmitter and

all other BSs in the test environment (Fig. 5.4) as interfering narrowband transmitters. Four interference

scenarios are considered: Scenario I in which no interferers are active; Scenario II in which only those

interferers on the same floor as the desired base station are considered active (i.e. 3A and 3B); Scenario

III in which all interferers (i.e. 3A, 3B, 2A, 2B, 2C, 1A, 1B and 1C) are considered active; and Scenario

IV in which the interferers on the first floor are inactive (i.e. 1A, 1B and 1C). From an engineering pers-

pective, it is necessary to determine which locations on the third floor the system can provide coverage
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for Pb ≤ ε (where ε is a certain threshold dependent on the system requirements) using BPSK, QPSK,

16QAM and 64QAM.

Fig. 6.12 shows the distribution of maximum achievable QAM levels on the third floor of Test Envi-

ronment A for Scenarios I-III. For all the scenarios, ε = 10−3, α = [0.2,0.5,0.1,0.3,0,0.4,0.35,0], and

φ = 0 ∀i. For a system with 20 MHz bandwidth at 20◦C, the noise floor is calculated to be −101

dBm [11, p. 61].

The influence of narrowband interference on the performance of M -ary QAM-OFDM is significant,

as can be seen in Fig. 6.12. For Scenario I (Fig. 6.12a) the performance is limited by the path loss

(which determines the SNR). A drop of just 3.5 dB in the received signal level is enough to degrade

the achievable QAM level from 64QAM to 16QAM. The system performance across the floor degrades

dramatically in Scenario II (Fig. 6.12b) compared with the performance in Scenario I due to the close

proximity of the active NBIs at 3A and 3B. For Scenario III (Fig. 6.12c), further performance degradation

is observed but it is not as drastic as that in Scenario II. This is because the other NBIs are on different

floors and therefore contribute much weaker levels of interference. This observation is confirmed by

Scenario IV, where the NBIs on the first floor are inactive; the QAM level distribution did not change

compared with Scenario III. Table 6.4 shows the percentage of the floor that can be operated at different

QAM levels13.

The results obtained demonstrate that the location of the NBIs in an environment, coupled with the phy-

sical obstacles in that environment with which the propagating fields interact, can significantly influence

the SIR at a particular location and hence the performance of OFDM systems. This type of information

assists engineers and system designers to compensate for the effects of the environment and optimise the

performance of the OFDM system. The example shown in Fig. 6.12 demonstrates how the model for

interference derived herein, together with propagation data, can be used to produce results of practical

significance.

6.4.3 Comparison with DS-SS Systems

As discussed in Chapter 2, DS-SS systems are architecturally very different from OFDM systems. The

architectural differences between the two systems are reflected in their error rate performance in the

presence of interference. The effects of narrowband interference (or jammers) on DS-SS systems and

jamming rejection techniques are well studied in the literature (e.g. [111–119]).

As mentioned in [45], error rate expressions for DS-SS systems in the presence of narrowband inter-

ference (such as [111, Eq. (27)] and [116, Eq. (17)]) average the noise and interference terms across

frequencies inside the error function while the expressions derived herein average them outside the error

function. In other words, the error rate expressions for DS-SS systems are influenced by the average

interference power and therefore, the frequency, phase and number of NBIs are of no particular impor-

tance. This is clearly not the case for OFDM systems as demonstrated in Sections §6.4.1 and §6.4.2,

where the interferer’s frequency and phase determine the amount of spectral leakage produced by the

DFT at the receiver. The amount of spectral leakage along with the interference power determine the

error rate performance for OFDM systems.
13The percentages are inclusive of each other, i.e. 31% of the floor can achieve BPSK modulation but that includes locations

where higher QAM levels are achievable, but 10% of the floor can achieve BPSK as the best modulation scheme, etc.

https://www.bestpfe.com/
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Figure 6.12: Distribution of maximum achievable QAM levels across the third floor of Test Environment A
(ε = 10−3). Note that any location in which 16QAM is achievable also includes QPSK and BPSK
modulations, etc.
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Table 6.4: Best achievable QAM level percentage coverage for the third floor in Test Environment A.

Percentage of locations for which
indicated QAM levels were achieved

Interference Scenario 64QAM 16QAM QPSK BPSK Outage
Scenario I: All NBIs are inactive 86% 14% 0% 0% 0%
Scenario II: 3A & 3B are active 8% 8% 6% 9% 69%
Scenario III: All NBIs are active 0% 4% 12% 15% 69%
Scenario IV: 1A, 1B & 1C are inactive 0% 4% 12% 15% 69%

A more quantitative comparison between OFDM and DS-SS error rate performance is presented in Chap-

ters 8 & 9 where each system suffers from “same-system” interference, i.e. OFDM-to-OFDM and DS-SS

to DS-SS interference scenarios.

6.5 OFDM Interference as a Superposition of Single-Carrier NBIs

One of the main objectives of this chapter is to present the narrowband interference models as a stepping

stone for modelling OFDM interferers (OFDMIs). Since the radio channel is linear, an OFDM signal can

be considered as a superposition of narrowband subcarriers [47,66]. Therefore, the error rate expressions

derived in this chapter can be used, with modifications, to model the effects of OFDMIs on M -ary QAM

OFDM systems.

To model an OFDMI, the data modulation of the interfering subcarriers has to be included in the model.

The derivation of error rate expressions of M -ary QAM OFDM in the presence of multiple Z-ary14

QAM OFDMIs is presented in Chapter 7 with performance assessments presented in Chapters 8 and 9.

6.6 Summary

In this chapter, analytical symbol and bit error rate expressions of M -ary QAM OFDM in the presence

of multiple NBIs are derived. The analytical expressions are validated against a Monte Carlo numerical

model and results show close agreement between the analytical and numerical results. There are, howe-

ver, inaccuracies for the BER expressions when considering high QAM levels (M ≥ 16) and low SINR

values. These inaccuracies are a result of the Gray coding used for mapping the data bits. In practice,

though, high QAM mapping schemes are not used when the channel conditions are poor, i.e. low SINR

values.

The error rate performance of OFDM systems suffering from narrowband interference is sensitive to the

frequency and phase offset of the interfering signals. The NBIs’ frequencies and phase offsets determine

how much spectral leakage is produced after the DFT at the receiver. The spectral leakage coupled with

the interference power and the OFDM QAM level determine the error rate performance. Unlike DS-

SS systems, the total interference power is not sufficient to give an accurate indication of the OFDM

14To avoid confusion between the desired OFDM QAM level and the interfering OFDM QAM level, throughout this thesis
Z is used to indicate the interfering OFDM QAM level.
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error rate performance in the case of multiple NBIs. This is due to fluctuations in the amount of spectral

leakage which spreads the interference power across the entire OFDM spectrum and signal space (DS-SS

systems always spread the energy of the interference across their spectrum).

OFDM interferers can be modelled as a superposition of mapped narrowband subcarriers due to the

linearity of the radio channel. The derivation of error rate expressions of M -ary QAM OFDM in the

presence of multiple Z-ary QAM OFDMIs is presented in Chapter 7.
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Chapter 7

OFDM-to-OFDM Interference —
Analytical Treatment

7.1 Introduction

OFDM-based wireless systems, like any other wireless system, can be detrimentally affected by inter-

ference. Interference can come from a variety of sources, especially if the system operates in license-

exempt bands (e.g. ISM band). The focus of this chapter (and Chapters 8 & 9) is to study the effects

of interference from same-type systems, e.g. two or more 802.11g networks, or two or more WiMAX

systems. These same-type interference situations could occur in places where the receiver can detect

two or more networks but the networks cannot detect each other, and are therefore unable to mitigate the

effects of interference via MAC layer protocols. These kinds of situations often take place in cluttered

environments where there is large path loss, such as indoor environments. The ability to estimate the

error rate performance precisely without relying on time-consuming Monte Carlo numerical methods is

crucial if error rate calculations are required intensively in the system planning process.

Interference analyses for OFDM systems have traditionally considered the interference to be narrowband,

e.g. [45, 66, 120]. Although an OFDM interferer can be modelled as a superposition of narrowband

carriers [66], the models and expressions presented in [45,66,120] do not consider the modulation of the

interfering system. The authors of [47] have considered the interference effects of WiMAX on multiband

(MB)-OFDM systems (see Table 2.2); modulation of the interfering WiMAX system was considered

and analytical expressions for the BER derived. However, the analysis in [47] considers only BPSK and

QPSK modulation for the desired and interfering systems and just a single interferer. The authors of [67]

have considered the reverse problem studied in [47], where coded and uncoded WiMAX systems are

impaired by a single MB-OFDM. The study in [67] produced a closed form analytical BER expression

that is obtained by computing the MB-OFDM characteristic function without using numerical integration

methods.

In Section §7.2 exact analytical error expressions of a generic M -ary QAM OFDM system in the pre-

sence of multiple generic Z-ary QAM OFDMIs of the same system type as the desired system are

derived. Approximations to the exact analytical expressions that are more computationally efficient are

presented in Section §7.3. Finally, an algorithm for rapid error rate estimation is proposed in Section §7.4.

83
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7.2 Error Rate Calculations

Similar to Chapter 6, the error rate calculations are performed on the received signal after it passes

through the DFT at the receiver. Thus, the analysis begins by formulating the post-DFT received signal.

7.2.1 Post-DFT Signal

Using the same system assumptions described in Section §6.2.1, a received, sampled, baseband OFDM

symbol, rn, in the presence of J OFDMIs is represented as

rn =
1
N

N−1∑

k=0

akDke
j2πn k

N + ηn +

J∑

i=1

Γn,i, (7.1)

where Γn,i is the ith OFDM interferer, and is given by

Γn,i =
1
Gi

∞∑

`=−∞

Gi−1∑

g=0

D
(`)
i,gβi,ge

j[2πζi,gn+φi]. (7.2)

The ith OFDM interferer has Gi subcarriers each with βi,g, ζi,g, and φi, respectively, as the amplitude,

normalised frequency, and constant phase offset relative to the desired OFDM transmission. D(`)
i,g is the

ith OFDMI’s modulated data for the gth subcarrier of the `th time-domain symbol. Throughout this

thesis, all OFDM systems (both desired and interfering) are assumed to be of the same type (e.g. all

WiMAX) since those scenarios result in maximum frequency band alignment which causes maximum

interference levels. This assumption results in the following: Gi = N ∀i, and a maximum of two

interfering time-domain symbols per OFDMI are present in the DFT window at the receiver as illustrated

by Fig. 7.1. Therefore,

Γn,i = Γ
(1)
n,i + Γ

(2)
n,i, (7.3)

where

Γ
(1)
n,i =

1
N

N−1∑

g=0

D
(1)
i,g βi,ge

j[φi+2π(n+[N−τi])(g+αi)/N ], (7.4)

Γ
(2)
n,i =

1
N

N−1∑

g=0

D
(2)
i,g βi,ge

j[φi+2π(n−τi)(g+αi)/N ], (7.5)

τi = 0,1,2, . . . ,N − 1, and αi are, respectively, the time and frequency offsets between the ith OFDMI

and the desired OFDM transmission, and n = 0 is the time when the DFT window starts. At the receiver,

rn is passed through an N -point DFT. The post-DFT interference component at the kth frequency bin,

Ik, is given by
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Figure 7.1: The timing misalignment between the ith interfering transmission and the desired transmissions, τi,
causes two interfering time-domain symbols to pass through the DFT at the receiver. When τi = 0,
only one interfering time-domain symbol passes through the DFT, namely, Γ

(2)
n,i.

Ik =

J∑

i=1

{
τi−1∑

n=0

Γ
(1)
n,ie
−j2πkn/N +

N−1∑

n=τi

Γ
(2)
n,ie
−j2πkn/N

}

=
J∑

i=1

N−1∑

g=0

{
βi,g
N

[
D

(1)
i,gΨ

(1)
i,g (α, τ, φ) +D

(2)
i,gΨ

(2)
i,g (α, τ, φ)

]}
, (7.6)

where

Ψ
(1)
i,g (α, τ, φ) =

sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ej[φi+π{(g+αi)(2N−τi−1)−k(τi−1)}/N ], (7.7)

Ψ
(2)
i,g (α, τ, φ) =

ej[φi−2πτi(g+αi)/N ]

sin [π (g + αi − k) /N ]

{
sin [π (g + αi − k)] ejπ(g+αi−k)(N−1)/N

− sin [πτi (g + αi − k) /N ] ejπ(g+αi−k)(τi−1)/N
}
, (7.8)

are the complex spectral leakage terms for Γ
(1)
n,i and Γ

(2)
n,i, respectively. Derivations of Ψ

(1)
i,g (α, τ, φ) and

Ψ
(2)
i,g (α, τ, φ) are presented in Appendix C. D(1)

i,g and D(2)
i,g are random variables and in this thesis, it is

assumed, without loss of generality, that both have the same QAM level, Zi, of the ith OFDMI1. This

means that Ik is a sum of 2 × N × J random variables and is thus a random variable itself with a pdf

given by the convolution of the individual pdfs of its terms [121, p. 47]. As discussed in Section §6.2.1,

the post-DFT received signal at the kth bin, Rk, is given by

Rk = Dk + Ik +Hk, (6.4)

1In practice, though, individual subcarriers can have different QAM levels. In that case D(`)
i,g would have a QAM level

given by Z(`)
i,g .
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that has a pdf given by the convolution of the pdfs of Ik and Hk
2. The error rate expressions are derived

using the pdf of Rk.

7.2.2 Probability Density Function of Rk

The pdf of Rk, PRk (r), in the I- and Q-channels are considered independent of each other and are

derived separately. Hk has a Gaussian pdf (given by Equation (4.12)) in both the I- and Q-channels,

which are assumed to be independent of each other. The original locations of the interfering message

points, L(`)
i,g (x, y), in signal space (where ` can be either 1 or 2) with bipolar symmetric ASK signals are

given by

L
(`)
i,g (x, y) = βi,g

[(
2x(`)

i,g − 1−
√
Zi

)
+ j

(
2y(`)
i,g − 1−

√
Zi

)]
, (7.9)

where x(`)
i,g = 1,2, . . . ,

√
Zi and y(`)

i,g = 1,2, . . . ,
√
Zi. However, due to the spectral leakage produced by

the DFT, the actual locations of the interfering message points, l(`)i,g (x, y) , in signal space are scaled and

rotated according to

l
(`)
i,g (x, y) =

1
N

Ψ
(`)
i,g (α, τ, φ)L

(`)
i,g (x, y) . (7.10)

Since PRk (r) in the I- and Q-channels are derived separately, only the projections of l(`)i,g (x, y) on the I-

and Q-channels are of interest. The projection of l(`)i,g (x, y) on the I- and Q-channels are, respectively,

given by

<
{
l
(`)
i,g (x, y)

}
= <

{
L

(`)
i,g (x, y)

}
<
{

Ψ
(`)
i,g (α, τ, φ)

N

}
−=

{
L

(`)
i,g (x, y)

}
=
{

Ψ
(`)
i,g (α, τ, φ)

N

}

=
1
N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
{(

2x(`)
i,g − 1−

√
Zi

)
cos
[
ϕ

(`)
i,g (α, τ, φ)

]

−
(

2y(`)
i,g − 1−

√
Zi

)
sin
[
ϕ

(`)
i,g (α, τ, φ)

]}

=
1
N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,I (x, y, α, τ, φ) , (7.11)

and

=
{
l
(`)
i,g (x, y)

}
= <

{
L

(`)
i,g (x, y)

}
=
{

Ψ
(`)
i,g (α, τ, φ)

N

}
+ =

{
L

(`)
i,g (x, y)

}
<
{

Ψ
(`)
i,g (α, τ, φ)

N

}

=
1
N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
{(

2x(`)
i,g − 1−

√
Zi

)
sin
[
ϕ

(`)
i,g (α, τ, φ)

]

+
(

2y(`)
i,g − 1−

√
Zi

)
cos
[
ϕ

(`)
i,g (α, τ, φ)

]}

=
1
N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,Q (x, y, α, τ, φ) , (7.12)

where

ϕ
(`)
i,g (α, τ, φ) , ∠

{
Ψ

(`)
i,g (α, τ, φ)

}
, (7.13)

2D
(`)
i,g is the modulated data on the interfering subcarriers and is not to be confused with Dk, which is the modulated data

on the desired subcarrier at the kth bin.
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and ∠ {·} denotes the complex argument. From the expressions in (7.11) and (7.12), the pdf of the gth

subcarrier of Γ
(`)
n,i in the I- and Q-channels can be shown to be

P IΓ [r|i, g, `] =
1
Zi

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ

[
r − 1

N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,I (x, y, α, τ, φ)

]
, (7.14)

PQΓ [r|i, g, `] =
1
Zi

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ

[
r − 1

N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,Q (x, y, α, τ, φ)

]
, (7.15)

where δ [·] is the Kronecker delta function defined as [122, p. 191]

δ [n] ,





1 n = 0

0 otherwise.
(7.16)

Therefore, the pdf of the gth subcarrier of the ith OFDMI in the I-channel (identical principles apply to

the Q-channel) is given by convolving P IΓ [r|i, g, ` = 1] with P IΓ [r|i, g, ` = 2] such that

P IIk [r|i, g] = Z−2
i

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ

[
r − 1

N
βi,g×

{∣∣∣Ψ(1)
i,g (α, τ, φ)

∣∣∣Ω(1)
i,g,I (x, y, α, τ, φ) +

∣∣∣Ψ(2)
i,g (α, τ, φ)

∣∣∣Ω(2)
i,g,I (x, y, α, τ, φ)

}]
.

Using the properties of convolution and Fourier transforms, the complete pdf of Ik in the I-channel,

P IIk [r], for J interferers is3

P IIk [r] = F−1





J∏

i=1

N−1∏

g=0

F
{
P IIk [r|i, g]

}




=

(
J∏

w=1

Z−2N
w

)
J∑

i=1

N−1∑

g=0

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ


r − 1

N
×

J∑

d=1

N−1∑

p=0

2∑

q=1

{
βd

∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣Ω(q)
d,p,I (x, y, α, τ, φ)

}

 , (7.17)

where F {·} and F−1 {·} are, respectively, the Fourier and inverse Fourier transforms. The pdf of Rk in

the I-channel, P IRk (r), is obtained by convolving (7.17) with the pdf of Hk (given by Equation (4.12)).

The expression in (7.17) is essentially a weighted train of delta functions at locations given by the interfe-

3Derivation in Appendix D.
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rence parameters. Therefore, the convolution of (7.17) with (4.12) results in a weighted sum of Gaussian

pdfs centred around the locations of the delta functions, such that

P IRk (r) =
1√
πN0

(
J∏

w=1

Z−2N
w

)
J∑

i=1

N−1∑

g=0

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

exp

[
− 1
N0
×


r −

J∑

d=1

N−1∑

p=0

2∑

q=1

{
βd
N

∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣Ω(q)
d,p,I (x, y, α, τ, φ)

}


2

 . (7.18)

Similarly, the pdf of Ik in the Q-channel, PQRk (r), is given by

PQRk (r) =
1√
πN0

(
J∏

w=1

Z−2N
w

)
J∑

i=1

N−1∑

g=0

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

exp

[
− 1
N0
×


r −

J∑

d=1

N−1∑

p=0

2∑

q=1

{
βd
N

∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣Ω(q)
d,p,Q (x, y, α, τ, φ)

}


2

 . (7.19)

The expressions in (7.18) and (7.19) are used to derive the probabilities of symbol and bit error for an

M -ary QAM OFDM system in the presence of multiple Z-ary QAM OFDMIs.

7.2.3 Probability of Symbol Error, Ps

The relationship between Ps, P Is and PQs is given by (6.9). Since (7.18) is symmetrical around zero, P Is
can be derived as

P Is = 2×
√
M − 1√
M

ˆ ∞
∆
2

P IRk (r) dr,

where ∆ is given by (6.12). Using the definition of the complementary error function in (6.11) and a

change of variables, P Is becomes

P Is =

√
M − 1√
M

(
J∏

w=1

Z−2N
w

)
J∑

i=1

N−1∑

g=0

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

erfc

[
%M

√
Eb
N0
−

J∑

d=1

N−1∑

p=0

2∑

q=1

{√
γd
N

∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣Ω(q)
d,p,I (x, y, α, τ, φ)

}


= P Is

(
Eb
N0

, γ | k, α, τ, φ
)
, (7.20)

where %M is given by (6.25), and γd = β2
d/N0 is the INR of the dth OFDMI at the kth frequency

bin. For the Q-channel, PQs
(
Eb
N0
, γ | k, α, τ, φ

)
is identical to P Is

(
Eb
N0
, γ | k, α, τ, φ

)
in (7.20) but
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with Ω
(q)
d,p,I (x, y, α, τ, φ) replaced with Ω

(q)
d,p,Q (x, y, α, τ, φ). The average probability of symbol error,

Ps

(
Eb
N0
, γ | α, τ, φ

)
, is obtained by averaging across all N −K occupied bins, i.e.

P Is

(
Eb
N0

, γ | α, τ, φ
)

=
1

N −K
N−K−1∑

k=0

P Is

(
Eb
N0

, γ | k, α, τ, φ
)
. (7.21)

In the multiple access case, i.e. OFDMA, the uth user occupying fu = ku/N frequency bins will have

a SER of

P us

(
Eb
N0

, γ | α, τ, φ
)

=
1
v

∑

∀k∈ku
Ps

(
Eb
N0

, γ | k, α, τ, φ
)
, (7.22)

where ku is a vector of size v containing the indicies of the frequencies occupied by the uth user.

7.2.4 Probability of Bit Error, Pb

The relationship between Pb, P Ib and PQb is given by (6.20). As in the probability of symbol error case,

the analysis begins by considering the I-channel first then extending it to include the Q-channel. Given

P IRk (r) in (7.18) with its symmetry around zero and using the same principles in Section §6.2.3, P Ib can

be shown to be

P Ib

(
Eb
N0

, γ | k, α, τ, φ
)
≈ ςM

(
J∏

w=1

Z−2N
w

)
×

J∑

i=1

N−1∑

g=0

2∑

`=1

√
M/2∑

m=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

erfc

[
(2m− 1) %M

√
Eb
N0
−

J∑

d=1

N−1∑

p=0

2∑

q=1

{√
γd
N

∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣Ω(q)
d,p,I (x, y, α, τ, φ)

}
 , (7.23)

where ςM is given by Equation (6.24). For the Q-channel, PQb is identical to P Ib in (7.23) but with

Ω
(q)
d,p,I (x, y, α, τ, φ) replaced with Ω

(q)
d,p,Q (x, y, α, τ, φ). The expressions for Pb

(
Eb
N0
, γ | α, τ, φ

)
and

P ub

(
Eb
N0
, γ | α, τ, φ

)
are obtained in the same manner as (7.21) and (7.22), respectively.

7.2.5 BPSK Signal Mapping

The expressions in (7.20) and (7.23) and their Q-channel equivalents assume M > 2 and Zi > 2 ∀i, i.e.

the expressions need modifications when either the desired or interfering signal(s) are BPSK modulated.

When the desired signal mapping is set to BPSK (i.e. M = 2), the following changes must take place to

obtain correct analytical results:

1. Pb = Ps since there is only one data bit per symbol (i.e. b = 1);

2. PQb = 0 since no data bits are carried by the Q-channel; and
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3. M is replaced by 4 (that is, BPSK is identical to QPSK in one dimension). This results in ςM = 1
2

and %M = 1.

When the ith OFDMI uses BPSK signal mapping (i.e. Zi = 2), the following changes must take place

to obtain correct analytical results:

1. Zi is replaced with 4; and

2. y(`)
i,g = 0 ∀g,∀` since the ith interferer does not have any data carried by the Q-channel.

7.2.6 Computational Feasibility

While the expressions for P Is and P Ib in (7.20) and (7.23) and their Q-channel equivalents are exact, eva-

luating them is not a simple task. Computation of the expression in (7.20) requires
∏J
i=1 Z

2N
i iterations

because of the nested summations. So, for a simple scenario where N = 64, J = 1 and Z = 4, the

number of iterations required to compute (7.20) is 4128 ≈ 1.16× 1077, which would take a single 3 GHz

CPU chip approximately 1.22× 1057 millennia to compute and is, therefore, computationally infeasible.

This observation suggests that engineers would be better off using Monte Carlo numerical methods than

exact analytical expressions.

However, a better alternative would be to derive approximations to the exact expressions to reduce the

computational complexity while, at the same time, maintaining an acceptable level of accuracy.

7.3 Approximations to the Exact Error Rate Expressions

The computational complexity of the exact analytical expressions arise mainly from the presence of

spectral leakage, i.e. Ψ
(1)
i,g (α, τ, φ) and Ψ

(2)
i,g (α, τ, φ). Spectral leakage means that every interfering

subcarrier will have a weighted component at the kth frequency bin. Spectral leakage is caused by

frequency and time offsets between the interfering and desired signals, i.e. α and τ , respectively. It

should be noted that for an OFDMI with N subcarriers, if α 6= 0 and τ = 0 there will be N components

present at the kth frequency bin. However, when τ 6= 0 there will be 2N components present at the

kth bin regardless of the value of α (see Appendix C). That is because with a timing misalignment, two

interfering symbols will be present in the DFT window (Fig. 7.1).

There are several approaches that can be taken to approximate the exact analytical expressions for Ps
and Pb. These approaches vary in complexity and accuracy and are addressed in this section.

7.3.1 Typical Accuracy of Crystal Oscillators

When considering OFDM systems of the same type (e.g. all IEEE 802.11g WLANs) as is the case

throughout this thesis, the typical accuracy of crystal oscillators can be used to simplify the spectral

leakage terms. The accuracy of a 10 MHz crystal oscillator at−140 dBc (noise power in 1 Hz bandwidth

at fm Hz offset from carrier per carrier signal power [75, p. 100]) is fm = ±10 Hz [75, p. 390].

Therefore, operating at 2.4 GHz, the frequency offset error will be fm = ±2.4 kHz. For an 802.11g/n
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system that has a carrier bandwidth of 312.5 kHz, the maximum percentage offset is approximately

±0.8% (i.e. |α| ≤ 0.008). For all intents and purposes, it can be assumed that the desired and interfering

subcarriers are perfectly aligned, i.e. αi = 0 ∀i.

While the assumption of no frequency offsets between desired an interfering OFDM signals will reduce

the complexity of Ψ
(1)
i,g (α, τ, φ) and Ψ

(2)
i,g (α, τ, φ) (see Appendix C), it will have no impact on the num-

ber of iterations needed to compute the error rate expressions (provided that τi 6= 0). However, the

assumption becomes useful when considering the case of τi = 0, as explained in Section §7.3.3.

7.3.2 Subcarrier Selectivity

The number of interfering subcarriers, N , is a major factor in the computational complexity of the analy-

tical expressions. However, depending on the values of α and τ , the nearest interfering subcarriers to the

kth frequency bin have the majority of the interference energy. Fig. 7.2 shows the energy contributions

of the interfering subcarriers at the kth bin with different τ , α and φ values. Table 7.1 shows the energy

contributions of the nearest v interfering subcarriers to the kth frequency bin, Ev, for the cases shown in

Fig. 7.2. Typically, the nearest five subcarriers will account for more than 90% of the total interference

energy.

Therefore, one approach is to consider only the nearest v interfering subcarriers to the kth frequency bin.

This would reduce the computational complexity from
∏J
i=1 Z

2N
i to

∏J
i=1 Z

2v
i iterations that are needed

to compute (7.20). The drawback is, of course, that since the majority of interfering subcarriers are

not included (however small their energy contributions are), the accuracy of the results is compromised.

To compensate for the missing subcarriers, a scaling factor, sf , can be introduced and multiplied by∣∣∣Ψ(q)
d,p (α, τ, φ)

∣∣∣ in the expressions. An approximate scaling factor that can be considered is given by

sf = 2− Ev, (7.24)

where

Ev =
1
N2

∑

g∈v

2∑

`=1

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
2
,

is the energy contribution of the selected v subcarriers. It should be noted that

1
N2

N−1∑

g=0

2∑

`=1

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
2
≡ 1. (7.25)

The accuracy of the full analytical expressions are shown in Fig. 7.3a where a scaled down scenario

(N = 4) is chosen for feasible computational complexity. It is clear from Fig. 7.3a that the full analytical

expressions match very closely with the results obtained from the Monte Carlo method. The effectiveness

of the subcarrier selectivity approach is demonstrated in Figs. 7.3b and 7.4 against the results obtained

from the Monte Carlo method. In Fig. 7.3b, selecting only the nearest five interfering subcarriers (out of

a totalN = 64) to the desired frequency bin without using a scaling factor results in significant deviation
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Table 7.1: Energy contributions of the nearest v interfering subcarriers to the kth frequency bin, Ev , for the sce-
narios in Fig. 7.2.

Fig. 7.2a Fig. 7.2b Fig. 7.2c Fig. 7.2d Fig. 7.2e Fig. 7.2f
Ev,v = 4 0.9010 0.8964 0.8799 0.9346 0.9027 1
Ev,v = 6 0.9335 0.9369 0.9092 0.9563 0.9324 1
Ev,v = 8 0.9503 0.9485 0.9337 0.9674 0.9501 1
Ev,v = 10 0.9604 0.9595 0.9528 0.9741 0.9605 1

from the Monte Carlo results. However, when the scaling factor defined in (7.24) is used, the accuracy of

the approximation improves significantly, with marginal deviation at high Eb/N0 values. The methods

for calculating the lower and upper bounds are described in Sections §7.3.3 and §7.3.4 respectively.

The accuracy of the subcarrier selectivity approximation method is further improved when considering

the parameters used in Fig. 7.4. The fact that τ = 0 in Fig. 7.4 reduces the computation time by a factor

of a square root, which enables the inclusion of the nearest eight interfering subcarriers to the desired

frequency bin (out of a total N = 128). While the subcarrier selectivity approximation method provides

accuracy levels that can be considered good (very good in the case of Fig. 7.4), it is computationally

infeasible when considering multiple interferers (i.e. J > 1). Therefore, more computationally efficient

approximation methods are needed to enable analytical estimation of error rate performance of OFDM

systems in the presence of multiple OFDMIs.

7.3.3 The Lower Bound

The lower bound to the error rate performance (i.e. best case scenario) is achieved when there is no

spectral leakage, i.e. when τi = 0∀i and αi = 0 ∀i. While the assumption of perfect frequency alignment

between desired and interfering signals is reasonable (as discussed in Section §7.3.1) when considering

same-type system interference, perfect time synchronisation between desired and interfering signals is

possible, but unlikely. Setting τi = 0 ∀i and αi = 0∀i would reduce the computational complexity of

(7.20) from
∏J
i=1 Z

2N
i to

∏J
i=1 Zi iterations, which is considerable. The lower bound expressions for

P Is and P Ib are, respectively, given by

P Is

(
Eb
N0

, γ | k, φ
)

=

√
M − 1√
M

(
J∏

w=1

Z−1
w

)
J∑

i=1

√
Zi∑

xi,=1

√
Zi∑

yi,=1

erfc

[
%M

√
Eb
N0
−

J∑

d=1

√
γdΦd,I (x, y, φ)

]
, (7.26)

and
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(a) N = 64, τ = 32, α = 0.5, φ = 0 and k = 32.
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(b) N = 64, τ = 19, α = 0.2 , φ = π/4 and k = 32.
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(c) N = 64, τ = 6, α = 0, φ = π/6 and k = 32.
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(d) N = 64, τ = 0, α = 0.3 , φ = π/12 and k = 32.
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(e) N = 64, τ = 26, α = 0.1 , φ = 0 and k = 32.
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(f) N = 64, τ = 0, α = 0 , φ = 0 and k = 32. No spectral
leakage.

Figure 7.2: Typical energy distribution (shown on a logarithmic scale) of the ith OFDMI’s subcarriers at the kth
frequency bin as a function of τi, αi and φi.
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P Ib

(
Eb
N0

, γ | k, φ
)
≈ ςM

(
J∏

w=1

Z−1
w

)
J∑

i=1

√
M/2∑

m=1

√
Zi∑

xi,=1

√
Zi∑

yi,=1

erfc

[
(2m− 1) %M

√
Eb
N0
−

J∑

d=1

√
γdΦd,I (x, y, φ)

]
, (7.27)

where

Φd,I (x, y, φ) =
(

2xd − 1−
√
Zd

)
cos (φd)−

(
2yd − 1−

√
Zd

)
sin (φd) .

The expressions for PQs and PQb are identical to (7.26) and (7.27), respectively, but with Φd,I (x, y, φ)

replaced by

Φd,Q (x, y, φ) =
(

2xd − 1−
√
Zd

)
sin (φd) +

(
2yd − 1−

√
Zd

)
cos (φd) .

7.3.4 The Upper Bound

The upper bound to the error rate performance (i.e. worst case scenario) is obtained using the central limit

theorem (CLT). The CLT states that the distribution of the sum of a large number of independent random

variables (i.r.v.’s) converges to a Gaussian distribution regardless of the distributions of the individual

i.r.v.’s [123, p. 278]. Convergence in distribution means that the cumulative density function (cdf) of the

sum of i.r.v.’s converges point-wise to the cdf of a Gaussian distribution [124, p. 249].

Given that Ik is the sum of 2NJ i.r.v.’s each with a pdf given by (7.14) and (7.15) for the I- and Q-

channels respectively, and that 2NJ is typically large, the CLT could be applied to find an approximate

pdf for Ik that follows a Gaussian distribution. According to the CLT, the mean and variance of the sum

of i.r.v.’s (Ik in this case) are, respectively, given by

µI =

J∑

i=1

N−1∑

g=0

2∑

`=1

µi,g,`,I , (7.28)

σ2
I =

J∑

i=1

N−1∑

g=0

2∑

`=1

σ2
i,g,`,I , (7.29)

where µi,g,`,I and σ2
i,g,`,I are, respectively, the mean and variance of (7.14)4. Given that (7.14) is symme-

trical around zero, µi,g,`,I = 0 ∀i,∀g,∀` and consequently µI = 0 (similarly, µQ = 0). It can be shown

that the variances of (7.14) and (7.15) are, respectively, given by5

σ2
i,g,`,I =

(Zi − 1)

3N2 β2
i

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
2

Λ
(`)
i,g,I , (7.30)

4The same principles apply for the Q-channel.
5Derivation in Appendix E.
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(b) N = 64.

Figure 7.3: Pb performance comparison of QPSK OFDM in the presence of a single QPSK OFDMI using the
Monte Carlo Method and the analytical approximation methods described in Section §7.3. SIR = 8
dB, τ = 13, α = 0.3, and φ = π/4. The subcarrier selective method uses v = 5 and the scaling factor
is defined in (7.24).
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Figure 7.4: Pb performance comparison of 16QAM OFDM in the presence of a single QPSK OFDMI using the
Monte Carlo Method and the analytical approximation methods described in Section §7.3. SIR = 15
dB, N = 128, τ = 0, α = 0.4, and φ = 0. The subcarrier selective method uses v = 8 and the scaling
factor is defined in (7.24).

σ2
i,g,`,Q =

(Zi − 1)

3N2 β2
i

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
2

Λ
(`)
i,g,Q, (7.31)

where

Λ
(`)
i,g,I =





cos2
[
ϕ

(`)
i,g (α, τ, φ)

]
Zi = 2

1 otherwise,
(7.32)

and

Λ
(`)
i,g,Q =





sin2
[
ϕ

(`)
i,g (α, τ, φ)

]
Zi = 2

1 otherwise.
(7.33)

Therefore, given the expression in (7.25), the variances for Ik in the I- and Q-channels are, respectively,

given by
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σ2
I =

1
3N2

J∑

i=1

β2
i (Zi − 1)

N−1∑

g=0
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{∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
2

Λ
(`)
i,g,I

}

=
1
3
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=





1
3N2
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i,g (α, τ, φ)
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i,g (α, τ, φ)
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Zi = 2

1
3

J∑

i=1

β2
i (Zi − 1) otherwise,
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σ2
Q =

1
3N2

J∑

i=1

β2
i (Zi − 1)

N−1∑

g=0

2∑
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2
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(`)
i,g,Q
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=
1
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β2
i (Zi − 1) Υ

(`)
i,g,Q (7.35)

=





1
3N2

J∑

i=1

β2
i (Zi − 1)

N−1∑

g=0

2∑

`=1

{∣∣∣Ψ(`)
i,g (α, τ, φ)
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2

sin2
[
ϕ

(`)
i,g (α, τ, φ)

]}
Zi = 2

1
3

J∑

i=1

β2
i (Zi − 1) otherwise.

Therefore, for a large number of random components (i.e. 2NJ) and with a mean of zero and a variance

given by (7.34), P IIk (r) can be approximated to be

P IIk (r) ≈ 1√
2πσ2

I

e−r
2/(2σ2

I), (7.36)

and consequently, the pdf of Rk in the I-channel is given by

P IRk (r) ≈ 1√
π
(
N0 + 2σ2

I

)e−r
2/(N0+2σ2

I). (7.37)

Given (7.37) and using the same steps in Section §7.2, the upper bound expressions for P Is and P Ib for

M -ary QAM OFDM in the presence of J OFDMIs can be shown to be

P Is

(
Eb
N0

, γ | k
)
≈
√
M − 1√
M

erfc


%M




N0

Eb
+

2 log2 (M)

3

J∑

i=1

(Zi − 1) Υ
(`)
i,g,I

SIRk,i





− 1
2


 , (7.38)
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P Ib
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, γ | k
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≈ ςM

√
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erfc
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Eb
+

2 log2 (M)

3
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(Zi − 1) Υ
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i,g,I

SIRk,i





− 1
2


 ,

(7.39)

where SIRk,i = Es/β
2
i is the signal-to-interference ratio of the ith interferer in the kth bin. The upper

bound expressions for PQs and PQb are identical to those in (7.38) and (7.39), respectively, with Υ
(`)
i,g,I

replaced by Υ
(`)
i,g,Q. It should be noted that with the exception of BPSK interference, the upper bound

expressions are independent of τ , α and φ. Also, the computational time needed to evaluate the upper

bound expressions is in the order of a fraction of a second.

It is clear from Figs. 7.3b and 7.4, that despite the presence of 2N and N random variables, respectively,

the upper bound results do not provide a close match to the Monte Carlo results. While spectral leakage

ensures the presence of at leastN random variables (2N when τ 6= 0), the magnitude of the vast majority

of these random variables is very small compared to the nearest interfering subcarriers as illustrated in

Fig. 7.2. Effectively, this is equivalent to just having v strong components added together (as opposed

to N components), which results in a distribution that is not Gaussian. It should be noted that in both

Figs. 7.3b and 7.4 the upper bound approximation provides a closer fit to the Monte Carlo results than

the lower bound. The strength of the upper bound approximation is enhanced when multiple interferers

are considered as illustrated in Fig. 7.5, i.e. when there are 2NJ random variables present with
∑J

i=1 vi

strong components.

Based on the results in Figs. 7.3 – 7.5, the following observations can be made regarding the lower and

upper bound approximation methods:

1. In all cases, the upper bound provides a closer fit to the Monte Carlo results than the lower bound;

2. As the number of interferers increases, the upper bound accuracy improves;

3. The accuracy of the upper bound improves as the SINR gets smaller; and

4. The upper bound is more computationally efficient than the lower bound.

Given the exact expressions with their computational infeasibility and the approximation methods with

their respective limitations, an algorithm is needed to provide an easy and fast way to estimate the error

rate performance with acceptable accuracy levels.

7.4 Proposed Algorithm for Rapid Error Rate Estimation

Based on the computational complexity and accuracy of the full analytical model and the various ap-

proximation methods discussed in Section §7.3, the following algorithm is proposed when estimating

the error rate performance of M -ary QAM OFDM systems in the presence of OFDM interference:

1. When there is only one interferer, the subcarrier selectivity approximation method with a scaling

factor is the method of choice. The number of included subcarriers, v, is chosen based on the

available computational power;
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(a) M = 4, N = 64, Z = [4,16,64], SIR = 8 dB.
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(b) M = 16, N = 64, Z = [4,16], SIR = 15 dB.
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(c) M = 4, N = 64, Z = [2,2,4,16,64], SIR = 8 dB.
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(d) M = 16, N = 64, Z = [2,4,16,64], SIR = 15 dB.
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(e) M = 2, N = 64, Z = [2,4,16,4], SIR = 8 dB.
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(f) M = 2, N = 64, Z = [2,4,16,4], SIR = 5 dB.

Figure 7.5: Pb performance comparison of M -ary QAM OFDM in the presence of J OFDMIs. Each interferer
has 1/J th of the total interference power. τ ∼ U [0, N − 1], α ∼ U [0, 1], and φ ∼ U [0, 2π].
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2. In the case of multiple interferers, the upper bound is the best available option for the following

reasons:

(a) It provides the closest fit to the Monte Carlo results;

(b) It is computationally efficient; and

(c) It provides the results for the worst case error rate performance. Therefore, its results are

meaningful to system engineers when designing and planning OFDM-based wireless net-

works.

Throughout Chapters 8 and 9 this algorithm is used for estimating the error rate performance. While

the approximation methods do not provide exact results, they do provide estimations with acceptable

accuracy and are significantly faster and more convenient than Monte Carlo methods6.

7.5 Application to OFDMA

Orthogonal Frequency Division Multiple Access (OFDMA) is a multiple access scheme used by modern

WCSs (e.g. LTE and LTE Advanced) to provide wireless services to multiple users that operate on

a network using OFDM as a PHY transmission protocol. In OFDMA, each user is allocated a set of

subcarriers (they don’t have to be in a contiguous spectrum) for a time slot. The subcarrier allocation for

each user may differ from one time slot to the next depending on the algorithm used by the system to

allocate the subcarriers.

The raw error rate expressions derived in Chapters 6 and 7 can be directly applied to OFDMA systems

— prior knowledge of the user’s allocated subcarriers is needed to average the individual error rates for

those allocated subcarriers according to equation (6.18) for the NBIs case and equation (7.22) for the

OFDMIs case (and their equivalent Q-channel and BER expressions).

7.6 Forward Error Correction Coding and Interleaving

Most (if not all) commercial OFDM systems use a form of forward error correction (FEC) coding scheme

with interleaving techniques to improve (sometimes substantially) their error rate performances. Howe-

ver, there are several types of FEC codes (e.g. Reed-Solomon, convolutional, turbo, etc.) and they differ

in the way they enhance the raw error rate performance . Also, once the raw error rates are given (as in

this thesis), it is relatively straight forward to calculate the corrected/refined error rates by substituting the

raw error rate values into the expressions specific to the FEC scheme in use as in [66, p. 244] and [67, p.

6]. Furthermore, the corrected error rates and the raw error rates are related to each other in a monotonic

relationship and a raw error rate threshold will correspond to a refined/corrected threshold. Therefore,

FEC codes are not included in the the analyses presented in this thesis to ensure they are independent of

the FEC coding scheme and thus, transportable across different platforms and standards.

6Depending on the resolution of the Monte Carlo model and the scenario parameters, the duration of the Monte Carlo
simulations take anywhere between a few seconds and several days which is orders of magnitude longer than the analytical
approximation methods selected for the algorithm.
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It should also be noted that the results presented in Chapters 6–9 of this thesis are indicative since no FEC

scheme or interleaving techniques were used, and the performance trends are of particular importance.

7.7 Summary

Analytical error rate expressions for a generic M -ary QAM OFDM in the presence of multiple generic

Z-ary QAM OFDMIs have been derived in this chapter. While the full analytical expressions are exact,

they are computationally infeasible, thus several approximation methods have been developed that differ

in computational complexity and accuracy. The proposed algorithm for rapid error rate estimation used

in this thesis is a hybrid of two approximation methods: a scaled down version of the full analytical

expressions is used when considering a single interferer with a scaling factor included to compensate

for underestimation. The central limit theorem is used to calculate the upper bound and is used when

considering multiple interferers.

Performance assessments of OFDM systems in the presence of multiple OFDMIs are presented in Chap-

ter 8 for indoor-to-indoor interference scenarios and Chapter 9 for outdoor-to-indoor interference scena-

rios.
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Chapter 8

OFDM-to-OFDM Interference
Performance Assessment — Indoor
Environments

8.1 Introduction

In Chapter 7, a computationally efficient algorithm for calculating error rate performance of OFDM

systems in the presence of multiple OFDMIs was presented. The algorithm uses approximations to the

analytical expressions for the error rate performance and has been shown to provide fast and sufficiently

accurate estimations. Using this algorithm and the path loss databases for Test Environments A & B

(presented in Chapter 5), a performance assessment is presented in this chapter for OFDM-to-OFDM

interference scenarios in indoor environments. The OFDM results are then compared with DS-SS results

under identical environmental conditions. This comparison enables the investigation into the feasibility

of using DS-SS system planning strategies for OFDM systems.

Section §8.2 presents general error rate performance trends1 using the upper bound expressions derived

in Section §7.3.4. Case studies that use path loss databases for Test Environments A & B are presented

in Section §8.3 followed by the comparison with DS-SS systems in Section §8.4.

8.2 General Performance Trends

The error rate performance of OFDM systems depend on both the desired and interfering QAM levels,

M and Z respectively. Fig. 8.1 illustrates the effect of changing M on the probability of bit error, Pb,

performance as a function of Eb/N0 (Fig. 8.1a) and SIR (Fig. 8.1b) while all other system parameters

are held constant. It is observed from Fig. 8.1 that M has a profound impact on the Pb performance

— both when the system is noise-limited (Fig. 8.1a) and interference-limited (Fig. 8.1b). The bit error

performance improves significantly for a given SINR as the QAM level is reduced (the best performance

is observed with BPSK mapping, M = 2). While a lower QAM level achieves a superior bit error
1Not specific to a test environment.
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performance compared to a high QAM level, the downside is reduction of throughput, since the number

of data bits per mapped symbol, b, is given by

b = log2 (M) . (6.21)

It is important to note that the trend of changing M on the bit error performance is universal and not

case-specific with the individual parameter values determining the actual change in Pb as a function of

M . To determine the effect of the interference QAM levels, Z, on the bit error performance, recall the

upper bound expression in the I-channel (identical principals apply for Q-channel and the symbol error

performance)

P Ib ≈ ςM

√
M/2∑

m=1

erfc


(2m− 1) %M




N0

Eb
+

2 log2 (M)

3

J∑

i=1

(Zi − 1) Υ
(`)
i,g,I

SIRk,i





− 1
2


 , (7.39)

where P Ib is clearly a function of Zi. However, the QAM constellations used (both for desired and

interfering OFDM signals) ensure that the mean energy of the mapped symbols is normalised to one (i.e.

the mean energy of L(`)
i,g (x, y) /βi,g is normalised to one). Therefore, a normalising factor, ni, is included

in the expression for locations of the interfering message points, l(`)i,g (x, y) , in signal space such that

l
(`)
i,g (x, y) =

1
N

Ψ
(`)
i,g (α, τ, φ)L

(`)
i,g (x, y)× ni, (8.1)

where L(`)
i,g (x, y) is given by (7.9). This means that the expression in (7.39) has to be modified to include

ni according to

P Ib = ςM

√
M/2∑

m=1

erfc


(2m− 1) %M




N0

Eb
+

2 log2 (M)

3

J∑

i=1

(Zi − 1)n2
iΥ

(`)
i,g,I

SIRk,i





− 1
2


 . (8.2)

The mean energy of L(`)
i,g (x, y) /βi,g is calculated using its variance and is given by2

Var
(
L

(`)
i,g (x, y) /βi,g

)
=
Zi − 1

3
. (8.3)

Since ni is applied to the I-channel in (8.2), it follows that

n2
i ×

Zi − 1
3

=
1
2
,

since the I-channel contains 50% of the QAM energy (for square QAM constellations and using the

Pythagorean identity). Therefore3,

2See Appendix E.
3Note that for BPSK mapping (Zi = 2), n2

i × Zi−1
3 = 1, since BPSK has no energy in the Q-channel and Zi is replaced

by 4 since BPSK is equivalent to QPSK in one channel.



8.2. GENERAL PERFORMANCE TRENDS 105

0 5 10 15 20 25
10

−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/N0 (dB)

P
b

 

 

M = 2
M = 4
M = 16
M = 64

(a) SIR = 15 dB.
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(b) Eb/N0 = 15 dB.

Figure 8.1: Probability of bit error, Pb, performance ofM -ary QAM OFDM in the presence of four OFDMIs with
equal powers. N = 64, α = [0.2,0.5,0.35,0], τ = [12,49,32,14], φ = [0, π/6, π/3, π/2] radians and
Z = [2,4,16,64].
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ni =

√
3

2 (Zi − 1)
(8.4)

=





1 Zi = 2

1/
√

2 Zi = 4

1/
√

10 Zi = 16

1/
√

42 Zi = 64.

For Zi > 2, ni has the effect of removing Zi from the expression in (8.2) such that

P Ib = ςM

√
M/2∑

m=1

erfc
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N0

Eb
+ log2 (M)
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, (8.5)

where Υ
(`)
i,g,I is defined in (7.34). It should be noted that

J∑

i=1

1
SIRk,i

=
J∑

i=1

β2
k,i

Es

=
1
Es

J∑

i=1

β2
k,i

=
1

SIRk
, (8.6)

which is independent of J . This means that for Zi > 2 ∀i, the upper bound for the probability of bit error

is given by

P Ib = ςM

√
M/2∑

m=1

erfc

[
(2m− 1) %M

(
N0

Eb
+

log2 (M)

SIRk

)− 1
2

]
, (8.7)

which is a function of the desired QAM level, M , the energy-per-bit-to-noise ratio, Eb/N0, and the ove-

rall signal-to-interference ratio, SIRk. While the presence of spectral leakage allows the use of the upper

bound, the individual values for τi, αi and φi become immaterial when Zi > 2. Also, when Zi > 2 ∀i,
the particular value of Zi becomes unimportant as demonstrated by (8.7). Therefore, the particular va-

lues of τi, αi and φi are important only when considering BPSK-OFDM interference sources. However,

when there is no spectral leakage present (i.e. τi = 0 ∀i and αi = 0∀i), the parameters J , Zi and φi
influence the error rate performance significantly as demonstrated in Appendix F.
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8.3 Case Studies

The analytical error rate expressions derived in Chapter 7 and Section §8.2 can be used as a tool for base

station (BS) deployment studies in real environments. Select examples of such studies are presented in

this section as case studies using the path loss databases for Test Environments A & B (discussed in

Chapter 5). The path loss values for each BS in Test Environments A & B are shown in Appendix G.

The case studies shown in this chapter aim to answer the question: Given a multi-storey building envi-

ronment with a single BS on each floor (that can be located anywhere on the floor), what BS deployment

configuration provides optimum error rate performance?

8.3.1 Test Environment A — The Science Building

Five base station deployment scenarios are considered for Test Environment A (TEA) and are summa-

rised in Table 8.1. Scenario TEA-I is where all BSs (desired and interfering) are vertically aligned on

the right end of the building. The error rate performance for scenario TEA-I is used as a benchmark for

comparison purposes in this subsection. Scenario TEA-II is where a zigzag configuration is adopted, i.e.

the locations of the BSs alternate between the sides of the building. Scenario TEA-III adopts a diagonal

BS configuration in which BSs on different floors are placed on opposite sides of the building and a

BS deployed at the centre of the building in the floor sandwiched between the other two BSs. Scenario

TEA-IV is similar to scenario TEA-I but the the BSs are vertically aligned at the centre of the building.

Scenario TEA-V is where the desired BS is at the centre of the building and the interfering BSs are on

either side of the building.

For each scenario, the BER is calculated at each mobile station location for given values of M and Z

using Yang’s path loss database [108] and a noise floor of−101 dBm as calculated in Section §4.3.4. The

log10 (BER) values are then plotted on contour maps using MATLAB’s linear interpolation algorithm.

The plotting of log10 (BER) values instead of BER values is to give a better visual resolution for the

contour maps. The colour scale on the contour maps has a lower limit of −8, i.e. BER values less than

or equal to 10−8 are coloured as dark blue4.

All OFDM signals in all deployment scenarios are QPSK mapped5. As shown in Section §8.2, the

particular value of Zi becomes unimportant for the upper bound estimation when considering Zi > 2.

The error rate performance for scenario TEA-I is shown in Fig. 8.2. It is clear from Fig. 8.2 that scenario

TEA-I provides a good BER coverage across the floor with the exception of one room on the top middle

of the floor. The poor BER performance in that room is primarily due to the fact that the received signals

from Tx 3C and 2C are of comparable power levels (see Appendix G). One possible reason for the signals

from Tx 2C having similar power levels to those from Tx 3C in the top side of the floor is the presence of

several buildings in close proximity to The Science Building, particularly to its top and right. RF signal

reflections from these neighbouring buildings coupled with the fact that the entire exterior of the room of

interest is covered with glass windows may have allowed signals from Tx 2C to arrive with comparable

strengths to those from Tx 3C.

4The bottom-end colour for MATLAB’s jet colour map.
5Results with different desired mapping schemes are shown in Appendix H.
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Table 8.1: Base station deployment scenarios for Test Environment A.

TEA-I TEA-II TEA-III TEA-IV TEA-V
Desired BS 3C 3C 3C 3B 3B
Active Interfering BSs 1C and 2C 1C and 2A 1A and 2B 1B and 2B 1C and 2A
Physical Depiction

3C

2C

1C

3C

1C

2A

3C
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1B 1C
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3B
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Figure 8.2: Contour map of log10 (BER) for scenario TEA-I. M = 4, Z = [4,4] . Location of desired BS is
indicated by a white ×.

The BER performance when the BS deployment configuration changes to that of scenario TEA-II is

shown in Fig. 8.3. The raw BER performance is shown in Fig. 8.3a where most of the floor locations

receive a good BER coverage. Expectedly, the BER performance at the left end of the floor is poor due

to the close proximity of Tx 2A one floor below. Fig. 8.3b shows the BER performance of scenario

TEA-II normalised to that of scenario TEA-I. The BER performance in the top middle side of the floor

is improved significantly while the left side gets a much poorer BER performance relative to scenario

TEA-I and the rest of the floor gets a comparable BER performance to that in scenario TEA-I.

The BER performance for deployment scenario TEA-III is shown in Fig. 8.4. Using the diagonal BS

deployment configuration results in good BER performance in the right end of the building and most of

the internal corridor while the rest of the floor has a poor BER performance as illustrated by Fig. 8.4a.

Normalised BER results to scenario TEA-I are shown in Fig. 8.4b and it it clear that with the exception of

one location on the floor, no BER improvements are gained through this BS deployment configuration.

This suggests that the diagonal BS deployment configuration is inferior in terms of BER performance to

the vertically aligned configuration of scenario TEA-I.

Using the BS deployment configuration in scenario TEA-IV results in the BER performance shown in

Fig. 8.5. It is interesting to note that the inner part of the floor has a good BER performance while the

sides of the floor have a poor BER performance as illustrated in Fig. 8.5a. Although the BSs in scenarios
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(a) log10 (BERII). Location of desired BS is indicated by a white ×.
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Figure 8.3: Contour maps of BER performance for scenario TEA-II. M = 4, Z = [4,4].

TEA-I and TEA-IV are vertically aligned, the BER performance of scenario TEA-IV is much poorer on

the sides of the floor relative to those of scenario TEA-I as shown in Fig. 8.5b.

The BER performance using the BS deployment configuration in scenario TEA-V is shown in Fig. 8.6.

It is interesting to note that the BER performance is similar to that from scenario TEA-IV where the

centre of the floor has a good BER performance and the sides of the floor having poor BER performance

levels as seen in Fig. 8.6a. The BER performance of scenario TEA-V normalised to those obtained

by scenarios TEA-I and TEA-IV are shown in Figs. 8.6b and 8.6c respectively. Based on the results

shown in Figs. 8.2–8.6, the vertically aligned BS deployment configuration on the right side of the

building (scenario TEA-I) provides the best BER performance across the floor6. Table 8.2 confirms this

observation by showing the percentages of floor area that satisfy the condition Pb ≤ ε.

6Average BER performance across the floor for scenario TEA-I is 0.015. Second best average BER performance is 0.067
for scenario TEA-II.
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(a) log10 (BERIII). Location of desired BS is indicated by a white ×.
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Figure 8.4: Contour maps of BER performance for scenario TEA-III. M = 4, Z = [4,4].

Table 8.2: Percentage floor coverage for TEA when Pb ≤ ε.

TEA-I TEA-II TEA-III TEA-IV TEA-V

ε = 10−6 76.92% 67.31% 51.92% 34.62% 42.31%
ε = 10−4 84.62% 73.08% 51.92% 36.54% 42.31%
ε = 10−2 90.38% 76.92% 53.85% 48.08% 44.23%
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(a) log10 (BERIV). Location of desired BS is indicated by a white ×.
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Figure 8.5: Contour maps of BER performance for scenario TEA-IV. M = 4, Z = [4,4].

8.3.2 Test Environment B — The Engineering Tower

Two base station deployment scenarios are considered for Test Environment B (TEB) and are summarised

in Table 8.3. Scenario TEB-I is where all BSs (desired and interfering) are vertically aligned on one side

of the building. The error rate performance for scenario TEB-I is used as a benchmark for comparison

purposes in this subsection. Scenario TEB-II is where a zigzag configuration is adopted, i.e. the locations

of the BSs alternate between either side of the building. The BER calculation process is identical to that

for TEA. All OFDM signals in both deployment scenarios are QPSK mapped7.

The BER performances using the BS deployment configurations in scenarios TEB-I and TEB-II are

shown in Fig. 8.7. It is interesting to note that in both scenarios, the side of the building opposite to the

desired BS has poor BER levels. Also, unlike TEA, the zigzag BS deployment configuration (TEB-II)

provides a better BER performance across the floor relative to scenario TEB-I as illustrated by Fig. 8.7c

and Table 8.4. This result shows that a certain BS deployment configuration is not guaranteed to provide

the best error rate performance for every environment and the propagation conditions of the environment

7Results with different desired mapping schemes are shown in Appendix H.
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Figure 8.6: Contour maps of BER performance for scenario TEA-V. M = 4, Z = [4,4].
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Table 8.3: Base station deployment scenarios for Test Environment B.

TEB-I TEB-II
Desired BS 4 4
Active Interfering BSs 2, 6, 8 and 10 1, 5, 8 and 9

Physical Depiction

10

8

6

4

2

8

9

5

4

1

Table 8.4: Percentage floor coverage for TEB when Pb ≤ ε.

TEB-I TEB-II

ε = 10−6 10.71% 30.36%
ε = 10−4 12.50% 32.14%
ε = 10−2 39.29% 41.07%

itself are a key factor influencing the deployment strategy. Also, BER performances for the deployment

scenarios for different values of M (shown in Appendix H) show that the deployment configurations

with the most consistent BER performances are TEA-II, TEA-V and TEB-II. An alternative option for

both test environments is to deploy a second BS on each floor that operates at an adjacent (but not

overlapping) frequency band. The BS deployment configuration will be zigzag one such that for TEA,

BSs 1A, 2C and 3A will use an adjacent frequency band to BSs 1C, 2A and 3C and for TEB, BSs 2, 3,

6, 7 and 10 will use an adjacent frequency band to BSs 1, 4, 5, 8 and 9.

These results show the usefulness and practical aspect of the analytical error rate expressions derived

in this thesis. These expressions also allow a comparison between OFDM-based and DS-SS-based wi-

reless networks performance in the presence of interference. One key question is: if a DS-SS network

already exists in an environment and it is to be replaced by an OFDM-based network, could the existing

BS/antenna deployment be retained?

8.4 Comparison with DS-SS Systems

As mentioned in Chapter 2, direct sequence-spread spectrum (DS-SS) is a popular physical layer air

interface for wireless systems, e.g. IEEE 802.11b WLANs and 3G cellular systems. However, an increa-

sing number of wireless systems are adopting OFDM as their physical layer air interface, which means

that some existing DS-SS based wireless networks will be upgraded to OFDM-based ones. An important

engineering exercise is whether this upgrade will necessitate a redeployment of the existing BSs8. The

8The analyses and results presented next are expanded from those in [125].
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(a) log10 (BER) for Scenario TEB-I.
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(b) log10 (BER) for Scenario TEB-II.
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Figure 8.7: Contour maps of BER performance for scenario TEB-I and TEB-II. M = 4, Zi = 4 ∀i. Location of
desired BS is indicated by a white ×.
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downlink probability of bit error of a BPSK-mapped DS-SS system in the presence of AWGN and DS-SS

interference (both intra-cell and inter-cell interference) is given by [14, pp. 14–19], [126]

Pb =
1
2

erfc

[(
N0

Eb
+

2V
3Gp

[
U − 1 +

1
SIR

])− 1
2

]
, (8.8)

where V is the voice activity factor9 and is set to 1
2 , Gp is the processing gain and is set to 11 for a 2

Mbps IEEE 802.11b WLAN [22], U is the number of users connected to each DS-SS BS, and SIR is

the ratio of the desired DS-SS signal’s energy to the collective energy of the interfering inter-cell DS-SS

signals.

Four BS deployment configuration scenarios are considered for the comparison between DS-SS and

OFDM systems: TEA-I, TEA-II, TEB-I and TEB-II. To facilitate a “fair” comparison, all desired and

interfering OFDM signals are BPSK-mapped since the expression in (8.8) assumes BPSK signal mapping

for all DS-SS signals. Also, for each scenario, two cases are considered for DS-SS systems: one with

just a single user connected to each BS (i.e. U = 1) and the other with ten users connected to each

BS (i.e. U = 10). It should be noted that the error rate expressions derived for OFDM systems are for

the kth frequency bin (which is allocated to a single user at a given time slot) and the orthogonality of

the subcarriers ensures no inter-carrier interference (ICI) is present. The overall OFDM error rate value

for the uth user is obtained by averaging the error rates for all the frequency bins allocated to the uth

user (see Equation (7.22)). However, in DS-SS systems, signals are differentiated by semi-orthogonal

spreading codes and added together [128]. This results in intra-cell interference (the equivalent to ICI in

OFDM systems). Therefore, when multiple users are connected to a DS-SS BS, intra-cell interference is

unavoidable and thus has to be taken into consideration (hence the two cases of U = 1 and U = 10).

Fig. 8.8 shows the BER performances for scenario TEA-I. Two things can be observed from Fig. 8.8,

the first is that both DS-SS performances are almost uniform across the floor, unlike the OFDM case

where there is a serious performance degradation in one of the rooms at the top middle of the building.

The second thing is that the DS-SS performance degrades significantly when nine additional users are

connected to each BS (a realistic scenario). The DS-SS performance can be improved markedly by

increasing the processing gain, Gp, but at the expense of reduced data rate. Assuming no ICI for the

OFDM case, the average BER for the 10-user DS-SS network is significantly higher than the OFDM

network for the majority of the floor area.

BER performances for scenario TEA-II are shown in Fig. 8.9. The BER patterns for OFDM and DS-SS

systems are similar but with different values. For the OFDM network, the majority of the floor area has a

good BER performance with the left end of the floor experiencing significantly poorer BER performance

due to the close proximity of BS 2A. The 10-user DS-SS network has a much poorer BER performance

across most of the floor area compared to the OFDM network, but a better BER performance at the left

end of the building. Based on the results from Figs. 8.8 and 8.9, the vertically aligned BS configuration

(scenario TEA-I) provides a better BER performance than the zigzag configuration (scenario TEA-II)

for both OFDM and DS-SS networks. This is also confirmed by Table 8.5 that shows the percentages of

floor area that satisfy the condition Pb ≤ ε.

9In telephone channels, the voice activity is defined as the percentage of time during which voice is present [127, p. 12].
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(a) OFDM-based networks.
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(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 8.8: Contour map of log10 (BER) for scenario TEA-I. M = 2, Z = [2,2] . Location of desired BS is
indicated by a white ×.
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(a) OFDM-based networks.

y
(m

)

x(m)

 

 

log
10

(BER)

−4

−2

0

2

4

6

8

10

12

14

0 10 20 30 40 50 60 70

−8 −7 −6 −5 −4 −3 −2 −1

(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 8.9: Contour map of log10 (BER) for scenario TEA-II. M = 2, Z = [2,2] . Location of desired BS is
indicated by a white ×.
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Table 8.5: Percentage floor coverage for TEA when Pb ≤ ε.

TEA-I TEA-II

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

ε = 10−6 92.31% 100% 0% 69.23% 82.69% 0%
ε = 10−4 92.31% 100% 0% 75.00% 92.31% 0%
ε = 10−2 94.23% 100% 100% 78.85% 96.15% 84.62%

Table 8.6: Percentage floor coverage for TEB when Pb ≤ ε.

TEB-I TEB-II

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

ε = 10−6 12.50% 83.93% 0% 37.50% 60.71% 0%
ε = 10−4 21.43% 89.29% 0% 41.07% 62.50% 0%
ε = 10−2 46.43% 100% 87.50% 51.79% 67.86% 60.71%

Fig. 8.10 shows the BER performances for scenario TEB-I. It is interesting to note that the DS-SS net-

works (even the 10-user network) provide a more consistent BER performance across the floor than the

OFDM network. The results for TEB-II are shown in Fig. 8.11 and demonstrate a marked improve-

ment for the BER performance for the OFDM network compared with TEB-I and a significant BER

performance degradation for the DS-SS networks. This is further illustrated by Table 8.6.

Based on the results from Figs. 8.10 and 8.11, the vertically aligned BS configuration (scenario TEB-I)

provides a better BER performance for the DS-SS networks while the zigzag configuration (scenario

TEB-II) provides a better BER performance for the OFDM network. This is interesting, since the need

for BS redeployment is dependent on the environment itself as demonstrated by the results in Figs. 8.8–

8.11 where a redeployment is unnecessary for TEA but necessary for TEB. It is also important to note

that the error rate performance of DS-SS systems is limited by interference (both intra-cell and inter-cell),

which can be mitigated with higher processing gains, Gp. Subcarrier orthogonality for OFDM systems

ensures ICI-free error rate performance, and the absence of spectrum spreading makes OFDM systems

more sensitive to external interference sources than DS-SS systems.

8.5 Summary

In this chapter, the effects of system parameters on the error rate performance of OFDM-based wireless

networks are demonstrated along with OFDM-to-OFDM performance assessment in indoor environ-

ments. The error rate performance is sensitive to the desired QAM level, M , with higher QAM levels

(M > 4) recommended to be used in good channel conditions (high SINR values). Due to the fact that

transmitted QAM symbols have the same average energy regardless of the QAM level, the upper bound

error rate performance becomes independent of Z, J , αi, τi and φi when Zi > 2∀i. It is important to

note that the presence of the spectral leakage allows the use of the upper bound approximation but the

specific values of αi, τi and φi become unimportant.
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(a) OFDM-based networks.
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(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 8.10: Contour map of log10 (BER) for scenario TEB-I. M = 2, Zi = 2 ∀i. Location of desired BS is
indicated by a white ×.
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(a) OFDM-based networks.
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(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 8.11: Contour map of log10 (BER) for scenario TEB-II. M = 2, Zi = 2 ∀i. Location of desired BS is
indicated by a white ×.
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Case studies using real path loss measurement databases for The Science Building and The Engineering

Tower at The University of Auckland are used to illustrate the usefulness of the analytical error rate

expressions derived in this thesis. These studies demonstrate that a vertically aligned base station de-

ployment configuration is best for The Science Building while a zigzag configuration is best for the The

Engineering Tower.

A comparison with DS-SS systems under identical conditions show that the error rate patterns for OFDM

and DS-SS networks depend on the environment itself. For the The Science Building both OFDM and

DS-SS networks have similar error rate patterns and thus a base station redeployment is not required if a

DS-SS network is to be replaced with an OFDM-based network. However, DS-SS and OFDM networks

have opposite error rate patterns for The Engineering Tower and therefore a base station reassignment

would be necessary if a DS-SS network were to be replaced by an OFDM-based network.

Performance assessments of OFDM systems in the presence of multiple OFDMIs are presented in Chap-

ter 9 for outdoor-to-indoor interference scenarios.
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Chapter 9

OFDM-to-OFDM Interference
Performance Assessment —
Indoor/Outdoor Environments

9.1 Introduction

In Chapter 8, the applicability of the analytical error rate expressions developed in Chapter 7 have been

demonstrated on deployment scenarios where the interference comes from within the same environment,

i.e. indoor-to-indoor interference. However, interference sources could also come from external sources,

e.g. access points deployed within neighbouring buildings, street level WLAN hotspots, geographically

co-located services such as WiMAX etc. In this chapter, the applicability of the analytical error rate ex-

pressions is demonstrated for deployment scenarios where there are external interfering sources present.

Similar to Chapter 8, path loss measurements in a real environment are used to model the radio channel.

For this chapter, the path loss database from Wong’s measurements campaign [15] for The Engineering

Tower is used1.

Error rate performance assessment of OFDM systems in the presence of multiple OFDMIs for several

case studies are presented in Section §9.2 followed by comparisons with DS-SS systems in Section §9.3.

9.2 Case Studies

Four base station deployment scenarios are considered in this chapter and are summarised in Table 9.1.

In all scenarios Tx I-1 is considered to be the desired BS. Scenario I is where there are two external

interfering BSs (O-1 and O-3) each located on one side of the building. As discussed in Chapter 5,

Wong’s measurements were conducted on the eighth floor of The Engineering Tower and the external

BSs are at a height equivalent to the sixth floor (see Fig. 5.8). Scenario II considers two interfering

BSs — one external (O-1) and one internal (I-2). Scenario III is similar to Scenario II but with BS O-1

1See Chapter 5 for details of the environment and Appendix G for path loss measurements.
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Table 9.1: Base station deployment scenarios. The shaded area represents the building’s central services core
(containing lifts, stairwell, etc.)

Scenario Base Stations Physical Depiction

I

14 metres

I-1 O-1O-3

14 metres

Desired BS I-1

Active Interfering BSs O-1 and O-3

II

14 metres

I-1

I-2

O-1

Desired BS I-1

Active Interfering BSs I-2 and O-1

III
I-1

I-2

O-3

14 metres

Desired BS I-1

Active Interfering BSs I-2 and O-3

IV

14 metres

I-1

I-2

O-1O-3

14 metres

Desired BS I-1

Active Interfering BSs I-2, O-1 and O-3

replaced with BS O-3. Scenario IV is where there are three active interfering BSs, one internal (I-2) and

two external (O-1 and O-3).

As in Chapter 8, all desired and interfering OFDM signal are QPSK mapped and the noise floor is at

−101 dBm. Fig. 9.1 shows the BER performance across the eighth floor of The Engineering Tower for

Scenario I. Unlike Yang’s measurement campaign [108], no path loss measurements were taken inside

the central services core in Wong’s measurement campaign [15], hence there are no contour lines inside

the central services core for the contour maps presented in this chapter.

It is observed from Fig. 9.1 that the presence of external interfering sources on either side of the building

results in poor BER performances at the corner opposite to the desired BS location as well as some of
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Figure 9.1: Contour maps of BER performance for Scenario I. M = 4, Zi = 4∀i. The location of the desired BS
is indicated by a white ×.

the offices on the same side as the desired BS2. The BER result for Scenario I is used as a benchmark for

comparison with the other scenarios.

Fig. 9.2 shows the error rate performance for Scenario II where Fig. 9.2a shows the raw BER performance

and Fig. 9.2b shows the BER performance normalised to the BER performance of Scenario I. Based on

the results from Fig. 9.2, the presence of the internal interfering source (I-2) has a detrimental effect on

the error rate performance mainly on two opposite corners of the floor (indicated by the red and yellow

patches in Fig. 9.2b). The fact that BS O-3 is inactive (compared to Scenario I) did not have an effect on

the error rate performance due to the influence of the internal interference source, BS I-2.

The error rate performance for Scenario III is shown in Fig. 9.3 with the raw BER performance in

Fig. 9.3a and the normalised BER to Scenario I in Fig. 9.3b. The placement of the external interferer

(O-3) on the other side of the building (away from the desired BS) improves the BER performance on the

side next to the desired BS as indicated by the blue patches in Fig. 9.3b. The detrimental effects of BSs

I-2 and O-3 on the BER performance are similar to those in Scenario II. This suggests that the influence

of the external interferer O-3 is minimal when BS I-2 is active.

Fig. 9.4 shows the error rate performance for Scenario IV where the raw BER performance is shown

Fig. 9.4a and Fig. 9.4b shows the BER performance normalised to the BER performance of Scenario I. It

is observed that the error rate performance for Scenario IV is very similar to that of Scenario II. Fig. 9.4c

shows the BER performance normalised to the BER performance of Scenario II3. Based on Fig. 9.4c,

only a handful of locations on one side of the building are influenced by the presence of BS O-3.

The results from Figs. 9.1–9.4 show that external interference sources can have a significant impact on the

error rate performance of an OFDM-based wireless network even when there are no internal interference

sources (Scenario I). The influence of the external interference can be masked by the presence of a strong
2Offices in The Engineering Tower have large glass exterior windows as seen in Fig. 5.6.
3The colour scale is different to emphasise the differences between Scenarios II and IV.
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(a) log10 (BER) for Scenario II.
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Figure 9.2: Contour maps of BER performance for Scenario II. M = 4, Zi = 4 ∀i. The location of the desired
BS is indicated by a white ×.
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(a) log10 (BER) for Scenario III.
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Figure 9.3: Contour maps of BER performance for Scenario III. M = 4, Zi = 4 ∀i. The location of the desired
BS is indicated by a white ×.
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(a) log10 (BER) for Scenario IV.
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Figure 9.4: Contour maps of BER performance for Scenario IV. M = 4, Zi = 4 ∀i. The location of the desired
BS is indicated by a white ×.
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Table 9.2: Percentage floor area that satisfies Pb ≤ ε.

Scenario I Scenario II Scenario III Scenario IV

ε = 10−6 33.33% 26.19% 33.33% 26.19%
ε = 10−4 33.33% 26.19% 33.33% 26.19%
ε = 10−2 40.48% 30.95% 35.71% 26.19%

Table 9.3: Percentage floor area that satisfies Pb ≤ ε.

Scenario I Scenario IV

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

OFDM
DS-SS,
U = 1

DS-SS,
U = 10

ε = 10−6 35.71% 78.57% 0% 26.19% 57.14% 0%
ε = 10−4 40.48% 83.33% 0% 28.57% 61.91% 0%
ε = 10−2 54.76% 85.71% 78.57% 30.95% 66.67% 57.14%

internal interferer (Scenarios II and IV). Table 9.2 shows the percentage area of the floor that that have

BER values below a threshold, ε, for the Scenarios I–IV.

9.3 Comparison with DS-SS Systems

As in Chapter 8, the comparison with DS-SS systems is done under identical environmental conditions.

Scenarios I and IV are considered for the comparison with DS-SS systems with all desired and interfering

signals BPSK-mapped since the expression in (8.8) assumes BPSK signal mapping for all DS-SS signals.

The DS-SS cases are considered with a single and ten users connected to each base station to illustrate

the effect of intra-cell interference.

Fig. 9.5 shows the BER performances for Scenario I. It is clear from Figs. 9.5a and 9.5b that OFDM-

based networks are more sensitive to the external interference sources than single-user DS-SS networks.

When ten users are connected to each BS (Fig. 9.5c), the intra-cell interference degrades the BER per-

formance across the entire floor area with the poorest BER performance regions matching those for the

single-user DS-SS networks.

The BER performances for Scenario IV are shown in Fig. 9.6 whereby an internal interference source

is active (BS I-2). The influence of the internal interferer is immediately visible for both OFDM and

DS-SS networks. For the DS-SS networks, the poorest BER performances are obtained in the vicinity of

the internal interferer while for the OFDM networks, significantly more locations on the floor experience

very poor BER performances. This is due to the fact that OFDM systems, unlike DS-SS systems, do

not spread the spectrum of the interfering signals and therefore, are more sensitive to fluctuations in the

SIR than their DS-SS counterparts. Table 9.3 shows the percentage area of the floor that that have BER

values below a threshold, ε, for the Scenarios I and IV.
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(a) OFDM-based networks.
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(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 9.5: Contour map of log10 (BER) for Scenario I. M = 2, Zi = 2 ∀i. The location of the desired BS is
indicated by a white ×.
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(a) OFDM-based networks.
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(b) DS-SS-based networks with U = 1.
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(c) DS-SS-based networks with U = 10.

Figure 9.6: Contour map of log10 (BER) for Scenario IV. M = 2, Zi = 2 ∀i. The location of the desired BS is
indicated by a white ×.
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9.4 Summary

In this chapter, the analytical error rate expressions were used to show the effects of interference sources

outside an environment on OFDM-based wireless networks. Results show that the presence of just

external interferers several metres away from the test environment and at height equivalent to two floors

below has a significant impact on the OFDM error rate performance. Results also show that when the

external interferer is on the same side as an internal interferer, its influence on the error rate performance

becomes minimal. Comparisons with DS-SS systems enforced the patterns observed in Chapter 8, where

OFDM systems are more sensitive to SIR fluctuations than DS-SS systems due to the lack of spectrum

spreading in OFDM systems. Also, DS-SS systems have error rate performances that are limited by the

intra-cell interference as well as inter-cell interference and both can be mitigated with higher processing

gains.

In practice, radio engineers tasked with replacing/upgrading DS-SS networks with OFDM-based ones

need to be aware of such differences in performance and limitations between DS-SS and OFDM systems.

In particular, OFDM systems’ inability to combat interference using spectrum spreading techniques,

emphasises the need to preserve subcarrier orthogonality (through synchronisation algorithms and ISI

suppression techniques) to maintain ICI-free performance. Unlike DS-SS systems, as long as subcarrier

orthogonality is preserved, OFDM systems can combat multiple access interference (MAI4) without the

penalty of lowering data throughput. This allows radio engineers and system planners to focus on the

presence of inter-cell interference and ways to avoid and/or cancel/mitigate its effects on OFDM-based

wireless systems.

Throughout Chapters 8 and 9, the usefulness and applicability of the analytical error rate expressions

derived in this thesis have been demonstrated. In Chapter 10, the significance of the analytical error rate

expressions/models are put into context and future developments that would improve the capabilities of

these models are discussed.

4Sometimes called multi-user interference (MUI), or intra-cell interference.
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Chapter 10

Context and Future Developments

10.1 Introduction

The ubiquity of wireless systems in deployment coupled with the ever increasing number of these systems

adopting OFDM as their air interface technology necessitate the development of fast and reliable tools

that can quantify the impact of OFDM-to-OFDM interference. In Chapter 7, analytical expressions for

OFDM error rate performance in the presence of same-type system interference were derived. While the

full expressions are exact, they are not computationally feasible. Therefore, a computationally efficient

algorithm that estimates the error rate performance with acceptable accuracy levels was developed using

a hybrid of two approximation methods. Chapters 8 and 9 demonstrated the applicability and practical

use of this algorithm in wireless systems design and deployment optimisation.

Section §10.2 demonstrates how the work presented in this thesis fits into the “big picture” of wireless

systems design and how it can be utilised as an integral block of the design process. Several improve-

ments on the current analytical work are suggested for future work in Section §10.3.

10.2 Wireless Systems Design and Optimisation

One of the major tasks of radio systems engineers is the design and optimisation of wireless systems in

deployment. The design and optimisation process of any wireless system can be subdivided into three

core stages, as shown in Fig. 10.1. The first is determining the system parameters: these parameters

include (but are not limited to) antenna type, physical layer interface, modulation schemes, frequency

range, bandwidth, number of carriers, deployment configuration etc. Once the system parameters are

determined, the system performance can then be assessed in terms of error rates, outage probabilities or

data throughputs, which are all inter-related. Based on the system performance, some parameters might

be adjusted to improve the system performance. The base station deployment can then be optimised

based on the system performance obtained for each deployment/configuration.

The system performance assessment process is shown in Fig. 10.2 and consists of several discrete

stages/blocks. Given the system parameters, the first stage is quantifying the effect of the radio channel

on the transmitted signals (desired and interfering alike), i.e. determining the channel impulse response

133
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System Parameters System Performance Assessment System/Deployment Optimisation

Figure 10.1: Communications system design and optimisation process.

for each received signal. This can be done in four different ways: the channel impulse response can be

measured for a collection of transmitter-receiver locations (as was demonstrated in Chapter 5). While this

method is laborious, time-consuming and environment-specific, there are no assumptions and/or simpli-

fications of the radio channel. The second way of quantifying the channel impulse response is using

computational electromagnetic modelling techniques such as the finite-difference time-domain (FDTD)

method [104, 105]. Depending on the resolution and the environmental details of the simulation setup,

the FDTD can be computationally very intensive [106, pp. 34–36]. The third method is to use mecha-

nistic models that are based on the fundamental electromagnetics theory but consider only the dominant

components; this allows channel estimations that have acceptable accuracy levels but with a significantly

reduced computational overhead [107, Sec. V]. Other methods include simplistic channel modelling

such as free space, Rayleigh fading etc. (see Chapter 4). While these methods provide fast channel es-

timations, they are based on a set of approximations/assumptions which (depending on the task at hand)

could be inappropriate. The main objectives of channel estimation block are to

1. Quantify the desired transmission’s resultant phase offset1 (consequence of multipath fading and

travelling); and

2. Quantify the received SINR, i.e. the SINR at the receiver’s front end.

Since phase offsets are usually corrected by the synchroniser at the receiver, the received SINR is the

main output of the channel estimation block. The synchronisation block at the receiver’s front end is

tasked with maintaining time- and frequency-domain synchronisation with the desired transmission. Ho-

wever, synchronisation errors (dependent on the channel conditions and the synchronisation algorithm)

can change the received SINR, e.g. synchronisation errors in OFDM-based networks would result in ICI

(which changes the SIR at each subcarrier frequency bin) [129, Ch. 5]. Estimating the synchronisation

errors2 (symbol timing offsets and carrier frequency offsets) can be achieved in one of three different

ways: hardware testing/prototyping where a prototype of the system is implemented on hardware3 and

the performance of the synchronisation algorithm is tested under various channel conditions. The second

approach is using Monte Carlo numerical methods to model the synchronisation algorithm and quantify

its impact under different channel conditions. The third method is analytical modelling where the effects

of the synchronisation algorithm are quantified mathematically and incorporated into the system model.

The received SINR at the receiver’s front end could change depending on the extent of the synchronisa-

tion errors and an effective SINR is obtained4.
1If uncorrected for in the synchronisation block, phase offsets can cause bit errors.
2The effects and extent of these errors are dependent on the synchronisation algorithm used.
3This could be done on digital signal processors (DSPs) or field programmable gate arrays (FPGAs).
4Many system performance models assume perfect synchronisation with the desired transmission (as in this thesis) and

therefore, the received SINR obtained from the channel model is the effective SINR.
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Obtain received SINRSystem Parameters

Final Error Rate
Performance

Obtain effective SINR

System Performance Assessment

Synchronisation Errors (Timing & Frequency)

– Hardware Testing/Prototyping;

– Monte Carlo Numerical Modelling; or

– Analytical Modelling.

Raw Error Rate Performance

– Hardware Testing/Prototyping;

– Monte Carlo Numerical Modelling; or

– Analytical Modelling.

Refined Error Rate Performance

1. Data Coding & Forward Error Correction.

2. Interleaving.

3. Antenna Diversity (including MIMO).

Radio Channel Modelling/Estimation

– RF Measurements;

– Electromagnetic Modelling;

– Mechanistic Modelling; or

– Statistical Modelling.

Figure 10.2: System performance assessment process. The main thesis contribution is highlighted in red text.

Once the effective SINR is obtained, the raw error rate performance can be be quantified via one of

three methods: hardware testing/prototyping where the raw error rate performance is measured using a

system prototype on hardware. Modelling the system using Monte Carlo numerical methods is a popular

option due to its relative simplicity and versatility. However, depending on the resolution of the Monte

Carlo model and the scenario parameters, the duration of Monte Carlo simulations could take anywhere

between a few seconds and several days or longer. The third option is quantifying the raw error rate

performance using analytical expressions that accurately capture the system behaviour in the presence

of noise and interference. The main contribution of this thesis falls under the third category, whereby a

fast, robust and sufficiently accurate analytical algorithm is developed that quantifies the raw error rate

performance of OFDM-based networks in the presence of noise and multiple same-type OFDMIs.

Most, if not all, commercial wireless systems have features that improve their raw error rate performance.

These features include data coding (forward error correction (FEC) codes), interleaving, antenna diver-

sity, adaptive subcarrier allocation algorithms. The refined, or final, error rate performance is quantified

once these features are taken into consideration. Quantifying the refined error rate performance carries

with it two major challenges, namely:

1. The inclusion of additional features results in more complex system models that can be challenging

to fully model analytically; and

2. Most of these features are algorithm-dependent. Therefore, it is challenging to come up with a

model (especially analytical) that encompasses all possible performance outcomes.

The beauty of the raw error rate algorithm developed here is that it is independent of the channel, syn-

chronisation algorithm, and all the additional enhancing features (coding, diversity, etc.) and can be used

as a module inside a larger system model. However, the developed analytical model/algorithm is not

“complete” and there are several features than can be incorporated to make it more comprehensive and

useful.
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10.3 Recommendations for Future Work

This thesis provides an analytical technique that enables fast and robust error rate performance assess-

ment of OFDM-based wireless systems in the presence of interference, mainly same-type system in-

terference. However, there are numerous ways that the work presented in this thesis can be extended

and improved to provide a better and universal tool that enables a more comprehensive performance

assessment of OFDM-based systems suffering from OFDM interference. The recommendations for fu-

ture work are classified into two major categories: the first consists of improvement and refinement of

the work presented here by making it universal and robust. The second category is the development of

additional modules/tools that complement the work presented in this thesis to provide a more complete

OFDM performance assessment tool.

10.3.1 General Model Refinements

The analytical model derived in this thesis is based on a set of assumptions and approximations that

reduce its complexity. This section presents some recommendations for removing some of the main

assumptions and approximations inherent in the analytical model. The removal of some of these as-

sumptions and approximations would produce a more general analytical model (perhaps more complex)

that can be used for scenarios and cases where the current model is inadequate.

QAM Constellations

When it comes to the QAM constellations used by the analytical model for the OFDM signals, there are

two assumptions, namely:

• Square QAM constellations (apart from BPSK) for all desired and interfering OFDM signals; and

• The QAM levels of all interfering OFDM signals are known and constant across time and fre-

quency.

While these assumptions are not critical to the performance assessment, removing them would enhance

the usability of the analytical model. The square QAM constellations are not an unreasonable assumption

since most wireless standards using OFDM adopt square QAM signal mapping (e.g. [8, 23]). However,

allowing the QAM constellations to be rectangular (i.e. the number of signal points on the I-channel is

not necessarily the same as the Q-channel) can be achieved with relative ease.

The second assumption can be removed by replacing Zi with Z(`)
i,g , which is the QAM level of the `th

symbol of the gth subcarrier of the ith OFDM interferer. However, as seen in Section §8.2, the upper

bound expression is insensitive to the particular value of Z (as long as it is not BPSK), and therefore,

replacing Zi with Z(`)
i,g is potentially a futile exercise for non-BPSK OFDMIs.

Random α, τ and φ

The frequency, time and phase offsets between the desired OFDM transmission and the ith OFDMI, αi,

τi and φi respectively, are assumed to be known/given. Also, τi is assumed to be an integer multiple of
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the time-domain sampling rate. A possible extension is to consider these parameters as random entities

such that

• The normalised frequency offset, αi is uniformly distributed between 0 and 1, i.e. αi ∼ U [0, 1];

• The time offset, τi is uniformly distributed between 0 and N , i.e. τi ∼ U [0, N ]; and

• The phase offset, φi is uniformly distributed between 0 and 2π radians, i.e. φi ∼ U [0, 2π].

However, as seen in Section §8.2, the upper bound expression is sensitive to the particular values of αi,

τi and φi only when the OFDMI is BPSK-mapped.

Partial Co-Channel Interference

The analytical model assumes that the OFDM interferers (while being of the same type as the desired

system) are co-channel interferers, i.e. they use completely overlapping spectra. Most modern wireless

standards (e.g. IEEE 802.11g WLANs [23]) have several full-bandwidth “channels” that can be used by

the network. However, some of these channels partially overlap, which means that if two neighbouring

wireless networks use partially overlapping channels then there will be interference (not as severe as co-

channel interference). Therefore, the analytical model can be extended by considering partial co-channel

interference and this would require modelling the bandpass filter’s response at the receiver’s front end.

General OFDM-to-OFDM Interference

One of the major assumptions of the analytical model is that all OFDM systems (desired and interfering)

are of the same type, e.g. all are IEEE 802.11n WLANs or all are WiMAX. This assumption resulted

in several simplifications (see Section §7.2.1), namely there are only two OFDM time-domain symbols

present at the receiver’s DFT window per OFDMI and the number of subcarriers and their frequency

separation are identical to those of the desired system. Removing this assumption would have significant

changes to the analytical model derived herein. The benefit of removing this assumption is to provide a

tool that can analyse OFDM-to-OFDM interference across any OFDM standard/system.

10.3.2 Complementary Modules

As discussed in Section §10.2, evaluating the true performance of an OFDM-based wireless network re-

quires several modules/blocks including the raw error rate estimation module (main thesis contribution).

This section provides recommendations for additional modules that can be used to complement the work

presented in this thesis to provide a more complete OFDM performance assessment tool.

OFDMA

The analytical model derived in this thesis is able to quantify the raw OFDM error rate performance at

the subcarrier level. This can be used for single-user systems (OFDM) and multi-user systems (OFDMA)
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by averaging the raw error rates for the subcarriers allocated for a particular user (averaging across all

subcarriers for the OFDM case). Therefore, a module that adaptively allocates resources to the users

connected to the network across time and frequency (i.e. which subcarriers get allocated to which user

at what time) can be used in conjunction with the analytical model to provide raw error rate performance

assessment for OFDMA systems. There are several resource allocation algorithms and some are summa-

rised in [19], [73, Ch. 6], and [129, pp. 143–151]. Another closely related module would be an adaptive

modulation module whereby the desired QAM level changes according to instantaneous SINR.

Synchronisation

As mentioned in Section §3.3.2, OFDM systems are very sensitive to synchronisation errors. This is due

to the fact that synchronisation errors can degrade subcarrier orthogonality and thus induce ICI. There-

fore, a module that implements OFDM synchronisation and estimates the synchronisation errors can be

used to provide the raw error rate module with the effective SINR and thus gives a better representation

of commercial OFDM systems. There are many synchronisation algorithms in the literature that can be

used by this module, some of which are summarised in [39, Ch. 14], [73, Ch. 5] and [129, Ch. 5].

High PAPR Mitigation

As mentioned in Section §3.3.3, multi-carrier transmission systems (such as OFDM) have a high peak-to-

average power ratio (PAPR) that causes problems for the OFDM transmitter. However, there are several

techniques that reduce or mitigate the effects of high PAPR and these are summarised in [39, Ch. 13]

and [129, Ch. 7]. A module that utilises one or more of these techniques can be incorporated into the

overall OFDM system model and the effects of this mitigation process can be included into the raw error

rate module to provide a more accurate representation of a commercial OFDM system.

Uplink

Throughout this thesis all OFDM transmissions and system performances are considered for the down-

link. However, if perfect synchronisation and perfect high PAPR mitigation are assumed, then there is no

difference between OFDM uplink and downlink system performances. When non-ideal synchronisation

is considered, OFDM uplink synchronisation is implemented differently than downlink synchronisation.

In an OFDMA system, the mobile stations (MSs) will transmit their uplink data at different times. While

each MS is allocated orthogonal subcarriers to all other MSs, the non-simultaneous arrival of the uplink

signals at the base station (BS) would cause degradation of subcarrier orthogonality, causing ICI [129, p.

183]. Unlike downlink synchronisation, uplink synchronisation is performed in a closed loop since

MSs typically are not capable of estimating propagation delays from the BS preamble. Therefore, if

non-ideal synchronisation is considered, a separate module (perhaps a sub-module within the synchroni-

sation module) that performs uplink synchronisation is used to estimate any synchronisation errors (and

corresponding ICI) for uplink transmissions.

High PAPR is a particularly problematic issue with uplink transmissions since MSs have limited battery

power and thus, the efficiency of the power amplifier becomes more critical than for downlink transmis-
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sions [129, p. 209]. One high PAPR reduction technique that is being adopted for 3GPP LTE uplink trans-

missions is DFT-spreading [129, p. 224], [130]. This technique reduces the PAPR of an OFDM signal

to that of a single-carrier transmission by inserting a DFT prior to the IDFT in the transmitter5 [129, pp.

241–250]. Therefore, for accurate representation of commercial cellular uplink transmission, a separate

module that uses SC-FDMA transmission is needed.

Coding and Interleaving

Coding and interleaving schemes are used by most, if not all, commercial wireless systems to improve

their raw error rate performance. In single-carrier systems, coding is used to combat time-domain burst

errors while in OFDM systems, coding is mainly used to combat frequency-domain burst errors [39, p.

851]. In frequency-selective channels, several OFDM subcarriers can suffer from deep fades causing

loss of data on those affected subcarriers. Thus, coding is used to spread the information across the

subcarriers, and therefore, the correctly detected coded symbols on the strong subcarriers would assist in

recovering the erroneous symbols on the faded subcarriers. OFDM systems use a variety of codes such

as convolutional codes, Reed-Solomon (RS) codes, concatenated codes, turbo codes, and trellis coded

modulation (TCM) [129, p. 142].

However, for frequency-flat channels, adjacent subcarriers will have similar fading patterns and there-

fore, if a large set of consecutive subcarriers suffer from deep fades, decoding errors will occur due to

FEC code’s inherent limited capability for error correction [39, p. 851]. Thus, interleaving is used to

scramble consecutive coded symbols across the subcarriers6. At the receiver, there is a de-interleaver

block immediately after the DFT that spreads consecutive faded symbols to several codewords contai-

ning isolated erroneous symbols that are then corrected by the coding scheme [39, p. 852]. A module

quantifying the effects of coding and interleaving on the OFDM system performance can be used in

conjunction with the raw error rate estimation block developed here.

Signal Diversity

Along with coding and interleaving, signal diversity techniques are used to combat poor channel condi-

tions and improve the effective SINR. There are five main types of signal diversity techniques, na-

mely [39, pp. 612–613]:

1. Space diversity can be achieved by utilising multiple receiving antennas. In a typical scattered

environment, a separation distance of half a wavelength between adjacent receiver antennas would

result in the received signals on the antennas experiencing uncorrelated fading patterns.

2. Polarisation diversity can be achieved by using receiver antennas with different polarisations since

a scattering environment tends to depolarise a signal. For example, cellular MSs use vertical

monopole and patch antennas to achieve this kind of diversity.

5If this extra DFT block is of the same size as the IDFT at the transmitter, the net effect is the OFDMA system becomes
equivalent to a single-carrier FDMA (SC-FDMA) system. Usually the DFT has a smaller size than the IDFT with the “extra”
subcarriers at the IDFT set to zero (zero padding), hence the name DFT-spreading.

6Interleaving can be performed at the bit level before mapping, or at the symbol level after mapping.
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3. Frequency diversity is obtained by transmitting the same signal on multiple carriers such that each

carrier experiences a different fading pattern. OFDM systems are inherently frequency-diverse

since multiple subcarriers can be used to transmit the same data if need be.

4. Time diversity is when signals are transmitted at different time slots separated by at least the chan-

nel coherence time. Coding techniques for single-carrier transmission systems are an example of

time diversity.

5. Multipath diversity is achieved when the energy of the multipath echoes of the transmitted signal

are collected such that their weighted sum produces a stronger signal than just the first echo. A

RAKE receiver is an example of a system that utilises multipath diversity.

Diversity combining techniques (e.g. selective combining, equal gain combining, and maximal ratio

combining) are then used to mix/combine the received signals in such a way to optimise the SINR. One

of the most popular and successful combination of diversity schemes that has emerged in the last decade

or two is the multi-input multi-output (MIMO) wireless link. Many modern OFDM wireless systems use

MIMO such as LTE, WiMAX and IEEE 802.11n WLAN to name a few. MIMO systems use multiple

transmit and receive antennas with the signals cleverly combined using space-time coding and spatial

multiplexing to enhance the channel capacity relative to a single-input single-output (SISO) link [39, pp.

616–627]. Therefore, a module that takes into account the diversity gains obtained by a MIMO link

and estimates the received SINR is another candidate to work effectively with the raw error rate module

developed in this thesis.

10.4 Summary

In this chapter, the main contribution of the thesis is put into context. The analytical model that is derived

in this thesis is capable of quantifying the raw error rate performance of an OFDM system in the pre-

sence of noise and multiple same-type OFDM interferers. Because the analytical model is independent

of the type of channel, synchronisation algorithm and coding scheme, it can be used as an integral

block/module in a larger OFDM model that encompasses those other features (such as synchronisation,

channel estimation and forward error correction coding).

Refinements to the current analytical model would improve its usability. These include non-square QAM

constellations and general OFDM-to-OFDM interference where the OFDM systems do not have to be of

the same type. The development of complementary modules that work in conjunction with the analytical

model enable more realistic assessments of a commercial OFDM system performance.
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Conclusions

The rise of OFDM as a popular physical layer air interface technology among contemporary wireless

communication systems is one of the major motivations for this research. As more OFDM-based wire-

less networks become operational (especially in the license-exempt bands), interference from neighbou-

ring wireless systems becomes an issue. The research presented in this thesis is focused on analytically

quantifying the performance of OFDM-based wireless systems in the presence of interference, both nar-

rowband (in the form of tones) and wideband (in the form of same-type OFDM systems). Another

research objective is comparing OFDM system performance with DS-CDMA system performance under

identical environmental conditions. This comparison is important to radio systems engineers when re-

placing/upgrading existing DS-CDMA networks with OFDM-based networks, since it provides answers

to questions like “Is a base station/antenna reassignment or redeployment necessary when replacing a

DS-CDMA network with an OFDM one?”.

Analytical symbol and bit error rate expressions for a generic M -ary QAM OFDM in the presence

of noise and multiple narrowband interferers have been developed. The symbol error rate expressions

provide estimates that match very well with results obtained from Monte Carlo numerical methods. The

same has been found for the bit error rate expressions for BPSK and QPSK mapped OFDM signals.

However, for higher QAM levels (16QAM and higher), there are significant inaccuracies for the bit error

rate expressions at low SINRs (i.e. poor channel conditions). These inaccuracies stem from the fact that

Gray coding is used for signal mapping and the model’s inherent assumption that channel impairments

causing message point detection to be more than one decision boundary away are very unlikely. This

is not an issue in practice though, since high QAM mapping schemes are not used for poor channel

conditions. Therefore, the analytical bit error rate expressions can be used with confidence to estimate

OFDM performance in the presence of multiple narrowband interferers.

The frequency and phase offsets between a narrowband signal and the OFDM subcarriers cause spectral

leakage at the receiver’s DFT output. The OFDM error rate performance is observed to be sensitive to the

amount of spectral leakage present. This sensitivity to the spectral leakage means that, unlike DS-CDMA

systems, the total interference power is not sufficient to provide an accurate indication of the error rate

performance when multiple narrowband interferers are present.

The linearity of the radio channel enables the modelling of an interfering OFDM system as a super-

position of mapped narrowband subcarriers. Thus, the analytical error rate expressions developed for
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assessing OFDM performance in the presence of narrowband interference are extended to model the pre-

sence of multiple same-type OFDM interferers (e.g. if the desired and interfering OFDM systems are all

IEEE 802.11g WLANs). The analytical error rate expressions for OFDM-to-OFDM interference include

the effects of time, frequency and phase offsets between desired and interfering transmissions. These

offsets induce spectral leakage at the receiver’s DFT output which means that every interfering subcar-

rier will have its energy smeared across the entire OFDM spectrum, thus interfering with every desired

OFDM subcarrier. The presence of spectral leakage coupled with mapping of the interfering subcarriers

results in error rate expressions that have several nested summations. These nested summations make

the complete analytical expressions computationally infeasible (evaluating a simple case would require

aeons on a modern single-core CPU chip).

Therefore, a computationally efficient algorithm is developed that is a hybrid of two approximation me-

thods. These approximation methods provide acceptable accuracy levels compared with results obtained

from Monte Carlo numerical methods. For the case of a single OFDM interferer, a scaled down version

of the complete analytical expressions is adopted whereby only the effects of the closest interfering sub-

carriers to the desired subcarriers are considered. Typically, the closest five interfering subcarriers to the

desired subcarrier would contain more than 90% of the interferer’s energy. A scaling factor is included in

the model to compensate for underestimating the interference power. When there are multiple interferers

present, the central limit theorem is used to obtain the upper bound expression, which is computationally

very efficient. For non-BPSK mapping schemes, the upper bound expression becomes independent of

the number of interferers, the interference mapping scheme, and the time, frequency and phase offsets

between desired and interfering transmissions and is dependent only on the desired mapping scheme and

the effective SINR.

OFDM-to-OFDM interference performance assessments for indoor-to-indoor and outdoor-to-indoor de-

ployment scenarios have been conducted using real RF measurements in two architecturally different

buildings at The University of Auckland. Path loss databases obtained via different measurement cam-

paigns over the past decade provided the necessary radio channel information to calculate the effective

SINR at the receiver. Results show that for Test Environment A with close proximity neighbouring buil-

dings, a vertically aligned base station deployment at one side of the building would produce the best

error rate performance. However, a zigzag, or staggered, deployment best fits Test Environment B which

has a single central services core as a salient feature. Results also show that for the Test Environment A,

a base station redeployment would be unnecessary if a DS-CDMA network is replaced with an OFDM

network while for Test Environment B, a base station redeployment is needed. Thus, the redeployment

issue is environment-specific.

The analytical model developed in this thesis is independent of the channel model, synchronisation al-

gorithm, forward error correction code and signal diversity scheme. This allows the analytical model to

be transportable across platforms and thus can be used as a module to calculate the raw error rate per-

formance of OFDM-based networks. This module can also be used as an integral part of a larger model

that encompasses all the other features present in commercial OFDM systems. Several enhancing fea-

tures are recommended to be included in the analytical model to improve its usability such as a general

OFDM-to-OFDM interference model and non-square QAM constellations.



Appendix A

Derivation of the Separation Distance
Between Adjacent Signal Levels, ∆, in
Signal Space

A
√
M -ary ASK signal sm (t), with a pulse shaping function p (t), is given by [39, p. 427]

sm (t) = smϕ (t) , 0 ≤ t ≤ Ts
= Amp (t) cos (2πft) , (A.1)

where ϕ (t) is the basis function, Ts is the symbol period, and

Am =
(

2m− 1−
√
M
)
A, m = 1,2, . . . ,

√
M (A.2)

for bipolar symmetric ASK signals and A > 0. If we define

ϕ (t) ,

√
2
Ep
p (t) cos (2πft) , (A.3)

where Ep is the energy of p (t) that is normalised to 1, then

sm = Am

√
Ep
2

=
(

2m− 1−
√
M
)
A0, (A.4)

where A0 = A
√

Ep
2 . Therefore,

∆ = |sm − sm−1|
= 2A0. (A.5)
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Since the average symbol energy of
√
M -ary ASK signal is half that of an M -ary QAM signal [39, p.

464], the average M -ary QAM symbol energy, Es, can be expressed as

Es =
2√
M

√
M∑

m=1

s2
m

=
2√
M

√
M∑

m=1

(
2m− 1−

√
M
)2
A2

0.

Using the algebraic identities

v∑

x=u

x =
(v − u+ 1) (v + u)

2
(A.6)

v∑

x=u

x2 =
v (v + 1) (2v + 1)

6
, (A.7)

Es becomes

Es =
2√
M

√
M (M − 1)A2

0
3

=
2
3

(M − 1)A2
0. (A.8)

Given that Es = Eb log2 (M) (where Eb is the average energy-per-bit) and equations (A.5) & (A.8), ∆

can be expressed as a function of the average energy-per-bit and the QAM level

∆

2
=

√
3
2
Eb log2 (M)

(M − 1)
. (6.12)



Appendix B

Monte Carlo Numerical Model

The Monte Carlo numerical model used in this thesis to validate the analytical error rate expressions

derived in Chapters 6 and 7 simulates an M -ary OFDM system in the presence of noise and interfer-

ence. The interference can be narrowband or Z-ary QAM OFDM. The numerical model simulates the

transmission and reception of an OFDM packet and counts the number of symbol and bit errors for each

frame. The simulation stops once the maximum number of bit errors has been reached and then calcu-

lates the BER and SER based on the total number of bit/symbol errors and the total number of transmitted

bits/symbols. The higher the threshold for the total number of bit errors, the higher the resolution for the

BER and SER results. The pseudo code for the numerical model is shown in Algorithm B.1.

Algorithm B.1 Monte Carlo numerical model pseudo code.

1: inputs: N , M , J , α, φ, Z, SIR, Eb/N0, TotalErrors
2: outputs: PMC

s , PMC
b

3: begin
4: SymbErrors = 0 {total number of symbol errors}
5: BitErrors = 0 {total number of bit errors}
6: Frames = 0 {total number of OFDM frames transmitted}
7: while BitError<TotalErrors do
8: Generate mapped data for one desired OFDM frame {using M and N}
9: Pass mapped data through N -point IFFT

10: Calculate energy of desired signal frame, Es
11: Generate interfering signal(s) {using J , α, φ and Z}
12: Calculate the energy of interfering signal(s), Ei
13: Adjust Ei such that Ei = Es/SIR
14: Generate AWGN signal and adjust its energy, EN , such that EN = Es/ {log2 {M} × Eb/N0}
15: Add the desired OFDM signal, the interfering signal(s) and the AWGN signal
16: Pass composite signal through N -point FFT
17: De-map the output of the FFT {Estimate transmitted symbols and bits}
18: Count the number of symbol errors, SE, and bit errors, BE
19: SymbErrors = SymbErrors + SE; BitErrors = BitErrors + BE; Frames = Frames + 1
20: end while
21: PMC

s = SymbErrors/ (N × Frames); PMC
b = BitErrors/ (N × Frames× log2 {M})

22: end
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Appendix C

Derivation of Equations (7.7) and (7.8)

Ψ
(1)
i,g (αi, τi), Equation (7.7)

The post-DFT interference component due to Γ
(1)
n,i is given by (recall Equation (7.6) and Fig. 7.1)

I
(1)
k =

τi−1∑

n=0

Γ
(1)
n,ie
−j2πkn/N (C.1)

=

τi−1∑

n=0

N−1∑

g=0

D
(1)
i,g βi,g

N
ej[φi+2π(n+[N−τi])(g+αi)/N ]e−j2πkn/N

=
N−1∑

g=0

D
(1)
i,g βi,g

N
ej[φi+2π(N−τi)(g+αi)/N ]

τi−1∑

n=0

ej2πn(g+αi−k)/N

︸ ︷︷ ︸
,X

.

Using the Geometric series expansion defined in Equation (6.6),

X =
1− ej2πτi(g+αi−k)/N

1− ej2π(g+αi−k)/N

=
−ejπτi(g+αi−k)/N

−ejπ(g+αi−k)/N

{
ejπτi(g+αi−k)/N − e−jπτi(g+αi−k)/N

ejπ(g+αi−k)/N − e−jπ(g+αi−k)/N

}

=
sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ejπ(g+αi−k)(τi−1)/N . (C.2)

Ψ
(1)
i,g (αi, τi) is defined as
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Ψ
(1)
i,g (αi, τi) , Xej[φi+2π(N−τi)(g+αi)/N ]

=
sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ej[φi+

π
N
{(g+αi−k)(τi−1)+2(N−τi)(g+αi)}]

=
sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ej[φi+

π
N
{(g+αi)(τi−1)−k(τi−1)+2(N−τi)(g+αi)}]

=
sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ej[φi+

π
N
{(g+αi)(τi−1+2N−2τi)−k(τi−1)}].

Therefore,

Ψ
(1)
i,g (αi, τi) =

sin [πτi (g + αi − k) /N ]

sin [π (g + αi − k) /N ]
ej[φi+

π
N
{(g+αi)(2N−τi−1)−k(τi−1)}]. (7.7)

When considering special cases where τi = 0 and/or αi = 0, Ψ
(1)
i,g (αi, τi) becomes

Ψ
(1)
i,g (αi, τi) =





0 τi = 0

τie
jφiδ [k − g] τi 6= 0, αi = 0, g = k

sin[πτi(g−k)/N ]
sin[π(g−k)/N ] e

j[φi+ π
N
{g(2N−τi−1)−k(τi−1)}] τi 6= 0, αi = 0, g 6= k

Equation (7.7) τi 6= 0, αi 6= 0.

(C.3)

Ψ
(2)
i,g (αi, τi), Equation (7.8)

Similarly, the post-DFT interference component due to Γ
(2)
n,i is given by (recall Equation (7.6) and

Fig. 7.1)

I
(2)
k =
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n=τi

Γ
(2)
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−j2πkn/N (C.4)

=
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ej2πn(g+αi−k)/N

︸ ︷︷ ︸
,W

−
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n=0

ej2πn(g+αi−k)/N
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=X (Equation (C.2))
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W =
1− ej2π(g+αi−k)

1− ej2π(g+αi−k)/N

=
−ejπ(g+αi−k)

−ejπ(g+αi−k)/N

{
ejπ(g+αi−k) − e−jπ(g+αi−k)

ejπ(g+αi−k)/N − e−jπ(g+αi−k)/N

}

=
sin [π (g + αi − k)]

sin [π (g + αi − k) /N ]
ejπ(g+αi−k)(N−1)/N . (C.5)

Ψ
(2)
i,g (αi, τi) is defined as

Ψ
(2)
i,g (αi, τi) , Y ej[φi−2πτi(g+αi)/N ]

= (W −X) ej[φi−2πτi(g+αi)/N ]

=
ej[φi−2πτi(g+αi)/N ]

sin [π (g + αi − k) /N ]
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sin [π (g + αi − k)] ejπ(g+αi−k)(N−1)/N−
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}
, (C.6)

which is the expression in (7.8). When considering special cases where τi = 0 and/or αi = 0,

Ψ
(2)
i,g (αi, τi) becomes

Ψ
(2)
i,g (αi, τi) =
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sin[π(g+αi−k)]
sin[π(g+αi−k)/N ]e

j[φi+ π
N

(g+αi−k)(N−1)] τi = 0, αi 6= 0

(N − τi) ej[φi−2πτik/N ] τi 6= 0, αi = 0, g = k

− sin[πτi(g−k)/N ]ejπ(g−k)(τi−1)/N

sin[π(g−k)/N ]e−j[φi−2πτig/N] τi 6= 0, αi = 0, g 6= k

Equation (7.8) τi 6= 0, αi 6= 0.

(C.7)
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Appendix D

Derivation of Equation (7.17)

The pdf of the gth subcarrier of Γ
(`)
n,i in the I-channel is given by

P IΓ [r|i, g, `] =
1
Zi

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ
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∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,I (x, y, α, τ, φ)

]
. (7.14)

Consider the case when there are two interfering symbols (i.e. Γ
(1)
n,i and Γ

(2)
n,i) each with a pdf given by

(7.14), the composite interference pdf in the I-channel for two symbols, P IIk [r|i, g], is given by

P IIk [r|i, g] = P IΓ [r|i, g, ` = 1] ? P IΓ [r|i, g, ` = 2]

= P
(1)
i,g [r] ? P

(2)
i,g [r] , (D.1)

where ? is the convolution operator. Since (7.14) is discrete, the convolution operation becomes a convo-

lution sum [131, p. 98] according to (the α, τ and φ dependency variables are omitted for clarity)
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,

which gives non-zero values at q =
βi,g
N

∣∣∣Ψ(1)
i,g

∣∣∣Ω(1)
i,g (x, y) thanks to the sifting property of the Kronecker

delta function. Therefore, the pdf for the gth subcarrier of the ith OFDMI is given by
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152 Derivation of Equation (7.17)

P IIk [r|i, g] =
1
Z2
i

√
Zi∑

x
(1)
i,g=1

√
Zi∑

y
(1)
i,g=1

√
Zi∑

x
(2)
i,g=1

√
Zi∑

y
(2)
i,g=1

δ

[
r − βi,g

N
×

{∣∣∣Ψ(1)
i,g

∣∣∣Ω(1)
i,g (x, y) +

∣∣∣Ψ(2)
i,g

∣∣∣Ω(2)
i,g (x, y)

}]
. (D.2)

When two subcarriers are considered, the joint pdf is given by

P IIk [r|i,g = [g1, g2]] = P IIk [r|i, g1] ? P IIk [r|i, g2]

=
∞∑

q=−∞
P IIk [q|i, g1]P IIk [r − q|i, g2]

=
1
Z4
i

∞∑

q=−∞





√
Zi∑

x
(1)
i,g1

=1

√
Zi∑

y
(1)
i,g1

=1

√
Zi∑

x
(2)
i,g1

=1

√
Zi∑

y
(2)
i,g1

=1

δ

[
q − βi

N
×

{∣∣∣Ψ(1)
i,g1

∣∣∣Ω(1)
i,g1

(x, y) +
∣∣∣Ψ(2)

i,g1

∣∣∣Ω(2)
i,g1

(x, y)
}]
×

√
Zi∑

x
(1)
i,g2

=1

√
Zi∑

y
(1)
i,g2

=1

√
Zi∑

x
(2)
i,g2

=1

√
Zi∑

y
(2)
i,g2

=1

δ

[
r − q − βi

N
×

{∣∣∣Ψ(1)
i,g2

∣∣∣Ω(1)
i,g2

(x, y) +
∣∣∣Ψ(2)

i,g2

∣∣∣Ω(2)
i,g2

(x, y)
}]




=
1
Z4
i

∑

g∈g

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ


r −

∑

p∈g

2∑

q=1

{
βi
N

∣∣∣Ψ(q)
i,p

∣∣∣Ω(q)
i,p,I (x, y)

}
 .

(D.3)

This process is repeated for every additional subcarrier, and thus for the general case of J OFDMIs each

with N subcarriers, the joint pdf is given by

P IIk [r] = F−1





J∏

i=1

N−1∏

g=0

F
{
P IIk [r|i, g]

}


 ,

which is the convolution of (D.2) NJ times with itself giving

P IIk [r] =

(
J∏

w=1

1
Z2N
w

)
J∑

i=1

N−1∑

g=0

2∑

`=1

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ


r −

J∑

d=1

N−1∑

p=0

2∑

q=1

{
βd
N

∣∣∣Ψ(q)
d,p

∣∣∣Ω(q)
d,p,I (x, y)

}
 .

(7.17)



Appendix E

Derivation of Equation (7.30)

The pdf of the gth subcarrier of Γ
(`)
n,i in the I-channel is given by

P IΓ [r|i, g, `] =
1
Zi

√
Zi∑

x
(`)
i,g=1

√
Zi∑

y
(`)
i,g=1

δ

[
r − 1

N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣Ω(`)
i,g,I (x, y, α, τ, φ)

]
, (7.14)

where

Ω
(`)
i,g,I (x, y, α, τ, φ) =

(
2x(`)

i,g − 1−
√
Zi

)
cos
[
ϕ

(`)
i,g (α, τ, φ)

]
−

(
2y(`)
i,g − 1−

√
Zi

)
sin
[
ϕ

(`)
i,g (α, τ, φ)

]
.

The pdf in (7.14) can be re-written as

P IΓ [r|i, g, `] =
1√
Zi

√
Zi∑

x
(`)
i,g=1

δ

[
r − 1

N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
(

2x(`)
i,g − 1−

√
Zi

)
cos
[
ϕ

(`)
i,g (α, τ, φ)

]]
−

1√
Zi

√
Zi∑

y
(`)
i,g=1

δ

[
r − 1

N
βi,g

∣∣∣Ψ(`)
i,g (α, τ, φ)

∣∣∣
(

2y(`)
i,g − 1−

√
Zi

)
sin
[
ϕ

(`)
i,g (α, τ, φ)

]]

= X − Y.

Given thatX and Y are independent and using probability theory, the variance of (7.14), σ2
i,g,`,I , is given

by [123, p. 213]

σ2
i,g,`,I = Var (X − Y )

= Var (X + Y )

= Var (X) + Var (Y ) . (E.1)
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154 Derivation of Equation (7.30)

Given that X (and Y ) is symmetrical around zero (i.e. it has an expected value E [X] = 0) and all the

components in X (and Y ) have a discrete probability of 1/
√
Zi,Var (X) is given by (all superscripts,

subscripts and dependency variables are omitted for clarity)

Var (X) =
1√
Z

√
Z∑

x=1

{
1
N
β |Ψ|

(
2x− 1−

√
Z
)

cos [ϕ]

}2

=
β2 |Ψ|2

N2
√
Z

cos2 [ϕ]

︸ ︷︷ ︸
,A

√
Z∑

x=1

(
2x− 1−

√
Z
)2

= A

√
Z∑

x=1

(
4x2 − 4x+ 1− 4x

√
Z + 2

√
Z + Z

)

= A



4

√
Z∑

x=1

x2 − 4
(√

Z + 1
) √Z∑

x=1

x+
√
Z
(√

Z + 1
)2



 .

Using the algebraic identities defined in (A.6) and (A.7), Var (X) becomes

Var (X) = A

{
2
3

(
2Z

3
2 + 3Z +

√
Z
)
− 2
√
Z
(√

Z + 1
)2

+
√
Z
(√

Z + 1
)2
}

= A

{
1
3

(
Z

3
2 −
√
Z
)}

= A

{√
Z (Z − 1)

3

}

=
(Z − 1)

3N2 β2 |Ψ|2 cos2 [ϕ] . (E.2)

Similarly,

Var (Y ) =
(Z − 1)

3N2 β2 |Ψ|2 sin2 [ϕ] . (E.3)

Therefore,

σ2
i,g,`,I = Var (X) + Var (Y )

=
(Z − 1)

3N2 β2 |Ψ|2

cos2 [ϕ] + sin2 [ϕ]︸ ︷︷ ︸

≡1




=
(Z − 1)

3N2 β2 |Ψ|2 . (E.4)

However, if Z = 2, Var (Y ) = 0 and σ2
i,g,`,I is given by Var (X) in (E.2). The process is identical for the

Q-channel where the expressions for Var (X) and Var (Y ) are swapped.



Appendix F

Error Rate Patterns When There is No
Spectral Leakage

When τi = 0 ∀i and αi = 0 ∀i, no spectral leakage exists after the receiver’s DFT. While this scenario

is unlikely to occur in practice, it is interesting to observe the effects some of the parameters (J and φ

in particular) have on the error rate performance. The error rate values presented in this appendix are

calculated using the lower bound expressions derived in Section §7.3.3.

F.1 Effect of Changes in J

Fig. F.1 illustrates the effect of changing J on the BER performance of a QPSK-OFDM system in the

presence of QPSK-OFDMIs (φi = 0 ∀i) while the SIR is fixed at 10 dB. Each OFDMI has an equal

share (1/J th) of the total interference energy. It is observed in Fig. F.1 that despite the fact that the total

interference energy is constant, the more interferers there are, the worse the BER performance becomes.

This, perhaps surprising, behaviour can be explained as follows: consider the case when J = 1 and

φ = 0, since each interferer considered in Fig. F.1 is QPSK modulated, there are only two discrete values

that the interferer can take in each channel; considering the I-channel (the same applies to the Q-channel),

the post-DFT interferer will have the values of ±A with a probability of 0.5 for each value, where A is

just an arbitrary post-DFT voltage value. This configuration results in the BER performance shown in

Fig. F.1. However, when a second interferer is added, to maintain a constant interference power as in the

first scenario, each interferer will have the discrete values of ±A/
√

2 with a probability of 0.5 for both

values. Since the interferers are added, the pdf of their sum is the convolution of their individual pdfs

and the resultant pdf will have three discrete values
[
−
√

2A, 0,
√

2A
]

with respective probabilities of

[0.25,0.5,0.25]. This means that there is a 50% chance that the interferers will cancel each other out, but

there is also a 50% chance that the interferers will displace the desired message point on the signal space

by a magnitude of
√

2A, which is greater than in the scenario with one interferer (i.e. a displacement of

A versus
√

2A), resulting in higher BERs. This pattern is amplified when further interferers are added

until the interference’s pdf approximates to a Gaussian pdf and the BER asymptotes to a certain value

(≈ 7.8 × 10−4 in Fig. F.1) that is given by the expressions in (8.7) and (6.20). Similar patterns and

behaviours have been observed for different OFDM modulation schemes.
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Figure F.1: Probability of bit error, Pb, performance of QPSK-OFDM in the presence of J QPSK-OFDMIs, total
SIR is fixed at 10 dB, φi = 0 ∀i. Each OFDMI has 1/J th of the total interference power.

F.2 Effect of Changes in φ

The desired and interfering signals will have a phase offset between them, φi ∼ U [0, 2π]. Since the

effect of φ on the error rates has been considered in the analytical expressions derived in Chapter 7, it is

straightforward to show how it impacts the error rates visually.

Fig. F.2 shows the BER performance of a 16QAM-OFDM system in the presence of a single QPSK-

OFDMI with different φ values and SIR = 15 dB. Two things can be observed from the results shown

in Fig. F.2: the first, is the effect of φ on the BER performance; the phase offset has a significant impact

on the BER performance and can be several orders of magnitude more than the φ = 0 case (maximum

error rate when φ = π/4). The reason φ = π/4 gives the worst BER performance is that at that angle,

the interfering constellation in signal space is perfectly aligned with the decision axes (boundaries), thus

displacing the desired message points closer to the decision boundaries. The second thing to notice is that

the effect of φ on the BER performance is cyclic and symmetrical around φ = π/4 (e.g. Pb performance

when φ = π/6 is identical to that when φ = π/3). So, although φ is uniformly distributed between zero

and 2π, it is also correct, from a BER performance point of view, to state that φi ∼ U [0, π/4].

Similar patterns have been observed when there are multiple OFDMIs: worst BER performance is obser-

ved when φi = π/4 ∀i and best BER performance is observed when φi = 0∀i. These findings are true

when Zi > 2, however, when Zi = 2, the maximum error rates are observed when φi = xπ/2, where x

is an integer.
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Figure F.2: Probability of bit error, Pb, performance of 16QAM-OFDM in the presence of a single QPSK-OFDMI
with different phase offsets (SIR = 15 dB).
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Appendix G

Measured RF Path Loss Values in Test
Environments A and B

The measured path loss values for test environments A and B (Sections §5.2.2 and §5.2.3) are presented

here. Each figure gives a contour map1 of the path loss values (in dB) for the floor of interest given a

particular active base station.

For the given base station locations in Fig. 5.4, the path loss values across the third floor of The Science

Building are shown in Figs. G.1–G.3. For the given base station locations in Fig. 5.7, the path loss values

across the sixth floor of The Engineering Tower (Yang’s measurement campaign [108]) are shown in

Figs. G.4–G.6.

The path loss values across the eighth floor of The Engineering Tower (Wong’s measurement campaign

[15]) are shown in Figs. G.7 and G.8.

1The path loss values are measured at the locations indicated by •. The contour maps were generated using MATLAB’s
built-in linear interpolation algorithm.
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(c) Tx 1C.

Figure G.1: Base stations located on the first floor of the Science Building.
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Figure G.2: Base stations located on the second floor of the Science Building.
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Figure G.3: Base stations located on the second floor of the Science Building.
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Figure G.4: Base stations located on levels 5 and 6 (Rx locations on this floor) of the Engineering Tower.
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Figure G.5: Base stations located on levels 7 and 8 of the Engineering Tower.
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Figure G.6: Base station located on levels 9 and 10 of the Engineering Tower.
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Figure G.7: Path loss values for the eighth floor of the Engineering Tower. Wong’s measurements [15].
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Figure G.8: Path loss values for the eighth floor of the Engineering Tower. Wong’s measurements [15]. Continued.
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Appendix H

Additional Error Rate Performance
Results for Test Environments A & B

Bit error rate performances for test environments A and B as a function of different desired QAM level,

M , are shown in Figs. H.1–H.7.
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Figure H.1: Contour map of log10 (BER) for scenario TEA-I. Z = [4,4] . Location of desired BS is indicated by
a white ×.
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Figure H.2: Contour map of log10 (BER) for scenario TEA-II. Z = [4,4] . Location of desired BS is indicated by
a white ×.
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Figure H.3: Contour map of log10 (BER) for scenario TEA-III. Z = [4,4] . Location of desired BS is indicated by
a white ×.
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Figure H.4: Contour map of log10 (BER) for scenario TEA-IV. Z = [4,4] . Location of desired BS is indicated by
a white ×.
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Figure H.5: Contour map of log10 (BER) for scenario TEA-V. Z = [4,4] . Location of desired BS is indicated by
a white ×.
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Figure H.6: Contour map of log10 (BER) for scenario TEB-I. Zi = 4 ∀i. Location of desired BS is indicated by a
white ×.
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Figure H.7: Contour map of log10 (BER) for scenario TEB-II. Zi = 4∀i. Location of desired BS is indicated by
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