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Introduction

| Introduction

When communication between two parties is established, it has to be granted that
both parties understand the information which is being exchanged in the same
way. That is one of the principals of communication, and without that guarantee,
a proper understanding can not be provided.

The same understanding has to be granted when two distributed ontologies are
communicating. Both parties have to make sure that the concepts they are sharing
are understood in the proper way.

Problems in communication can especially appear when both ontologies deal with
overlapping domains of concepts. In those cases they have to relate the concepts in
one of the domains to the concepts in the other one. For that purpose we use
ontology matching.

This thesis aims to present and describe a new approach for matching ontologies,
as well as compare it with some existing methods.

The new method proposed represents the common aspects the compared
ontologies by means of polygons in order to obtain the final parameter
determining the relationship between them.

1.1 Background

Ontology matching has become a key concept in the field of ontology research.
Researchers all around the world have concluded that without a proper integration
between ontologies, the knowledge will never be interpreted correctly, and
therefore, the information will not be accurate.

Moreover, many solutions have been proposed to find correspondence between
ontologies and many different applications are using those ideas, such as the Al
community, the Semantic Web, Warehouses, Ontology integration, etc.

1.2 Purpose/Objectives

Despite the extensive research conducted in this field, there are still problems
unsolved when dealing with ontology matching. With the aim of solving those
problems and improving efficiency, a method using polygons to determine
similarity between ontologies is proposed.
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The algorithm for this polygon method has been developed by the Ph.D. Student
in Information technology at the University of Jonkoping Feiyu Lin (Feiyu Lin
and Kurt Sandkuhl, 2007). The programming implementation for that algorithm
and the research performed for the methods belonging to the class SecondString
are the contributions of the author of this thesis.

In this thesis, the method based in polygons is described. The polygons are used to
represent the main characteristics of the ontologies being compared, and by
comparing the polygons, the ontologies will be compared as a result.

The purpose of the idea is giving an alternative way of matching ontologies, and
solving the possible problems that the current methods have nowadays.

A new system has to be implemented in order to provide the functionality to run
the new application. For this purpose a programming language has to be used as
well as different programs and plug-ins.

Java is chosen as the programming language for this project due to the reason that
it is the most common programming language in this field, providing a simple
integration of the code into other applications.

The inputs we are going to deal with are the ontologies. Those ontologies will be
implemented in OWL language. The main features of OWL will be described

later in this document.

The polygons have to be represented in some mathematical way. Therefore,
Matlab has been chosen as the standard program used for the mathematical
requirements, given its integrating qualities.

1.3 Limitations

When we face the implementation of a system, some delimitation has to be made
to clarify in which domain the project is going to be valid. Some delimitation for
this project is provided in this section.

The topic of this thesis will be restricted to ontologies; no other data structure will
be taken into account. The results will neither be extensible to other data
integration techniques out of ontology matching.

If the input ontologies are written in other languages different from OWL, a
translation should be made in order to fit the specifications of the system.

Regarding the perspective, some restrictions have to be taken into account,
especially when dealing with such a large subject, where many approaches can be
chosen.
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The core part of the report aims at describing the implementation of the system.
The sections correspond to the implementation steps followed while developing
the application. That makes that the purpose of the thesis is to clarify the research
tasks and justify the decisions made throughout the design and programming
steps. Much technical information is also included. We can conclude that the
scientific approach is the main one followed and the objective is to present the
scientific community the new research done in this area.

On the other hand, the proposed system is going to be accessible for users willing
to find the correspondence between two ontologies. That situation also has to be
regarded in this thesis, implying the appearance of some guidance to the users as
the implementation of the system is being described. The steps followed and the
methodology will be constantly aimed at facilitating the role of the user when
using the application.

Moreover, another important objective of this thesis is to simplify any possible
further work carried out in this field and the tasks of other programmers. For that
purpose, all the implementation features are explained in detail.

1.4 Thesis outline

In the introduction; the background, purpose and objectives, limitations and
perspective of the project are explained. This information gives the reader a
general idea about what one is going to read in the following pages, why this
information is relevant, and how it is going to be presented.

In the theoretical background section, the theoretic information is provided.

The core part arrives at section 3, where the implementation of the system is
described. The sub-sections correspond to the tools, languages and other
implementation details used, which gives an idea to the reader about the steps that
were followed during the implementation of the system.

Section 4 describes the results of the project, while section 5 introduces other
ontology matching methodologies and compares the results obtained with the new
method and the ones corresponding to other methods in the same area of study. It
also expresses some ideas for further work.

The references and appendixes can be found at the end of the thesis.
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2 Theoretical Background

2.1 Ontologies

This thesis describes a new methodology for automatic ontology matching. Before
arriving to that concept, it can be useful for the reader to have a general idea about
what an ontology is, its main features, and the purpose of ontology designing.
This section of the thesis covers all those theoretical aspects.

When defining an ontology, we have to make a reference to Gruber, (Gruber,
1993) who describes an ontology as “Specification of a conceptualization”.

As Gruber also defined (Gruber, 1992) ontology is a “Explicit formal specifications

of the terms in the domain and relations among them’ .

According to Gruber (Gruber, 1992) an ontology can be described as well as
“Description of the concepts and relationships that can exist for an agent or a
community of agents”.

According to the definition given by Natalya F. Noy and Deborah L. McGuinness
(Noy and McGuinness, 2001) an ontology is a “Formal explicit description of
concepts in a domain of discourse”.

The definitions are many, and sometimes they contradict each other. To have a
closer idea about what an ontology is, we are going to describe its functionality, its
design and its components.

The sharing and reuse of knowledge among software entities is the main target of
the ontology development. Ontologies give the support to implement this
knowledge reuse and sharing.

Before the appearance of ontologies, other systems were in charge of the
communication between knowledge producers and consumers: knowledge-based
systems.

Knowledge-based systems are computer systems programmed to deal with
databases in charge of knowledge management. By means of methods and
techniques of artificial intelligence, the collection, organization, and retrieval of
knowledge are performed.

When dealing with knowledge-based systems, problems are found due to the
heterogeneity of the platforms, languages and protocols.

Ontologies are considered to be the solution for the heterogeneity problems as the
same time as they provide with means to have knowledge libraries available from
the networks.
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In order to support knowledge sharing, the design of ontologies has to follow
some standards and steps of implementation.

Every time we try to represent some knowledge from the real world into any kind
of model, concepts have to be abstracted and simplified in order to represent
them. That process is called conceptualization and is followed during the design of
Ontologies.

By means of conceptualization, we get an ontological commitment. We say that
an ontology deals with a specific domain which contains concepts. This domain is
also called the ontological commitment, and in the other way round we can say
that one concept commits to an ontology when it can be identified to a part of the
existing ontology.

Consequently, we have taken concepts from reality and organized them into
ontologies which can communicate between each other throughout the networks
sharing and reusing all the knowledge they have stored.

Some of the components described by an ontology are: classes (representing the
concepts in the domain), properties of each concept (describing various features
and attributes of the concept), and individuals (belonging to one of the classes).

Classes are usually considered to be the most important part of the ontologies as
they describe the concepts. Subclasses and super classes can be included, to explain
more or less specific concepts and form a hierarchy.

Properties deal with the characteristics of the classes and the relationships between
them, while individuals represent each of the individual examples belonging to
each of the classes.

According to these components of the ontology, developing an ontology has to
cover each of these parts: Definition of the classes in the ontology, setting the class
hierarchy, definition of the properties and relationships between classes and
finding instances for the classes.
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2.2 Matching Ontologies

Once ontologies have been defined, the concept of ontology matching will be

handled.

More and more each day, ontologies are proposed as the ideal way to deal with
information and knowledge. That causes that many communities and
organizations decide to edit and create their own ontologies to save and store their
information. But as we have already said, ontologies are not structures for storage.
They aim at sharing and reusing knowledge.

That fact leads us to the next conclusion: ontologies created by distributed parties
have to be put in common in order to satisfy their main objective: the sharing and
reuse of information.

If two distributed parties are dealing with different domains they will not find any
problem, but when the domains being treated overlap in some aspects, the
interacting ontologies can face difficulties.

In order to avoid those difficulties, the overlapping domains have to agree on the
way concepts are faced. One of the possible solutions for that problem is ontology
matching, which can also be called ontology mapping or ontology alignment. This
technique identifies the entities in both parties which address to the same concept,
and match them for the ontologies to know that they are talking about the same
concept even if the terms used are different.

Other techniques, such as ontology merging prefer to combine the two ontologies
creating a new one in which both concepts are combined.

Once the intuitive idea of ontology matching is presented, we can present some
formal definitions.

According to Rahm and Bernstein (Rahm and Bernstein, 2001) an “ontology
mapping process is the set of activities required to transform instances of a source
ontology into instances of a target ontology”.

According to IEEE (EEE Computer Society) “Ontology Mapping is the process
whereby two ontologies are semantically related at conceptual level and the source
ontology instances are transformed into target ontology entities according to those
semantic relations’.

Another point of view can express the ontology matching as the process of finding
correlation between ontologies developed by distributed parties.
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The process of ontology matching can be done following various methodologies.
The aim of this thesis is to present one possible approach for ontology matching
based on String comparisons and representation of the similarity measures
obtained by the use of polygons. That technique will be explained step by step in
the following section.

In section number five, other approaches for ontology matching will be studied
and compared to the polygon method.
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3 Implementation

3.1 OWL

OWL Web Ontology Language is, according to the requirements, the language
which is going to be used to describe the input ontologies. This language does not
only deal with the representation of information for humans, but also with
processing the content of the information. It is a Semantic Web Standard for
sharing and reuse of data on the Web.

The bases for this language are taken from RDF, and after, additional vocabulary

for the formal semantics is added. We are going to have a short overview about
RDF first.

According to the RDF Schema (RDF Schema), “7The Resource Description
Framework (RDF) is a general-purpose language for representing information in the
Web”.

RDF is a standard to describe information about resources, which are typically
URIs. This information is classified into resources, statements (or properties) and
individuals.

Each of the statements is represented by an arc, and each of the arcs has three
parts: subject (resource from where the arc leaves), predicate (property that labels
the arc), and object (resource pointed to by the arc).

A set of statements create a RDF model.

Based on this implementation of a RDF model, it is easy to understand OWL
models. OWL has three sublanguages: OWL Lite, OWL DL, and OWL Full, in

increasing order of expressiveness.

OWL Full can be viewed as an extension of RDF and every OWL (Lite, DL, and
Full) document is an RDF document. In general we can say that with OWL,
everything that can be expressed with RDF can be expressed and also more
complex concepts about the classes of the ontologies. OWL is considered to be the
most expressive language for ontology description.
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3.2 Editing the ontologies: Protégé OWL

In order to implement the ontologies that are going to be compared by the
polygon method, we use the Protégé OWL editor and knowledge-base framework.
This free open source editor provides us with the accurate tools to create
ontologies and modify their main characteristics. A graphical interface is provided
as well as the means to visualize the OWL code.

Through the entire thesis, different examples and scenarios of comparisons
between ontologies will be used to illustrate the reader with the steps followed to
arrive to the final result. The main example used deals with some hypothetical
aspects of an accommodation. The different ontologies dealing with
accommodation have some concepts in common and some different ones. At this
moment we are going to introduce the ontologies of the example as they were

edited with Protégé OWL.

It should be pointed out, that the first ontology introduced to our polygon
method is going to be considered as the standard ontology, and the second one is
going to be compared to it. This means that the similarity is going to be described
as “how similar the second ontology is to the standard one”. The standard
ontology receives the name of Accommodation]l.

isComposedBy

isPlacedln

Figure 1: Standard Ontology.
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Asserted Hierarchy

owl: Thirg
¥ Accommodation

Hotel
House
Rental
Carmping

Address

Crwiner

Foom

Figure 2: Classes in the Standard Ontology.

£
M Properties i; ﬁ % LS .&
M has (single Cwner)
[ i=ComposedBy  (multiple Room)

[ isPlacedin  (single Address)

Figure 3: Properties in the Standard Ontology.

INSTANCE BROWSER INSTANCE BROWSER

For Class: Address For Class: Owner

rﬁssened rlnferred | rﬁ.ssened rlnferred |

HAME ~ & #® X | aame ~ ¥ @ %
|‘ Maclricl | |‘ Ana_Herrera |

Figure 4: Individuals in the Standard Ontology.

The three main features of an ontology (classes, properties and individuals), are
identified for this ontology, which is going to work as the standard one.
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We now implement with Protégé the ontology that is going to be compared to the
previous one. When referring to this ontology we are going to use
Accommodation2.

Accommodation_info

hasOne

Asserted Hierarchy

ol Thing
¥ Accommodation_info

Camping
Hotel_name
House
Rental_no

Addresz_ID

Owner D

Room

Figure 6: Classes in the Second Ontology.

s
M Properties ﬁ i; E- LS B3
[l composedBy  (multiple Room)

[l hasCne (single Owner_|D)
M placed (zingle Address_|D)

Figure 7: Properties in the Second Ontology.
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INSTANCE BROWSER

INSTANCE BROWSER
For Class: Roorm

For Class: Owner_|D

r.ﬁ.sserted rlnferred |

r.ﬁ.sserted rlnferred |
~ & @ 57 | NAME ~ & ® 3
| |‘ Blue_room |

:NAME
|‘ Anclrea_Herrero

Figure 8: Individuals in the Second Ontology.

Once the implementation is done, the OWL code for each of the ontologies is also
generated. In the next step we find the way to access that code with java methods.

12
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3.3 Access the ontologies from Java: Jena

As the general requirements specify, the code of the method has to be
implemented in java. The requirements also specify that the input ontologies have
to be written in OWL. Consequently, OWL code has to be accessible from the
java editor.

That problem is aimed by Jena, a Semantic Web Framework for Java. This open
source framework used for building Semantic Web applications provides a
programmatic environment for RDF, RDFS and OWL. Jena was at first
developed to be a Java API for RDF, but later implementations include other
functionalities such as the Jena2 ontology API.

This API provides an interface for the Semantic Web application developers. That

makes it an ideal programming toolkit when we want to process the ontologies
created in Protégé-OWL.

When we deal with Jena, the class Model is the one used to access the statements in
a collection of RDF data. If, in stead of accessing RDF data, OWL data has to be
processed, the class OntModel is the one used. This class is an extension of the
previous Model class and makes accessible the main features of an ontology: classes,
properties and individuals. The methods included in this class provide the needed
functionalities to access these features in different ways.

In order to use this class the first step is the creation of an ontology model using
the Jena ModelFactory. The polygon method is going to deal with two different
ontologies in order to compare them. Therefore, there is a need to create two
ontology models, one for each of them.

OntModel m1 = ModelFactory.createOntologyModel(OntModelSpec.OWL_MEM);

OntModel m2

ModelFactory.createOntologyModel(OntModelSpec.OWL_MEM);

Accommodationl is the source file used as input for the first model m1, while
Accommodation? is the file issued by m2.

From now on, the ontologies will be available by using Java methods through their
respective models.

At this point of the implementation we are going to take an overview of the
general method we are developing.

The polygon method is based on the comparison of the features from both
ontologies, the standard one and the one which is going to be compared. As it has
been already pointed out, these features can be grouped into classes, properties and
individuals.

Hence, classes in ontologyl have to be compared to classes in ontology2 and the
same procedure has to be followed for the properties and the individuals.

13
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There is no need to compare classes in ontologyl with properties in ontology2 and
vice versa. This comparison does not add any relevant data to our study, because
that would not mean that the ontologies are more similar. Therefore, the
comparisons between the features are going to be restricted to the same kind of
feature in both ontologies.

Moreover, subclasses will also be considered and grouped regarding their super
class. Two subclasses will only be compared to each other if some similarity is
found between super classes.

Once the models are created the information from each of the ontologies can be
easily retrieved. We use the following methods to retrieve the existing classes,
properties and individuals.

Iterator i = m1l.listClasses(); i.hasNext();

OntClass ¢ = (OntClass) i.next();

Iterator s = c.listSubClasses(true); s.hasNext();

Iterator f = m1l.listObjectProperties(); f.hasNext();

Iterator s = c.listInstances(); s.hasNext();

By means of these methods the names of the features are stored, and after
compared with the ones belonging to the other ontology taking into account the
fact that we are only interested in comparing the corresponding groups of features.

The comparisons are made in the next section of this thesis.

14
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3.4 Comparing Strings in Ontology matching

After the information retrieval, the names of the elements corresponding to each
of the ontologies are stored and converted to Java Strings.

The next step deals with the comparison of these Strings. According to those
results of the comparison, the polygons can be represented, and finally, based on
those representations, the final matching result can be obtained.

Comparison of strings is a much issued topic in the field of ontology research. The
reason is that many different ways of comparing strings can be used, and efficiency
and accurateness of the result depends on the situation and the parties involved.

Nevertheless, in this study, we are going to deal with the comparison of strings
oriented to Ontology matching. The examples proposed, and the cases considered
will all be dealing with the names of the classes, subclasses, properties and
individuals in the involved ontologies.

Moreover, there is also a great variety of methods that can be used for the
comparison of ontologies and its elements. Consequently, and before taking a
decision about which one to use, some studies have to be conducted in order to
determine which of the existing methods has better results in the field of ontology
matching.

3.4.1 Previous research

Previous studies have already conducted research about the effectiveness of the
string comparing methods. According to Cohen (Cohen et al., 2003) we are going
to have a classification of the methods belonging to the class SecondString,.

SecondString is an open-source package of string matching methods based on the
java language. These methods follow a big range of approaches and have been
designed according to different criteria and perspectives, such as statistics, artificial
intelligence, information retrieval, and databases.

Previous classifications divide these methods into three groups according to the
methodology they use to establish the correspondence between strings: Edit-
distance metrics, Token-based distance metrics and hybrid methods.

1) Edit-distance metrics

This method considers the two strings that are going to be compared. One of
them is taken as the input and the other one as the output. Transformations
are done between both Strings for them to be the same. The distance between
both strings can be seen as the shortest sequence of edit commands that
transform the input into the output. These transforming commands are copy,
delete, substitute and insert.

15
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Depending on how the cost of the editing operations is considered, two edit
distance methods are regarded by the SecondString class.

The first of these methods consider that all the editing operations have unit
cost and therefore, the distance increases the same independent from the edit
methods used to transform the input into the output. The methods included
in this modality are the Levenstein distance and Level2Levenstein distance.

In the second modality, each of the transforming commands has a particular
cost. That makes that depending on the parameter used; the distance between
the two strings is going to increase in a different way. The methods belonging

to this modality are the Monge-Elkan and the Level2Monge-Elkan.

Some similar metrics not based on the edit-distance models are Jaro, and its

variants: Level2]aro, JaroWinkler, and Level2JaroWinkler.

For these methods, the distance between two Strings is determined according
to the number and order of the common characters between them.

Given strings:

s=dy,....a, and t=0b,....b

1’ L

A character 4, in s is said to be common with t if there is a

/7].= a.in tsuch that7i - H <=j<=i+ H,

where H = min(js|, |¢]) / 2

>

Lets’=a/, .... a., be the characters in s which are common with 7 (in the same
order they appear in 5) and

let#’= b/, ..... b, be the characters in # which are common with s (in the same
order they appear in #)

The definition of a transposition for s, t’to be a position 7 such that 2. = 4. Let
T, be half the number of transpositions for s’and #’. The Jaro similarity metric
for sand #is

i J- "'-"I f ."-i'r —_ TS"
Jﬂ'?‘t?l;.q~2‘;|=._. (' | | | ||—rt")

For the JaroWinkler variant, we can define:

¥

. . P . .
Jaro-Winkler(s, t) = Jaro(s,t) + 0 (1— Jaro(s,1))

Where P is the longest common prefix'of s and#and P’ = max(P, 4).

16
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2) Token-based distance metrics

In this metric, the strings which are going to be compared are considered as
multi-sets of tokens (words).

Jaccard similarity is one of the methods included in this section. It computes
the similarity between the sets of words S and T as

| ST |
|SuT| -

TFIDEF (or cosine similarity method) is based on the frequency of words inside

the tokens as well as the size of the core part. In order to define it, we have to

define:
Viw,S) =log(TFy s + 1) - log(IDFy)

Where TF _ is the frequency of word w in S, N is the size of the “corpus” and
IDF _ is the inverse of the fraction of names in the corpus that contain w.

With those concepts we can define:

Viw,S) = V(w,8)/V/Eu, Vw57

And finally:

TFIDF(S.T)= »  V(w,S): V(w.T)
we ST

Jensen and Shannon distance regards a token set as samples from an unknown
distribution P, of tokens. The distance between S and T is computed based on
the distributions P, and P... KL(P||Q) is the Kullback-Lieber divergence where

Q(w) = %{PS[M'] + Pr(w))
The distance can be defined as follows:

o | . i .
Jensen-Shannon(5.1') = 2 (K L(Ps||Q)+ KL{Pr||Q))

P distribution can be calculated using the function of Dirichlet or Jelenik-
Mercer. That combination results into two methods: Dirichlet JS and Jelinek-

Mercer ]S.

Finally, Fellegi and Sunter and SES (Simplified Fellegi and Sunter) methods
can also be pointed out.
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3) Hybrid methods

An important aspect of these methods to compare Strings is that they can be
combined between themselves to obtain better results. When two methods
belonging to different branches are combined, we obtain a hybrid method,
with some characteristics from each of the modalities.

There are three hybrid methods that should be studied: SlimTFIDF,
Soft TFIDF and JaroWinklerTFIDF.

3.4.2 Cases and scenarios

Once that all the methods under study have been introduced, and before a
comparison between all them is made, the scenarios in which we are going to work
are presented in this section.

We are going to evaluate separately the three different types of methods: edit-
distance metrics, token-based distance metrics and hybrid methods.

In each of the three evaluations, pairs of strings to be compared are proposed. The
pairs of strings are divided into three groups:

a) Very similar pairs of strings.
b) Pairs of strings with some similarities.
c) Pairs of strings with nothing in common.

Inside each of these groups, some features are going to be taken into account for
the comparisons. When editing ontologies different styles can be followed for the
names of the classes, properties and individuals. The sub-groups of pairs cover
those differences. Some of the aspects taken into account are the differences
between capital letters and lower-case, the differences between long and short
words, the influence of the underscore or the influence of the spaces.

For each of these features, the different string comparing methods will be

checked.

The strings used for the evaluation will try to make clear the feature tested. For
that purpose, some examples and its variations will be conducted through all the
tests.

Depending on the results obtained, it will be decided if a normalization process is
needed before the Strings are compared to each other or not.
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According to the Unicode Normalization definition the process of normalization
produces one binary representation for any of the binary representations of a
character. The process removes some differences but preserves the case and
reduces alternate string representations that have the same linguistic meaning,.

Finally, we have to point out that the next section the best method will be chosen
for each of the possible situations and finally one only method will be chosen for
the implementation of the application.

3.4.3 Comparison of methods

We compare the methods running examples in Java. After that, we present the
results in the tables at the appendixes.

It has to be pointed out that to consider two strings to have a relevant similarity
the value of the similarity between them has to be higher than 60%.

The decision of that value is based on empirical practices. After reviewing
examples and considering different scenarios, it is demonstrated that strings with a
similarity above that value can be considered to have something in common, while
strings with a similarity coefficient below that percentage are not really related to
each other and the similarity can be just considered as a coincidence.

Due to that reason, pairs of strings with a similarity coefficient lower than 0.6 will
not be taken into account when comparing the classes, properties and individuals
in the ontologies.

In this section we analyze the results:
1) Edit-distance metrics:

The metrics included in this section are Levenstein, Monge-Elkan, Jaro and Jaro-
Winkler. All of them in the simple form and in the Level2 form. That makes a
total number of 8 metrics to compare. The way results are presented in each of the
metrics has to be taken into account as well. Monge-Elkan, Jaro and Jaro-Winkler
show the similarity with a number between 0.0, when there is any similarity, and
1.0, when the strings coincide 100%. However, Levenstein shows the similarity
with a number between 0.0, meaning maximum similarity and -* meaning no
similarity at all.

a) Very similar pairs of strings:

The comparison tables are in the appendixes 1 and 2.
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In the first one we can find the comparisons of the pairs of strings in one sense
while in the other table the comparisons are made in the other direction. The
position in which the strings are introduced to the comparing method affects
the result for the Level2 edit distance metrics while the Levell metrics are not
influenced by the order of the strings. We will analyze that influence for
different cases.

When we compare very similar pairs of strings we can make several remarks:
Any of the metrics considers the influence of capital letters, regardless the
length of the word or the order of the strings.

Adding a particle before or after the main word (isComposed, composedBy)
Levenstein, Jaro and Jaro-Winkler consider a difference with the original word
(composed). In the case of Levenstein the difference is quite big, while in Jaro
and Jaro-Winkler the percentage of similarities goes down to 80.833%.
Monge-Elkan considers that the strings continue with 100% similarity. For all
these first examples, the order in which we place the strings for the comparison
does not influence the final result.

When the particle is introduced with the underscore (is_composed,
composed_by) Levenstein considers that the similarity between them and the
original word is even smaller. Monge-Elkan is the only metric which continues
considering 100% similarity between those variations and the original word.
Jaro and Jaro-Winkler estimate the similarity in 78.40%, which is still a
considerable similarity.

As soon as the length of the original word begins to decrease, Jaro and Jaro-
Winkler do not consider the similarities to be so obvious, and when the
original word has 5 or less characters (is_compo) the similarity arrives to 0%.

In general, the Level2 metrics detect more differences between the strings, and
show lower values for the similarities when more changes are introduced. We
can say that these metrics are more sensible to changes and stricter when
considering differences between strings. A good example of this can be the
difference between Jaro-Winkler and Level2 Jaro-Winkler when evaluating the
similarity between composed_by and composed. Jaro-Winkler estimates 94,54%
while Level2 Jaro-Winkler estimates 50% similarity.

The length of the words when the particle is added with underscore does not
vary the result with the Level2 metrics which continue considering 50% of
similarity in all the cases (is_composed, is_compose, is_compos, is_compo,
is_comp).
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On the other hand, when we change the order of the introduced strings, the
difference between the results is remarkable. While in the first sense, the results
are as we have already described, in the other sense the Levell metrics continue
with the same behavior but the Level2 metrics consider that all the pairs are
100% similar no matter the length of the word or the prefix we add with
underscore.

That means that if we introduce first the original word and then its variations,
the Level2 metrics consider 100% similarity between the strings, while in the
other sense the percentage is always 50% no matter the length of the word. We
will take into account this characteristic when taking a decision to choose one
of the metrics and implementing the method.

When we consider the influence of the spaces we find the same results as the
ones for the underscore. We add short particles before and after the main
string (composed by, is composed) and only Monge-Elkan considers that the
strings continue the same. The rest of the methods make the difference
between the strings with a similarity of (78.40%, 90.90%) and in the case of
Level2, the percentage goes to 50% in all the cases.

The same results are obtained when changing the order of the strings for the
comparison and when reducing the length of the words.

Finally we study the difference between the underscore and the space. In this
case the Level2 metrics consider that there is no difference between them and
the normal metrics consider a small similarity between them (around 94%).

Jaro and Jaro-Winkler have very similar results in all the cases, but we can
notice that Jaro tends to be more exigent and finds more differences between
the cases proposed.

As the pairs of strings compared in these two tables are considered to be very
similar, the results obtained are supposed to be higher than 60% of similarity
(that value will be considered as relevant). In these tables, the values under
60% are pointed out for the reader to identify easily, where the metrics do not
obtain the expected result.

b) Pairs of strings with some similarities:
The comparison tables are in the appendixes 3 and 4.

In these tables we can see that the conducting example is still the same, but in
this case we are going to compare the string composed with three others with
some similarities (component, compound, comprehend). As in the previous table,
the influence of the capital letters, the underscore, the spaces and other features
are going to be studied.
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When we compare just the original strings and the strings with some particle
before and after it we realize that the method showing a higher similarity is
Jaro-Winkler, after that Jaro, then Monge-Elkan and finally Levenstein. In all
of the cases, the results do not vary from the normal metric to the Level2
metric. Changing the order of the strings introduced does not vary the results
neither.

When we introduce the underscore variations, Jaro-Winkler, Jaro and Monge-
Elkan still detect similarity while the Level2 metrics and Levenstein do not
detect important similarities between the strings.

This results change drastically if we change the order of the strings. When the
original string is introduced first and after the variations, the similarities found
are higher at it happened in the previous tables.

In this case, the results from the Levell metrics remain the same, but the
results obtained from the Level2 metrics change from 40% to 70% (or even
90% in the case of Jaro-Winkler), which means that they become relevant to
our study.

The same behavior is found for the spaces. Jaro-Winkler, Jaro and Monge-
Elkan give always values higher than 60% with small variations between them,
while the rest of the methods do not consider relevant similarities between the
proposed strings.

As it happened in the previous table, the Level2 metrics do not consider similar
any of the pairs of strings when one of the strings belonging to the pair
includes underscore or space, but when we go to the table in 4 and we change
the order of the strings, Level2 metrics consider even more similarities between
the strings.

c) Pairs of strings with nothing in common:
The comparison tables are in the appendixes 5 and 6.

In these examples, we will compare the string composed to three strings with no
similarity to that one: formed, integrated and organized.

No similarity should be found between the proposed pairs provided that there
are not enough things in common to think that the pairs should be matched to
each other in a real example. The only cases which have a similarity higher
than 60% are marked in yellow to indicate that the values obtained are not the
ones expected.

For the original strings and the strings with the particles before and after,
Levenstein, Level2 Levenstein, Monge-Elkan and Level2 Monge-Elkan find no
relevant similarity in any of the cases.
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Jaro-Winkler, Jaro-Winkler Level2, Jaro and Jaro Level2 find similarities
between two pairs of strings, when the string formed is compared.

When introducing the underscores and the spaces, all the methodologies
consider that the similarity found is not relevant enough, and only Jaro and
Jaro Winkler obtain a value higher than 60% in one occasion.

Level2 Jaro-Winkler and Level2 Jaro are more exigent and the similarities they
find can not be considered to be relevant in any of the examples.

When we go to table 6 and consider the comparisons in the other order, we
realize that more similarities are found. Without underscores or spaces, the
results are the same, but when we introduce those elements Jaro and Jaro-
Winkler detect similarity in 4 cases while Level2 Jaro and Level2 Jaro-Winkler
detect similarity in 10 cases.

2) Token-based distance metrics:

In this section we will analyze six different metrics based on the study of tokens.
Three of them are variations from the Jensen-Shannon method. When this
method is implemented with the Dirichlet function we obtain the Dirichlet ]S,
when it is implemented with the Jeliken-Mercer function, the obtained method is
Jeliken-Mercer JS, and finally we have the Unsmoothed ]S. Apart from that, we
will analyze the results for the Jaccard metric, TFIDF metric and Fellegi and
Sunter metric.

When regarding the way the metrics express the results, Jaccard, TFIDF and
Unsmoothed ]S express the similarity with values from 0,0 (no similarity) to1,0
(100%  similarity). Dirichlet JS and Jeliken-Mercer JS do not result in any
numeric value expressing the similarity, the only characteristic they express is the
lack of similarity by means of 0,0 numeric value. The rest of the possibilities are
expressed by NaN (Not a Number), which will be not useful for the aim of our
study. Finally, Fellegi and Sunter metric expresses the value 0,0 when no similarity
is found, and the maximum value varies depending on the length of the strings.

We can point out that these metrics will not be influenced by the order of the
strings. Due to that, we will have just one table for each of the three groups of
pairs:

a) Very similar pairs of strings:
The comparison table is in the appendix 7.

In this case we compare the same strings as in the table for the edit distance
metrics. The use of capital letters is not relevant for any of the methods, but
they all consider that adding a short particle at the beginning or at the end of
the string causes the total loss of similarity with the original string.
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When introducing the underscore, the length of the strings is not relevant, but
only TFIDF and Unsmoothed ]S consider a similarity in those cases, as it
happens with the use of the spaces.

The difference between the use of the underscore or the space is not
appreciated by any of the methods.

b) Pairs of strings with some similarities:
The comparison table is in the appendix 8.

When the pairs of strings begin to have some different aspects, the results are
the same for all of the methods: any of them consider that the strings have any
similarity, so all the similarity coefficients obtained are 0, for all the metrics
and for all the possibilities.

c) Pairs of strings with nothing in common:
The comparison table is in the appendix 9.

The same thing happens when the pairs of strings get even more different.
None of the methods is able to find any similarity between them, so all the
displayed results are 0.

We can conclude saying that the Token-based distance metrics are appropriate
for pairs of Strings that have many aspects in common, but as soon as the
examples get more and more different these methods are not able to notice the
minimum aspects they have in common.

3) Hybrid methods:

It is time to analyze how hybrid methods are used in order to compare ontologies.
Hybrid methods are formed by a combination of an edit-distance metric and a
token-based metric. We are going to analyze 3 methods following these
characteristics: Slim TFIDF, Jaro-Winkler TFIDF and Soft TFIDF. For each of
them we will propose the same tables of strings already used, and the strings will
be introduced in both senses in order to analyze how that affects the results.

a) Very similar pairs of strings:
The comparison tables are in the appendixes 10 and 11.

When comparing similar pairs of strings with hybrid methods, characteristics
from both edit-distance metric and a token-based metric are observed.

The first change introduced is the presence of the capital letter. In this
situation the three methods consider that the strings are exactly the same, no
matter the order in which they are introduced to the method.
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When particles are added before and after the main string (isComposed,
composedBy), the same results are obtained in both tables: Slim TFIDF and
Jaro-Winkler TFIDF consider a very high similarity, while Soft TFIDF sees no
similarity at all. When the underscore is introduced between the particle and
the string (is_composed, is_com, composed_by), the three methods consider a
relevant similarity, regardless the length of the string.

Only when both particles are introduced, before and after the string
(is_composed_by) Soft TFIDF considers that the similarity is 0% if the original
string (isComposedBy) is introduced in the second place, and the three methods
consider a non-relevant similarity if the original string is introduced in the first
place.

Finally, when comparing the original strings with the ones which have a
particle introduced and separated by a space (is composed), all of them show
relevant similarities between the pairs.

It can be pointed out that while Slim TFIDF and Jaro-Winkler TFIDF are
influenced by the order of the strings, Soft TFIDF returns same results.

b) Pairs of strings with some similarities:
The comparison tables are in the appendixes 12 and 13.

The table with pairs of strings with some similarities is very revealing. In Slim
TFIDF and Jaro-Winkler TFIDF the results are around 60% of similarity. It
could be expected because that is the value marking the relevance of the string
similarity and in this cases the similarity if the strings is relevant only in some
of the cases. The unexpected is that Soft TFIDF finds 0% similarity in some of
the cases, as it is considered that all of them have at list some similarities.

That behavior is found regardless the length of the word, the features
introduced and the order of the strings.

c¢) Pairs of strings with nothing in common:
The comparison tables are in the appendixes 14 and 15.

The behavior of Slim TFIDF and Jaro-Winkler TFIDF is coherent with the
one we have been observing in the past tables. Both detect that the pairs of
strings have few things in common so the similarity found between them is not
considered to be relevant in most of the cases, except from some occasions.

As it could be expected Soft TFIDF continues with the strict view and
considers 0% similarity for all the pairs of strings in both senses.
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3.4.4 Results

This sub section has presented the results obtained after comparing the pairs of
strings. Once those results have been explained and analyzed, it is time to take a
decision according to the data and decide which methods are more convenient for
the comparison of ontologies at which this thesis is aimed.

1) Edit-distance metrics:

Edit-distance metrics were the ones we first compared. Among the eight methods
compared, Levenstein is the one we can consider to be less appropriate for our
purposes. The results are not given in percentages and after the studies made we
can say that the results are not very accurate. Level2 Levenstein has the same
problems found for Levenstein.

Monge-Elkan and Level2 Monge-Elkan give results included in the expected
ranges. Even though, the metrics do not make differences between the different
examples, and different cases have the same result. Due to this reason we can
conclude that these methods do not discriminate very well between the strings and
though, the results given are quite approximated.

We will focus on the four methods left: Jaro, Level2 Jaro, Jaro-Winkler and Level2
Jaro-Winkler.

The results obtained for Jaro and Jaro-Winkler are very similar, the same as the
ones obtained for Level2 Jaro and Level2 Jaro-Winkler. In this situation, we will
first compare the two groups of metrics: Levell and Level2.

The first characteristic we can point out is the fact that Jaro and Jaro-Winkler
consider no similarity for the strings with particles for short words (comp,
is_comp). That problem is solved by Level2 metrics, which consider 100%
similarity in all those cases in one of the senses.

Even if Level2 metrics have to make the evaluation in both senses in order to deal
with all the possibilities, once that has been taken into account, the results
obtained are more accurate than the ones obtained with Levell metrics.

When we move to more different pairs of strings, Level2 metrics detect more
similarities. At this point we have to take into account that ontology matching is
used in the cases where the domains of the ontologies are overlapping. That means
that the domains compared will have many features in common. In that situation
we can conclude that Level2 metrics will give a better result due to the fact that
they work better with similar strings than Levell metrics do.

When taking a decision between Level2 Jaro and Level2 Jaro-Winkler, we realize
most of the times both methods obtain similat results.
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Level2 Jaro-Winkler obtains better results in some occasions so we can conclude
this subsection with the conclusion that Level2 Jaro-Winkler provides the best
functionality among the edit distance metrics for ontology matching.

2) Token-based distance metrics:

Once the comparison of these methods is finished we can reach the conclusion
that any of them is valid for our objective. The results obtained with all of them
do not consider many of the similarities needed when comparing ontologies, so we
conclude saying that token-based distance metrics are not appropriate for the
implementation of applications dealing with ontology matching.

3) Hybrid methods:

Hybrid methods introduce a new option with the concept of combining the two
previous groups of methods.

Among the three methods presented, Soft TFIDF is the first one to be ruled out.
The results obtained for the pairs of strings with some similarities show no
similarity in some cases where there should be some found. Our objective is to put
in common ontologies developed in distributed environments, and even if the
domains issued will be the same, it is necessary to have a margin in order to regard
possible pairs only with some common features.

We move then to the evaluation of Slim TFIDF and Jaro-Winkler TFIDF. The
results obtained by these metrics are similar in all the situations, but when
regarding very different pairs of strings we can easily observe that the results
obtained by Slim TFIDF are more accurate while Jaro-Winkler TFIDF finds more
similarities between some pairs of strings.

According to that fact we can say that Slim TFIDF is the most appropriate metric
for our purposes, among the hybrid metrics.

Finally, we have to make the comparison between the two metrics which have
been chosen as the most appropriate ones: Level2 Jaro-Winkler and Slim TFIDF.

Considering the similar pairs of strings both methods have a very similar behavior,
especially if we consider that when implementing the application we will take into
account the maximum value found doing the comparisons in both senses.

The most important differences are found when we move to the pairs of strings
with nothing in common. In this case Slim TFIDF finds fewer similarities and
considers that the strings have fewer things in common. That leads to more
accurate results.
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We can conclude the study of the comparing methods included in the Class
Second String saying that when dealing with Matching Ontologies, the most

appropriate method, and therefore the one we are going to use for our application
is Slim TFIDF.
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3.5 From the comparison results to the polygons:
JMatLink

At the end of section 3.4, a method was chosen for the implementation of the
application. Once we have made a decision on the best comparison method for
editing ontologies, we can apply that method to obtain the results of the
comparisons between the strings. Those results correspond to the best matching
found between the two ontologies. That means that for each of the classes,
properties and individuals in the standard ontology, the most similar string in the
second ontology is found and matched to it.

That information is showed in a table containing the pairs found and the
similarity coefficient between them.

Concerning subclasses, if two classes are found to have a relevant similarity and
consequently matched to each other, it is checked if they have subclasses. If
subclasses are found in both ontologies, another comparison is made between
them and another table shows the similarity values between those Strings.

Therefore, there will be a table for the classes in first level, and another similarity
table for each of the groups of subclasses belonging to the same super class similar
to another one.

Regarding the example already proposed, when we run the application we obtain
two different tables. The first table includes the similarity measures for the classes,
properties and individuals, while the second one shows the similarities found for
the subclasses belonging to the classes Accommodation and Accommodation_info.

We can see that the pairs are matched according to the maximum similarity found
and the matching result is also expressed in the third column of each table.

£ Results of the comparison E|@|Pz|

Cntology 1 Dntology 2 Matching Result
Address Address_ID 0.89848987309334054
Ot Crener_|D 07071067 E11865474
Accommaodation Accommaodation_info  |0.89174610256339149
Room 1.0
hazOne n.az2a
isComposedBy composedBy 0.9583333333333333
igPlacedin placed n.a
Madrid 0.0
Ana_Herrero Andrea_Herrero 0.3999999999999993

Figure 9: Similarity table for the comparison.
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£ Results of the comparison

Cirtol ooy 1 Cntology 2 Matching Result
Houze Houze 1.0
Rental Fental_no 0.9428090415820632
Camping Camping 1.0
Hotel Hotel_name 0. 8EE2058069534207

Figure 10: Similarity table for the comparison of subclasses.

The next step of the implementation consists on finding the general similarity
coefficient of the ontologies. That is going to be done by representing polygons
based on the results obtained and measure their area.

For the representation of the polygons, a software package with mathematical
functions has to be used. Matlab was found to be the ideal tool for this purpose
and thereby was chosen for the implementation of the software.

Matlab is a very widely extended tool with its own programming language for
technical computing. Its wide use has made it connectable with many other
applications. When trying to access Matlab with Java, we find that we need a
library called JMatLink. Those libraries allow us to use the functions available in
Matlab using the Java programming language.

In the next section we will see how the polygons are represented in Matlab
according to the similarity coefficients found between the pairs of strings.
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3.6 Representation of results: Matlab

Based on the information in the tables, the polygons are represented in Matlab.

Many approaches can be followed in order to arrive to the final polygons. In this
section the approach chosen for the application is explained.

When the standard polygon has to be represented, the similarity values are not
taken into account. All the points have a distance 1 to the centre of the axes. The
first pair is represented by a point placed in the x axis (0°). The point for the
second pair found is placed 180° from that point. The third one is placed 90° far
from the first pair and the fourth one is placed 2700 far from the first pair. Once
the four first pairs are situated in the standard polygon we obtain four points
corresponding to the four axes.

When more pairs are found, new points are added to the standard polygon.
Another axis is introduced cutting in two halves the first quadrant and the
perpendicular one is also added. When placing the four next points they will have
a distance to the x axis of 45°, 225°, 135° and 315°, respectively.

After introducing those points, the same tasks are performed again in order to
introduce new points, the 45° angle is divided in two halves and new axes are
represented.

The number of points represented is equal to the number of pairs which have a
relevant similarity.

According to that procedure, when we represent the standard polygon for the table
in Figure 7, we obtain the representation of eight points, providing that one of the
elements in the standard ontology does not match any of the elements in the
second ontology with a relevant similarity value.

The area of the standard polygon is calculated and stored in order to be used to
calculate the final result.
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J Figure No. 1
File Edit “iew Insert Tools ‘wWindow Help
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Areal= 2.8284271247461903

Figure 11: Standard polygon.

The second polygon is represented using the similarity coefficients from the table
in Figure 7. Each of the points in the standard ontology, corresponding to a pair
matched is multiplied by the similarity coefficient corresponding to that pair.

Therefore, we obtain a polygon with the same number of vertices but a different
area, varying according to the similarity values shown in the table.

The polygon for the comparison of the classes, properties and individuals and the
value of its area are shown in Figure 10.
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J Figure No. 1 EJEIE|

File Edit “iew Insert Tools Window  Help

DedE A A/, B20

Area2= 2.2096027964711165

Figure 12: Second polygon

The second table has to be taken into account in this point of the implementation.
The subclasses of Accommodation and Accommodation_info are represented in the
same way.

For the standard polygon of the subclasses we introduce two multiplying factors.

The first multiplying factor is related to the similarity measure of the super class.
In the example, House, Hotel, Rental and Camping are subclasses of the super class
Accommodation. Accommodation is related to the class Accommodation_info with a
similarity of 0,891746. That makes that all the subclasses are going to be
represented in their polygon multiplied by that factor.

The second multiplying factor depends on the level where the subclass is found.
Subclasses placed closer to the original classes are considered to be more relevant
for the comparison of two ontologies, while subclasses in lower levels are less
relevant for the study.

Consequently, the multiplying factor for the subclasses in first level is 0,5, while
the factor for the rest of the levels is the factor in the first level divided by the
number of the level.
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According to that procedure, the resulting factors for this polygon are:
0,5*0,891746 = 0,445873.

Therefore, the standard polygon for the group of subclasses found has four vertices
at the points of (0, 445873,0), (0, 0,445873), (- 0,445873, 0), and 0, -
0,445873).

) |[Figure No. 1 EI@|E|

File Edit Miew Insert Tools Windmw Help
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Areal subclasses= 0.39760555571849976

Figure 13: Standard polygon for the group of subclasses.

When the second polygon has to be represented for the group of subclasses, the
value of each point in the standard polygon is multiplied by the corresponding
similarity value.

By that simple operation, the area of the second polygon varies once more and the
second polygon is obtained.

In this example, the similarities found are:
House — House 1,0.

Hotel — Hotel name 0,8662.
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Camping — Camping 1,0.

Rental — Rental_no 0,9428.

When multiplying those values by the factors that we already had, the resulting
values are

House — House: 1,0*0,5*0,891746=0,445873.
Hotel — Hotel_name:  0,8662*0,5%0,891746=0,3862.
Camping — Camping: 1,0%0,5*0,891746=0,445873.
Rental — Rental_no: 0,9428*0,5%0,891746=0,42069.

Representing those distances in the correct axes we obtain the polygon and its
area.

J Figure No. 1
File Edit Wiew Insert Tools ‘window Help

DexEE " Ay 2O DT
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05 04 03 02 01 ] 0.1 0z 03 04 0.5

Area2 subclasses= 0.36039777842757076

Figure 14: Second polygon for the group of subclasses.

When all the areas of the polygons have been stored, the final value can be
calculated.
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Implementation

Areas corresponding to the standard ontologies are added together, as well as areas
corresponding to the non-standard ontologies.

Areal Total = 2.8284271247461903 + 0.39760555571849976.
Area2 Total= 2.2096027964711165 + 0.36039777842757076.

The similarity value is: Iléﬁir eaZ Total
Areal Total

We can conclude that the similarity between ontology 1 and ontology 2 is:

0.8925493312983556.
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4 Conclusion and Discussion

In this section of the thesis, some other methods for ontology matching will be
studied and compared to the polygon method. According to the results achieved,
some future work will be proposed.

As we have already said, the ontology community has developed various strategies
for ontology matching, according to different approaches. Many classifications
have also been made for these strategies, tools and methods depending on the
aspect of the ontology compared, the input received, the result given, etc.

One of the most famous classifications groups the strategies for matching
ontologies into de following groups:

- Hierarchical clustering techniques.

- Formal concept analysis.

- Analysis of terminological features of concepts and relations.
- Analysis of structure.

All of these methodologies are motivated by the same fact: the distributed
ontology development. Distributed organizations and communities develop
ontologies covering different domains. The problem comes when two or more
ontologies cover overlapping domains and we need to put them in common. In
that moment, some technique has to be used: ontology matching, ontology
alignment, ontology merging, etc.

The election of the approach and the method varies from one community to
another. Therefore, it is interesting to consider solutions given to the problem
from different points of view.

Six different methods are presented in order to give a general view about the
possibilities to solve the problem presented above.
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4.1 Method |I: GLUE.

According to Doan, Madhavan, Domingos and Halevy (Doan, Madhavan,
Domingos & Halevy, 2003) GLUE solves the problem of finding semantic
mappings, given two ontologies to ensure interoperability between them.

This method uses learning techniques to semi-automatically create semantic
mapping between ontologies. The key step consists on looking for semantic
correspondence. This technique is still conducted by hand, which means an
important bottleneck in building large scale information management systems.

For GLUE, the ontologies are organized in taxonomy trees. Each of the nodes in
the trees represents one concept and each of these concepts has associated a set of
instances and a set of attributes.

The matching procedure consists on mapping between taxonomies. For each of
the concepts in one taxonomy the most similar concept node in the other
taxonomy is found.

GLUE uses the joint probability distribution to compute the similarity within the
multi-strategy learning approach. This approach combines a set of learners and
their predictions with some domain constraints and heuristics in order to obtain
matching accuracy.

When taking a closer look to the implementation we distinguish the following
steps: In the first step, the distribution estimator takes two ontologies as an input,
including their structure and data instances. For every pair of concepts in the
ontologies the learning techniques compute the joint probability distribution.
After that, those numbers go to the similarity estimator, which applies similarity
functions and obtains the similarity matrix. In the final step, the relation labeler
takes the matrix, domain specific constraints and heuristics and obtains the final
mapping configuration as an output.

This method is evaluated in three real world domains in order to evaluate the
matching accuracy. A high accuracy was obtained (from 66% to 97%) but some
problems were still found: there was not enough training data, the learners used
were not appropriate and some nodes were considered to be unambiguous.

This method has been placed in the first position considering the similarities with
the polygon method. Both of them follow the same schema of comparisons.

In GLUE, all the possible pairs of concepts are made, and then the similarity
between them is evaluated. A matrix is formed with those values and finally the
highest value shows which concepts are more likely to be matched together.
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In the polygon method that procedure is also followed. The classes in one of the
ontologies are compared to the classes in the other one, obtaining similarity
measures. The same happens with the properties and the individuals, and once all
of them are computed, they are placed into a matrix where the highest value is
obtained showing the matching pairs as a result.

Both of them have also a semantic approach, but the techniques to compare the
concepts are not the same ones. GLUE uses learning techniques while the polygon
method uses the comparison between strings.

One advantage which can be found in the polygon method is the fact that it is an
automatic method. Therefore, there is no need for any hand conducted part in the
implementation. That fact makes it faster to compute the similarity and improves
the accuracy of the result. Moreover, the polygon method is a complete system
while GLUE is considered to be just one piece of a more complete ontology
matching solution.

4.2 Method 2: Anchor-PROMPT.

According to Noy and Musen (Noy & Musen, 2001) they have developed an
algorithm which finds semantically similar terms automatically. The input for this
method is a set of anchors, which are pairs of related terms defined by the user or
automatically identified by lexical matching.

The algorithm analyses paths in the sub-graph limited by the anchors and
determines which classes frequently appear in similar positions on similar paths.
These classes are likely to present semantically similar concepts. It also uses a set of
heuristics to analyze non logical context. It tries to determine additional possible
points of similarity between ontologies.

From the anchors from the source ontologies, and by means of going through the
paths between anchors in the ontologies and comparing the terms along these
paths to find similar terms, a set of new pairs of semantically class terms is
obtained.

If we arrive to two classes in parallel at the same time while following two paths we
can deduce they have something in common. We know for sure some terms in the
ontologies are similar. There are paths connecting these terms, so we can say that
the terms in those paths are similar too.

Some other systems follow a similar procedure, but they do not take into account
the internal structure of concept representation and the structure of the ontology

itself. Anchor-PROMPT does, and that represents a big advantage.

It can be considered to be a method augmenting existing methods such as

CHIMAERA and PROMPT, but not providing a global solution.
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CHIMAERA is an interactive merging tool based on ontolingua. The only
relations that are considered are the subclasses, super classes and the slot
attachments.

PROMPT is a method for semi automatic guided ontology merging. It identifies
candidates for merging as pairs of matching terms (from different sources
representing similar concepts).

It has a semantic and syntactic base and takes into account the content and the
structure of the source ontologies and the user actions.

One disadvantage has to be pointed out: the input has to be already ordered.

When the Anchor-PROMPT is evaluated, the accuracy achieved for ontologies
developed separately is around 75%. The range is extended between 61% and
100% for general ontologies.

This method relies very much in the relationships between concepts and in the
fact that concepts between two similar concepts are going to be similar. Sometimes
those assumptions can be risky and bad results can be obtained as a result.

As it happened with the previous method, human interaction is needed for the
implementation. In this case, the anchors have to be ordered manually before the
beginning of the method. That ordering will determine the whole
implementation, which makes the method reliable up to a certain point and
always dependable on a human point of view.

4.3 Method 3: S-Match.
Studying the paper about S-Match (Giunchiglia, Shvaiko and Yatskevich, 2004)

we find another interesting approach for ontology matching,.

S-Match is a semantic matching approach which aims at combining ontologies
developed by distributed communities. The method takes two ontologies as input
and produces a mapping between the nodes in those two structures which
correspond semantically to each other. Two different components of the
ontologies are taken into account: nodes (concepts) and labels (relationships).

S-Match takes two trees. For each pair of nodes from the two trees, it compares
the strongest semantic relation. The possible semantic relations are: “equivalence”,
“more general”, “less general”, “mismatch” and “overlapping”. These relations
have to be found among the nodes of the ontologies.

The algorithm follows four steps in order to identify the components.
- Identify labels in both nodes.

- Identify concepts in both nodes
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- Identify relations among all pairs of labels.
- Identify relations among all pairs of nodes.

The labels are written in an external language, so they have to be translated into an
internal language with defined syntax and semantics and used to express the
concepts. The language is a logical propositional language where atomic formulas
are atomic concepts, written as single words. Complex formulas are obtained
combining simple ones.

A translation process takes place and converts the labels into concepts. After this
process all the labels have been translated into sentences of the international
concept language.

The result is a matrix containing relations existing between any two concepts in
labels in the two trees.

In the next step the concepts in nodes are computed as the intersection of the
concepts at labels of all the nodes from the root to the node itself.

The result is a matrix containing relations existing between any two concepts in
nodes in the two trees.

Once these matrixes are computed, the algorithm implements the semantic
matching within the platform S-Match.

According to the developers, very good results are obtained with this method
compared to others. It is supposed to be a very promising method in real domains
and to have very good running times.

The suggested future work is related to the handling of attributes, the testing of
the system and the implementation of some iterative semantic matching.

As we can see after this review, the same approach is followed in this thesis.
Matrixes are created with all the possible combinations of labels and nodes (classes
and properties) between the two ontologies. The similarity between all the possible
pairs is computed, and the best results are chosen.

The difference is that in S-Match, the labels have to be translated into the internal
language for the comparison process, while in the polygon method, the external
language is the one chosen for the comparisons: the strings are compared directly
without any translation.
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4.4 Method 4: Axiom-Based Ontology Matching.

The objective of this method is to define correspondence between ontologies
covering overlapping domains. According to Fiirst and Trichet (Fiirst & Trichet,
2005) this method is based on the use of axioms and the analysis of natural
language expressions, instances and/or taxonomical structures of ontologies.

This new technique is defined in the context of Conceptual Graph model (CG),
where axioms are explicitly represented in terms of conceptual graphs. This helps
to match the concepts and the relations of two ontologies.

Normally, other ontology matching techniques only consider lightweight
ontologies, which are the ones composed by a taxonomy of concepts and a
taxonomy of relationships. These kinds of matching do not include axioms, which
are the main building blocks for fixing semantic interpolation of concepts and
relations.

This new approach for heavyweight ontologies includes all axioms needed to
represent the semantics of the domain. It requires explicit representation of the
axioms of two ontologies at the conceptual level (and not at the operational level
as happens with other languages such as OWL). For this purpose, the ontology
conceptual graph language is used. Its graphical syntax constitutes the ideal tool to
represent terminological knowledge through concepts, relations and properties.

Every time an ontology is represented, two aspects have to be taken into account:
to specify conceptual vocabulary through concepts, relations and instances and to
specify semantics with axioms.

The objective of the ontology matching is to discover and evaluate identity links
between conceptual primitives (concept relations) of 2 ontologies supposed to be
built on connected domains. Then, the similarity coefficient has to be calculated,
to indicate how closely two concepts or relations are related.

Finally, we obtain the final result as a table with the similarity concepts placed in
columns as well as the relations coefficients.

Some of the conclusions reached while the testing of this tool reveals the
effectiveness of the tool for heavyweight ontologies but also the lack of
applicability for lightweight ontologies.

This methodology takes into account other aspects that our methodology does not
consider: axioms. That makes the method useful in a wider area, which includes
heavyweight ontologies. Even if that area is out of our studies, the steps followed
are interesting and can be considered for further work.

Apart from the fact that axioms are considered, the handling of the information
works in the same way as in the previous methods, and the results are presented in
a table in the same way as the polygon method.
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4.5 Method 5: FCA-Merge.

FCA-Merge is the next method we are going to consider in our revision.
According to Stumme and Maedche (Stumme & Maedche, 2001) the method
proposes merging ontologies as the solution for knowledge overlaps.

FCA-Merge takes as input a set of documents from which concepts and ontologies
are structured. The documents cover all the concepts from the ontologies that are
going to be matched during the process. In order to have good results, the
ontologies need to have classified instances, but many times that will not happen
so the instances have to be obtained from the text documents.

That can be considered to be the first step of the method: the population of the
ontologies.

In the second step, a context for each of the ontologies has to be generated. That is
done with a lexical analysis to retrieve domain specific information. With these
two formal contexts that have been created, we create a new pruned one by
merging them.

In the next step, TITANIC algorithm computes the pruned context, and finally in
the last phase of the process, the new merged ontology is constructed with a non
automatic construction including human iteration based on the pruned context.

It can be considered to be a semi automatic method as it requires background
knowledge about the domain.

Comparing it to our method we can easily see that the non automatic
computation represents a big disadvantage compared to our automatic method for
matching ontologies. Human interaction is required and that makes it less
accurate, slower and out of standards.

We can also point out that merging is the issued task, and not matching. That
makes the method a bit out of the field we are dealing with, but as it includes new
concepts such as the introduction of documents together with the ontologies, it
was considered to be helpful to include it in the review.

4.6 Method 6: MAFRA.

Maedche, Motik, Silva and Volz (Maedche, Motik, Silva & Volz, 2002) present
MAFRA as an interactive, incremental and dynamic framework for mapping
distributed ontologies.

This approach introduces the concept of bridge to define mappings between two
schemas. Semantic Bridges establish the correspondence between entities from
source and target ontology.

43



Conclusion and Discussion

A meta-ontology (ontology of ontologies) of bridges is defined during the process.
The matching process can be divided into 5 fundamental phases

1) Lift and normalization: The data which has to be mapped is placed into the
same level of representation in order to make both ontologies to have a uniform
representation.

2) Similarity: Similarities between the source and the target ontologies are
established: lexical similarity, property similarity, bottom-up similarity and top-
down similarity.

3) Semantic bridging: Based on the computed similarities, correspondences
between the source and the target ontology are found. For each of the entities in
one ontology, a similar concept is found in the other ontology, and a bridge is
established between both entities. This phase can be subdivided into the next
steps:

3.1) Pairs of entities to be bridged are found.

3.2) Property bridging: The matching properties for each concept
bridge are specified.

3.3) Deducing step: Endowing the mapping with bridges for

concepts that do not have a specific counterpart target concept.

3.4) Refinement step: Improvement of the quality of bridges between
a source concept and sub concepts of target concepts.

3.5) Transformation specification step: Associates a transformation
procedure to the translation, in a way that source instance may be
translated into target instances.

4) Execution. This module actually transforms instances from the source ontology
into target ontology by evaluating the semantic bridges already defined.

5) Post-processing. The post-processing component takes the results of the
execution module to check and improve the quality of the transformation results.

While these steps are being carried out, four components run along the entire
mapping process, interacting with the previous steps.

1) Evolution: This aspect focuses on keeping semantic bridges obtained by the
“Semantic Bridge” module, which must be kept in synchrony with the changes in
the source and target ontologies.

2) Cooperative Consensus Building: Establishes a consensus on semantic bridges
between two communities participating in the mapping process.
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3) Domain Constraints and Background Knowledge: Introducing background
knowledge and domain constraints can improve the quality of similarity
computation and semantic bridging very much.

4) Graphical User Interface.

The introduction of bridges is the main contribution of the MAFRA
methodology. This concept of bridge relating two concepts was represented in
different ways by other techniques. Most of them introduced the similarity values
into tables or matrixes where the correlations between the concepts could be seen.
Our methodology in particular relates one concept to others in the matrixes we
use to store the data retrieved from the ontologies.

With this method we finish the review of examples included in this thesis as a
comparison to the polygon method. Other approaches give us the possibility to
realize the weaknesses and the strengths of our implementation and take into
account some of the aspects developed by other researchers for future work.
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4.7 Future work

Once the automatic ontology matching method based in polygons has been
implemented weaknesses have to taken into account to propose future changes.
These future changes will result into new versions of the system improving the
results of the previous versions.

The first aspect which should be taken into account is the relevance of the
elements which once matched have similarity 0.0 with other element belonging to
the other ontology. In the current implementation when a pair of strings does not
have a similarity value higher than 0.6, the value is converted to 0.0, and
consequently is not taken into account. These pairs with nothing in common
make the ontologies to be less similar to each other and therefore, it has to change
the final result.

Currently that data is not taken into account but for future versions, the non-
similar pairs have to be relevant for the final result.

Another situation which is not regarded in the system is when a group of classes or
subclasses has less than three elements. With less than three vertices a polygon can
not be represented so those pairs of matched data, regardless if they have features
in common or not, are not represented in any case. For future versions a solution
has to be found to take into account the area even is there are only two elements.

Reviewing the comparison made with other methods, we can see that different
characteristics are taken into account by other groups of research, such as learning
techniques, relationships between concepts, axioms, the introduction of
documents together with the ontologies, or bridges.

Each of the methods is based on different principles, while the polygon method is
based on the string comparison and the representation of polygons. For future
implementations it could be useful to take into account aspects such as the
synonyms or the way the relationships are established between concepts.

Synonyms are not included in the current implementation, and they will not be
matched together as they are not necessary similar strings. When two ontologies
are edited by different communities, synonyms can appear and make ontologies
more similar.

The relationships between the classes are another characteristic which should be
taken into account. In the described implementation, a property is matched to
another one taking into account only its name as a string, but not its domain (class
from which it departs) and its range (class to which it arrives). The similarity is
influence by this fact and therefore, it should be taken into account when
calculating the matching between two ontologies.
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Another fact which has been identified is that the result of the comparison is
different depending on which ontology is chosen as the standard one. A study
about the effect of the ontology chosen as the standard one has to be made in
order to clear out how that fact can affect to the result of the matching,.
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5 Results

The purpose and objective of the thesis, described in section 1.2, expresses the aim
of the author to describe the implementation of a new method for automatic
ontology matching according to the ontology matching algorithm developed by
Feiyu Lin

The previous sections have explained in detail the steps of the implementation and
the tools needed in each of the phases. Upon completing the implementation, a
numerical result is reached corresponding to the similarity of the two ontologies
proposed for the example. This similarity value is the purpose of the
implementation and all the decisions taken during the process focus on the
accuracy of that result.

Once the system is described and the result is reached, the first objective is

fulfilled.

The second objective deals with the comparison between the method proposed
and other methods implemented for ontology matching. As a result of the
comparison, conclusions have been reached which will lay the foundations for
future work.

We can conclude saying that the results of the thesis are the implementation of a
new system for automatic ontology matching and the theoretical study comparing
that method to other existing methods.
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Ag pasodwod
pasodwog s

Aq pesodwog
pasodwiod s
&g pasodwoa
pasodwiod s

L A

ou- i

Kq pasodwon s
Aq pasodwoa

Lod sl
duwoa =
odwoa sl
sodwioa sl
asodwod sl
pasodwoa sl

Agpasodwon
pasodiloas
Agpasodwog
pasodwogs
sel

p!
pasodwoa
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Appendix

Comparison of Hybrid methods for very similar pairs of

Table
hanging the order of the str

Appendix 11

strings, C

ngs.

9014040
5014040
9014040
9014040

=T g =
1]
1]
5014040

9014040
9014040
904040
50) 4040
9014040
9014040
960
1]

960

— e Rl

40141 Wos

9014040
9014040
9014040
9014040

C5CFFS 0
85787190
SOEFF 0
9014040

9014040
9014040
8014040
9014040
9014040
9014040

96 0

EEEBDE'D

96 0

CEEB0D0

L

L

L

40141 48[AquLA-DIED

514040
514040
914040
914040

9629550
F5895595 0
F1815050
514040

914040
914040
914020
914040
914040

912040

FE'D
G610
FE'D
G600
3
L
I
4a141 Wz

Aq pasodwoa s1
Aq pasodwoa
pasodwoa sl

pasodwion
pasodilog
pasodwing
pasodwing

HUAASEA

Opp
Agpasoduwons
pasodwoa

Lioa
dLoa
odng
sodiung
asodwon
pasodwo:

pasodilog
pasodilog
pasodilog
pasoduwiog

sel

dl
pasoduwion

Aq pasodwoa si1
Aq pasodwon
pasodwoa si

AQ pasodwon
pasodog s
Aq pasodwna
pasodwog s

L 58|

ou- pl

Aq pasodwon sl
Aq pasodwon

o sl
duwoa s
odwoa sl
sodwioa sl
asodwog sl
pasodwoa sl

Agpasodiiod
pasodiloas
Agpasodwaog
pasodwonsl
sEl

P
pasodwo:
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Appendix

Comparison of Hybrid methods for pairs of strings with

Table:
ities.

Appendix 12

lar

some simi

1
GL9GLS0
a
a
S96E9E9 0
1]
1
96E9ES 0
a

a
SLOALS 0
1]
1]
96E9E9' 0
a
a
96E9ES 0
a

a

oMo oooo oo

40141 Hos

FEZE05 D
GL95L50
A7BEEDS O
2al519'0
98E929'0
19Fz3'0
2815190
§EEHE9 0
L9FZaD

FEZZ05'0
SLEGLE0
£TRREDS O
2a1519'0
§6E9C9 0
LAFZa 0
£e15L90
§6E9E9 0
19790

EEELD
EEERL'D
GG550
720
280
EEESE0
80

60
EEEZR'0

1L 43[HuLAM, -0IE

BE/EDS D
¥ 2068 D
BELEGLF D
G699 0
FOLO9 0
£9EE85 0
563190
F0L09'0
EQEEDGD

BE/E0S D
0B 0
BELESLF O
569190
FOLO9D
EQEEDS'D
G6319°0
#0090
£OECOS D

20
590
ECEETD
za'0
5020
2£'0
G280
580
SZ8'0
40141 Wz

pusyaidiios
punodiuod
Wwauodwog
puayaidiog
punodwoa
Wauodiwog
puayaidiog
punodiuod
Wwauodiwog

puayaidiuog
punoduwioa
auodilog
puayaiduiog
punoduwioa
wauodiog
pusyaidiuiog
punodiuod
Wwauodiwog

puayaidiog
punoduwiog
Wauodiwog
pusyaldiiod
punaodiuod
Wwauodwo:
puayaidiog
punoduwioa
Wwauodiwog

Aq pasodwod =i
Ag pasodwod =i
Aq pesodwoa s

Aq pasodwog
Aq pesodwod
&g pesodwos
pasodwod s
pasodwod s
pasodwod s

Aq pasodwos sl
Aq pasodwoasl
Aq pasodwoaTs
Ag pasodwog
Aq pasodwiog
Aq pasodwog

pasodwod s
pasodwod 5|
pasodwiod s

pasodwogs
pasodwoss
pasodwingsl
Agpesodwog
Adgpesodwog
fdgpesodwos
pasodwoa
pasodwoa
pasodwoa
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Appendix

Comparison of Hybrid methods for pairs of strings with

Table:

Appendix 13

ngs.

hanging the order of the str

larities, ¢

some simi

o
GlO6LE0
o
o
96E9E9 0
1]
1]
9EE9ES 0
1]

o
S196L50
1]
1]
96E9ES 0
o
a
96E9E9 0

a

O oooooo o

40141 405

FEZC05 0
GL95L5D
LTAREDSD
£aLgLe'0
96E923'0
|SFZE'0
cel5l9D
§EEHES 0
19FZY0

Feze05 0
GLEGLE0
LTRRE0S 0
£81519'0
96E9CY D
1SFZE0
Ze15l90
OBEHES D
LSFZE'0

EEELD
EEEBL O
GG55.0
¥
220
EEESED0
80

£0
EEEB30

40141 48[HuLAf, -0IED

BEZEDG O
72068 0
BELEGLF D
G699 0
F0L09'0
£9EER5 0
563190
FOL09'0
EQEERS' [

BELENS 0
FL0RY O
GELESLF O
569190
F0L09'0
EQEEDS [
G63L9'0
#0090
£OECRS 0

20
5490
ECEETD
za0
5080
B£0
G280
580
ST8'0

40141 W=

pusyaidiios
punodilod
auodwLIog
puayaidiog
punodwoa
wauodwog
puayaidiiog
punading
ualodwLIoD

puayaidiog
punoduwioa
wauodiwog
puayaldog
punoduwog
auodwog
pusyaidiios
punodilod
auodwLIog

puayaidiog
punoduwios
wauodwog
pusyaldiuios
punadiuod
uauodwoD
puayaidiog
punoduwioa
wauodwog

Aq pasodwioo s
Aq pasodwioo s
Aq pesodwoa s

Aq pasodwod
Aq pasodwos
&g pesodwog
pasodwog s
pasodwoo s
pasodwiod s

Aq pasodwioa sl
Aq pasodwioa =
Aq pasodwoa =l
Aq pasodwon
Aq pasoduwog
A pasodwog

pasodilod s
pasodwod s
pasodwioa s

pasodwoss
pasodwons
pasodwossl
Agpesodwog
fgpesodwog
Agpesodwog
pasodwoa
pasodwoa
pasodwoa

65



Appendix

Comparison of Hybrid methods for pairs of strings with

Table:
ing in common.

Appendix 14
noth

L S o s o o Y oo ooo oo oo

oo o oo o oo .

4141 ¥0%

89/87E'0
GIBELED
GLEILF D
85970F 0
B9/ LPED
8990150
BSEZ0F' 0
Z0E2154'0
890150

89,8750
SIEELT D
G/EILF D
85970F 0
B9/LFED
BA9015 0
BS9Z0F 0
62LGD

8A90150

BFLBYLES'D

830

8982290

FFYFES 0

99999% 0

89029290

FFFEEs 0

EEEERF D

Zeecs 0

40141 481HuLAR, -OIE

G/EELF D
BEZLED

CLBZLED
ATEFEE 0
FSFrEL' 0
£/995F 0
8230150
£20595F 0
G/995F 0

GLEILY D
BECLED

CLETLED
ATHFEE 0
FSFFEL' D
£/995F 0
P9015 0
£8095F 0
££895 0

CCeeiv o
Sly'0
ECERS'O
§93E'0
=Tl
ECERS'O
99910
G0
£95r3'0

4d14L WS

paziuefin
pajelfaju
paLLn)
paziuebio
palesbaul
paLLny
paziuefio
pajelfajul
paLLn)

paziuefio
palesfalul
paLLIn)
paziuelio
palelfiaul
paLLny
paziuefin
pajelfaju
paLLa)

paziuebio
paledbaul
paLn)
paziuelin
pajelfajul
paLLny
paziuefio
palesfalul
paLLIny

&g pasodwoo s
&g pasodwioo s
Aq pasodwoa s
Aq pasodwon
Aq pasodwon
Aq pasodwon
pasodwod s
pasodog s
pasodwog s

Aq pasodwoa S|
Aq pasodwoa sl
Aq pasodwoa sl
Aq pasodwon
Aq pasodwon
Aq pasodwoa
pasodilod s
pasodilog s
pasodwoa sl

pasodwonsl
pasodwonsl
pasodwonsl
dgpesodwoo
dgpesodwoo
dgpesodwoo
pasodwaa
pasodwoa
pasodwoa
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Appendix

Comparison of Hybrid methods for pairs of strings with

Table
nothing in common, changing the order of the strings.

Appendix 15

o oOoooo oo oo

oOoooooooo

40141 405

B9/BZE'D
E9AFEED
GLROLYF O
25EZ0F 0
BI/ILFE'D
8390150
BSAZ0F D
BLZLOLYF'D
8290150

R9/87E'0
£98FEE'D
G/EILE'D
859z0r 0
B9/ LFED
0890150
PCAZ0F D
ZL0LF'o

8290150

BFLBFIES O
850
8225290
FRFFFS O
§9959F 0
0209290
FrFEaS 0
EEECAY'O
Ceieed 0

1L A3[qULAN, -DIE

Z950FZ 0
SELOELE 0
CLRZLED
LTHFET 0
e
LE£9351 0
Z9rET 0
£9182°0
£/£995F 0

Z950¢Z 0
SELIELT 0
CLBTLED
ATHFET 0
FSEFEL'D
LE4995F 0
Z9rEC 0
291920
£4995F D

s g

SlLy'0

ECERSD

§95E'0

520

EEERS'D

995 0

G470

£95r9 0
40141 W=

paziuefiio] Ag pasodwiod s
paielfian Ag pasodwiod s

pauuo) Ag pasodwiod s
paziuebio Aq pasodwod

paledbaul Aq pasodwos
pauLIo) &g pesodwog
paziuelio pasodwog s
palelbiau pasodwoo s
paLLIn) pasoduwiod sl

paziueliol Aq pasodwoa s
paledbaln Aq pasodwoa =i
pawuo) &g pasodwoa =i
paziuelio, A pasodwoa
paledfan;  Aq pasodwoa
paunoy  AQ pesodwod
paziuefiio pasodilod s
palelfiau pasodwod s
pauo) pasodwioa s

paziuebio pasodwoss
paledbaul pasodwons
paLLn) pasodiionsl
paziuefiio Agpesodwog
palelfiau fgpesodwog
paLLo) Agpesodwog
paziuebio pasodwoa
paledbaul pasodwoa
paLLIn) pasodiiog
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