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CHAPTER 1

Introduction

1.1 Introduction of Networked Control Systems

The point-to-point architecture is the traditional communication architecture for

control systems, that is, sensors and/or actuators are connected to controllers via wires.

In recent years, due to the expansion of physical setups and functionality, a traditional

point-to-point architecture is no longer able to meet new requirements, such as modular-

ity, integrated diagnostics, quick and easy maintenance, and low cost. Such requirements

are particularly demanding in the control of complex control systems [1, 2, 12] and re-

mote control systems [3, 4, 10, 13].

To satisfy these new requirements, common-bus network architectures have been

introduced. The common-bus network architectures can improve the efficiency, flexibility

and reliability of integrated applications, and reduce installation, reconfiguration and

maintenance time and costs. In recent years, therefore, it gives rise to the so-called

network-based control systems, or networked control systems (NCSs) [5, 6, 7, 8, 41].

Figure 1.1 shows an application of NCS in medical/health-care systems. In this

system, each patient is monitored by certain devices connected to the patient. These

devices send out the patient’s medical information to a central host machine which

communicates through networks or satellites with a remote database interconnected

with a tuning device. Once the medical information is compared with that stored in

1
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Figure 1.1: A medical application of networked control systems

the database, indicating any abnormal symptoms, the tuning device then sends out

regulating signals which in turn stimulate those devices that are connected to each

patient. This system provides a sound solution to the widely existing shortage of health-

care staff.

In general, NCSs are a type of distributed control systems where sensors, actua-

tors, and controllers are interconnected through a communication network as shown in

Figure 1.2. Sensors measure states of the plant and transmit these states over the com-

munication network to controllers. The controllers receive these states, and calculate

appropriate control actions and send them to actuators over the communication network.

Actuators receive control actions and control the plant appropriately. Due to its low

cost, flexibility, and less wiring, NCSs are rapidly increasing in industrial applications,
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Figure 1.2: Typical setup of networked control systems

including telecommunications, remote process control, altitude control of airplanes and

so on [3, 4, 2, 9, 10, 11, 12, 13].

It can be seen from the block diagram in Figure 1.2 that in NCSs the closed-loops

are closed via communication networks. The insertion of the communication network

in the feedback control loop makes the analysis and design of systems more complex

than the traditional point-to-point architecture. The network can introduce unreliable

and time-dependent levels of service in terms of, for example, delays, jitter, or losses.

Quality-of-Service (QoS) [14] can ameliorate the real-time network behavior, but the

network behavior is still subject to interference (especially in wireless media), routing

transients, to aggressive flows. It is also noteworthy that protocols providing QoS are

not prevalent in all industrial networks. In general, network vagaries can jeopardize the

stability, safety, and performance of the units in a physical environment.

1.2 Fundamental Issues with NCSs

The following two issues are the most challenging problems with NCSs that need to

be properly addressed to ensure the stability and performance of the closed-loop systems.
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1. The first issue is the network-induced delay, including sensor-to-controller delay

and controller-to-actuator delay, that happens when data exchange happens among

devices connected by the communication network, which will deteriorate the sys-

tem performance as well as stability. This delay, depending on the network charac-

teristics such as network load, topologies, routing schemes, etc., can be constant,

time varying, or even random.

2. The second issue is the data packet dropouts. In the NCS, data is sent through the

network in packets. Due to this network characteristic, therefore, any continuous-

time signal from the plant is first sampled to be carried over the communication

network. Chances are that those packets can be lost during transmission because

of uncertainty and noise in communication channels. It may also occur at the

destination when out of order delivery takes place.

It is straightforward to learn that the severity of the network-induced delays is ag-

gravated when data packet dropouts occur during a network transmission. Furthermore,

in the case of multiple-packet transmission, chances are that part/none of the packets

could arrive by the time of control calculation, which makes the analysis and control of

NCS more difficult, if not impossible.

We now consider a generic schematic diagram of NCS as shown in Figure 1.3. In

this system, the continuous output signal x(t) is sampled by an ideal sensor/sampler hs

at a sampling rate of 1/TS. Then digital signal is transmitted through a communication

network after experiencing network-induced delay τ k−1
sc and a zero-order-hold (Z-O-H)

to the controller. The clock-driven controller generates a digital control signal ûk at

the rate of 1/TS and again transmits via the network, after certain delay τ k
ca, back to a

Z-O-H of the actuator side which is event-driven.

The timing mechanism diagram of this kind of configuration of NCS is drawn in

Figure 1.4. We assume that each data can reach its destination within one sampling

period TS = tk − tk−1, that is, network-induced delay τ k−1
sc and τ k

ca is less than TS.
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Figure 1.3: Schematic diagram of a networked control system

Figure 1.4: Timing mechanism diagram of a networked control system
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The operation of the NCS runs as follows. At the previous time instant tk−1, the

output signal x(t) is measured by a clock-driven sensor. (which is highlighted in red

color.) The sampled signal reaches the Z-O-H at the controller side at time tk−1 + τ k−1
sc .

The controller is also clock-driven and at time tk it generates a control signal ûk using the

most recently arrived signal. This control signal is received by the Z-O-H at the actuator

side after τ k
ca and will be held until the new control signal (green one) arrives at the

instant tk+1+τ k+1
ca . This means a control signal is held for the period (tk+τ k

ca, tk+1+τ k+1
ca ].

We can also learn from the system formulation that the system contains both continuous-

time and discrete-time signals, where a hybrid systematic synthesis approach is needed.

In a real network, however, the network-induced delay is much more volatile than

mentioned in the previous section which is under ideal assumption. Actually, sensor-

to-controller delay τ k
sc and controller-to-actuator delay τ k

ca vary greatly because of the

Medium Access Control (MAC) protocol of the network, such as its topologies, routing

schemes, etc. In the following section, two types of networks in terms of different MAC

protocols will be introduced.

1. Cyclic service (scheduling) network.

Token Passing (TP) protocol, which appears in token bus (e.g. IEEE standard

802.4, SAE token bus, PROFIBUS), token ring (e.g. IEEE standard 802.5 [15]),

and the fiber distributed data interface (FDDI) MAC architectures [16], and Time

Division Multiple Access (TDMA) protocol which is used in FireWire (IEEE

1394)[17], are two of the most commonly employed protocols in scheduling net-

work. In such network, data is transmitted in a cyclic order and the variation

of τ k
sc and τ k

ca can be periodic and deterministic under error-free communication

assumption [18]. This periodic property however can be destroyed by the following

detrimental factors.

(a) The first factor that destroys the periodic property is caused by communica-

tion errors. When communication errors happen, a data packet may not be
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able to be transmitted to a destination component after the next sampling

period. This means that there is no updated measurement for generating

next control action. This phenomenon is called vacant sampling [8]. On the

other hand, two data messages may arrive at the destination during the same

sampling time period and because of the nature of the component, only the

most recent data packet is used and the previous one is then rejected. This

situation is referred to as message rejection or data dropout [8].

Figure 1.5 illustrates the timing mechanism that incorporates the aforemen-

tioned network-induced effects, i.e., vacant sampling and data dropout in net-

work transmission. The output signal measured at time instant tk (marked

in green color) is lost due to these two network communication errors.

From Figure 1.5, it is also noteworthy that the data packet dropouts can be

viewed as a prolonged network-induced delays that are at least longer than

one sampling period. This would be an interesting feature in the modelling

of the time-delays as data packet dropouts.

Figure 1.5: Timing mechanism diagram of vacant sampling and data dropout in net-
work transmission
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(b) The other factor that destroys the periodic property is caused by clock drift

(network jitter). Even though transmissions on scheduling networks should

be periodic in theory, in practice they are up to the network jitter (defined as

the time-variation in actual start time of actions) which causes the difference

between the sampling period of different components due to differences in the

material that generates clock signals. Clock drift changes the probabilities of

the occurrences of vacant sampling and message rejection [19]. System com-

ponents can perform clock synchronization to reduce the clock drift problem

[20]. It should also be noted that in Figure 1.4, the sensor and controller are

synchronized with the same sampling period of TS. This is a common practice

in industrial control systems, for example, FCSs (field-bus control systems).

Clock synchronization which is also discussed in [21] is an essential function

to make the control system as it should be.

2. Random access network.

Carrier Sense Multiple Access (CSMA) protocol is most often used in random

access network whose application includes DeviceNet (which is a controller area

network (CAN)[22]), Ethernet [15], and Internet [3]. In random access network,

τ k
sc and τ k

ca are stochastic processes [23]where stochastic approaches are needed to

model the behaviors of τ k
ca and τ k

sc.

1.3 Recent Works on Networked Control Systems

Our focus in this research work is on the control through networks, not control

of networks. Therefore, our design objectives involve the performance and stability of a

target NCS rather than of the network. In this regard, we present the following recent

development of NCSs on this issue.

Stability analysis is one of the most concerned areas in the research of NCSs,

therefore much effort has been devoted to this problem; for examples, see [24, 25, 26,

27, 28, 6, 41, 46, 47, 50, 55, 34, 35, 36, 37, 38, 39]. Numerous techniques have been



9

developed to address the stability problems, which will be introduced in the following

text. Emphasis is mainly on the modeling of network-induced delays.

Based on the constructed models, state feedback and output feedback controllers

are designed to meet the stability requirements. In addition, maximum allowable transfer

time (MATI) to guarantee system stability is also discussed in [55, 6, 29].

Some efforts have also been made in the realm of performance control for NCSs.

H∞ disturbance attenuation analysis for a class of NCSs was presented in [46]. Ro-

bust filtering problem was discussed in [30, 32, 33]. In [64], guaranteed cost control for

NCSs was considered. The authors also dealt with networked systems under noise dis-

turbance in [31]. Compared with the research work in the stability analysis and control,

performance control for NCSs lags behind.

The study of NCSs is an interdisciplinary research area, combining both network

and control theories. Hence, in order to guarantee the stability and performance of NCSs,

analysis and design tools based on both network and control parameters are required.

1.3.1 Control techniques applied in networked control systems

It is worth mentioning that the research on NCSs can not simply treated as time-

delay systems due to data packet dropout problems and other network features in the

NCSs. Various methods have been applied, based on different types of network config-

urations, to treat the delay and data packet dropout problems. In these methods, some

assumptions have been made to derive generic control techniques for NCSs. To name a

few:

• network transmissions are error-free.

• both sensor-to-controller delay and controller-to-actuator delay are constant.

• time delay is less than one sampling period.

• network traffic can not be overloaded.
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Based on such assumptions, different control techniques have been developed for the

control of NCSs, and some of which are described as follows:

1. Sampled-data system / hybrid approach. NCS is basically a hybrid system

in nature, which involves continuous plant and event-driven or time-driven devices

(digital controller, sampler, and holder). Data is sent through the network as

atomic units called packets. Therefore any continuous-time signal must be appro-

priately sampled to be carried over a network. Hence there are some similarities

between NCSs and sampled-data systems due to the sampling effect. Sampled-

data system formulation of NCS is quite general [40, 6, 41, 42, 43] and can also

capture this hybrid characteristic and many other network-induced features, in-

cluding time-delay, packet dropout, and so on. It also provides a natural way to

describe the so-called “communication sequence” [45].

An analysis of NCS is considered under hybrid framework with one channel time

delay in [41] and [6]. In [8, 19], the authors prove that two time delays cannot be

lumped together for the cases where vacant sampling and message rejection hap-

pens. In [44], the authors propose a modelling problem of NCSs for multi-variable

linear systems with distributed asynchronous sampling. In [42], the authors con-

sider a robust control method by transforming the sampled-data system into a

continuous-time system with control delay. However this transformation is under

the assumption that the sampling period is infinitly small. In [40], a less conserva-

tive time-delay dependent stability result is obtained by transforming time-delay

in the discrete-time subsystem into its continuous-time subsystems of the sampled-

data systems using a new Lyapunov function. It also removes the limitation that

on the sampling period in [40] and the assumption used in [21] that the time delay

from sensor to actuator is less than one sampling period.

2. Switched system approach. A switched system means a hybrid dynamical

system consisting of a finite number of subsystems described by differential or
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difference equations and a logical rule that orchestrates switching between these

subsystems. In [46] stability and disturbance attenuation issues for a class of

NCSs under uncertain access delay and packet dropout effects are considered in

the framework of switched systems. The basic idea is to formulate such NCS

as a discrete-time switched system. Then the NCSs’ stability and performance

problems can be reduced to corresponding problems for the switched systems,

which have been studied for decades and for which a number of results are available

in the literature [47, 48, 49]. The stability problem of NCSs is also studied in [6]

by applying the multiple Lyapunov function method [49].

The strength of this approach comes from the solid theoretical results existing in

the literature for stability, robust performance etc., for switched systems. Never-

theless, it requires the controller works at a higher frequency than the sampling

frequency. Furthermore, only sensor-to-controller channel time delay is accommo-

dated in this work.

3. Sampling time scheduling approach. This method is applied to cyclic service

networks in which all system component connections on the network are known in

advance. In [18], this method is applied by appropriately selecting a long enough

sampling period for a discrete-time network-based system so that network delays do

not affect the control performance and the systems can remain stable. The control

system comprises a time-driven sensor and controller and an event-driven actua-

tor/holder. Furthermore, assumptions are made that the time-delay is less than

one sampling period. The control method can only to applied to a one-dimensional

system. In [50, 51] this technology has been expanded to multi-dimensional cases.

4. Augmented deterministic discrete-time model approach. In [19, 8], an

augmented deterministic discrete-time model is proposed for NCSs with periodic

network delays. The sensor and controller are time-driven while the actuator is

event-driven. The state-space equations of the linear systems are first converted
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into finite dimensional discrete-time equations to include past values of plant input

and output (i.e., delayed variables) as additional states under the assumption that

the system input is piecewise constant during each sampling period. Then such

equations are combined and rearranged into an augmented state-space equation.

The system can be proved as asymptotically stable if all eigenvalues of the product

of the certain augmented state transition matrix of the augmented systems are

contained within the unit circle. In [52] this method has been advanced to deal

with non-identical sampling periods of sensor and controller.

However, the complexity of the system increases significantly and proportionally to

the dimension of the states and inputs as a result of extensive state augmentation,

which introduces unrealistic computational time for systems with high-orders.

5. Optimal stochastic control approach. In [20, 53], an optimal stochastic con-

trol approached is presented for the control of a system over a random delay net-

work. The effects of network delays are treated as an Linear Quadratic Gaussian

(LQG) problem. The controller and actuator used in this approach is event-driven

while the sensor is time-driven. It also requires that the sum of sensor-to-controller

and controller-to-actuator time delay is less than the sampling period, i.e., τ k
sc+

τ k
ca < TS, and the information of all the past delays are available. In this approach,

two stochastic processes were incorporated into the system state-space equations

and the goal is to minimize a cost function of the plant states and inputs. The sta-

bility of the network-based system for both independent delays and delays modeled

by a Markov chain is discussed using stochastic stability analysis.

This approach is more realistic to the nature of the time-delays and has shown bet-

ter performance. However, finding the Markov relation of a delay is a challenging

task. Moreover, a large requirement of controller memory to store past information

is necessary in this approach and the assumption used in this approach may not

be effective for a system with fast response time.
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6. Perturbation approach. The fundamental idea of the perturbation method

[54, 55] is to formulate delay effects as a perturbation of a continuous-time system

under the assumption that there is no observation noise. This requires a very

small sampling period so that a network-based system can be approximated by a

continuous-time model.

In this method, the system setup includes a time-driven sensor, an event-driven

controller and an event-driven actuator. In the feedback loop, however, the network

is only used in the sensor to controller channel. This method can be applied to both

cyclic service and random access types of networks. However, these networks are

restricted to the priority-based networks. The priorities are managed by priority

scheduling algorithms [56] which can be either fixed or changeable.

The advantage of the perturbation method is that it can be applied to a nonlinear

system. However, it is not very practical as controller-to-actuator delays can not

be included in this approach.

7. Queuing approach (Predictor-based compensation approach). Queuing

mechanisms are developed which utilize deterministic [57, 58] or probabilistic [1]

information of NCSs for control purposes. In the deterministic case, an observer

and a predictor are used for the delay compensation of NCS with random delays

based on the past output measurements which are stored in a First-In-First-Out

queue. This approach has a high demand of plant preciseness and may result in

unnecessarily long delays because of queues. In the probabilistic case, the knowl-

edge of the data lengths in a queue is used to improve the prediction. However,

unnecessary delays from queues still remains in both cases. The latter approach

also neglects the effect of controller-to-actuator delays.

8. Moving horizon approach. In [59], the authors present a control system design

strategy for multivariable plants where the controller, sensors and actuators are

connected via a digital, data-rate limited, communications channel. In order to
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minimize bandwidth utilization, a communication constraint is imposed which re-

stricts all transmitted data to belong to a finite set and only permits one plant to

be addressed at a time. The authors then emphasized implementation issues and

employed moving horizon techniques [60, 61] to deal with both control and mea-

surement quantization issues which mainly occurred in the up-link (from sensors

to controller) side where signal quantization is employed to minimize data rate

requirements.

Moving horizon ideas allow one to trade off computational complexity with per-

formance and is particularly suited to protocols where the message size can be

manipulated. However, bandwidth is also conserved due to the dynamic optimiza-

tion of the system with respect to supplying control increments only when they

are required.

9. Fuzzy logic control approach. In recent years, there has been a rapidly growing

popularity of the applications of Takagi-Sugeno (T-S) fuzzy model [62]. The main

feature of a TCS fuzzy model is to express the local dynamics of each fuzzy rule by

a simple linear-system model. The overall fuzzy model of a system is achieved by

fuzzy “blending of the local models with membership functions. Compared with

existing NCS modeling methods, this approach does not require the knowledge of

exact values of network-induced delays. Instead, it addresses situations involving

all possible network-induced delays. Some attempts have also been made in the

design of NCSs by applying this fuzzy modelling technology [63, 64, 65].

In [64], NCSs with random but bounded delays and packets dropout are first

modeled as discrete-time jump fuzzy systems. A guaranteed cost state-feedback

controller is then designed associated with a piecewise quadratic Lyapunov func-

tion. The controller-to-actuator channel delay however is not addressed in this

work. In [63], a parity-equation approach and a fuzzy-observer-based approach for

fault detection of an NCS are developed based on a T-S fuzzy model that gen-
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erates the Markov transfer matrix for the NCS. A networked control system for

servo motor control is implemented on a Profibus-DP network in [65]. The NCS

consists of several independent, but interacting, processes running on two separate

stations. A Remote Fuzzy Logic Controller (RFLC) is proposed to compensate

the network-induced delay for a single-input-single-output plant. By using this

NCS, the network-induced delay is analyzed to find the cause of the delay. Fur-

thermore, the fuzzy logic controllers performance is compared with that of con-

ventional proportional-integral-derivative controllers. Based on the experimental

results, it is found that the fuzzy logic controller can be a viable choice for an NCS

due to its robustness against parameter uncertainty.

The main concern for this fuzzy approach is with the premise variables for the fuzzy

rules. The network-induced delays are normally chosen as the premise variable, and

such information has to be available before generating the fuzzy rules. Therefore,

only one channel delay, usually sensor-to-controller, can be accommodated in this

approach. Different fuzzy rules may also affect the design of the NCS.

NCS is still an open area to which lots of research work is being dedicated. The results

presented above just provided some of the techniques that are commonly referred to. It

is also worth mentioning that the aforementioned analysis methods are usually specific

to the control techniques used and may not be applicable to other control techniques

due to different network setups and characteristics (protocols). Furthermore, none of

these techniques are perfect because many unrealistic assumptions were used.

1.4 Research Motivation

Key motivations to this thesis come from several sources. The most general moti-

vation is from the widespread industrial application of NCSs. Even though many efforts

have been dedicated to the research of NCSs due to its wide practical use, there are still

many open areas to be studied. Furthermore, current techniques for analysis and control

of NCSs apply many unrealistic assumptions, which leaves much room for improvements.
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A second motivation arises from the nature of the time delay happens in the com-

munication network, especially in the random access network. We have learnt from the

previous section that in most industrial networks, such as CAN, Ethernet, and Internet,

network-induced time delays are stochastic processes, which are random in nature. This

feature ideally corresponds to the Markov process in probability theory. Therefore, the

Markov process is believed to be an ideal model of these random time delays, which

provides a more realistic modelling method of the time delay. Massive research work on

the Markov jump linear system that is available in literature also makes this method-

ology very promising. On the other hand, most research works on time-delay systems

by using Lyapunov-Krasovskii technique are with the restrictions on the derivative of

the time-delay τ(t), that is, τ̇(t) < 1. Other assumptions in the research of time-delay

systems, such as time delay is bounded by the maximum sampling interval and sampling

intervals are small enough, also introduce conservatism to the results. In this thesis, we

try to relax such restrictions by a novel modelling procedure of NCSs.

Moreover, network-induced time delays are input delays in the system analysis

while so far performance control with disturbance attenuation has not been properly

addressed for systems with uncertain time-varying pure input delays. The spirit of the

Razumikhin-type method [95] which is an important approach to investigate the delay

systems, is based on the use of functions, and it provides methods for determining the

stability and solution bounds for retarded functional differential equations. It has been

shown recently that the Razumikhin-type method is effective in solving delay problems,

especially time-varying delay problems [96]. This leads to our belief that the utilization

of the Razumikhin-type method should be effective in analyzing the stability of the

disturbance attenuation problem with time delays. It should be noted that for systems

with time-varying input delays, it is difficult to analyze disturbance attenuation based

on the gain characterization, because the state variation depends not only on the current

but also the history of exterior disturbance input. We also attempt to solve this problem

in this work.
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Furthermore, it is also necessary for us to further consider the robust stability

against parametric uncertainties in the NCS model. This is because the parametric

uncertainties play an important factor responsible for the stability and performance of

a NCS. So far, there are very few attempts in the literature. And the existing design

methods have not fully addressed the network effects, i.e., network delays and data

packet dropout, when analyzing the design problems which makes the results unrealistic.

Hence, we need to investigate and find a new technique for designing a robust controller

for a class of NCSs in the presence of network effects and parameter uncertainties.

An additional motivation arises from the successful approach of Fuzzy Logic Control

(FLC) that overcomes the design problem for nonlinear systems. Due to its complexity

natures, controller design for nonlinear systems remains to be an open problem. One

of the most common approaches [122] is to linearize the system about an operating

point, and uses linear control theory to design a controller. This approach is successful

when the operating point of the system is restricted to a certain region. When a wide

range operation of the system is required, however, the method may fail. Fuzzy system

theory enables us to utilize qualitative, linguistic information about a highly complex

nonlinear system to construct a mathematical model for it. Recent studies show that

a Takagi-Sugeno(T-S) fuzzy model can be used to approximate global behaviors of a

highly complex nonlinear system. Unlike conventional modelling which uses a single

model to describe the global behavior of a system, fuzzy modelling is essentially a multi-

model approach in which simple sub-models (linear models) are combined to describe

the global behavior of the system.

The final and somewhat peripheral motivation is that many control design problems

are normally formulated in terms of inequalities rather than simple equalities and a lot

of problems in control engineering systems can be formulated as Linear Matrix Inequal-

ity (LMI) feasibility problems [97] or Bilinear Matrix Inequality (BMI). Some common

convex programming tools, such as ellipsoid methods, interior point methods and meth-

ods of alternating convex projections, can be applied to solve the LMIs. However, the
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interior-point method has been proven to be extremely efficient in solving the LMI with

significant computational complexity. The LMI framework provides a tractable method

to solve the problems which has either analytical solution or non-analytical solution.

Furthermore, a very powerful and efficient toolbox in MATLAB [98] has been available

for solving LMI feasible and optimization problems by interior point methods. Some al-

gorithms have been developed to convert BMI problems, which are non-convex problems

that are hard to solve, into iterative LMI problems.

1.5 Contribution of the Thesis

In this work, our focus is on the control through networks, not control of networks.

Therefore, our design objectives involve the performance and stability of a target NCS

rather than of the network. More precisely, it will address the problem of analysis

and design of control systems when the communication delays are varying in a random

fashion.

Our general contention of this thesis is that to design a NCS necessitates an in-

tegrated approach that combines networking (e.g., network measurement, time-delay,

data dropout) with decisions based on sensor data (e.g., sampled-data). Furthermore, it

is our conviction that although strategies have to be adapted to the specific application

areas, it is possible to develop a general methodology by drawing from the foundation

of system theory and of networking.

The focus of this thesis is to establish novel methodologies for stability analysis,

control with disturbance attenuation and fault estimation for a class of linear uncertain

NCS with random network-induced communication time-delays. Our methodology is

unified in two respects. First, it relies solely on a system-theoretic description of the

environment where sensors and actuators are deployed, and thus it is general and encom-

passes specific applications as particular cases. Second, it strives to optimize directly

system-related characteristics, such as stability or performance. These characteristics
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are influenced by packet losses, delays, and jitter but do not coincide with any one of

these network-induced characteristics.

In this work, we first model the network effects, that is, network-induced delay and

data packet dropout, both in sensor-to-controller and controller-to-actuator channels,

by using two Markov processes. Based on this model, stability analysis, disturbance at-

tenuation and fault estimation problems are considered respectively. It should be noted

that for systems with time-varying input delays, it is difficult to analyze disturbance

attenuation and fault estimation error based on the gain characterization, because the

state variation depends not only on the current but also the history of exterior dis-

turbance input. In this work we introduce a new disturbance attenuation notation for

systems with input delays. In the light of such formulation, our object is to design a

dynamic delay-dependent state/output feedback controller so that both robust stabil-

ity and a prescribed disturbance attenuation performance for the closed-loop NCSs are

achieved, irrespective of the uncertainties and network-induced effects. A fault estima-

tor for NCSs is also designed to ensure that the fault estimation error is less than some

prescribed performance level. In parallel, stability control, disturbance attenuation, and

filter estimation problems have also been studied for nonlinear NCSs using T-S fuzzy

models.

These results are obtained in the realm of stochastic processes due to the stochastic

nature of the time-delays in the network. We therefore adopt Razumikhin-type theorem

for stochastic systems and based on a newly adapted Lyapunov-Razumikhin method,

the results are given in a form of bilinear matrix inequalities. An iterative algorithm is

proposed to change this non-convex problem into quasi-convex optimization problems,

which can be solved effectively by available mathematical tools.

Finally, to demonstrate the effectiveness and advantages of the proposed design

methodologies in this thesis, some numerical examples are given. The simulation results

also show that the proposed design methodologies can achieve the stability requirement

or the prescribed performance index.
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1.6 Thesis Outline

The contents of the thesis are as follows. Chapter 2 describes the model of NCSs

to be investigated in this thesis. The rest of the thesis is divided into two parts. Part

I consists of Chapter 3 to Chapter 6, addressing the controller design and fault estima-

tion problem for linear NCSs. Part II includes Chapter 7 to Chapter 11, dealing with

controller design problems for nonlinear NCSs.

Chapter 3 provides a basic idea of the modelling of networked control systems

delays using two Markov processes. Based on the Lyapunov-Razumikhin method a novel

methodology for designing a mode dependent state feedback controller that stabilizes

this class of networked systems is proposed. The existence of such controller is given

in terms of the solvability of bilinear matrix inequalities (BMIs), which are solved by a

proposed iterative algorithm.

Chapter 4 presents the synthesis design procedure of a robust dynamic output

feedback control for linear NCSs. Sufficient conditions to the design of such a con-

troller have been derived. An illustrative example is given along with the theoretical

presentation.

In Chapter 5, a generalized disturbance attenuation is introduced. This gener-

alized disturbance attenuation reduces to the standard disturbance attenuation charac-

terized by the L2 gain when the delay is zero. The resulting delay-dependant controller

guarantees both robust stability and a prescribed disturbance attenuation performance

for the closed-loop NCSs. Relative results along with demonstrative examples are given

to show the effectiveness of the design procedure.

In Chapter 6, we apply the same formulation of the generalized disturbance at-

tenuation used in Chapter 5. In light of such formulation, it proposes a robust fault

estimator that ensures the fault estimation error is less than prescribed performance

level, irrespective of the uncertainties and network-induced effects, i.e., network-induced

delays and packet dropouts in communication channels, which are to be modeled by the

Markov processes.
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Chapter 7 gives preliminary background knowledge of the Takagi-Sugeno fuzzy

model. In Chapter 8, the design state-feedback controllers for a class of nonlinear

uncertain NCSs with sensors and actuators connected to a controller via two commu-

nication networks is considered. The nonlinear NCSs are at first represented by a T-S

model. A set of linear local controllers for each plant of the T-S model are then designed

based on the Lyapunov-Razumikhin method. Sufficient conditions for the existence of a

mode-dependent state feedback controller for this class of NCSs are derived.

Chapter 9 deals with the problem of dynamic output feedback controller design

for a class of nonlinear uncertain NCSs. The T-S fuzzy model is inherited from the

previous chapter. Solutions to the design of such a controller have been derived in terms

of BMIs.

Chapter 10 presents procedures for designing a dynamic output feedback con-

troller for a class of nonlinear uncertain NCSs. A numerical example is given along with

the theoretical presentation.

Chapter 11 considers the problem of designing a robust fault estimator for a

class of nonlinear uncertain NCSs that ensures the fault estimation error is less than

prescribed performance level. A demonstrative example is given to validate results.

Concluding remarks are given and suggestions for future research work are dis-

cussed in Chapter 12. Finally, some mathematical background knowledge that is used

throughout this research is given in the Appendix.



CHAPTER 2

Modelling of Networked Control

Systems

2.1 Formulation of Networked Control Systems

In this chapter, the modelling procedure of NCSs will be presented. Before pro-

ceeding to the modelling procedure, the following assumptions will be used throughout

this thesis

• The sensor is time-driven: the states of the plant are sampled periodically.

• The controller is event-driven: the control signal is calculated as soon as a new

sensor data arrives at the controller.

• The actuator is event-driven: the control signal is applied to the plant as soon as

a new controller data arrives at the actuator.

In this thesis, we will study the networked control system of which the generalized

plant setup is depicted in Figure 2.1. Plant’s measurement signals are denoted as y(t)

while input signals are denoted as u(t). Samplers S1 and S2 are time-driven while two

zero-order-holds are event-driven. Furthermore, samplers S1 and S2 are not assumed to

have the same sampling time. The plant outputs are sampled with a sampling interval hs

22
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Figure 2.1: A networked control system with random delays

and sent through the network at times khs, k ∈ N while the control signals are sampled

with a sampling interval ha.

As shown in Figure 1.5, when two data messages sent by the sensor side arrive at

the controller side during the same sampling time period, only the most recent data

packet is used and the previous one is then discarded. This situation is referred to as

data packet dropout. Therefore, it is not hard to see that the data packet dropouts

can be viewed as prolonged network-induced delays that are at least longer than one

sampling period.

In Figure 2.1, it can be noted that the measurement signals {y(khs), k ∈ N}
are received by the controller side at times khs + τ s

k where τ s
k is the delay that the

measurement sent at khs experiences. When there are data packet dropouts in the

communication channel, the signals that the controller receives can be described as

follows:

ŷ(t) = y(khs),∀t ∈ [khs + τ s
k , (k + 1 + ns)h

s + τ s
k+ns+1), (2.1)

where y(khs) is equal to the last successfully received measurement signal and ns is the

number of consecutive dropouts.
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The controller generates control signals using the information of ŷ(t). The control

signals are then sampled with a sampling interval ha and sent through the network at

times, equal to {û(lha), l ∈ N}. These signals, arrive at the plant side at time lha + τa
l

where τa
l is the delay that the control signal sent at lha experiences. Along with time-

delay, we also include the data packet dropouts into consideration. This leads to the

following digital control law:

u(t) = û(lha), ∀t ∈ [lha + τa
l , (l + 1 + na)h

a + τa
l+na+1). (2.2)

where na is the number of consecutive dropouts.

Now we apply a technique of modelling of continuous-time systems with digital

(sampled-data) control in the form of continuous-time systems with delayed control

input that was introduced by Mikheev et al. [101], Astrom and Wittenmark [43], and

further developed by Fridman [102, 42]. After minor adaption of the original model, we

define:

τ(t) := t− khs, ∀t ∈ [khs + τ s
k , (k + 1 + ns)h

s + τ s
k+ns+1), (2.3)

ρ(t) := t− lha, ∀t ∈ [lha + τa
l , (l + 1 + na)h

a + τa
l+na+1). (2.4)

Based on such a model, (2.1) and (2.2) can be rewritten as:

ŷ(t) = y(t− τ(t)),

u(t) = û(t− ρ(t)),
(2.5)

with

τ(t) ∈ [min
k
{τ s

k}, (ns + 1)hs + max
k
{τ s

k+ns+1}), ∀k ∈ N, (2.6)

ρ(t) ∈ [min
l
{τa

l }, (na + 1)ha + max
l
{τa

l+na+1}), ∀l ∈ N. (2.7)
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Figure 2.2 shows τ(t) with respect to time when no data packet dropout happens,

that is, ns = 0, where for all k, τ s
k = τ s and constant sampling interval hs with T =

khs + τ s. The derivative of τ(t) is almost always one, except at the sampling times,

where τ(t) drops to τ s. Hence, the Lyapunov-Krasovskii technique which is with the

restrictions on the derivative of the delay τ̇(t) < 1, can not be applied here.

Figure 2.2: Evolution of τ(t) with respect to time without packet dropout

Furthermore, if the measurement packet sent at khs is drop-out, then τ(t) increases

up to 2hs + τ s. We can see this scenario from Figure 2.3.

Figure 2.3: Evolution of τ(t) with respect to time with packet dropout at khs
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Hence, Figure 2.1 can be reduced to the block diagram depicted in Figure 2.4. This

system configuration will be investigated in our thesis.

Figure 2.4: A networked control system with random delays

2.2 Modelling of Random Network-induced Delays

A stochastic process has the Markov property if the conditional probability distri-

bution of future states of the process, given the present state and all past states, depends

only upon the present state and not on any past states, i.e. it is conditionally indepen-

dent of the past states. In [53], a Markov chain is utilised to model these network delays.

Modes of the Markov chain are defined as different network load conditions. This def-

inition using Markov property is realistic in industry network applications as network

traffic and network load conditions are rather of random nature, either in spatial or tem-

poral sense. This can be reflected in Figures 2.5 and 2.6, which respectively describes a

monthly Internet traffic and the NACA Internet traffic grid.

In this thesis, for each mode in the Markov chain, a corresponding delay is assumed

to be time-varying but upper bounded by a known constant.

Following the same line as [53], we use two Markov chains {η1(t)} and {η2(t)} to

model τ s
k and τa

l , respectively. {η1(t)} is a continuous-time discrete-state Markov process

taking values in a finite set S = {1, 2, · · · , s}. In some small increment of time from t
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Figure 2.5: A monthly Internet traffic graph

Figure 2.6: NACA Internet traffic grid (Copyright: NACA)
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to t + ∆, the probability that the process makes a transition to some state j, given that

it started in some state i 6= j at time t, is given by the following transition probability

matrix:

Pr{η1(t + ∆) = j | η1(t) = i} =





λij∆ + o(∆), i 6= j

1 + λii∆ + o(∆), i = j,
(2.8)

where ∆ > 0, λij∆ < 1, and lim∆→0
o(∆)
∆

= 0. o(∆) represents a quantity that goes

to zero faster than ∆ as ∆ goes to zero. Hence, over a sufficiently small interval of

time, the probability of a particular transition is roughly proportional to the duration

of that interval. Here λij ≥ 0 is the transition rate from mode i to mode j (i 6= j),

and λii = −∑s
j=1,j 6=i λij. {η2(t)} takes values in W = {1, 2, · · · , w} with transition

probability matrix given by:

Pr{η2(t + ∆) = l | η2(t) = k} =





πkl∆ + o(∆), k 6= l

1 + πkk∆ + o(∆), k = l,
(2.9)

with πkl ≥ 0 and πkk = −∑w
l=1,l 6=k πkl.

In this thesis, we assume that the mode of the Markov process or state of the

network load condition is accessible by the controller and the sensor. The sensor sends

the mode of the network load condition and the measurement to the controller. These

assumptions are reasonable and they are employed in [53].



PART I : Linear Uncertain Networked Control

Systems
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CHAPTER 3

State Feedback Control of Uncertain

Networked Control Systems

3.1 Introduction

The Markovian jump linear system (MJLS), which was introduced by Krasovskii

and Lidskii [66], is an important class of stochastic dynamic systems that is popular in

modelling abrupt changes in the system structure. This is due to the fact that dynamic

systems are very often inherently vulnerable to component failures or repairs, sudden

environmental disturbances, changing subsystem interconnection and abrupt variations

of the operating point of a nonlinear plant etc. This class of systems is normally used

to model stochastic processes which change from one mode to another randomly or

according to some probabilities. Controllability, stabilizability, observability, and opti-

mal control, as well as some important applications of such systems, can be found in

[67, 68, 69, 70, 71, 72, 73, 74] and references therein.

LQR control problems for MJLS in continuous-time domain was addressed in [75,

76]. With the introduction of LMI [97] technology, more results are presented with MJLS

and the stability results of MJLS are well established, for instance, in [72, 74, 77]. In

addition,H∞ control for MJLS were presented in [68, 69, 71, 73]. Guaranteed cost control

30
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[78], filtering [79, 71], and fault detection/estimation problems [67, 63] were also among

the research areas for MJLS. Some of these results [73, 74] are applied to Markovian

jump linear systems with time delays that are independent of system modes. Markovian

jump systems with mode-dependent time delays have also been studied [77, 78, 71, 72]

which provide less conservative results.

According to the characteristics of NCSs, the Markov process is an ideal model of

the random time delays which happen in the random access communication network.

The aim of this chapter is to provide a basic idea of the modelling of networked

control systems using Markov processes. In this chapter, we consider a class of uncertain

networked control systems with sensors and actuators connected to a controller via two

communication networks in the continuous-time domain. Two Markov processes are

used to model the network-induced delays which randomly occurs in both of these two

networks. Based on the Lyapunov-Razumikhin method a novel methodology for design-

ing a mode dependent state feedback controller that stabilizes this class of networked

systems is proposed. The existence of such controller is given in terms of the solvability

of bilinear matrix inequalities (BMIs), which are solved by a proposed algorithm in the

present work.

3.2 Problem Formulation and Preliminaries

A class of uncertain linear systems under consideration is described by the following

equation:

ẋ(t) = (A + ∆A)x(t) + (B + ∆B)u(t) (3.1)

where x(t) ∈ Rn and u(t) ∈ Rm are the plant states and control inputs, respectively.

Matrices A and B are known matrices of appropriate dimensions. Matrices ∆A and ∆B

characterise the uncertainties in the system and satisfy the following assumption:

ASSUMPTION 3.1

[∆A ∆B] = HF (t)[E1 E2]
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where H, E1 and E2 are known real constant matrices of appropriate dimensions, and

F (t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

F (t)T F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

Following the modelling procedure in Chapter 2, therefore, we have the model of a

networked control system to be investigated, of which the setup is depicted in Figure 2.4,

where τ(η1(t), t) ≥ 0 is the sensor-to-controller delay and ρ(η2(t), t) ≥ 0 is the controller-

to-actuator delay. For each mode in the Markov chain, a corresponding delay is assumed

to be time-varying but upper bounded by a known constant, that is, τ(η1(t), t) ≤ τ ∗(i)

and ρ(η2(t), t) ≤ ρ∗(k).

Using the modelling procedure described in Chapter 2, the NCS can be expressed

as follows:

Plant: x(t) = (A + ∆A)x(t) + (B + ∆B)u(t− ρ(η2(t), t) (3.2)

Controller: u(t) = K(η1(t), η2(t))x(t− τ(η1(t), t)), (3.3)

where K(η1(t), η2(t)) is the mode-dependent controller gain and yet to be determined.

Substituting (3.3) into (3.2) yields

ẋ(t) = (A + ∆A)x(t) + (B + ∆B)K(η1(t), η2(t))x(t− τ(η1(t), t)− ρ(η2(t), t)). (3.4)

Let C2,1(Rn×S×W× [−χ,∞);R+) denote the family of all nonnegative functions

V (x(t), η1(t), η2(t), t) on Rn × S ×W × [−χ,∞) which are continuously twice differen-

tiable in x and once differentiable in t. We now cite the the Razumikhin-type theorem

established in [104] for the stochastic systems with Markovian jump.

DEFINITION 3.1 Let ζ, α1, α2 be all positive numbers and δ > 1. Assume that there

exists a function V ∈ C2,1(Rn × S ×W × [−χ,∞);R+) such that

α1‖x(t)‖2 ≤ V (x(t), η1(t), η2(t), t) ≤ α2‖x(t)‖2 for all (x(t), η1(t), η2(t), t) ∈ Rn × S ×W × [−χ,∞),

(3.5)
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and also for t ≥ 0,

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −ζE

[
max

η1(t)∈S,η2(t)∈W
V (x(t), η1(t), η2(t), t)

]

(3.6)

provided x = {x(ξ) : t− 2χ ≤ ξ ≤ t} satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(3.7)

for all t− 2χ ≤ ξ ≤ t. Then the system (3.4) is said to achieve stochastic stability with

Markovian jumps.

Here ÃV (x(t), η1(t), η2(t), t) denotes the weak infinitesimal operator of the random

process V (x(t), η1(t), η2(t), t) that is defined as follows:

ÃV (x(t), η1(t), η2(t), t)

=
∂V (·)

∂t
+ ẋT (t)

∂V (·)
∂x

∣∣∣∣
η1=i,η2=k

+
s∑

j=1

λijV (x(t), j, k, t) +
w∑

l=1

πklV (x(t), i, l, t).

In this chapter, we also assume u(t) = 0 before the first control signal reaches the

plant.

For the convenience of notations, (∗) is denoted as an ellipsis for terms that are

induced by symmetry in the rest of this paper. K(η1(t), η2(t)) is denoted as K(i, k) if

η1(t) = i and η2(t) = k.

3.3 Main Result

The following theorem provides sufficient conditions for the existence of a mode-

dependent state feedback controller for the system (3.4).

THEOREM 3.1 Consider the system (3.4) satisfying Assumption 3.1. If there exist

constants τ ∗(i) and ρ∗(k), symmetric matrix Q(i, k) > 0, matrix Y (i, k), and positive

scalars β1ik
, β2ik

ε1ik
, ε2ik

, and εik such that the following inequalities hold for all i ∈ S
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and k ∈ W:







Q(i, k)AT + AQ(i, k) + Y T (i, k)BT + BY (i, k)

(τ ∗(i) + ρ∗(k))(β1ik
+ 3β2ik

)Q(i, k)

+εikHHT + λiiQ(i, k) + πkkQ(i, k)




(∗)T (∗)T (∗)T

E1Q(i, k) + E2Y (i, k) −εikI (∗)T (∗)T

ST (i, k) 0 −Q1 (∗)T

ZT (i, k) 0 0 −Q2




< 0

(3.8)


−β1ik
Q(i, k) + ε1ik

HHT (∗)T (∗)T

Q(i, k)AT −Q(i, k) (∗)T

0 E1Q(i, k) −ε1ik
I




< 0 (3.9)




−β2ik
Q(i, k) + ε2ik

HHT (∗)T (∗)T

Y T (i, k)BT −Q(i, k) (∗)T

0 E2Y (i, k) −ε2ik
I




< 0 (3.10)

where

S(i, k) = [
√

λi1Q(i, k) · · ·
√

λi(i−1)Q(i, k)
√

λi(i+1)Q(i, k) · · ·
√

λisQ(i, k)],

Z(i, k) = [
√

πk1Q(i, k) · · · √πk(k−1)Q(i, k)
√

πk(k+1)Q(i, k) · · · √πkwQ(i, k)]

and

Q1 = diag{Q(1, k), · · · , Q(i− 1, k), Q(i + 1, k), · · · , Q(s, k)}

Q2 = diag{Q(i, 1), · · · , Q(i, k − 1), Q(i, k + 1), · · · , Q(i, w)}

with P (i, k) = Q−1(i, k),
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then system (3.4) is said to achieve stochastic stability via controller (3.3) for all

delays τ(i, t) and ρ(k, t) satisfying

0 ≤ τ(i, t) + ρ(k, t) ≤ τ ∗(i) + ρ∗(k).

where K(i, k) = Y (i, k)Q−1(i, k).

Proof : Note that for each η1(t) = i ∈ S and η2(t) = k ∈ W ,

x(t− (τ(i, t) + ρ(k, t)))

= x(t)−
∫ 0

−(τ(i,t)+ρ(k,t))

ẋ(t + θ)dθ

= x(t)−
∫ 0

−(τ(i,t)+ρ(k,t))

[(A + ∆A)x(t + θ)

+(B + ∆B)K(i, k)x(t− (τ(i, t) + ρ(k, t)) + θ)]dθ (3.11)

Using (3.11), the closed-loop system (3.4) can be rewritten as:

ẋ(t) = [A + ∆A + (B + ∆B)K(i, k)]x(t)

−(B + ∆B)K(i, k)

∫ 0

−(τ(i,t)+ρ(k,t))

[(A + ∆A)x(t + θ)

+(B + ∆B)K(i, k)x(t− (τ(i, t) + ρ(k, t)) + θ)]dθ (3.12)

For the sake of notation simplification, K(i, k) is denoted as K in the rest of this paper.

We also define τ(i, t) + ρ(k, t) = χ(t).

Select a stochastic Lyapunov function candidate as

V (x(t), η1(t), η2(t), t) = xT (t)P (η1(t), η2(t))x(t) (3.13)

where P (η1(t), η2(t)) is the positive symmetric matrix. It follows

α1‖x(t)‖2 ≤ V (x(t), η1(t), η2(t), t) ≤ α2‖x(t)‖2 (3.14)
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where α1 = λmin(P (η1(t), η2(t))) and α2 = λmax(P (η1(t), η2(t))). It is shown that (3.5)

is satisfied.

The weak infinitesimal operator Ã can be considered as the derivative of the func-

tion of V (x(t), η1(t), η2(t), t) along the trajectory of the joint Markov process {x(t),

η1(t), η2(t), t ≥ 0} at the point {x(t), η1(t) = i, η2(t) = k} at time t; see [109] and [68].

ÃV (x(t), η1(t), η2(t), t)

=
∂V (·)

∂t
+ ẋT (t)

∂V (·)
∂x

∣∣∣∣
η1=i,η2=k

+
s∑

j=1

λijV (x(t), j, k, t) +
w∑

l=1

πklV (x(t), i, l, t)

(3.15)

It follows from (3.15) that

ÃV (x(t), η1(t), η2(t), t)

= ẋT (t)P (i, k)x(t) + xT (t)P (i, k)ẋ(t) +
s∑

j=1

λijx
T (t)P (j, k)x(t) +

w∑

l=1

πklx
T (t)P (i, l)x(t)

= xT (t)[(A + ∆A)T P (i, k) + P (i, k)(A + ∆A) + KT (B + ∆B)T P (i, k)

+P (i, k)(B + ∆B)K +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)]x(t)

−2

∫ 0

−χ(t)

{xT (t)P (i, k)(B + ∆B)K[(A + ∆A)x(t + θ) + (B + ∆B)Kx(t− χ(t) + θ)]}dθ
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Applying Lemma A.2, we have the following inequalities after some simple algebraic

manipulation:

ÃV (x(t), η1(t), η2(t), t)

≤ xT (t)[(A + ∆A)T P (i, k) + P (i, k)(A + ∆A) + KT (B + ∆B)T P (i, k)

+P (i, k)(B + ∆B)K +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)]x(t)

+χ(t)[β−1
1ik

xT (t)P (i, k)(B + ∆B)K(A + ∆A)P−1(i, k)

×(A + ∆A)T KT (B + ∆B)T P (i, k)x(t)

+β−1
2ik

xT (t)P (i, k)(B + ∆B)K(B + ∆B)KP−1(i, k)

×KT (B + ∆B)T KT (B + ∆B)T P (i, k)x(t)

+β1ik
xT (t + θ)P (i, k)x(t + θ) + β2ik

xT (t− χ(t) + θ)P (i, k)x(t− χ(t) + θ)]

= xT (t)Mik(χ(t), δ)x(t)

+χ(t)[β1ik
xT (t + θ)P (i, k)x(t + θ) + β2ik

xT (t− χ(t) + θ)P (i, k)x(t− χ(t) + θ)

−xT (t)(β1ik
+ β2ik

)δP (i, k)x(t)] (3.16)

where Mik(·, ·) is given by:

Mik(χ(t), δ)

= (A + ∆A)T P (i, k) + P (i, k)(A + ∆A) + KT (B + ∆B)T P (i, k)

+P (i, k)(B + ∆B)K +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)

+χ(t)[β−1
1ik

P (i, k)(B + ∆B)K(A + ∆A)P−1(i, k)

×(A + ∆A)T KT (B + ∆B)T P (i, k)

+β−1
2ik

P (i, k)(B + ∆B)K(B + ∆B)KP−1(i, k)

×KT (B + ∆B)T KT (B + ∆B)T P (i, k)

+(β1ik
+ β2ik

)δP (i, k)] (3.17)
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Noticing that χ(t) = τ(i, t) + ρ(k, t) is upper bounded by τ ∗(i) + ρ∗(k), then

Mik(χ(t), δ) ≤Mik(τ
∗(i) + ρ∗(k), δ).

If (3.9)-(3.10) hold, by applying Lemma A.1 and Schur complement, we get:

(A + ∆A)P−1(i, k)(A + ∆A)T < β1ik
P−1(i, k) (3.18)

(B + ∆B)KP−1(i, k)KT (B + ∆B)T < β2ik
P−1(i, k) (3.19)

Using (3.18) and (3.19), Mik(τ
∗(i) + ρ∗(k), δ) becomes:

(A + ∆A)T P (i, k) + P (i, k)(A + ∆A) + KT (B + ∆B)T P (i, k)

+P (i, k)(B + ∆B)K +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)

+2(τ ∗(i) + ρ∗(k))P (i, k)(B + ∆B)KP−1(i, k)KT (B + ∆B)T P (i, k)

+(τ ∗(i) + ρ∗(k))(β1ik
+ β2ik

)δP (i, k)

< (A + ∆A)T P (i, k) + P (i, k)(A + ∆A) + KT (B + ∆B)T P (i, k)

+P (i, k)(B + ∆B)K +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)

+2(τ ∗(i) + ρ∗(k))β2ik
P (i, k) + (τ ∗(i) + ρ∗(k))(β1ik

+ β2ik
)δP (i, k) (3.20)

Hence, if (3.8) holds, it is not hard to see that Mik(τ
∗(i) + ρ∗(k), δ) < 0 for δ = 1.

Using the continuity property of the eigenvalues of Mik(·, ·) with respect to δ, there

exists a δ > 1 sufficiently small such that Mik(τ
∗(i) + ρ∗(k), 1) < 0 still holds.

Thus,

ÃV (x(t), η1(t), η2(t), t)

≤ −αxT (t)x(t) + (τ ∗(i) + ρ∗(k))[β1ik
xT (t + θ)P (i, k)x(t + θ)

+β2ik
xT (t− χ(t) + θ)P (i, k)x(t− χ(t) + θ)

−(β1ik
+ β2ik

)δxT (t)P (i, k)x(t)] (3.21)
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where

α = min{λmin(−Mik(τ
∗(i) + ρ∗(k), 1))}

It is easy to see that α > 0.

Make use of inequality (3.21) and for any t ≥ 0 and any x = {x(ξ) : t − 2χ(t) ≤
ξ ≤ t} satisfying (3.7), we have

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −αE

[
‖x(t)‖2

]
(3.22)

Since α > 0, following (3.14) we can get

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ − α

α2

E
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(3.23)

Hence (3.6) is satisfied, which implies that (3.4) is stochastically stable with Marko-

vian jumps.

This completes the proof. ¥

It should be noted that terms β1ik
Q(i, k) and β2ik

Q(i, k) in (3.8)-(3.10) are bilinear,

which are difficult to solve. We therefore propose the following algorithm to solve this

bilinear matrix inequality problem [105].

• Step 1: Find Q(i, k), Y (i, k) and εik such that the following LMIs hold:







Q(i, k)AT + AQ(i, k) + Y T (i, k)BT + BY (i, k)

+εikHHT + λiiQ(i, k) + πkkQ(i, k)


 (∗)T (∗)T (∗)T

E1Q(i, k) + E2Y (i, k) −εikI (∗)T (∗)T

ST (i, k) 0 −Q1 (∗)T

ZT (i, k) 0 0 −Q2




< 0

(3.24)
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• STEP 2: For Q(i, k) given in the previous step, find β1ik
, β2ik

, ε1ik
, ε2ik

, εik

and Y (i, k) such that the following generalized eigenvalue problem(GEVP) has

solutions by replacing τ ∗(i) + ρ∗(k) with τ in (3.8):

max
β1ik

, β2ik
, ε1ik

, ε2ik
, εik, Y (i,k)

τ s.t. (3.8)-(3.10) hold for Q(i, k) > 0 fixed.

• STEP 3: For β1ik
, β2ik

and Y (i, k) given in the previous step, find ε1ik
, ε2ik

, εik

and Q(i, k) such that the following GEVP has solutions

max
ε1ik

, ε2ik
, εik, Y (i,k)

τ s.t. (3.8)-(3.10) hold for β1ik
, β2ik

and Y (i, k) fixed.

• STEP 4: For Q(i, k) and Y (i, k) found in step 2 and step 3, find minimal β∗1ik
and

β∗2ik
according to the following constraints:

min
ε1ik

β1ik
s.t. (3.9) holds for Q(i, k) fixed,

min
ε2ik

β2ik
s.t. (3.10) holds for Q(i, k) and Y (i, k) fixed.

• STEP 5: ~(i, k) is defined as follows:

~(i, k) =
τ × (β1ik

+ 3β2ik
)

β∗1ik
+ 3β∗2ik

.

• STEP 6: If Return ~(i, k) < τ ∗(i) + ρ∗(k), stop. Else, return to step 2.

REMARK 3.1 In Step 1, the initial data is obtained by assuming that the system has no

time delay. Note that Steps 2 and 3 are quasi-convex optimization problems [97]. Hence,

these two steps guarantee the convergence of τ . In order to reduce the conservatism of

imposing a single upper bound τ for all modes, we have Steps 4 and 5. Note that Step 4

is a convex problem.
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3.4 Numerical Example

To illustrate the validation of the results obtained previously, we consider the fol-

lowing example taken from [6], where the plant parameters are described as follows:

A =




0 1

0 −0.1


 , B =




0

0.1


 , H =




0.1

0


 , E1 =

[
1 0

]
, E2 = −1.

The maximal random time delays are assumed as follows:

τ ∗(1) + ρ∗(1) = 0.1, τ ∗(1) + ρ∗(2) = 0.13,

τ ∗(2) + ρ∗(1) = 0.07, τ ∗(2) + ρ∗(2) = 0.1.

In the following simulation, we assume F (t) = sin t and it can be seen that ‖F (t)‖ ≤
1. The random time delays exist in S = {1, 2} and W = {1, 2}, and their transition rate

matrices are given by:

Λ =



−3 3

2 −2


 , Π =



−1 1

2 −2


 .

Therefore, by applying the algorithm stated in the previous section, we have

K(1, 1) =

[
0.2513 0.5446

]
, K(1, 2) =

[
−12.514 −29.09

]
,

K(2, 1) =

[
−1.4378 −3.3613

]
, K(2, 2) =

[
−7.3742 −17.062

]
.

REMARK 3.2 In the simulation, we select F (t) = sin(10t), τ(1, t) = τ(2, t) = 0.025 +

0.025 sin(10t), ρ(1, t) = 0.005 + 0.005 sin(10t) and ρ(2, t) = 0.025 + 0.025 sin(10t). The

state trajectories of the closed-loop system are shown in Figure 3.1 with initial states

chosen as x(0) = x0 = [1 1]T . It can be seen that the system is stochastically stable.

Figure 3.2 shows the mode transition of the controller during the simulation. The control
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law u(t) is shown in Figure 3.3. The simulation results demonstrate the validity of the

methodology put forward in this paper. Compared with the results given in [6], our

results incorporate the network-induced delays happening in both the sensor-to-controller

channel and controller-to-actuator channel. Furthermore, system uncertainties have also

been dealt with. The application of Markovian processes also reduces the conservatism.

0 2 4 6 8 10 12
−1

−0.5

0

0.5

1

1.5

2

2.5

3

Time (sec)

S
ta

te
s

x
1
(t)

 x
2
(t)

Figure 3.1: Response of plant states

3.5 Conclusion

In this chapter, a technique of designing a mode-dependent state feedback controller

for uncertain networked control systems with communication random time-delays has

been proposed. The main contribution of this work is that both the sensor-to-controller

and controller-to-actuator delays have been taken into account. Two Markov processes

have been used to model these two time-delays. The Lyapunov-Razumikhin method

has been employed to derive a mode dependent state feedback for this class of systems.

Sufficient conditions for the existence of such controller are given in terms of BMIs, which

can be solved by the newly proposed algorithm. The effectiveness of this methodology

is verified by a numerical example in the last section.
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Figure 3.2: Mode transition
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Figure 3.3: Control input u(t)



CHAPTER 4

Dynamic Output Feedback Control

for Uncertain Networked Control

Systems

This chapter investigates the stabilization problem for a class of uncertain net-

worked control systems (NCSs) with random communication network-induced delays.

The synthesis design procedure of a robust dynamic output feedback control for linear

NCSs is presented in this chapter. The sampling effects and the resulting system delays

are incorporated into the design procedure. A system transformation approach is ap-

plied to convert the hybrid system which consists of both continuous and discrete signals

into a system in the continuous realm. Based on the Lyapunov-Razumikhin method,

the existence of such a controller is given in terms of the solvability of bilinear ma-

trix inequalities. An iterative algorithm is proposed to change this non-convex problem

into quasi-convex optimization problems, which can be solved effectively by available

mathematical tools.Illustrative example is given along with the theoretical presentation.

44
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4.1 System Description and Problem Formulation

The uncertain linear system under consideration is assumed to be of the following

form: 



ẋ(t) = (A + ∆A)x(t) + (B + ∆B)u(t)

y(t) = (C + ∆C)x(t)
(4.1)

where x(t) ∈ Rn, u(t) ∈ Rm, and y(t) ∈ Rl denote plant state, plant output, and control

input, respectively. Matrices A , B, and C are of appropriate dimensions. Matrices

∆A, ∆B and ∆C characterize the uncertainties in the system and satisfy the following

assumption:

ASSUMPTION 4.1

[∆A ∆B] = H1F (t)[E1 E2], ∆C = H2F (t)E1,

where H1, H2, E1 and E2 are known real constant matrices of appropriate dimensions,

and F (t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

F T (t)F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

Following the same modelling procedure as presented in Chapter 2, we can have

the overall dynamic output feedback controller and plant models as follows:

Controller:





˙̂x(t) = Â(η1(t), η2(t))x̂(t) + B̂(η1(t), η2(t))y(t− τ(η1(t), t)),

u(t) = Ĉ(η1(t), η2(t))x̂(t),
(4.2)

where Â(η1(t), η2(t)), B̂(η1(t), η2(t)), and Ĉ(η1(t), η2(t)) are mode-dependent controller

parameters to be designed, and

Plant:





ẋ(t) = (A + ∆A)x(t) + (B + ∆B)u(t− ρ(η2(t), t))

y(t) = (C + ∆C)x(t)
(4.3)

The system setup can be learnt from Figure 2.4.
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Therefore, with regard to (4.3) and (4.2), the closed-loop system can be written as:




ẋ(t)

˙̂x(t)


 =




A + ∆A 0

0 Â(η1(t), η2(t))







x(t)

x̂(t)




+




0 0

B̂(η1(t), η2(t))(C + ∆C) 0







x(t− τ(η1(t), t))

x̂(t− τ(η1(t), t))




+




0 (B + ∆B)Ĉ(η1(t), η2(t))

0 0







x(t− ρ(η2(t)t))

x̂(t− ρ(η2(t), t))


 (4.4)

Defining x̃(t) = [xT (t) x̂T (t)]T , (4.4) can be written in the following concise form :

˙̃x(t) = A(η1(t), η2(t))x̃(t)+B(η1(t), η2(t))x̃(t−τ(η1(t), t))+C(η1(t), η2(t))x̃(t−ρ(η2(t), t))

(4.5)

where

A(η1(t), η2(t)) =




A + ∆A 0

0 Â(η1(t), η2(t))


 ,

B(η1(t), η2(t)) =




0 0

B̂(η1(t), η2(t))(C + ∆C) 0


 ,

C(η1(t), η2(t)) =




0 (B + ∆B)Ĉ(η1(t), η2(t))

0 0


 .

The aim of this chapter is to design a dynamic output feedback controller of the

form (4.2) such that the following inequality holds for t ≥ 0:

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −ζE

[
max

η1(t)∈S,η2(t)∈W
V (x(t), η1(t), η2(t), t)

]

(4.6)
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provided x = {x(ξ) : t− 2χ ≤ ξ ≤ t} satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(4.7)

for all t− 2χ ≤ ξ ≤ t. Then the system (4.5) is said to achieve stochastic stability with

Markovian jumps.

In this paper, we assume u(t) = 0 before the first control signal reaches the plant.

For notation simplicity, we will denote A(η1(t), η2(t)) = Aik when η1(t) = i ∈ S and

η2(t) = k ∈ W , and wherever appropriate.

4.2 Main Result

In this paper, we assume that τ s
k and τa

l are bounded. According to (2.6) and

(2.7), there is no loss of generality to assume τ(i, t) ≤ τ ∗(i) and ρ(k, t) ≤ ρ∗(k) where

τ ∗(i) and ρ∗(k) are known constants. Let us denote the total maximal delay as ~ik =

τ ∗(i) + ρ∗(k). The following theorem provides sufficient conditions for the existence of a

dynamic output feedback controller for the system (4.5).

THEOREM 4.1 Consider the system (4.5) satisfying Assumption 4.1. For given con-

stants ~ik, ε1, ε2, ε3, ε4, and ε5, if there exist symmetric matrices X(i, k), Y (i, k), R1ik
,

R2ik
, R3ik

, R4ik
, and R5ik

, matrices F (i, k) and L(i, k), and positive scalars β1ik, β2ik,

such that the following inequalities hold:




Y (i, k) I

I X(i, k)


 > 0, (4.8)

Ω(i, k) < 0, (4.9)

Υ(i, k) < 0, (4.10)


R4ik
(∗)T

ΛT
i Q1ik


 > 0, (4.11)
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


R5ik
(∗)T

ΠT
k Q2ik


 > 0, (4.12)




−R1ik
(∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (i, k) −R2ik
(∗)T

0 0 0 −R3ik




< 0, (4.13)




−β2ik
Y (i, k) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ik
I −β2ik

X(i, k) (∗)T (∗)T (∗)T (∗)T

LT (i, k)BT LT (i, k)BT X(i, k) −Y (i, k) (∗)T (∗)T (∗)T

0 0 −I −X(i, k) (∗)T (∗)T

ε4H
T
1 ε4H

T
1 X(i, k) 0 0 −ε4I (∗)T

0 0 E2L(i, k) 0 0 −ε4I




< 0,

(4.14)


−β2ik
Y (i, k) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ik
I −β2ik

X(i, k) (∗)T (∗)T (∗)T (∗)T

0 Y (i, k)CT F T (i, k) −Y (i, k) (∗)T (∗)T (∗)T

0 0 −I −X(i, k) (∗)T (∗)T

0 ε5H
T
2 F T (i, k) 0 0 −ε5I (∗)T

0 0 E1Y (i, k) 0 0 −ε5I




< 0,

(4.15)
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where

Ω(i, k) =







AY (i, k) + Y (i, k)AT

+BL(i, k) + LT (i, k)BT

+(β1ik
+ 5β2ik

)~ikY (i, k)

+(λii + πkk)Y (i, k)




(∗)T (∗)T (∗)T

(β1ik
+ 5β2ik

)~ikI




X(i, k)A + AT X(i, k)

+F (i, k)C + CT FT (i, k)

+(β1ik
+ 5β2ik

)~ikX(i, k)

+
∑s

j=1 λijX(j, k)

+
∑w

l=1 πklX(i, l)




(∗)T (∗)T

ε1H
T
1 ε1H

T
1 X(i, k) −ε1I 0

E1Y (i, k) + E2L(i, k) E1 0 −ε1I

0 ε2H
T
2 FT (i, k) 0 0

E1Y (i, k) E1 0 0

ST (i, k) 0 0 0

ZT (i, k) 0 0 0

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

−ε2I (∗)T (∗)T (∗)T

0 −ε2I (∗)T (∗)T

0 0 −Q1ik
(∗)T

0 0 0 −Q2ik



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Υ(i, k) =




−β1ik
Y (i, k) + 2R1ik

(∗)T (∗)T

−β1ik
I −β1ik

X(i, k) (∗)T

Y (i, k)AT




−A− LT (i, k)BT X(i, k)

−Y (i, k)CT FT (i, k)

−(λii + πkk)I




−Y (i, k) + 2R2ik

AT AT X(i, k) −I

0 R4ik
0

0 R5ik
0

ε3H
T
1 ε3H

T
1 X(i, k) 0

0 0 E1Y (i, k)

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

−X(i, k) + 2R3ik
(∗)T (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T

0 0 0 −ε3I (∗)T

E1 0 0 0 −ε3I




and

S(i, k) = [
√

λi1Y (i, k) · · ·
√

λi(i−1)Y (i, k)
√

λi(i+1)Y (i, k) · · ·
√

λisY (i, k)],

Z(i, k) = [
√

πk1Y (i, k) · · · √πk(k−1)Y (i, k)
√

πk(k+1)Y (i, k) · · ·√πkwY (i, k)],

Λi = [
√

λi1I · · ·
√

λi(i−1)I
√

λi(i+1)I · · ·
√

λisI],

Πk = [
√

πk1I · · · √πk(k−1)I
√

πk(k+1)I · · ·
√

πkwI],

Q1ik
= diag{Y (1, k), · · · , Y (i− 1, k), Y (i + 1, k), · · · , Y (s, k)},

Q2ik
= diag{Y (i, 1), · · · , Y (i, k − 1), Y (i, k + 1), · · · , Y (i, w)},

then the system (4.5) is said to achieve asymptotic stability for all delays τ(i, t) and

ρ(k, t) satisfying τ(i, t) + ρ(k, t) ≤ ~ik. Furthermore, the controller is of the form (4.2)
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with

Âik = (Y −1(i, k)−X(i, k))−1[−AT −X(i, k)AY (i, k)− F (i, k)CY (i, k)−X(i, k)BL(i, k)

−
s∑

j=1

λijY
−1(j, k)Y (i, k)−

w∑

l=1

πklY
−1(i, l)Y (i, k)]Y −1(i, k), (4.16)

B̂ik = (Y −1(i, k)−X(i, k))−1F (i, k), (4.17)

Ĉik = LY −1(i, k). (4.18)

Proof : Note that for each η1(t) = i ∈ S and η2(t) = k ∈ W for the system (4.5) at time

t, it follows from Leibniz-Newton Formula that

x̃(t− τ(i, t))

= x̃(t)−
∫ 0

−τ(i,t)

˙̃x(t + θ)dθ

= x̃(t)−
∫ 0

−τ(i,t)

[Aikx̃(t + θ) + Bikx̃(t− τ(i, t) + θ) + Cikx̃(t− ρ(k, t) + θ)]dθ

Apply the same transformation to x̃(t − ρ(k, t)), the closed-loop system (4.5) can be

rewritten as:

˙̃x(t)

= Dikx̃(t)− Cik

∫ 0

−ρ(k,t)

[Aikx̃(t + σ) + Bikx̃(t− τ(i, t) + σ) + Cikx̃(t− ρ(k, t) + σ)]dσ

−Bik

∫ 0

−τ(i,t)

[Aikx̃(t + θ) + Bikx̃(t− τ(i, t) + θ) + Cikx̃(t− ρ(k, t) + θ)]dθ (4.19)

where τ(i, t) and ρ(k, t) are constant andDik = Aik+Bik+Cik for the sake of simplification

of notation.

Select a stochastic Lyapunov function candidate as

V (x̃(t), η1(t), η2(t), t) = x̃T (t)P (η1(t), η2(t))x̃(t) (4.20)
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where P (η1(t), η2(t)) is the positive constant symmetric matrix for each η1(t) = i ∈ S
and η2(t) = k ∈ W . It follows

α1‖x̃(t)‖2 ≤ V (x̃(t), η1(t), η2(t), t) ≤ α2‖x̃(t)‖2 (4.21)

where α1 = λmin(P (η1(t), η2(t))) and α2 = λmax(P (η1(t), η2(t))).

The weak infinitesimal operator Ã can be considered as the derivative of the func-

tion of V (x(t), η1(t), η2(t), t) along the trajectory of the joint Markov process {x(t),

η1(t), η2(t), t ≥ 0} at the point {x(t), η1(t) = i, η2(t) = k} at time t;

ÃV (x(t), η1(t), η2(t), t)

=
∂V (·)

∂t
+ ẋT (t)

∂V (·)
∂x

∣∣∣∣
η1=i,η2=k

+
s∑

j=1

λijV (x(t), j, k, t) +
w∑

l=1

πklV (x(t), i, l, t)

(4.22)

It follows from (4.22) that

ÃV (x̃(t), η1(t), η2(t), t)

= ˙̃xT (t)P (i, k)x̃(t) + x̃T (t)P (i, k) ˙̃x(t) +
s∑

j=1

λij x̃
T (t)P (j, k)x̃(t) +

w∑

l=1

πklx̃
T (t)P (i, l)x̃(t)

= x̃T (t)[DT
ikP (i, k) + P (i, k)Dik]x̃(t) +

s∑

j=1

λij x̃
T (t)P (j, k)x̃(t) +

w∑

l=1

πklx̃
T (t)P (i, l)x̃(t)

−2
∫ 0

−τ(i,t)

x̃T (t)P (i, k)Bik[Aikx̃(t + θ) + Bikx̃(t− τ(i, t) + θ) + Cikx̃(t− ρ(k, t) + θ)]dθ

−2
∫ 0

−ρ(k,t)

x̃T (t)P (i, k)Cik[Aikx̃(t + σ) + Bikx̃(t− τ(i, t) + σ) + Cikx̃(t− ρ(k, t) + σ)]dσ

≤ x̃T (t)(DT
ikP (i, k) + P (i, k)Dik)x̃(t) +

s∑

j=1

λij x̃
T (t)P (j, k)x̃(t) +

w∑

l=1

πklx̃
T (t)P (i, l)x̃(t)

+
∫ 0

−τ(i,t)

[
1

β1ik

x̃T (t)P (i, k)BikAikP−1(i, k)AT
ikBT

ikP (i, k)x̃(t) + β1ik
x̃T (t + θ)P (i, k)x̃(t + θ)

+
1

β2ik

x̃T (t)P (i, k)BikBikP−1(i, k)BT
ikP (i, k)BT

ikx̃(t) + β2ik
x̃T (t− τ(i, t) + θ)P (i, k)x̃(t− τ(i, t) + θ)

+
1

β2ik

x̃T (t)P (i, k)BikCikP−1(i, k)CT
ikBT

ikP (i, k)x̃(t) + β2ik
x̃T (t− ρ(k, t) + θ)P (i, k)x̃(t− ρ(k, t) + θ)

]
dθ
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+
∫ 0

−ρ(k,t)

[
1

β1ik

x̃T (t)P (i, k)CikAikP−1(i, k)AT
ikCT

ikP (i, k)x̃(t) + β1ik
x̃T (t + σ)P (i, k)x̃(t + σ)

+
1

β2ik

x̃T (t)P (i, k)CikBikP−1(i, k)BT
ikCT

ikP (i, k)x̃(t) + β2ik
x̃T (t− τ(i, t) + σ)P (i, k)x̃(t− τ(i, t) + σ)

+
1

β2ik

x̃T (t)P (i, k)CikCikP−1(i, k)CT
ikCT

ikP (i, k)x̃(t) + β2ik
x̃T (t− ρ(k, t) + σ)P (i, k)x̃(t− ρ(k, t) + σ)

]
dσ

(4.23)

Suppose that:

AikP
−1(i, k)AT

ik < β1ik
P−1(i, k) (4.24)

BikP
−1(i, k)BT

ik < β2ik
P−1(i, k) (4.25)

CikP
−1(i, k)CT

ik < β2ik
P−1(i, k) (4.26)

Then we can get:

ÃV (x̃(t), η1(t), η2(t), t)

≤ x̃T (t)(DT
ikP (i, k) + P (i, k)Dik)x̃(t) +

s∑
j=1

λijx̃
T (t)P (j, k)x̃(t) +

w∑

l=1

πklx̃
T (t)P (i, l)x̃(t)

+3(τ(i, t) + ρ(k, t))β2ik
x̃T (t)P (i, k)x̃(t) + ~ik(β1ik

+ 2β2ik
)δx̃T (t)P (i, k)x̃(t)

+

∫ 0

−τ(i,t)

[
β1ik

x̃T (t + θ)P (i, k)x̃(t + θ) + β2ik
x̃T (t− τ(i, t) + θ)P (i, k)x̃(t− τ(i, t) + θ)

+ β2ik
x̃T (t− ρ(k, t) + θ)P (i, k)x̃(t− ρ(k, t) + θ)

]
dθ

+

∫ 0

−ρ(k,t)

[
β1ik

x̃T (t + σ)P (i, k)x̃(t + σ) + β2ik
x̃T (t− τ(i, t) + σ)P (i, k)x̃(t− τ(i, t) + σ)

+ β2ik
x̃T (t− ρ(k, t) + σ)P (i, k)x̃(t− ρ(k, t) + σ)

]
dσ

−~ik(β1ik
+ 2β2ik

)δx̃T (t)P (i, k)x̃(t)

≤ x̃T (t)Mik((τ(i, t) + ρ(k, t)), δ)x̃− ~ik(β1ik
+ 2β2ik

)δx̃T (t)P (i, k)x̃(t)

+

∫ 0

−τ(i,t)

[
β1ik

x̃T (t + θ)P (i, k)x̃(t + θ) + β2ik
x̃T (t− τ(i, t) + θ)P (i, k)x̃(t− τ(i, t) + θ)

+ β2ik
x̃T (t− ρ(k, t) + θ)P (i, k)x̃(t− ρ(k, t) + θ)

]
dθ

+

∫ 0

−ρ(k,t)

[
β1ik

x̃T (t + σ)P (i, k)x̃(t + σ) + β2ik
x̃T (t− τ(i, t) + σ)P (i, k)x̃(t− τ(i, t) + σ)

+β2ik
x̃T (t− ρ(k, t) + σ)P (i, k)x̃(t− ρ(k, t) + σ)

]
dσ
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where Mik(·, ·) is given by:

Mik((τ(i, t) + ρ(k, t)), δ) = DT
ikP (i, k) + P (i, k)Dik + 3(τ(i, t) + ρ(k, t))β2ik

P (i, k)

+~ik(β1ik
+ 2β2ik

)δP (i, k) +
s∑

j=1

λijP (j, k) +
w∑

l=1

πklP (i, l)

In this chapter the time delays are assumed to be bounded, hence τ(i, t) + ρ(k, t)

can also be assumed to be bounded, that is, τ(i, t) + ρ(k, t) ≤ ~ik, where ~ik is the

constant given in the theorem. Using this fact, we learn that

Mik((τ(i, t) + ρ(k, t)), δ) ≤Mik(~ik, δ).

Hence, if (4.9) holds, it can be shown later that Mik(~ik, δ) < 0 for δ = 1. Then

we get

ÃV (x̃(t), η1(t), η2(t), t)

<

∫ 0

−τ(i,t)

[
β1ik

x̃T (t + θ)P (i, k)x̃(t + θ) + β2ik
x̃T (t− τ(i, t) + θ)P (i, k)x̃(t− τ(i, t) + θ)

+β2ik
x̃T (t− ρ(k, t) + θ)P (i, k)x̃(t− ρ(k, t) + θ)

]
dθ

+

∫ 0

−ρ(k,t)

[
β1ik

x̃T (t + σ)P (i, k)x̃(t + σ) + β2ik
x̃T (t− τ(i, t) + σ)P (i, k)x̃(t− τ(i, t) + σ)

+ β2ik
x̃T (t− ρ(k, t) + σ)P (i, k)x̃(t− ρ(k, t) + σ)

]
dσ

−~ik(β1ik
+ 2β2ik

)δx̃T (t)P (i, k)x̃(t)− αx̃T (t)x̃(t)

where

α = min{λmin(−Mik(~ik, 1))}

It is easy to see that α > 0.
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Then by Dynkin’s formula [70], we have the following result:

E{V (x(t), η1(t), η2(t), t)} − E{V (x(0), η1(0), η2(0), 0)}

≤
∫ 0

−τ(i,t)

[
β1ik

E{
∫ Tf

0

x̃T (t + θ)P (i, k)x̃(t + θ)dt}+ β2ik
E{

∫ Tf

0

x̃T (t− τ(i, t) + θ)P (i, k)

×x̃(t− τ(i, t) + θ)dt}+ β2ik
E{

∫ Tf

0

x̃T (t− ρ(k, t) + θ)P (i, k)x̃(t− ρ(k, t) + θ)dt}
]

dθ

+

∫ 0

−ρ(k,t)

[
β1ik

E{
∫ Tf

0

x̃T (t + σ)P (i, k)x̃(t + σ)dt}+ β2ik
E{

∫ Tf

0

x̃T (t− τ(i, t) + σ)P (i, k)

×x̃(t− τ(i, t) + σ)dt}+ β2ik
E{

∫ Tf

0

x̃T (t− ρ(k, t) + σ)P (i, k)x̃(t− ρ(k, t) + σ)dt}
]

dσ

−~ik(β1ik
+ 2β2ik

)δE{
∫ Tf

0

x̃T (t)P (i, k)x̃(t)dt} − αE
[
‖x(t)‖2

]

Now applying Razumikhin-type theorem for stochastic systems with Markovian

jumps from [104] (See Proof on page 6 in [104]), we know that for x = {x(ξ) : t− 2χ ≤
ξ ≤ t} ∈ L2

Ft
([−2χ, 0];Rn) for any δ > 1, the following inequality holds:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]
.

(4.27)

Since α > 0, following (4.21) we can get

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ − α

α2

E
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(4.28)

This satisfies (4.6) and we can say the system (4.1) is stochastically stable.

Hereinafter, we will show that (4.9) guarantees Mik(~ik, 1) < 0.

By using the partition P (i, k) =




X(i, k) Y −1(i, k)−X(i, k)

Y −1(i, k)−X(i, k) X(i, k)− Y −1(i, k)


, mul-

tiplying each side of Mik(~ik, 1) < 0 to the left by JT
ik and to the right by Jik where

Jik =




Y (i, k) I

Y (i, k) 0


, using Assumption 4.1 and Schur complement, and applying the
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controllers defined as in (4.16)-(4.18) yields:







AY (i, k) + Y (i, k)AT

+BL(i, k) + LT (i, k)BT

+(β1ik
+ 5β2ik

)~ikY (i, k)

+(λii + πkk)Y (i, k)




(∗)T (∗)T (∗)T

(β1ik
+ 5β2ik

)~ikI




X(i, k)A + AT X(i, k)

+F (i, k)C + CT FT (i, k)

+(β1ik
+ 5β2ik

)~ikX(i, k)

+
∑s

j=1 λijX(, k)

+
∑w

l=1 πklX(i, l)




(∗)T (∗)T

ST (i, k) 0 −Q1ik
(∗)T

ZT (i, k) 0 0 −Q2ik




+ H1F (t)E1 + ET
1 FT (t)HT

1 +H2F (t)E2 + ET
2 FT (t)HT

2

< 0. (4.29)

where

H1 =




H1

X(i, k)H1

0

0




,H2 =




0

F (i, k)H2

0

0




,

E1 =

[
E1Y (i, k) + E2L(i, k) E1 0 0

]
,

E2 =

[
E1Y (i, k) E1 0 0

]
.

Using Lemma A.1, it is easy to see that (4.9) guarantees the existence of (4.29), which

infers Mik(~ik, 1) < 0. Using the continuity property of the eigenvalues of Mik(·, ·) with

respect to δ, there exists a sufficiently small ε > 0 such that Mik(~ik, 1 + ε) < 0. Hence,

there exists a δ > 1 such that Mik(~ik, δ) < 0 still holds.

Next, it will be shown that (4.10)-(4.15) are derived from (4.24)-(4.26).
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Firstly, the inequality (4.24) can be rewritten as follows by applying Schur comple-

ment: 

−β1ik

P−1(i, k) Aik

AT
ik −P (i, k)


 < 0 (4.30)

Using Assumption 4.1, multiplying (4.30) to the left by




JT
ikP (i, k) 0

0 JT
ik


 and to the

right by




P (i, k)Jik 0

0 Jik


, and using the controllers defined as (4.16)-(4.18) yields:




−β1ik
Y (i, k) (∗)T (∗)T (∗)T

−β1ik
I −β1ik

X(i, k) (∗)T (∗)T

Y (i, k)AT




−A− LT (i, k)BT X(i, k)

−Y (i, k)CT F T (i, k)

−∑s
j=1 λijY (i, k)Y −1(j, k)

−∑w
l=1 πklY (i, k)Y −1(i, l)




−Y (i, k) (∗)T

AT AT X(i, k) −I −X(i, k)




+




H1

X(i, k)H1

0

0




F (t)
[

0 0 E1Y (i, k) E1

]

+
[

0 0 E1Y (i, k) E1

]T

F T (t)




H1

X(i, k)H1

0

0




T

< 0. (4.31)
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To address the term containing−∑s
j=1 λijY (i, k)Y −1(j, k)−∑w

l=1 πklY (i, k)Y −1(i, l),

we first rewrite (4.31) into the following equivalent form:




−β1ik
Y (i, k) + 2R1ik

(∗)T

−β1ik
I




−β1ik
X(i, k)

+(
∑s

j=1,j 6=i λijY
−1(j, k))(

∑s
j=1,j 6=i λijY

−1(j, k))

+(
∑w

l=1,l 6=k πklY
−1(i, l))(

∑w
l=1,l 6=k πklY

−1(i, l))




Y (i, k)AT


 −A− LT (i, k)BT X(i, k)

−Y (i, k)CT FT (i, k)− (λii + πkk)I




AT AT X(i, k)

(∗)T (∗)T

(∗)T (∗)T

−Y (i, k) + 2R2ik
(∗)T

−I −X(i, k) + 2R3ik




+




−R1ik
(∗)T (∗)T (∗)T

0 −(
∑s

j=1,j 6=i λijY
−1(j, k))(

∑s
j=1,j 6=i λijY

−1(j, k)) (∗)T (∗)T

0 −∑s
j=1,j 6=i λijY (i, k)Y −1(j, k) −R2ik

(∗)T

0 0 0 −R3ik




+




−R1ik
(∗)T (∗)T (∗)T

0 −(
∑w

l=1,l 6=k πklY
−1(i, l))(

∑w
l=1,l 6=k πklY

−1(i, l)) (∗)T (∗)T

0 −∑w
l=1,l 6=k πklY (i, k)Y −1(i, l) −R2ik

(∗)T

0 0 0 −R3ik




+




H1

X(i, k)H1

0

0




F (t)
[

0 0 E1Y (i, k) E1

]
+

[
0 0 E1Y (i, k) E1

]T

FT (t)




H1

X(i, k)H1

0

0




T

< 0 (4.32)
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On the left hand side of (4.32), if the second and third term are less than zero, we

get:




−β1ik
Y (i, k) + 2R1ik

(∗)T

−β1ik
I




−β1ik
X(i, k)

+(
∑s

j=1,j 6=i λijY
−1(j, k))(

∑s
j=1,j 6=i λijY

−1(j, k))

+(
∑w

l=1,l 6=k πklY
−1(i, l))(

∑w
l=1,l 6=k πklY

−1(i, l))




Y (i, k)AT


 −A− LT (i, k)BT X(i, k)

−Y (i, k)CT FT (i, k)− (λii + πkk)I




AT AT X(i, k)

(∗)T (∗)T

(∗)T (∗)T

−Y (i, k) + 2R2ik
(∗)T

−I −X(i, k) + 2R3ik




+




H1

X(i, k)H1

0

0




F (t)
[

0 0 E1Y (i, k) E1

]
+

[
0 0 E1Y (i, k) E1

]T

FT (t)




H1

X(i, k)H1

0

0




T

< 0 (4.33)

By defining new variables R4ik
and R5ik

and using (4.11) and (4.12), we get R4ik
>

∑s
j=1,j 6=i λijY

−1(j, k) and R5ik
>

∑w
l=1,l 6=k πklY

−1(i, l), which also implies that

R4ik
R4ik

>

[
s∑

j=1,j 6=i

λijY
−1(j, k)

] [
s∑

j=1,j 6=i

λijY
−1(j, k)

]

R5ik
R5ik

>

[
w∑

l=1,l 6=k

πklY
−1(i, l)

][
w∑

l=1,l 6=k

πklY
−1(i, l)

]

Therefore, by applying Lemma A.1 and Schur complement, it is not hard to see

that if (4.10) holds, (4.33) is guaranteed and (4.24) is thereby satisfied.
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Furthermore, we address the negativeness of the second and third term on the left

hand side of (4.32). Firstly, we want the second term less than zero, that is:




−R1ik
(∗)T (∗)T (∗)T

0 −(
∑s

j=1,j 6=i λijY
−1(j, k))(

∑s
j=1,j 6=i λijY

−1(j, k)) (∗)T (∗)T

0 −∑s
j=1,j 6=i λijY (i, k)Y −1(j, k) −R2ik

(∗)T

0 0 0 −R3ik




< 0(4.34)

By multiplying (4.34) both sides by




I 0 0 0

0 (
∑s

j=1,j 6=i λijY
−1(j, k))−1 0 0

0 0 I 0

0 0 0 I




, we can see

that if (4.13) exists, (4.34) holds.

It is straightforward that if (4.13) holds, the third term is negative as well.

(4.14)-(4.15) can be derived from (4.25)-(4.26) using the same procedure.

Besides, P > 0 is equivalent to

JT
ikP (i, k)Jik =




Y (i, k) I

I X(i, k)


 > 0 (4.35)

We therefore have the inequality condition (4.8).

We now have the completion of the proof. ¥

It should be noted that the terms β1ikX(i, k) and β1ikY (i, k) in (4.9)-(4.14) are non-

convex constraints, which are difficult to solve. The iterative algorithm proposed in the

previous chapter is therefore used to change this non-convex problem into quasi-convex

optimization problems, which can be solved effectively by available mathematical tools.



61

4.3 Numerical Example

Consider the following example taken from [26], where the plant parameters are

described as follows:

A =



−1.7 3.8

−1 1.8


 , B =




5

2.01


 , C =

[
10.1 4.5

]
,

H =




0.01

0


 , E1 =

[
1 0

]
, E2 = −1.

In our simulation, we assume the sampling period is 0.05 for both sensor and actuation

channels, that is, ha = hs = 0.05, and ns = na = 0, which means no data packet dropout

happens in the communication channel. From this, it is not hard to see that the longer

the sampling period is or the more data packets lose, the smaller the time delay the

communication channel can tolerate. ε1, ε2, ε3, ε4, and ε5 are set be equivalent to 1.

Furthermore, we assume that the sensor-to-controller communication delay is |τ s
k | <

0.06, while the controller-to-actuator delay is |τa
l | < 0.08. Therefore by (2.6) and (2.7)

we can have ~ = 0.24.

By applying Theorem 4.1 and the algorithm in the previous section, we get the

following controller gains after the calculation of (4.16)-(4.18):

Â11 =



−2.2664 1.7952

−1.5970 0.8094


 , B̂11 =




0.0587

0.0614


 , Ĉ11 =

[
0.0043 −0.3470

]
,

Â12 =



−2.7655 2.2231

−1.8741 0.4015


 , B̂12 =




0.0369

0.0874


 , Ĉ12 =

[
0.0021 −0.2541

]
,

Â21 =



−3.0154 1.0121

−0.9847 0.7845


 , B̂21 =




0.0525

0.043


 , Ĉ21 =

[
0.0004 −0.4313

]
,

Â22 =



−4.871 2.5847

−2.9847 1.2584


 , B̂22 =




0.0245

0.0789


 , Ĉ22 =

[
0.0102 −0.4432

]
,
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Figure 4.1 shows the simulation result of state response with x0 = [3.5 −2.1], while

the digital control input is plot in Figure 4.2.

Furthermore, under the same assumptions on the sampling period ha and hs, we

choose ns = 3 and na = 1 to model the data dropouts in the communication channel.

In this case, sensor-to-controller delays and controller-to-actuator delays are under the

same bound as in the previous case, and hence we can have ~ = 0.44. The relative

simulation results are shown in Figure 4.3 and Figure 4.4.

0 5 10 15 20 25 30
−14

−12

−10

−8

−6

−4

−2

0

2

4

Time (sec)

S
ta

te
s

x
1
(t)

 x
2
(t)

Figure 4.1: Response of plant states without data packet dropout

These results demonstrate the validity of the methodology put forward in this

chapter.

4.4 Conclusion

In this chapter, a technique of designing a dynamic output feedback controller for

an uncertain networked control system with random communication network-induced

delays and data packet dropouts has been proposed. The main contribution of this

work is that both the sensor-to-controller and controller-to-actuator delays/dropouts
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Figure 4.2: Control input without data packet dropout
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Figure 4.3: Response of plant states with data packet dropout
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Figure 4.4: Control input with data packet dropout

have been taken into account. The Lyapunov-Razumikhin method has been employed

to derive such a controller for this class of system. Sufficient conditions for the existence

of such a controller for this class of NCSs are derived. We finally use a numerical example

to demonstrate the effectiveness of this methodology in the last section.



CHAPTER 5

Robust Disturbance Attenuation for

Uncertain Networked Control

Systems with Random Time-Delays

5.1 Introduction

For time delay problems encountered in engineering, two approaches are employed.

One is to obtain information on the time delay and subsequently to use this information

to solve the problem. The other is to attenuate the effects caused by delay disturbances

when the delays cannot be effectively used or obtained. Furthermore, the problem of

performance control with disturbance attenuation for time-delay systems has gathered

much attention in recent years [73, 80, 81].

The H∞ control problem is able to address the issue of system parameter uncer-

tainty, and also be applied to the typical problem of disturbance input control. It was

initially formulated [82] in the early 1980s [83] where the H∞ norm plays an important

role and resulted from the requirement of disturbance attenuation characterized by the

L2 gain. The effectiveness of the controller in attenuating according to the H∞ norm

has been widely reported and intensively studied for systems without input delays.

65
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Recently, there have been interesting studies investigating the design of the H∞

controller to guarantee not only asymptotic stability but also the H∞ norm bound of a

closed-loop system with time delays. Based on the solution of a Riccati-like equation, a

method to obtain the gain matrix of the H∞ controller of linear systems with constant

delays was proposed in [84]. In [85], the authors considere the H∞ controller design

problem for linear systems with time-varying delays in states. In [86] the robust H∞

performance for linear delay differential systems is studied with an uncertain constant

time delay and time-varying norm-bounded parameter uncertainties.

The aforementioned results are mostly obtained for systems with state delays. Due

to the characteristics of communication network, network-induced time delays are input

delays. So far, performance control with disturbance attenuation has not been addressed

for systems with uncertain time-varying pure input delays.

We attempt to solve this problem in this chapter. It should be noted that for

systems with time-varying input delays, it is difficult to analyze disturbance attenua-

tion based on the gain characterization, because the state variation depends not only

on the current but also the history of exterior disturbance input. In this chapter, a

generalised disturbance attenuation will be introduced. This generalised disturbance

attenuation reduces to the standard disturbance attenuation characterized by the L2

gain when the delay is zero. In the light of such formulation, our object is to design

a dynamic output feedback controller such that both robust stability and a prescribed

disturbance attenuation performance for the closed-loop NCS are achieved, irrespective

of the uncertainties and network-induced effects, i.e., network-induced delays and packet

dropouts in both the sensor-controller and controller-actuator channels. Based on the

Lyapunov-Razumikhin method, the existence of a delay-dependent controller is given in

terms of the solvability of bilinear matrix inequalities.
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5.2 System Description and Problem Formulation

Assume that the uncertain linear continuous state-space model of the plant dynam-

ics is described by the following equations:





ẋ(t) = (A + ∆A)x(t) + (B1 + ∆B1)w(t) + (B2 + ∆B2)u(t)

z(t) = (C1 + ∆C1)x(t) + (D1 + ∆D1)u(t)

y(t) = (C2 + ∆C2)x(t) + (D2 + ∆D2)w(t)

(5.1)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, w(t) ∈ Rp is the

exogenous disturbance input and/or measurement noise, y(t) ∈ Rl and z(t) ∈ Rs denote

the measurement and regulated output respectively. Matrices A, B1, B2, C1, C2, D1,

and D2 are of appropriate dimensions.

Matrices ∆A, ∆B1, ∆B2, ∆C1, ∆C2, ∆D1, and ∆D2 characterize the uncertainties

in the system and satisfy the following assumption:

ASSUMPTION 5.1

[
∆A ∆B1 ∆B2

]
= H1F (t)

[
E1 E2 E3

]
,

[
∆C1 ∆D1

]
= H2F (t)

[
E1 E3

]
,

[
∆C2 ∆D2

]
= H3F (t)

[
E1 E2

]
,

where H1, H2, H3, E1, E2, and E3 are known real constant matrices of appropriate

dimensions, and F (t) is an unknown matrix function with Lebesgue-measurable elements

and satisfies F (t)T F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

The overall system setup to be investigated is depicted in Figure 5.1. Following

the same lines in Chapter 2 with regard to the modelling of NCSs, a dynamic output
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Figure 5.1: An NCS with random delays, packet dropouts, and disturbance input

feedback controller is constructed at time t as follows:

Controller G :





˙̂x(t) = Â(η1(t), η2(t))x̂(t) + B̂(η1(t), η2(t))y(t− τ(η1(t), t)),

u(t) = Ĉ(η1(t), η2(t))x̂(t),
(5.2)

where Â(η1(t), η2(t)), B̂(η1(t), η2(t)), and Ĉ(η1(t), η2(t)) are mode-dependent controller

parameters to be designed. The plant model can be rewritten as:

Plant:





ẋ(t) = (A + ∆A)x(t) + (B1 + ∆B1)w(t) + (B2 + ∆B2)u(t− ρ(η2(t), t))

z(t) = (C1 + ∆C1)x(t) + (D1 + ∆D1)u(t− ρ(η2(t), t))

y(t) = (C2 + ∆C2)x(t) + (D2 + ∆D2)w(t)

(5.3)

Therefore, with regard to (5.3) and (5.2), the closed-loop system can be written as:




ẋ(t)

˙̂x(t)


 =




A + ∆A 0

0 Â(η1(t), η2(t))







x(t)

x̂(t)


 +




B1 + ∆B1

0


 w(t)
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+




0

B̂(η1(t), η2(t))(D2 + ∆D2)


 w(t− τ(η1(t), t))

+




0 (B2 + ∆B2)Ĉ(η1(t), η2(t))

0 0







x(t− ρ(η2(t), t))

x̂(t− ρ(η2(t), t))




+




0 0

B̂(η1(t), η2(t))(C2 + ∆C2) 0







x(t− τ(η1(t), t))

x̂(t− τ(η1(t), t))


 (5.4)

Define x̃(t) = [xT (t) x̂T (t)]T , w(t − τ(η1(t), t)) = v(t), and ω(t) = [wT (t) vT (t)]T .

Hence (5.4) can be written in the following concise form :

˙̃x(t) = A(η1(t), η2(t))x̃(t) + B(η1(t), η2(t))ω(t)

+C1(η1(t), η2(t))x̃(t− ρ(η2(t), t)) + C2(η1(t), η2(t))x̃(t− τ(η1(t), t)) (5.5)

where

A(η1(t), η2(t)) =




A + ∆A 0

0 Â(η1(t), η2(t))


 ,

B(η1(t), η2(t)) =




B1 + ∆B1 0

0 B̂(η1(t), η2(t))(D2 + ∆D2)


 ,

C1(η1(t), η2(t)) =




0 (B2 + ∆B2)Ĉ(η1(t), η2(t))

0 0


 ,

C2(η1(t), η2(t)) =




0 0

B̂(η1(t), η2(t))(C2 + ∆C2) 0


 .

Let C2,1(Rn × S × W × [−τ,∞);R+) denote the family of all nonnegative functions

V (x(t), η1(t), η2(t), t) on Rn×S×W×[−τ,∞) which are continuously twice differentiable

in x and once differentiable in t. Also, let τ > 0 and C([−τ, 0];Rn) denote the family

of continuous function ϕ from [−τ, 0] to Rn with the norm ‖ ϕ ‖= sup−τ≤θ≤0 | ϕ(θ) |.
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Let (Ω,F , {Ft}t≥0, P ) be a complete probability space with a filtration {Ft}t≥0 satisfy-

ing the usual conditions. Denote by L2
Ft

([−τ, 0];Rn) the family of all {Ft}-measurable

C([−τ, 0];Rn)-valued random variables φ = {φ(θ) : −τ ≤ θ ≤ 0} such that sup−τ≤θ≤0 E |
φ(θ) |2< ∞.

We now cite the the Razumikhin-type theorem established in [104] for the stochastic

systems with Markovian jump.

DEFINITION 5.1 Let ζ, α1, α2 be all positive numbers and δ > 1. Assume that there

exists a function V ∈ C2,1(Rn × S ×W × [−χ,∞);R+) such that

α1‖x(t)‖2 ≤ V (x(t), η1(t), η2(t), t) ≤ α2‖x(t)‖2 for all (x(t), η1(t), η2(t), t) ∈ Rn × S ×W × [−χ,∞),

(5.6)

and also for system (5.1), if its zero state response (x(φ) = 0, ω(φ) = 0, −χ ≤ φ ≤ 0)

satisfies,

E
[ ∫ Tf

0

zT (t)z(t)dt
]
≤ γ2E

[ ∫ Tf

0

sup
−χ≤φ≤0

ωT (t + φ)ω(t + φ)dt
]

(5.7)

for any nonzero ω(t) ∈ L2[0, Tf ] and Tf ≥ 0, provided x = {x(ξ) : t − 2χ ≤ ξ ≤ t} ∈
L2
Ft

([−2χ, 0];Rn) satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(5.8)

for all t− 2χ ≤ ξ ≤ t. Then the system (5.1) is said to be stochastically stabilizable with

a disturbance attenuation level γ.

REMARK 5.1 From Definition 5.1, it is easy to find that once there is no time delay

in the system, i.e., φ = 0, (5.7) reduces to E
[ ∫ Tf

0
zT (t)z(t)dt

]
≤ γ2E

[ ∫ Tf

0
ωT (t)ω(t)dt

]
,

which is H∞ control problem.
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In this paper, we assume u(t) = 0 before the first control signal reaches the plant.

For notation simplicity, we will denote A(η1(t), η2(t)) = Aik when η1(t) = i ∈ S and

η2(t) = k ∈ W , and wherever appropriate.

5.3 Main Result

In this paper, we assume that τ s
k and τa

l are bounded. For each η1(t) = i ∈ S
and η2(t) = k ∈ W and there is no loss of generality to assume τ(i, t) ≤ τ ∗(i) and

ρ(k, t) ≤ ρ∗(k). Let us denote the total maximal delay ~ik = τ ∗(i) + ρ∗(k). The

following theorem provides sufficient conditions for the existence of a dynamic output

feedback controller for the system (5.5) that satisfy requirements for robust attenuation

with stability.

THEOREM 5.1 Consider the system (5.5) satisfying Assumption 5.1. For given posi-

tive delay-free attenuation constant γdf
, positive constants ~ik, ε1, ε2, ε3, ε4, ε5, ε6,, ε7,

ε8, and ε9, if there exist symmetric positive matrices X(i, k), Y (i, k), R1ik
, R2ik

, R3ik
,

R4ik
, and R5ik

, and matrices F (i, k) and L(i, k), and positive scalars β1ik
, β2ik

, such that

the following inequalities hold where i ∈ S and k ∈ W:




Y (i, k) I

I X(i, k)


 > 0, (5.9)

Υ(i, k) < 0, (5.10)

Φ(i, k) < 0, (5.11)


R4ik
(∗)T

ΛT
i Q1ik


 > 0, (5.12)




R5ik
(∗)T

ΠT
k Q2ik


 > 0, (5.13)
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


−R1ik
(∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (i, k) −R2ik
(∗)T

0 0 0 −R3ik




< 0, (5.14)




−β2ik
Y (i, k) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ik
I −β2ik

X(i, k) (∗)T (∗)T (∗)T (∗)T

LT (i, k)BT
2 LT (i, k)BT

2 X(i, k) −Y (i, k) (∗)T (∗)T (∗)T

0 0 −I −X(i, k) (∗)T (∗)T

ε6H
T
1 ε6H

T
1 X(i, k) 0 0 −ε6I (∗)T

0 0 E3L(i, k) 0 0 −ε6I




< 0,(5.15)




−β2ik
Y (i, k) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ik
I −β2ik

X(i, k) (∗)T (∗)T (∗)T (∗)T

0 Y (i, k)CT
2 F T (i, k) −Y (i, k) (∗)T (∗)T (∗)T

0 0 −I −X(i, k) (∗)T (∗)T

0 ε7H
T
3 F T (i, k) 0 0 −ε7I (∗)T

0 0 E1Y (i, k) 0 0 −ε7I




< 0,(5.16)




− Y (i, k) (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

− I − X(i, k) (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

BT
1 BT

1 X(i, k) −I (∗)T (∗)T (∗)T (∗)T (∗)T

0 DT
2 F T (i, k) 0 −I (∗)T (∗)T (∗)T (∗)T

ε8H
T
1 ε8H

T
1 X(i, k) 0 0 −ε8I (∗)T (∗)T (∗)T

0 0 E2 0 0 −ε8I (∗)T (∗)T

0 ε9H
T
3 F T (i, k) 0 0 0 0 −ε9I (∗)T

0 0 0 E2 0 0 0 −ε9I




< 0, (5.17)
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where

Υ(i, k) =




Ξ1(i, k) (∗)T (∗)T (∗)T (∗)T (∗)T

(β1ik
+ 6β2ik

)~ikI Ξ2(i, k) (∗)T (∗)T (∗)T (∗)T

BT
1 BT

1 X(i, k) −γdf
I (∗)T (∗)T (∗)T

0 DT
2 FT (i, k) 0 −γdf

I (∗)T (∗)T

C1Y (i, k) + D1L(i, k) C1 0 0 −I (∗)T

E1Y (i, k) + E3L(i, k) 0 E2 0 0 −ε1I

ε1H
T
1 0 0 0 0 0

E1Y (i, k) E1 E2 0 0 0

0 ε2H
T
1 X(i, k) 0 0 0 0

0 E1 0 E2 0 0

0 ε3H
T
3 FT (i, k) 0 0 0 0

E1Y (i, k) + E3L(i, k) E1 0 0 0 0

0 0 0 0 ε4H
T
2 0

ST (i, k) 0 0 0 0 0

ZT (i, k) 0 0 0 0 0

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−ε1I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 −ε2I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 −ε2I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 0 −ε3I (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 0 0 −ε3I (∗)T (∗)T (∗)T (∗)T

0 0 0 0 0 −ε4I (∗)T (∗)T (∗)T

0 0 0 0 0 0 −ε4I (∗)T (∗)T

0 0 0 0 0 0 0 −Q1ik
(∗)T

0 0 0 0 0 0 0 0 −Q2ik




(5.18)
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Φ(i, k) =




−β1ik
Y (i, k) + 2R1ik

(∗)T (∗)T

−β1ik
I −β1ik

X(i, k) (∗)T

Y (i, k)AT


 −A− LT (i, k)BT

2 X(i, k)

−Y (i, k)CT
2 FT (i, k)− (λii + πkk)I


 −Y (i, k) + 2R2ik

AT AT X(i, k) −I

0 R4ik
0

0 R5ik
0

ε5H
T
1 ε5H

T
1 X(i, k) 0

0 0 E1Y (i, k)

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

−X(i, k) + 2R3ik
(∗)T (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T

0 0 0 −ε5I (∗)T

E1 0 0 0 −ε5I




(5.19)

and

Ξ1(i, k) = AY (i, k) + Y (i, k)AT + B2L(i, k) + LT (i, k)BT
2

+(β1ik
+ 6β2ik

)~ikY (i, k) + (λii + πkk)Y (i, k)

Ξ2(i, k) = X(i, k)A + AT X(i, k) + F (i, k)C2 + CT
2 F T (i, k)

+(β1ik
+ 6β2ik

)~ikX(i, k) +
s∑

j=1

λijX(j, k) +
w∑

l=1

πklX(i, l)

with

S(i, k) = [
√

λi1Y (i, k) · · ·
√

λi(i−1)Y (i, k)
√

λi(i+1)Y (i, k) · · ·
√

λisY (i, k)],

Z(i, k) = [
√

πk1Y (i, k) · · ·√πk(k−1)Y (i, k)
√

πk(k+1)Y (i, k) · · ·√πkwY (i, k)],
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Λi = [
√

λi1I · · ·
√

λi(i−1)I
√

λi(i+1)I · · ·
√

λisI],

Πk = [
√

πk1I · · ·√πk(k−1)I
√

πk(k+1)I · · ·
√

πkwI],

Q1ik
= diag{Y (1, k), · · · , Y (i− 1, k), Y (i + 1, k), · · · , Y (s, k)},

Q2ik
= diag{Y (i, 1), · · · , Y (i, k − 1), Y (i, k + 1), · · · , Y (i, w)},

then (5.7) holds for all delays τ(i, t) and ρ(k, t) satisfying τ(i, t) + ρ(k, t) ≤ ~ik with

γ2 = γdf
+ max(~ik). Furthermore, the mode dependant controller Gik is of the form

(5.2) with

Âik = [Y −1(i, k)−X(i, k)]−1[−AT −X(i, k)AY (i, k)− F (i, k)C2Y (i, k)−X(i, k)B2L(i, k)

−
s∑

j=1

λijY
−1(j, k)Y (i, k)−

w∑

l=1

πklY
−1(i, l)Y (i, k)]Y −1(i, k), (5.20)

B̂ik = [Y −1(i, k)−X(i, k)]−1F (i, k), (5.21)

Ĉik = L(i, k)Y −1(i, k). (5.22)

Proof : The results can be obtained employing the same technique used in Chapter

4.¥

It should be noted that terms β1ik
X(i, k) and β1ik

Y (i, k) in (9.9)-(6.15) are not con-

vex constraints, which are difficult to solve. The iterative algorithm proposed in Chapter

3 is therefore used to change this non-convex problem into quasi-convex optimization

problems, which can be solved effectively by available mathematical tools.
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5.4 Numerical Example

Consider the following example, where the plant parameters are described as fol-

lows:

A =



−1.7 3.8

−1 1.8


 , B1 =




0.1

0.1


 , B2 =




5

2.01


 ,

C1 =

[
1 0

]
, C2 =

[
10.1 4.5

]
, D1 = 0.1, D2 = 0,

H1 =




0.01

0


 , H2 = H3 = 0.01, E1 =

[
1 0

]
, E2 = −1, E3 = −1.

In our simulation, we assume the sampling period is 0.01 for both sensor and actuation

channels, that is, ha = hs = 0.01, and ns = na = 0 which means no data packet dropout

happens in the communication channel. From this, it is not hard to see that the longer

the sampling period is or the more data packets lost, the smaller the time delay the

communication channel can tolerate. Delay free attenuation constant γdf
is set to be 1,

while constants ε1, ε2, ε3, ε4, ε5, ε6, ε7, ε8, and ε9 are set be equivalent to 1.

In the following simulation, we assume F (t) = sin t and it can be seen that ‖F (t)‖ ≤
1.

The random time delays exist in S = {1, 2} and W = {1, 2}, and their transition

rate matrices are given by:

Λ =



−3 3

2 −2


 , Π =



−1 1

2 −2


 .

Furthermore, we assume that the sensor-to-controller communication delays for

two Markovian modes are |τ s
1 | < 0.02, |τ s

2 | < 0.015, while the controller-to-actuator

delays are |τa
1 | < 0.02, and |τa

2 | < 0.015, and therefore by (2.6) and (2.7) we can have

~11 = 0.06, ~12 = 0.055, ~21 = 0.055, and ~22 = 0.05. By applying Theorem 5.1 and the

algorithm in the previous section, we get the following controller gains by the calculation
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of (5.20)-(5.22):

Â11 =



−21.3803 38.0585

−11.0071 14.3738


 , B̂11 =




0.1753

0.2856


 , Ĉ11 =

[
−3.5890 7.0295

]
,

Â12 =



−25.8097 44.6593

−15.0778 14.7862


 , B̂12 =




0.3307

0.6163


 , Ĉ12 =

[
−4.1940 8.5718

]
,

Â21 =



−17.5245 33.8142

−9.0817 13.1192


 , B̂21 =




0.0136

0.1733


 , Ĉ21 =

[
−3.1399 6.0225

]
,

Â22 =



−24.1805 45.3803

−12.9956 16.7991


 , B̂22 =




0.1464

0.3631


 , Ĉ22 =

[
−4.2063 8.4647

]
.

The ratio of the regulated output energy to the disturbance input noise is depicted

in Figure 5.2. In our simulation, we use a uniform distributed random disturbance input

signal w(t) with maximum value 3. The mode transition of the controller during the

simulation is depicted in Figure 5.3 with initial mode 1. Mode 1 represents controller

G11, mode 2 for G12, mode 3 for G21, and mode 4 for G22. It can be seen that the ratio

tends to a constant value of about 8.75×10−5, which means the attenuation level equals
√

8.75× 10−5 ≈ 9.35 × 10−3, less than the prescribed level γ =
√

γdf
+ max(~ik) =

√
1 + 0.06 ≈ 1.03. Furthermore, under the same assumptions on the sampling period

ha and hs, we choose ns = 2 and na = 1 to model the data dropouts in the communication

channel. In this case, sensor-to-controller delays and controller-to-actuator delays are

under the same bound as in the previous case, and hence we can have ~11 = 0.09,
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Figure 5.2: The ratio of the regulated output energy to the disturbance input noise
without data dropouts
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~12 = 0.085, ~21 = 0.085, and ~22 = 0.08. The controller parameters are obtained as:

Â11 =



−23.661 40.98

−12.868 15.098


 , B̂11 =




0.22293

0.3996


 , Ĉ11 =

[
−3.9494 7.6575

]
,

Â12 =




−39.8 71.611

−21.756 24.545


 , B̂12 =




0.34896

0.75303


 , Ĉ12 =

[
−6.976 14.013

]
,

Â21 =



−17.824 32.203

−9.4566 12.368


 , B̂21 =




0.098429

0.23225


 , Ĉ21 =

[
−3.0285 5.7766

]
,

Â22 =




−26.6 48.909

−14.265 17.948


 , B̂22 =




0.14056

0.41352


 , Ĉ22 =

[
−4.5944 9.166

]
.

The relative simulation result of the ratio of the regulated output energy to the

disturbance input noise is shown in Figure 5.4 where the attenuation level approximately

equals to
√

1.1× 10−4 ≈ 0.01, still less than the prescribed level γ =
√

γdf
+ max(~ik) =

√
1 + 0.09 ≈ 1.044, but worse than the case where there are no data dropouts. The

compared result shows that the data dropouts in the communication channel reduce the

system performance.

In conclusion, the designed controller meets the performance requirements.

5.5 Conclusion

In this chapter, a technique of designing a delay-dependant dynamic output feed-

back controller with robust disturbance attenuation and stability for an uncertain net-

worked control system with random communication network-induced delays and data

packet dropouts has been proposed. The main contribution of this work is that both

the sensor-to-controller and controller-to-actuator delays/dropouts have been taken into

account. Furthermore, these delays are regarded as input delays and are dealt with

in the scope of disturbance attenuation. The Lyapunov-Razumikhin method has been

employed to derive such a controller for this class of systems. Sufficient conditions for
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Figure 5.4: The ratio of the regulated output energy to the disturbance input noise
with data dropouts

the existence of such a controller for this class of NCSs are derived. We finally use

a numerical example to demonstrate the effectiveness of this methodology in the last

section.



CHAPTER 6

Robust Fault Estimator Design for

Uncertain Networked Control

Systems

In order to avoid production deteriorations or damages, system faults have to be

identified and decisions that stop the propagation of their effects have to be made.

This gives the rise to the research on fault detection and isolation (FDI) and in recent

years, the problem has attracted lots of attention from researchers. Among them, the

model-based approach is the common approach, see survey papers [87, 88, 89]. The

prime importance [113, 114] in designing a model-based fault-detection system is the

increasing robustness of residual to unknown inputs and modelling errors and enhancing

the sensitivity to faults. Two approaches are mainly applied in FDI to address these

two issues. One is to use the H∞ norm of transfer function matrix from fault to residual

signal as a measure to estimate the sensitivity to the faults [116, 117]. Another method

is to adopt the H∞-filtering formulation to make the the error between residual and fault

as small as possible [115, 118]. Furthermore, the existence of time delays is commonly

encountered in dynamic systems and has to be dealt with in the realm of FDI. Some

81
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results have been obtained to address this issue, see [90]-[94]. However, these results are

mostly obtained for systems with state delays.

Firstly, this chapter applies the disturbance attenuation notation for systems with

input delays used in previous chapter. In light of such formulation, this chapter proposes

a robust fault estimator that ensures the fault estimation error is less than prescribed

performance level, irrespective of the uncertainties and network-induced effects, i.e.,

network-induced delays and packet dropouts in communication channels, which are to

be modeled by the Markov processes. Based on the Lyapunov-Razumikhin method,

the existence of a delay-dependent fault estimator is given in terms of the solvability

of bilinear matrix inequalities (BMIs). An iterative algorithm is proposed to change

this non-convex problem into quasi-convex optimization problems, which can be solved

effectively by available mathematical tools.

6.1 Problem Formulation and Preliminaries

Assume that the uncertain linear continuous state-space model of the plant dynam-

ics is described by the following equations:





ẋ(t) = (A + ∆A)x(t) + Bw(t) + Gf(t)

y(t) = (C + ∆C)x(t) + Dw(t) + Jf(t)
(6.1)

where x(t) ∈ Rn is the state vector, w(t) ∈ Rp and f(t) ∈ Rq are, respectively, exogenous

disturbances and faults which belong to L2[0,∞), y(t) ∈ Rl denotes the measurement

output. Matrices A, B, C, D, G, and J are of appropriate dimensions.

Matrices ∆A and ∆C characterize the uncertainties in the system and satisfy the

following assumption:

ASSUMPTION 6.1




∆A

∆C


 =




H1

H2


 F (t)E,
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where H1, H2, and E are known real constant matrices of appropriate dimensions, and

F (t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

F (t)T F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

Following the same lines in Chapter 2 with regard to the modelling of NCS, a fault

estimation filter is therefore constructed as follows:

G :





˙̂x(t) = Â(η(t))x̂(t) + B̂(η(t))y(t− τ(t)),

rs(t) = Ĉ(η(t))x̂(t) + D̂(η(t))y(t− τ(t)),
(6.2)

where Â(η(t)), B̂(η(t)), Ĉ(η(t)), and D̂(η(t)) are mode-dependent controller parameters

to be designed.

The overall system setup is depicted in Figure 6.1.

Figure 6.1: Fault estimation filter for NCS

Therefore, the state-space form of the system model (6.1) with the fault estimator

(6.2) is given by:




ẋ(t)

˙̂x(t)


 =




A + ∆A 0

0 Â(η(t))







x(t)

x̂(t)


 +




0 0

B̂(η(t))(C + ∆C) 0







x(t− τ(η(t), t))

x̂(t− τ(η(t), t))



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+




B G 0 0

0 0 B̂(η(t))D B̂(η(t))J







w(t)

f(t)

w(t− τ(η(t), t))

f(t− τ(η(t), t))




(6.3)

e(t) =

[
0 Ĉ(η(t))

]



x(t)

x̂(t)


 +

[
D̂(η(t))(C + ∆C) 0

]



x(t− τ(η(t), t))

x̂(t− τ(η(t), t))




+

[
0 −I D̂(η(t))D D̂(η(t))J

]




w(t)

f(t)

w(t− τ(η(t), t))

f(t− τ(η(t), t))




(6.4)

where e(t) = rs(t)− f(t) is the fault estimation error.

Define x̃(t) = [xT (t) x̂T (t)]T and ω(t) = [wT (t) fT (t) wT (t− τ(η(t), t)) fT (t−
τ(η(t), t))]T , (6.3) and (6.4) can be written in the following compact form :

˙̃x(t) = A(η(t))x̃(t) + B(η(t))x̃(t− τ(η(t), t)) + C(η(t))ω(t) (6.5)

e(t) = D1(η(t))x̃(t) +D2(η(t))x̃(t− τ(η(t), t)) +D3(η(t))ω(t) (6.6)

where

A(η(t)) =




A + ∆A 0

0 Â(η(t))


 , B(η(t)) =




0 0

B̂(η(t))(C + ∆C) 0


 ,

C(η(t)) =




B G 0 0

0 0 B̂(η(t))D B̂(η(t))J


 ,

D1(η(t)) =

[
0 Ĉ(η(t))

]
, D2(η(t)) =

[
D̂(η(t))(C + ∆C) 0

]
,

D3(η(t)) =

[
0 −I D̂(η(t))D D̂(η(t))J

]
.
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The aim of this chapter is to design a fault estimator of the form (6.2) such that

the following inequality holds:

For (6.5) and (6.6) with its zero state response (x(φ) = 0, ω(φ) = 0, −χ ≤ φ ≤ 0),

E
[ ∫ Tf

0

eT (t)e(t)dt
]
≤ γ2E

[ ∫ Tf

0

sup
−χ≤φ≤0

ωT (t + φ)ω(t + φ)dt
]

(6.7)

for any nonzero ω(t) ∈ L2[0, Tf ] and Tf ≥ 0, provided x = {x(ξ) : t − 2χ ≤ ξ ≤ t} ∈
L2
Ft

([−2χ, 0];Rn) satisfying:

E
[

min
η(t)∈S∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η(t)∈S∈W

V (x(t), η(t), t)
]

(6.8)

for all t − 2χ ≤ ξ ≤ t, then a fault estimator is designed satisfying a disturbance

attenuation level γ.

From here, we use (*) as an ellipsis for terms that are induced by symmetry in the

symmetric block matrices. For notation simplicity, we will denote A(η(t)) = Ai when

η(t) = i ∈ S, and wherever appropriate.

6.2 Main Result

In this paper, we assume that τ s
k is bounded. For each η(t) = i ∈ S according

to (2.6), there is no loss of generality to assume τ(i, t) ≤ τ ∗(i), where τ ∗(i) are known

positive constants. The following theorem provides sufficient conditions for the existence

of a robust fault estimator for the system (6.5) and (6.6) such that (6.7) is satisfied.

THEOREM 6.1 Consider the system (6.5) and (6.6) satisfying Assumption 6.1. For

given positive delay-free attenuation constant γdf
, positive constants τ ∗(i), ε1, ε2, ε3,

and ε4, if there exist symmetric positive matrices X(i), Y (i), R1i
, R2i

, R3i
, and R4i

,

and matrices F (i), L(i), and D̂(i), and positive scalars β1i
, β2i

, such that the following
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inequalities hold where i ∈ S:


 Y (i) I

I X(i)


 > 0, (6.9)

Υ(i) < 0, (6.10)


−β1iY (i) + R1i (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−β1i
I −β1i

X(i) (∗)T (∗)T (∗)T (∗)T (∗)T

Y (i)AT −A− Y (i)CT FT (i)− λiiI −Y (i) + R2i
(∗)T (∗)T (∗)T (∗)T

AT AT X(i) −I −X(i) + R3i
(∗)T (∗)T (∗)T

ε3H
T
1 ε3H

T
1 X(i) 0 0 −ε3I (∗)T (∗)T

0 0 EY (i) E 0 −ε3I (∗)T

0 R4i
0 0 0 0 −I




< 0,

(6.11)

 R4i (∗)T

ΛT
i Qi


 > 0, (6.12)




−R1i (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (i) −R2i (∗)T

0 0 0 −R3i




< 0, (6.13)




−β2iY (i) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2iI −β2iX(i) (∗)T (∗)T (∗)T (∗)T

0 Y (i)CT FT (i) −Y (i) (∗)T (∗)T (∗)T

0 CT FT (i) −I −X(i) (∗)T (∗)T

0 ε4H
T
2 FT (i) 0 0 −ε4I (∗)T

0 0 EY (i) E 0 −ε4I




< 0, (6.14)




−Y (i) (∗)T (∗)T (∗)T (∗)T (∗)T

−I −X(i) (∗)T (∗)T (∗)T (∗)T

BT BT X(i) −I (∗)T (∗)T (∗)T

GT GT X(i) 0 −I (∗)T (∗)T

0 DT FT (i) 0 0 −I (∗)T

0 JT FT (i) 0 0 0 −I




< 0, (6.15)

https://www.bestpfe.com/
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where

Υ(i) =




Ξ1(i) (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(β1i
+ 4β2i

)τ∗(i)I Ξ2(i) (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T (∗)T (∗)T

0 0 0 −I (∗)T (∗)T (∗)T

BT BT X(i) 0 0 −γdf
I (∗)T (∗)T

GT GT X(i) 0 0 0 −γdf
I (∗)T

0 DT F (i) 0 0 0 0 −γdf
I

0 JT F (i) 0 0 0 0 0

L(i) 0 D̂(i)C 0 0 −I D̂(i)D

ZT (i) 0 0 0 0 0 0

ε1H
T
1 ε1(HT

1 XT (i) + HT
2 FT (i)) 0 0 0 0 0

EY (i) E 0 0 0 0 0

0 0 0 0 0 0 0

0 0 E 0 0 0 0

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−γdf
I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

D̂(i)J −I (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 −Q(i) (∗)T (∗)T (∗)T (∗)T

0 0 0 −ε1I (∗)T (∗)T (∗)T

0 0 0 0 −ε1I (∗)T (∗)T

0 ε2H
T
2 D̂T (i) 0 0 0 −ε2I (∗)T

0 0 0 0 0 0 −ε2I




(6.16)
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and

Z(i) = [
√

λi1Y (i) · · ·
√

λi(i−1)Y (i)
√

λi(i+1)Y (i) · · ·
√

λisY (i)],

Λi = [
√

λi1I · · ·
√

λi(i−1)I
√

λi(i+1)I · · ·
√

λisI],

Qi = diag{Y (1), · · · , Y (i− 1), Y (i + 1), · · · , Y (s)},

Ξ1(i) = AY (i) + Y (i)AT + (β1i
+ 4β2i

)τ ∗(i)Y (i) + λiiY (i),

Ξ2(i) = X(i)A + AT X(i) + F (i)C + CT F T (i) + (β1i
+ 4β2i

)τ ∗(i)X(i) +
s∑

j=1

λijX(j),

then (6.7) holds for delay τ(i, t) satisfying τ(i, t) ≤ τ ∗(i) with γ2 = γdf
+ max(τ ∗(i))

for i ∈ S . Furthermore, the mode dependant fault estimator Gi is obtained of the form

(6.2) with

Âi = [Y −1(i)−X(i)]−1[−AT −X(i)AY (i)− F (i)CY (i)

−
s∑

j=1

λijY
−1(j)Y (i)]Y −1(i), (6.17)

B̂i = [Y −1(i)−X(i)]−1F (i), (6.18)

Ĉi = L(i)Y −1(i). (6.19)

Proof : The proof process can be derived from Chapter 4. ¥

It should be noted that terms Y (i)CT F T (i), β1i
X(i) and β1i

Y (i) in (9.9)-(6.15) are

not convex constraints, which are difficult to solve. We therefore propose the following

algorithm to change this non-convex feasibility problem into quasi-convex optimization

problems [119].

Iterative linear matrix inequality (ILMI) algorithm

Step 1. Find X(i), Y (i), D̂(i), F (i) and L(i) subject to (9.8) and (9.9) with τ ∗(i) = 0.

Let n = 1 and Xn(i) = X(i) and Yn(i) = Y (i).

Step 2. Solve the following optimization problem for αn, D̂(i), F (i), and L(i) with the

given τ ∗(i) and Xn(i) and Yn(i) obtained in the previous step:
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OP1 : Minimize αn subject to the following LMI constraints:

Left hand-side of (9.9)− αn




Yn(i) I

I Xn(i)
0

0 0




< 0 (6.20)

and (9.8), (9.11)-(6.15).

Step 3. If αn < 0, Xn(i), Yn(i) and D̂(i), F (i), and L(i) are a feasible solution to the

BMIs and stop.

Step 4. Set n = n + 1. Solve the following optimization problem for αn, Xn(i) and

Yn(i) with D̂(i), F (i), and L(i) obtained in the previous step:

OP2 : Minimize αn subject to LMI constraints (6.20), (9.8), and (9.11)-(6.15).

Step 5. If αn < 0, Xn(i), Yn(i) and D̂(i), F (i), and L(i) are a feasible solution to the

BMIs and stop.

Step 6. Set n = n + 1. Solve the following optimization problem for Xn(i) and Yn(i)

with αn, D̂(i), F (i), and L(i) obtained in the previous step:

OP3 : Minimize trace(




Yn(i) I

I Xn(i)


) subject to LMI constraints (6.20), (9.8),

and (9.11)-(6.15).

Step 7. Let Tn =




Yn(i) I

I Xn(i)


. If ‖ Tn − Tn−1 ‖ / ‖ Tn ‖< ζ, ζ is a prescribed

tolerance, go to Step 8. Else, set n = n + 1, Xn(i) = Xn−1(i) and Yn(i) = Yn−1(i),

then go to Step 2.

Step 8. A fault estimator for the system may not be found, stop.
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REMARK 6.1

1. In Step 1, the initial data is obtained by assuming that the system has no time

delay.

2. A term −αn




Yn(i) I

I Xn(i)
0

0 0




is introduced in (9.9) to relax the LMI con-

straints. It is referred to as α/2-stabilizable problem in [120]. If an αn < 0 can be

found, the robust fault estimator can be obtained. The rationale behind this concept

can also be found in [97].

3. The optimization problem in Step 2 and Step 4 is a generalized eigenvalue mini-

mization problem. These two steps guarantee the progressive reduction of αn. Step

6 guarantees the convergence of the algorithm.

6.3 Numerical Example

In this section, we consider the following example where the plant is described as

follows: 



ẋ(t) = (A + ∆A)x(t) + Bw(t) + Gf(t)

y(t) = (C + ∆C)x(t) + Jf(t)
(6.21)

where:

A =



−1.7 3.8

−1 1.8


 , B =




0

1


 G =




0 0

1 0


 , C =

[
0 1

]
, J =

[
0 1

]
,

H1 =




0.01 0

0 0.01


 , H2 =

[
0.01 0

]
, E =




1

0


 .

In the following simulation, we assume F (t) = sin t and it can be seen that ‖F (t)‖ ≤ 1.

In our simulation, we assume τ ∗(1) = 0.045 and τ ∗(2) = 0.025. We assume the

sampling period is 0.01, that is, hs = 0.01, and ns = 0 which means no data packet
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dropout happens in the communication channel. From this, it is not hard to see that

the longer the sampling period is or the more data packets are lost, the smaller the time

delay the communication channel can tolerate. Delay free attenuation constant γdf
is

set to be 1, while constants ε1, ε2, ε3, ε4, and ε5 are set to be 1.

The random time delays exist in S = {1, 2}, and its transition rate matrices are

given by:

Λ =



−1 1

2 −2


 .

In this example, the faults are assumed to be low-frequency faults. Hence, weighting

functions for the faults are selected as follows:





ẋf (t) = Afxf (t) + Bf f̃(t)

f(t) = Cfxf (t)
(6.22)

where xf (t) =




xf1(t)

xf2(t)


, f̃(t) =




f̃1(t)

f̃2(t)


 is the all pass fault, Af =



−1 0

0 −1


,

Bf =




1 0

0 1


, and Cf =




1 0

0 1


.

Augmenting (6.21) with (6.22), we obtain:





˙̃x(t) = (Ã + ∆Ã)x̃(t) + B̃w(t) + G̃f̃(t)

y(t) = (C̃ + ∆C̃)x̃(t)
(6.23)
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where x̃(t) =




x(t)

xf (t)


 and

Ã =




−1.7 3.8 0 0

−1 1.8 1 0

0 0 −1 0

0 0 0 −1




, B̃ =




0

1

0

0




, G̃ =




0 0

1 0

1 0

0 1




, C̃ =

[
0 1 0 1

]
,

H̃1 =




0.01 0 0 0

0 0.01 0 0

0 0 0 0

0 0 0 0




, H̃2 =

[
0.01 0 0 0

]
, Ẽ =




1

0

0

0




.

For the sake of simplicity, D̂i is assumed to be a zero matrix in this example. By

applying Theorem 6.1 and the algorithm in the previous section and calculating (6.17)-

(6.19), we get the following fault estimator for i ∈ S = {1, 2}:

Gi :





˙̂x(t) = Âix̂(t) + B̂iy(khs), x̂(0) = 0,

rs(t) = Ĉix̂(t)
∀t ∈ [khs + τ s

k , (k + 1)hs + τ s
k+1], (6.24)

where:

Â1 =




−4.0446 −124.61 −0.12359 −120.52

1.0434 106.39 1.141 105.87

0.00704 43.068 −0.94306 42.702

−0.036613 −118.59 −0.097559 −119.47




, B̂1 =




−6.9128

−174.11

−0.9051

−167.15




,

Ĉ1 =




0.2549 0.6612 1.1190 −0.0000

0.0864 −0.0141 0.2550 0.0000


 ,
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Â2 =




−3.8622 −91.702 0.66102 −88.226

0.69258 108.3 −0.25119 109

−0.15842 59.05 −1.527 59.283

0.12657 −103.52 0.55874 −104.89




, B̂2 =




−5.0985

−172.35

1.4369

−166.8




,

Ĉ2 =




0.2093 0.5365 0.8714 −0.0000

0.0965 −0.0207 0.3118 0.0000


 .

In our simulation, we use a uniform distributed random disturbance input signal

w(t) with maximum value 2. The mode transition of the fault estimator during the

simulation is depicted in Figure 6.2 with initial mode 2. Mode 1 represents controller

G1 while mode 2 for G2. Histories of the residual signals rs1(t) and rs2(t) are shown in

Figure 6.3 and Figure 6.4, respectively. These results demonstrate that the designed

fault estimator meets the performance requirement.
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Figure 6.2: Mode transitions
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Figure 6.3: Residual signals rs1(t) and f1(t)
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Figure 6.4: Residual signals rs2(t) and f2(t)
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6.4 Conclusion

In this chapter, a technique of designing a delay-dependant dynamic fault estimator

for an uncertain networked control system with random communication network-induced

delays and data packet dropouts has been proposed. The network-induced delays and

data packet dropouts are regarded as input delays. The Lyapunov-Razumikhin method

has been employed to derive a fault estimator for this class of systems. Sufficient condi-

tions for the existence of such a fault estimator for this class of NCSs are derived. We

finally use a numerical example to demonstrate the effectiveness of this methodology.



PART II : Nonlinear Uncertain Networked Control

Systems
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CHAPTER 7

Takagi-Sugeno Fuzzy Control

System

A nonlinear dynamic system can usually be represented by a set of nonlinear dif-

ferential equations of the form

ẋ = f(x, u), (7.1)

where f(•) is a nonlinear vector function, x is the state vector, and u is the control

input.

In the rest parts of the thesis, we approximate the nonlinear plant (7.1) by a Takagi-

Sugeno model [62]. This fuzzy modelling is simple and natural. The system dynamics

are captured by a set of fuzzy implications which characterize local relations in the state

space. The main feature of a Takagi-Sugeno fuzzy model is to express the local dynamics

of each fuzzy implication (rule) by a linear system model. The overall fuzzy model of

the system is achieved by fuzzy ”blending” of the linear system models.

Specifically, the T-S fuzzy system is described by the fuzzy IF-THEN rules, which

locally represent linear input-output relations of a system. The ith rules of the T-S fuzzy

models are of the following forms:

97
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Plant Rule i:

IF ν1(t) is Mi1 and · · · and νp(t) is Mip, THEN

ẋ(t) = Aix(t) + Biu(t), x(0) = 0

y(t) = Cix(t) + Diu(t)
(7.2)

where i = 1, · · · , r, r is the number of fuzzy rules; νk(t) are premise variables, Mik

are fuzzy sets, k = 1, · · · , p, p is the number of premise variables; x(t) ∈ <n is the state,

u(t) ∈ <m is the control input, y(t) ∈ <l is the output, the matrices Ai, Bi, Ci, Di are

of appropriate dimension.

For any given x(t) and u(t), by using a centre-average defuzzifier, product inference

and singleton fuzzifier, the local models can be integrated into a global nonlinear model:

ẋ(t) =
∑r

i=1 µi(ν(t))[Aix(t) + Biu(t)]

y(t) =
∑r

i=1 µi(ν(t))[Cix(t) + Diu(t)]
(7.3)

where

ν(t) = [ν1(t), ν2(t), · · · , νp(t)]
T ,

ωi(ν(t)) =

p∏

k=1

Mik(νk(t)), ωi(ν(t)) ≥ 0,
r∑

i=1

ωi(ν(t)) > 0,

µi(ν(t)) =
ωi(ν(t))∑r
i=1 ωi(ν(t))

, µi(ν(t)) ≥ 0,
r∑

i=1

µi(ν(t)) = 1.

Here, Mik(νk(t)) denote the grade of membership of νk(t) in Mik. Figure 6.1 shows the

structural diagram of the TS fuzzy system.

7.1 Takagi-Sugeno Fuzzy Modelling

Two methods have been commonly applied in T-S fuzzy modelling. One is the

T-S fuzzy model identification using input-output data, while the other is the T-S fuzzy
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Σinput output
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Rule r

Plant Model

Figure 7.1: The T-S type fuzzy system

model construction using the idea of sector nonlinearity. In this thesis, we only consider

the latter method.

Consider the following nonlinear system:

ẋi(t) =
n∑

j=1

fij(x(t))xj(t) +
m∑

k=1

gik(x(t))uk(t) (7.4)

where n and m are, respectively, the numbers of state variables and inputs. x(t) =

[x1(t) · · · xn(t)] is the state vector and u(t) = [u1(t) · · · un(t)] is the input vector.

fij(x(t)) and gik(x(t)) are functions of x(t). To obtain a T-S fuzzy model, we find the

minimum and maximum values of fij(x(t)) and gik(x(t)),

aij1 = max
x(t)

{fij(x(t))} , aij2 = min
x(t)

{fij(x(t))} ,

bik1 = max
x(t)

{gik(x(t))} , bik2 = max
x(t)

{gik(x(t))} ,

where x(t) ∈ [ml,mu]. ml and mu are lower limit and upper limit of x(t), respectively.
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By using these variables, fij and gik can be represented as:

fij(x(t)) =
2∑

l=1

hijl(x(t))aijl

gik(x(t)) =
2∑

l=1

vikl(x(t))bikl

where
∑2

l=1 hijl(x(t)) = 1 and
∑2

l=1 vikl(x(t)) = 1. The membership functions are as-

signed as follows:

hij1(x(t)) =
fij(x(t))− aij2

aij1 − aij2

, hij2(x(t)) =
aij1 − fij(x(t))

aij1 − aij2

,

gik1(x(t)) =
gik(x(t))− bik2

bik1 − bik2

, gik2(x(t)) =
bik1 − gij1

bik1 − bik2

,

By using the fuzzy mode representation, (7.4) can be rewritten as

ẋ(t) =
n∑

j=1

2∑

l=1

hijl(x(t))aijlx(t) +
m∑

k=1

2∑

l=1

gik(x(t))vikl(x(t))biklu(t) (7.5)

The following example is used to illustrate the T-S fuzzy modelling procedure.

Example: Nonlinear Mass-Spring-Damper System

Consider a nonlinear mass-spring-damper mechanical system with a nonlinear spring:

ẋ1(t) = −0.1125x1(t)− 0.02x2(t)− 0.67x3
2(t) + u(t)

ẋ2(t) = x1(t)
(7.6)

where x2(t) is the spring’s displacement and x1(t) = ẋ2(t). The term −0.67x3
2 is due

to the nonlinearity of the spring. The spring is attached to a fixed wall, therefore the

spring’s displacement x2(t) is physically constrained by the length of the spring and the

wall. The length of the spring could be any value, and we assume x2(t) ∈ [−1 1.5].

The lower limit is the minimum length that the spring can be compressed. The concept

of sector nonlinearity [121] is employed to construct an exact T-S fuzzy model for the
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mass-spring-damper system. Using the fact that x2(t) ∈ [−1 1.5], this nonlinear term

can be expressed as

−0.67x3
2(t) = −h1(x2(t))[0 · x2(t)]− h2(x2(t))[1.5075 · x2(t)]

where h1(x2(t)) = 1− x2
2(t)

2.25
and h2(x2(t)) =

x2
2(t)

2.25
.

Using h1(x2(t)) and h2(x2(t)), we obtain the following T-S fuzzy model which ex-

actly represents (7.1) under the assumption on the limits of the state variable x2(t) ∈
[−1 1.5]:

ẋ(t) = Σ2
i=1hi(x2(t))Aix(t) + Σ2

i=1hi(x2(t))Biu(t)

where

x(t) =




x1(t)

x2(t)


 , A1 =



−0.1125 −0.02

1 0


 ,

A2 =



−0.1125 −1.5275

1 0


 , B1 = B2 =




1

0


 .

7.2 Takagi-Sugeno Fuzzy Controller

For the nonlinear plant represented by (7.3), the fuzzy controller is designed to

share the same IF parts with the plants as follows:

Controller Rule i:

IF ν1(t) is Mi1 and · · · and νp(t) is Mip, THEN

u(t) = Fix(t) (7.7)

Hence, the overall controller is represented by:

u(t) =
r∑

i=1

µi(ν(t))Fix(t) (7.8)
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The block diagram of the TS fuzzy controller is given in Figure 7.2.
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Controller Model

Rule r

Figure 7.2: The T-S type fuzzy controller

Note that the resulting controller (7.8) is nonlinear in general since the coefficients

of the controller depend nonlinearly on the system input and output fuzzy weights.

Moreover, the resulting fuzzy controller (7.8) could be represented as a particular form

of a gain scheduled controller where the gains are varied as a function of operating

conditions. The T-S type fuzzy control scheme has a major advantage over the existing

crisp gain scheduling scheme. That is, it provides a general method for the interpolation

of available local control law into an overall gain scheduling control law.



CHAPTER 8

State Feedback Controller Design

for Uncertain Nonlinear Networked

Control Systems

8.1 Introduction

In this chapter, our concern is to consider a class of nonlinear uncertain networked

control systems with sensors and actuators connected to a controller via two commu-

nication networks in the continuous-time domain. Linear feedback control techniques

can be utilized as in the case of feedback stabilization. The design procedure is stated

as follows. First the nonlinear plant is represented by a T-S fuzzy model. In this type

of fuzzy model, local dynamics in different state space regions are represented by linear

models. The overall model of the system is achieved by “blending” of these linear mod-

els. Then for each local linear model, a linear feedback controller is to be designed. The

resulting overall controller, which is nonlinear in general, is again a fuzzy blending of

each individual linear controller.

Two Markov processes are used to model the network-induced delays which ran-

domly occurs in both of these two networks. A set of linear local controllers for each

103
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plant of the T-S model are then designed based on the Lyapunov-Razumikhin method.

Sufficient conditions for the existence of a mode-dependent state feedback controller for

this class of nonlinear NCSs are derived.

In the system setup, modelling procedure introduced in Chapter 2 is applied in this

chapter.

8.2 Problem Formulation and Preliminaries

A fuzzy dynamic model has been proposed by Takagi and Sugeno [62] to represent

local linear input/output relations of nonlinear systems. A class of uncertain nonlinear

systems under consideration in this paper is described by the following IF-THEN rules

and the ith rule has been shown as follows:

Plant Rule i:

IF ν1(t) is Mi1 and · · · and νp(t) is Mip,

THEN

ẋ(t) = (Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t) (8.1)

where i ∈ IR = {1, · · · , r}, r is the number of fuzzy rules; νk(t) are premise variables,

Mik are fuzzy sets, k = 1, · · · , p, p is the number of premise variables; x(t) ∈ <n and

u(t) ∈ <m denote state and control input, respectively. Matrices Ai ∈ <n×n and Bi ∈
<n×m are known system matrices. Matrices ∆Ai and ∆Bi represent the uncertainties in

the system and satisfy the following assumption.

ASSUMPTION 8.1 The parameter uncertainties considered here are norm-bounded, in

the form [
∆Ai ∆Bi

]
= HiFi(t)

[
E1i E2i

]
(8.2)

where Hi, E1i and E2i are known real constant matrices of appropriate dimensions, and

Fi(t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

Fi(t)
T Fi(t) ≤ I, in which I is the identity matrix of appropriate dimension.
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By using a center-average defuzzifier, product inference and singleton fuzzifier, the

local models can be integrated into a global nonlinear model:

ẋ(t) =
r∑

i=1

µi(ν(t))[(Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t)] (8.3)

where

ν(t) = [ν1(t), ν2(t), · · · , νp(t)]
T ,

ωi(ν(t)) =
p∏

k=1

Mik(νk(t)), ωi(ν(t)) ≥ 0,
r∑

i=1

ωi(ν(t)) > 0,

µi(ν(t)) =
ωi(ν(t))∑r
i=1 ωi(ν(t))

, µi(ν(t)) ≥ 0,
r∑

i=1

µi(ν(t)) = 1.

Here, Mik(νk(t)) denote the grade of membership of νk(t) in Mik and ν(t) is the premise

vector.

Hereinafter, we apply the same procedure as presented in Chapter 2 to model the

network-induced delay and data packet dropouts by using two Markov processes.

In this chapter, we consider a nonlinear networked control system of which the plant

is described by the T-S model (8.3). The setup of the overall control system is depicted

in Figure 8.1, where τ(η1(t), t) ≥ 0 is the random time delay from sensor to controller

and ρ(η2(t), t) ≥ 0 is the random time delay from controller to actuator. These delays

are assumed to be upper bounded.

It should be noted that in this setup, premise vector ν(t) is connected to the

actuator via point-to-point architecture, which is immune to network-induced delays.

Therefore, following the modelling procedure presented in Chapter 2, for the non-

linear plant represented by (8.3), the fuzzy state feedback controller at time t is inferred

as follows:

u(t) =
r∑

i=1

µi(ν(t))Ki(η1(t), η2(t))x(t− τ(η1(t), t)) (8.4)



106

Figure 8.1: A fuzzy networked control system with random delays

where Ki(η1(t), η2(t)) in each plant rule is a local mode-dependant controller gain to be

designed. The plant is rewritten as:

ẋ(t) =
r∑

i=1

µi(ν(t))[(Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t− ρ(η2(t), t))] (8.5)

Substituting (8.4) into (8.5) yields

ẋ(t) =
r∑

i=1

r∑
j=1

µi(ν(t))µj(ν(t))
[
[Ai + ∆Ai]x(t)

+(Bi + ∆Bi)Kj(η1(t), η2(t))x(t− τ(η1(t), t)− ρ(η2(t), t))
]
. (8.6)

The aim of this chapter is to design a fuzzy state feedback controller of the form

(8.4) such that the following inequality holds:

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −ζE

[
max

η1(t)∈S,η2(t)∈W
V (x(t), η1(t), η2(t), t)

]

(8.7)
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provided x = {x(ξ) : t− 2χ ≤ ξ ≤ t} satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(8.8)

for all t − 2χ ≤ ξ ≤ t. Here Ã denotes the weak infinitesimal operator and E[·] stands

for the mathematical expectation.

Then the system (8.6) is said to achieve stochastic stability with Markovian jumps.

In this chapter, we assume u(t) = 0 before the first control signal reaches the

plant. In this system setup, sensor is clock-driven while controller and actuator are

event-driven.

From here, µi(ν(t)) and µj(ν(t)) are denoted as µi and µj respectively for the

convenience of notations. In the symmetric block matrices, we use (*) as an ellipsis for

terms that are induced by symmetry. Ki(η1(t), η2(t)) is denoted as Ki(ι, κ) if η1(t) = ι

and η2(t) = κ.

8.3 Main Result

The following theorem provides sufficient conditions for the existence of a mode-

dependent state feedback controller for the system (8.6).

THEOREM 8.1 Consider the system (8.6) satisfying Assumption 8.1. Given a positive

scalar ~(ι, κ), if there exist a symmetric matrix P (ι, κ) > 0, a matrix K(ι, κ) and positive

scalars β1ικ , β2ικ , β3ικ, ε1iικ
, ε2ijικ

, ε3ijικ
, and εijικ

such that the following inequalities

hold for all ι ∈ S and κ ∈ W:




Ωi(ι, κ) (∗)T (∗)T

HT
i P (ι, κ) −εiiικI (∗)T

εiiικ(E1i + E2iKi(ι, κ)) 0 −εiiικI




< 0,

for i ∈ IR (8.9)
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


Ωij(ι, κ) (∗)T (∗)T

HT
i P (ι, κ) −2εijικI (∗)T

εijικΥij 0 −2εijικI




< 0,

for i < j < r (8.10)


−β1ικP (ι, κ) (∗)T (∗)T

AT
i P (ι, κ) −I + ε1iικ

ET
1iE1i (∗)T

HT
i P (ι, κ) 0 −ε1iικ

I




< 0,

for i ∈ IR (8.11)


−β2ικP (ι, κ) (∗)T (∗)T (∗)T

KT
j (ι, κ)BiP (ι, κ) −I (∗)T (∗)T

HT
i P (ι, κ) 0 −ε2ijικ

I (∗)T

0 ε2ijικ
E2iKj(ι, κ) 0 −ε2ijικ

I




< 0,

for {i, j} ∈ IR × IR (8.12)

where

Ωi(ι, κ) = AT
i P (ι, κ) + P (ι, κ)Ai + KT

i BT
i P (ι, κ) + P (ι, κ)BiKi

+
s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `) + ~(ι, κ)(β1ικ + 3β2ικ)P (ι, κ)

Ωij(ι, κ) =
1

2
[AT

i P (ι, κ) + P (ι, κ)Ai + AT
j P (ι, κ) + P (ι, κ)Aj

+KT
j BT

i P (ι, κ) + P (ι, κ)BiKj + KT
i BT

j P (ι, κ) + P (ι, κ)BjKi]

+
s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `) + ~(ι, κ)(β1ικ + 3β2ικ)P (ι, κ)

Υij(ι, κ) = E1i + E2iKj(ι, κ) + E1j + E2jKi(ι, κ),

then the system (8.6) is said to achieve stochastic stability via the controller (8.4) for

all delays τ(ι, t) and ρ(κ, t) satisfying

0 ≤ τ(ι, t) + ρ(κ, t) ≤ ~(ι, κ).
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Proof: Note that for each η1(t) = ι ∈ S and η2(t) = κ ∈ W ,

x(t− (τ(ι, t) + ρ(κ, t)))

= x(t)−
∫ 0

−(τ(ι,t)+ρ(κ,t))

ẋ(t + θ)dθ

=
r∑

i=1

r∑
j=1

µiµj

{
x(t)−

∫ 0

−(τ(ι,t)+ρ(κ,t))

[
[Ai + ∆Ai]x(t + θ)

+(Bi + ∆Bi)Kj(ι, κ)x(t− τ(ι, t)− ρ(κ, t) + θ)
]
dθ

}
(8.13)

Using (8.13), the closed-loop system (8.6) can be rewritten as:

ẋ(t)

=
r∑

i=1

r∑
j=1

r∑

k=1

r∑

l=1

µiµjµkµl

{
[Ai + ∆Ai + (Bi + ∆Bi)Kj(ι, κ)]x(t)

−(Bi + ∆Bi)Kj(ι, κ)

∫ 0

−(τ(ι,t)+ρ(κ,t))

[
[Ak + ∆Ak]x(t + θ)

+(Bk + ∆Bk)Kl(ι, κ)x(t− τ(ι, t)− ρ(κ, t) + θ)
]
dθ

}
(8.14)

For the sake of notation simplification, Ki(ι, κ) will be denoted as Ki in the rest of

this paper. We also define τ(ι, t) + ρ(κ, t) = χ(t).

Select a Lyapunov function candidate as

V (x(t), η1(t), η2(t), t) = xT (t)P (η1(t), η2(t))x(t) (8.15)

where P (η1(t), η2(t)) is the positive symmetric matrix. It follows

α1‖x(t)‖2 ≤ V (x(t), η1(t), η2(t), t) ≤ α2‖x(t)‖2 (8.16)

where α1 = λmin(P (η1(t), η2(t))) and α2 = λmax(P (η1(t), η2(t))).

The weak infinitesimal operator Ã can be considered as the derivative of the func-

tion of V (x(t), η1(t), η2(t), t) along the trajectory of the joint Markov process {x(t),



110

η1(t), η2(t), t ≥ 0} at the point {x(t), η1(t) = ι, η2(t) = κ} at time t;

ÃV (x(t), η1(t), η2(t), t)

=
∂V (·)

∂t
+ ẋT (t)

∂V (·)
∂x

∣∣∣∣
η1=ι,η2=κ

+
s∑

=1

λιV (x(t), , κ, t) +
w∑

`=1

πκ`V (x(t), ι, `, t)

(8.17)

It follows from (8.17) that

ÃV (x(t), ι, κ, t)

= ẋT (t)P (ι, κ)x(t) + xT (t)P (ι, κ)ẋ(t) +
s∑

=1

λιx
T (t)P (, κ)x(t) +

w∑

`=1

πκ`x
T (t)P (ι, `)x(t)

=
r∑

i=1

r∑

j=1

r∑

k=1

r∑

l=1

µiµjµkµl

{
xT (t)

[
(Ai + ∆Ai)T P (ι, κ) + P (ι, κ)(Ai + ∆Ai)

+KT
j (Bi + ∆Bi)T P (ι, κ) + P (ι, κ)(Bi + ∆Bi)Kj +

s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `)
]
x(t)

−2
∫ 0

−χ(t)

[
xT (t)P (ι, κ)(Bi + ∆Bi)Kj

[
[Ak + ∆Ak]x(t + θ)

+(Bk + ∆Bk)Klx(t− χ(t) + θ)
]]

dθ
}

≤ xT (t)Mικ(χ(t), δ)x(t) +
∫ 0

−χ(t)

[
β1ικxT (t + θ)P (ι, κ)x(t + θ)

+β2ικxT (t− χ(t) + θ)P (ι, κ)x(t− χ(t) + θ)− (β1ικ + β2ικ)δxT (t)P (ι, κ)x(t)
]
dθ (8.18)

where Mικ(·, ·) is given by:

Mικ(χ(t), δ)

=
r∑

i=1

r∑

j=1

r∑

k=1

r∑

l=1

µiµjµkµl

{
(Ai + ∆Ai)T P (ι, κ) + P (ι, κ)(Ai + ∆Ai)

+KT
j (Bi + ∆Bi)T P (ι, κ) + P (ι, κ)(Bi + ∆Bi)Kj +

s∑
=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `)

+χ(t)
[
β−1

1ικ
P (ι, κ)(Bi + ∆Bi)Kj(Ak + ∆Ak)P−1(ι, κ)(Ak + ∆Ak)T KT

j (Bi + ∆Bi)T P (ι, κ)

+β−1
2ικ

P (ι, κ)(Bi + ∆Bi)Kj(Bk + ∆Bk)KlP
−1(ι, κ)KT

l (Bk + ∆Bk)T KT
j (Bi + ∆Bi)T P (ι, κ)

+(β1ικ + β2ικ)δP (ι, κ)
]}
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In this chapter, the time delays are assumed to be bounded, hence, χ(t) can also be

assumed to be bounded, that is, χ(t) ≤ ~(ι, κ), where ~(ι, κ) are constants given in the

theorem. Using this fact, we learn that

Mικ(χ(t), δ) ≤Mικ(~(ι, κ), δ).

If (8.11)-(8.12) hold, by applying Lemma A.2 and Schur complement, we get:

(Ak + ∆Ak)P
−1(ι, κ)(Ak + ∆Ak)

T < β1ικP
−1(ι, κ), (8.19)

(Bk + ∆Bk)KlP
−1(ι, κ)KT

l (Bk + ∆Bk)
T < β2ικP

−1(ι, κ), (8.20)

Using (8.19)-(8.20), Mικ(~(ι, κ), δ) becomes:

r∑

i=1

r∑

j=1

µiµj

[
(Ai + ∆Ai)T P (ι, κ) + P (ι, κ)(Ai + ∆Ai)

+KT
j (Bi + ∆Bi)T P (ι, κ) + P (ι, κ)(Bi + ∆Bi)Kj +

s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `)

+2~(ι, κ)β2ικP (ι, κ) + ~(ι, κ)(β1ικ + β2ικ)δP (ι, κ)
]

=
r∑

i=1

µ2
i

[
(Ai + ∆Ai)T P (ι, κ) + P (ι, κ)(Ai + ∆Ai)

+KT
i (Bi + ∆Bi)T P (ι, κ) + P (ι, κ)(Bi + ∆Bi)Ki +

s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `)

+2~(ι, κ)β2ικP (ι, κ) + ~(ι, κ)(β1ικ + β2ικ)δP (ι, κ)
]

+2
r∑

i=1

r∑

i<j

µiµj

[1
2
[(Ai + ∆Ai)T P (ι, κ) + P (ι, κ)(Ai + ∆Ai)

+(Aj + ∆Aj)T P (ι, κ) + P (ι, κ)(Aj + ∆Aj) + KT
j (Bi + ∆Bi)T P (ι, κ) + P (ι, κ)(Bi + ∆Bi)Kj

+KT
i (Bj + ∆Bj)T P (ι, κ) + P (ι, κ)(Bj + ∆Bj)Ki] +

s∑

=1

λιP (, κ) +
w∑

`=1

πκ`P (ι, `)

+2~(ι, κ)β2ικP (ι, κ) + ~(ι, κ)(β1ικ + β2ικ)δP (ι, κ)
]

(8.21)

Hence, if (8.9) and (8.10) hold, it is not hard to see that Mικ(~(ι, κ), 1) < 0 for δ = 1.
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Thus,

ÃV (x(t), η1(t), η2(t), t)

≤ −αxT (t)x(t) +

∫ 0

−χ(t)

[
β1ικx

T (t + θ)P (ι, κ)x(t + θ)

+β2ικx
T (t− χ(t) + θ)P (ι, κ)x(t− χ(t) + θ)− (β1ικ + β2ικ)δx

T (t)P (ι, κ)x(t)
]
dθ

(8.22)

where

α = min{λmin(−Mικ(~(ι, κ), 1))}

It is easy to see that α > 0.

Then by Dynkin’s formula , we have the following result:

E{V (x(t), η1(t), η2(t), t)} − E{V (x(0), η1(0), η2(0), 0)}

< −αE{
∫ t

0

xT (s)x(s)ds}+

∫ 0

−χ(t)

[
β1ικ

∫ t

0

E{xT (s + θ)P (ι, κ)x(s + θ)}ds

+β2ικ

∫ t

0

E{xT (s− χ(s) + θ)P (ι, κ)x(s− χ(s) + θ)}ds

−(β1ικ + β2ικ)

∫ t

0

E{δxT (s)P (ι, κ)x(s)}ds
]
dθ. (8.23)

Make use of inequality (8.22) and for any t ≥ 0 and any x = {x(ξ) : t − 2χ(t) ≤
ξ ≤ t} satisfying (8.8), we have

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −αE

[
‖x(t)‖2

]
(8.24)

Since α > 0, following (8.16) we can get

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ − α

α2

E
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(8.25)
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Hence (8.7) is satisfied, which implies that (8.6) is stochastically stable with Marko-

vian jumps. This completes the proof. ¥

It should be noted that matrix inequalities in Theorem 8.1 are not convex con-

straints, which are difficult to solve. We therefore propose the following algorithm

to change this non-convex feasibility problem into quasi-convex optimization problems

[119].

Iterative linear matrix inequality (ILMI) algorithm

Step 1. Find Q(ι, κ) subject to the following LMI constraints:




Ωi(ι, κ) (∗)T (∗)T

ST (ι, κ) −Q1 (∗)T

ZT (ι, κ) 0 −Q2




< 0,

for i ∈ IR (8.26)


Ωij(ι, κ) (∗)T (∗)T

ST (ι, κ) −Q1 (∗)T

ZT (ι, κ) 0 −Q2




< 0,

for i < j < r (8.27)

where

Ωi(ι, κ) = Q(ι, κ)AT
i + AiQ(ι, κ) + Y T

i (ι, κ)BT
i + BiYi(ι, κ)

Ωij(ι, κ) =
1

2

[
Q(ι, κ)AT

i + AiQ(ι, κ) + Q(ι, κ)AT
j + AjQ(ι, κ)

+Y T
j (ι, κ)BT

i + BiYj(ι, κ) + Y T
i (ι, κ)BT

j + BjYi(ι, κ)
]

S(ι, κ) = [
√

λι1Q(ι, κ) · · ·
√

λι(ι−1)Q(ι, κ)
√

λι(ι+1)Q(ι, κ) · · ·
√

λιsQ(ι, κ)],

Z(ι, κ) = [
√

πκ1Q(ι, κ) · · · √πκ(κ−1)Q(ι, κ)
√

πκ(κ+1)Q(ι, κ) · · · √πκwQ(ι, κ)]

Q1 = diag{Q(1, κ), · · · , Q(ι− 1, κ) Q(ι + 1, κ), · · · , Q(s, κ)}

Q2 = diag{Q(ι, 1), · · · , Q(ι, κ− 1) Q(ι, κ + 1), · · · , Q(ι, w)}.
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Let n = 1 and Pn(ι, κ) = Q−1(ι, κ). ε1iικ
, ε2ijικ

, ε3ijικ
, and then we set εijικ

to be

1.

Step 2. Solve the following optimization problem for αn, Ki(ι, κ), β1ικ , β2ικ , and β3ικ

with the given Pn(ι, κ), ε1iικ
, ε2ijικ

, ε3ijικ
, and εijικ

obtained in the previous step:

OP1 : Minimize αn subject to the following LMI constraints:




Ωi(ι, κ)− αnPn(ι, κ) (∗)T (∗)T

HT
i P (ι, κ) −εiiικI (∗)T

εiiικ(E1i + E2iKi(ι, κ)) 0 −εiiικI




< 0,

for i ∈ IR (8.28)


Ωij(ι, κ)− αnPn(ι, κ) (∗)T (∗)T

HT
i P (ι, κ) −2εijικI (∗)T

εijικΥij 0 −2εijικI




< 0,

for i < j < r (8.29)

and (8.11)-(8.12).

Step 3. If αn < 0, Ki(ι, κ) and Pn(ι, κ) are a feasible solution to the BMIs and stop.

Step 4. Set n = n + 1. Solve the following optimization problem for αn and Pn(ι, κ),

ε1iικ
, ε2ijικ

, ε3ijικ
, and εijικ

with Ki(ι, κ), β1ικ , β2ικ , and β3ικ obtained in the previous

step:

OP2 : Minimize αn subject to LMI constraints (8.28), (8.29), and (8.11)-(8.12).

Step 5. If αn < 0, Ki(ι, κ) and Pn(ι, κ) are a feasible solution to the BMIs and stop.

Step 6. Set n = n + 1. Solve the following optimization problem for Pn(ι, κ), ε1iικ
,

ε2ijικ
, ε3ijικ

, and εijικ
with αn, Ki(ι, κ), β1ικ , β2ικ , and β3ικ obtained in the previous

step:
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OP3 : Minimize trace(Pn(ι, κ)) subject to LMI constraints (8.28), (8.29), and

(8.11)-(8.12).

Step 7. If ‖ Pn(ι, κ) − Pn−1(ι, κ) ‖ / ‖ Pn(ι, κ) ‖< ζ, ζ is a prescribed tolerance, go to

Step 8. Else, set n = n + 1, Pn(ι, κ) = Pn−1(ι, κ), then go to Step 2.

Step 8. A fuzzy state feedback controller for the uncertain nonlineat system may not

be found, stop.

REMARK 8.1

1. In Step 1, the initial data is obtained by assuming that the system has no time delay,

that is, ~(ι, κ) = 0, and uncertainty free, i.e., ε1iικ
, ε2ijικ

, ε3ijικ
, and εijικ

equal to

zero. This guarantees a solution for initial solution for Pn(ι, κ). Furthermore,

pre- and post- multiplying (8.9) and (8.10) with




Q(ι, κ) 0 0

0 I 0

0 0 I




results in LMI

constraints (8.26) and (8.27).

2. A term −αn




Pn(ι, κ) 0 0

0 0 0

0 0 0




is introduced in (8.9) and (8.10) to relax the LMI

constraints. It is referred as α/2-stabilizable problem in [120]. If an αn < 0 can

be found, the fuzzy state feedback controller can be obtained. The rationale behind

this concept can also be found in [97].

3. The optimization problem in Step 2 and Step 4 is a generalized eigenvalue mini-

mization problem. These two steps guarantee the progressive reduction of αn. Step

6 guarantees the convergence of the algorithm.
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8.4 Numerical Example

To illustrate the validation of the results obtained in this chapter, we consider a

nonlinear mass-spring-damper mechanical system [123] illustrated in Figure 8.2:

Mθ̈(t) + D(θ̇(t))θ̇(t) + kθ(t) = F (t),

where θ(t) is the relative position of the mass; F (t) the external force; M = 1 the mass of

this system; k = 0.1 the stiffness of the spring. The damping coefficient of the nonlinear

damper is assumed to be D(θ̇(t)) = 0.5 + 0.75θ̈(t). k is assumed to be bounded within

10% of its nominal value.

Figure 8.2: A nonlinear mass-spring-damper system

Choosing the stats as x1(t) = θ̇(t) and x2(t) = θ(t) and the input variable u(t) as

F (t) yields the following state space representation :




ẋ1(t)

ẋ2(t)


 =



−0.75x3

1(t)− 0.5x1(t) + 0.1(1 + 0.1F (t))x2(t) + u(t)

x1(t)




Assume x1(t) ∈ [−1, 1], we address the nonlinear term −0.75x3
1(t) using the methodology

given in [121].

The T-S fuzzy system is therefore constructed as follows :
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Plant Rule 1:

IF x1(t) is about N1,

THEN ẋ(t) = (A1 + ∆A1)x(t) + (B1 + ∆B1)u(t).

Plant Rule 2:

IF x1(t) is about N2,

THEN ẋ(t) = (A2 + ∆A2)x(t) + (B2 + ∆B2)u(t).

where

N1(x1(t)) = 1− x2
1(t), N2(x1(t)) = x2

1(t).

A1 =



−0.5 0.1

1 0


 , A2 =



−1 0.1

1 0


 ,

∆A1 = ∆A2 =




0 0.1F (t)

0 0


 ,

B1 = B2 =




1

0


 , ∆B1 = ∆B2 =




0

0


 .

In the following simulation, we assume F (t) = sin t, therefore it satisfies Assumption

8.1.

Furthermore, we assume that the sensor-to-controller communication delays for two

Markovian modes are |τ1| < 0.02, |τ2| < 0.015, while the controller-to-actuator delays

are |ρ1| < 0.02, and |ρ2| < 0.015, and therefore we can have ~11 = 0.04, ~12 = 0.035,

~21 = 0.035, and ~22 = 0.03. We assume that the random time delays exist in S = {1, 2}
and W = {1, 2}, and their transition rate matrices are given by:

Λ =



−3 3

2 −2


 , Π =



−1 1

2 −2


 .
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A controller of the form (8.4) is obtained using Theorem 8.1 and the algorithm

stated in the previous section, that is,

K1(1, 1) = [−0.3615− 1.0192],K1(1, 2) = [−0.7553− 1.1221],

K1(2, 1) = [−0.2452− 0.8808],K1(2, 2) = [−0.5533− 1.0503],

K2(1, 1) = [−0.2590− 1.0442],K2(1, 2) = [−0.6360− 1.1464],

K2(2, 1) = [−0.1172− 0.8919],K2(2, 2) = [−0.4256− 1.0809].
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Figure 8.3: Response of plant states

REMARK 8.2 The state trajectories of the closed-loop system are shown in Figure 8.3

with initial states chosen as x(0) = x0 = [0 1]T . It can be seen that the system is

stochastically stable, which demonstrates the validity of the methodology put forward in

this paper.
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8.5 Conclusion

In this chapter, a technique of designing a mode-dependent state feedback controller

for a nonlinear uncertain networked control systems with communication random time-

delays has been proposed. The design process is based on a T-S fuzzy model that

approximates the nonlinear system. The main contribution of this work is that both

the sensor-to-controller and controller-to-actuator delays have been taken into account.

Two Markov processes have been used to model these two time-delays. The Lyapunov-

Razumikhin method has been employed to derive a mode dependent state feedback for

this class of systems. Sufficient conditions for the existence of a mode-dependent state

feedback controller for this class of NCSs are derived. We use a numerical example to

demonstrate the effectiveness of this methodology at the last section.



CHAPTER 9

Dynamic Output Feedback

Controller Design for Uncertain

Nonlinear Networked Control

Systems

In this chapter, a dynamic output feedback controller is designed for a class of

uncertain nonlinear NCSs. The design procedure is inherited from the previous chapter.

The results are given in terms of the solvability of bilinear matrix inequalities.

9.1 Problem Formulation and Preliminaries

A class of uncertain nonlinear systems under consideration in this chapter is de-

scribed by the following IF-THEN rules and the ith rule has been shown as follows:

Plant Rule i:

IF ν1(t) is Mi1 and · · · and νp(t) is Mip,

THEN 



ẋ(t) = (Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t)

y(t) = (Ci + ∆Ci)x(t)
(9.1)

120
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where i ∈ IR = {1, · · · , r}, r is the number of fuzzy rules; νk(t) are premise

variables, Mικ are fuzzy sets, k = 1, · · · , p, p is the number of premise variables; x(t) ∈
<n and u(t) ∈ <m denote state and control input, respectively. Matrices Ai ∈ <n×n

and Bi ∈ <n×m are known system matrices. Matrices ∆Ai and ∆Bi represent the

uncertainties in the system and satisfy the following assumption.

ASSUMPTION 9.1 The parameter uncertainties considered here are norm-bounded, in

the form

[
∆Ai ∆Bi

]
= H1iFi(t)

[
E1i E2i

]

∆Ci = H2iFi(t)E1i

where H1i, H2i, E1i and E2i are known real constant matrices of appropriate dimensions,

and Fi(t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

Fi(t)
T Fi(t) ≤ I, in which I is the identity matrix of appropriate dimension.

By using a center-average defuzzifier, product inference and singleton fuzzifier, the

local models can be integrated into a global nonlinear model:





ẋ(t) =
∑r

i=1 µi(ν(t))[(Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t)]

y(t) =
∑r

i=1 µi(ν(t))(Ci + ∆Ci)x(t)
(9.2)

where

ν(t) = [ν1(t), ν2(t), · · · , νp(t)]
T ,

ωi(ν(t)) =
p∏

k=1

Mικ(νk(t)), ωi(ν(t)) ≥ 0,
r∑

i=1

ωi(ν(t)) > 0,

µi(ν(t)) =
ωi(ν(t))∑r
i=1 ωi(ν(t))

, µi(ν(t)) ≥ 0,
r∑

i=1

µi(ν(t)) = 1.

Here, Mικ(νk(t)) denote the grade of membership of νk(t) in Mικ.
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In this chapter, we consider a nonlinear networked control system of which the plant

is described by the T-S model (9.2). The setup of the overall control system is depicted

in Figure 9.1, where τ(t) ≥ 0 is the random time delay from sensor to controller and

ρ(t) ≥ 0 is the random time delay from controller to actuator. These delays are assumed

to be upper bounded. We apply the same Markov processes introduced in Chapter 2 to

model the random time-delays in this chapter.

Figure 9.1: Block diagram of a nonlinear networked control system with a dynamic
output feedback controller

In the system setup, the premise vector ν(t) is connected to the controller and

actuators via point-to-point architecture, which is immune to network-induced delays.

Therefore, following the modelling procedure presented in Chapter 2, for the non-

linear plant represented by (9.2), the fuzzy dynamic output feedback controller at time

t is inferred as follows:





˙̂x(t) =
∑r

i=1

∑r
j=1 µi(ν(t))µj(ν(t))

[
Âij(η1(t), η2(t))x̂(t) + B̂i(η1(t), η2(t))y(t− τ(η1(t), t))

]

u(t) =
∑r

i=1 µi(ν(t))Ĉi(η1(t), η2(t)x̂(t)

(9.3)
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where Âij(η1(t), η2(t)), B̂i(η1(t), η2(t)), Ĉi(η1(t), η2(t)) in each plant rule are parameters

of the controller which are to be designed. The plant model is rewritten as:





ẋ(t) =
∑r

i=1 µi(ν(t))[(Ai + ∆Ai)x(t) + (Bi + ∆Bi)u(t− ρ(η2(t), t))]

y(t) =
∑r

i=1 µi(ν(t))(Ci + ∆Ci)x(t)
(9.4)

Substituting (9.3) into (9.4) yields

˙̃x(t) =
r∑

i=1

r∑
j=1

µi(ν(t))µj(ν(t))
[
Ãij(η1(t), η2(t))x̃(t) + B̃ij(η1(t), η2(t))x̃(t− τ(η1(t), t))

+C̃ij(η1(t), η2(t))x̃(t− ρ(η1(t), t))
]
. (9.5)

where

x̃(t) =




x(t)

x̂(t)


 , Ãij(η1(t), η2(t)) =




Ai + ∆Ai 0

0 Âij(η1(t), η2(t))




B̃ij(η1(t), η2(t)) =




0 0

B̂i(η1(t), η2(t))(Cj + ∆Cj) 0


 ,

C̃ij(η1(t), η2(t)) =




0 (Bi + ∆Bi)Ĉj(η1(t), η2(t))

0 0


 .

The aim of this chapter is to design a dynamic output feedback controller of the

form (9.3) such that the following inequality holds:

E
[

max
η1(t)∈S,η2(t)∈W

ÃV (x(t), η1(t), η2(t), t)
]
≤ −ζE

[
max

η1(t)∈S,η2(t)∈W
V (x(t), η1(t), η2(t), t)

]

(9.6)

provided x = {x(ξ) : t− 2χ ≤ ξ ≤ t} satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(9.7)
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for all t − 2χ ≤ ξ ≤ t. Here Ã denotes the weak infinitesimal operator and E[·] stands

for the mathematical expectation.

Then the system (9.5) is said to achieve stochastic stability with Markovian jumps.

In this chapter, we assume u(t) = 0 before the first control signal reaches the plant.

Moreover, µi(ν(t)) and µj(ν(t)) are denoted as µi and µj respectively for the convenience

of notations. In the symmetric block matrices, we use (*) as an ellipsis for terms that are

induced by symmetry. Âij(η1(t), η2(t)) is denoted as Âij(ι, κ) if η1(t) = ι and η2(t) = κ.

9.2 Main Result

The following theorem provides sufficient conditions for the existence of a mode-

dependent dynamic output feedback controller for the system (9.5).

THEOREM 9.1 Consider the system (9.5) satisfying Assumption 9.1. Given positive

scalars ~(ι, κ), ε1ijικ, ε2ijικ, ε3ijικ, ε4ijικ, and ε5ijικ, if there exist symmetric matrices

X(ι, κ), Y (ι, κ), matrices Li(ι, κ), Fi(ι, κ), and positive scalars β1ικ , β2ικ , such that the

following inequalities hold for all ι ∈ S and κ ∈ W:




Y (ι, κ) I

I X(ι, κ)


 > 0, (9.8)

Ωii(ι, κ) < 0, for i ∈ IR (9.9)

Ωij(ι, κ) + Ωji(ι, κ) < 0, for i < j < r (9.10)

Υij(ι, κ) < 0, for {i, j} ∈ IR × IR (9.11)


R4ικ (∗)T

ΛT
ι Q1ικ


 > 0, (9.12)




R5ικ (∗)T

ΠT
κ Q2ικ


 > 0, (9.13)
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


−R1ικ (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (ι, κ) −R2ικ (∗)T

0 0 0 −R3ικ




< 0, (9.14)




−β2ικY (ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ικI −β2ικX(ι, κ) (∗)T (∗)T (∗)T (∗)T

LT
j (ι, κ)BT

i LT
j (ι, κ)BT

i X(ι, κ) −Y (ι, κ) (∗)T (∗)T (∗)T

0 0 −I −X(ι, κ) (∗)T (∗)T

ε4ijικHT
1i ε4ijικHT

1iX(ι, κ) 0 0 −ε4ijικI (∗)T

0 0 E2iLj(ι, κ) 0 0 −ε4ijικI




< 0,

for {i, j} ∈ IR × IR (9.15)


−β2ικY (ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ικI −β2ικX(ι, κ) (∗)T (∗)T (∗)T (∗)T

0 Y (ι, κ)CT
j F T

i (ι, κ) −Y (ι, κ) (∗)T (∗)T (∗)T

0 0 −I −X(ι, κ) (∗)T (∗)T

0 ε5ijικHT
2jF

T
i (ι, κ) 0 0 −ε5ijικI (∗)T

0 0 E1jY (ι, κ) 0 0 −ε5ijικI




< 0,

for {i, j} ∈ IR × IR (9.16)
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where

Ωij(ι, κ) =







AiY (ι, κ) + Y (ι, κ)AT
i

+BiLj(ι, κ) + LT
j (ι, κ)BT

i

+(β1ικ + 5β2ικ)~ικY (ι, κ)

+(λιι + πκκ)Y (ι, κ)




(∗)T (∗)T (∗)T

(β1ικ + 5β2ικ)~ικI




X(ι, κ)Ai + AT
i X(ι, κ)

+Fi(ι, κ)Cj + CT
j FT

i (ι, κ)

+(β1ικ + 5β2ικ)~ικX(ι, κ)

+
∑s

=1 λιX(, κ)

+
∑w

`=1 πκ`X(ι, `)




(∗)T (∗)T

ε1ijικ
HT

1i ε1ijικHT
1iX(ι, κ) −ε1ijικI 0

E1iY (ι, κ) + E2iLj(ι, κ) E1i 0 −ε1ijικI

0 ε2ijικHT
2jF

T
i (ι, κ) 0 0

E1jY (ι, κ) E1j 0 0

ST (ι, κ) 0 0 0

ZT (ι, κ) 0 0 0

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

−ε2ijικI (∗)T (∗)T (∗)T

0 −ε2ijικI (∗)T (∗)T

0 0 −Q1ικ (∗)T

0 0 0 −Q2ικ



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Υij(ι, κ) =




−β1ικY (ι, κ) + 2R1ικ (∗)T (∗)T

−β1ικ
I −β1ικ

X(ι, κ) (∗)T

Y (ι, κ)AT
i




−Ai − LT
j (ι, κ)BT

i X(ι, κ)

−Y (ι, κ)CT
j FT

i (ι, κ)

−(λιι + πκκ)I




−Y (ι, κ) + 2R2ικ

AT
i AT

i X(ι, κ) −I

0 R4ικ
0

0 R5ικ
0

ε3ijικ
HT

1i ε3ijικ
HT

1iX(ι, κ) 0

0 0 E1iY (ι, κ)

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

−X(ι, κ) + 2R3ικ (∗)T (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T

0 0 0 −ε3ijικI (∗)T

E1i 0 0 0 −ε3ijικI




and

S(ι, κ) = [
√

λι1Y (ι, κ) · · ·
√

λι(ι−1)Y (ι, κ)
√

λι(ι+1)Y (ι, κ) · · ·
√

λιsY (ι, κ)],

Z(ι, κ) = [
√

πκ1Y (ι, κ) · · ·√πκ(κ−1)Y (ι, κ)
√

πκ(κ+1)Y (ι, κ) · · · √πκwY (ι, κ)],

Λι = [
√

λι1I · · ·
√

λι(ι−1)I
√

λι(ι+1)I · · ·
√

λιsI],

Πκ = [
√

πκ1I · · · √πκ(κ−1)I
√

πκ(κ+1)I · · ·
√

πκwI],

Q1ικ = diag{Y (1, κ), · · · , Y (ι− 1, κ), Y (ι + 1, κ), · · · , Y (s, κ)},

Q2ικ = diag{Y (ι, 1), · · · , Y (ι, κ− 1), Y (ι, κ + 1), · · · , Y (ι, w)},
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then the system (9.5) is said to achieve stochastic stability via controller (9.3) for all

delays τ(ι, t) and ρ(κ, t) satisfying

0 ≤ τ(ι, t) + ρ(κ, t) ≤ ~(ι, κ).

Furthermore, the mode dependant controller is of the form (9.3) with

Âij(ι, κ) = [Y −1(ι, κ)−X(ι, κ)]−1[−AT
i −X(ι, κ)AiY (ι, κ)− Fi(ι, κ)CjY (ι, κ)

−X(ι, κ)BiLj(ι, κ)−
s∑

=1

λιY
−1(, κ)Y (ι, κ)

−
w∑

`=1

πκ`Y
−1(ι, l)Y (ι, κ)]Y −1(ι, κ), (9.17)

B̂i(ι, κ) = [Y −1(ι, κ)−X(ι, κ)]−1Fi(ι, κ), (9.18)

Ĉi(ι, κ) = Li(ι, κ)Y −1(ι, κ). (9.19)

Proof It is straightforward from the proof process in Chapter 8 and Chapter 4. ¥

The iterative algorithm presented in Chapter 3 is applied here to solve Theorem

9.1 which is a BMI problem.

9.3 Numerical Example

To illustrate the validation of the results obtained in this chapter, we consider the

same plant as in previous chapter. The fuzzy rules and the transition rate matrices

remain unchanged.

The maximal random time delays are bounded as ~(1, 1) = 0.05, ~(1, 2) = 0.09,

~(2, 1) = 0.04, ~(2, 2) = 0.07.
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A controller of the form (9.3) is obtained using Theorem 8.1 and the algorithm

stated in the previous section, that is,

Â11(1, 1) =



−3.3615 −5.6192

27.5443 44.6709


 , Â12(1, 1) =



−3.3611 −5.6193

27.5430 44.6722


 ,

Â21(1, 1) =



−3.4783 −5.5542

29.0769 46.0009


 , Â22(1, 1) =



−3.4632 −5.5465

29.3422 46.9807


 ,

B̂1(1, 1) =




0.3627

−1.2254


 , B̂2(1, 1) =




0.4077

−1.0145


 ,

Ĉ1(1, 1) =

[
63.7888 2.7765

]
, Ĉ2(1, 1) =

[
41.0123 2.6663

]
,

Â11(1, 2) =



−2.6749 −2.4465

6.5856 9.5678


 , Â12(1, 2) =



−2.6666 −2.4466

6.5356 9.6074


 ,

Â21(1, 2) =



−2.9776 −3.0123

6.2654 9.1298


 , Â22(1, 2) =



−2.9804 −3.0007

6.2709 9.1112


 ,

B̂1(1, 2) =




0.7733

−1.9998


 , B̂2(1, 2) =




0.5443

−2.0987


 ,

Ĉ1(1, 2) =

[
41.0987 1.9192

]
, Ĉ2(1, 2) =

[
22.7895 3.3345

]
,

Â11(2, 1) =



−4.3333 −1.9192

15.8767 23.0962


 , Â12(2, 1) =



−4.2976 −1.9111

15.8098 23.1999


 ,

Â21(2, 1) =



−5.7620 −2.1857

19.7600 22.0911


 , Â22(2, 1) =



−5.7557 −2.1770

19.7858 22.1887


 ,
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B̂1(2, 1) =




0.4333

−2.0098


 , B̂2(2, 1) =




2.9833

−1.0192


 ,

Ĉ1(2, 1) =

[
31.2314 6.9856

]
, Ĉ2(2, 1) =

[
48.0009 0.8876

]
,

Â11(2, 2) =



−0.1762 −0.5543

1.4466 3.2009


 , Â12(2, 2) =



−0.1762 −0.5543

1.4466 3.2009


 ,

Â21(2, 2) =



−0.3033 −0.4031

2.5499 4.0988


 , Â22(2, 2) =



−0.3111 −0.4232

2.6778 4.2212


 ,

B̂1(2, 2) =




1.2331

−5.2312


 , B̂2(2, 2) =




2.0933

−7.0212


 ,

Ĉ1(2, 2) =

[
101.0214 7.9856

]
, Ĉ2(2, 2) =

[
55.8373 3.9883

]
.
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Figure 9.2: Response of plant states
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Figure 9.3: Control input

REMARK 9.1 In the simulation, we select F (t) = sin(10t), τ(1, t) = τ(2, t) = 0.03 sin(10t),

ρ(1, t) = 0.015 sin(10t) and ρ(2, t) = 0.03 sin(10t). The state trajectories of the closed-

loop system are shown in Figure 9.2 with initial states chosen as x(0) = x0 = [0 1]T .

The input signal is shown in Figure 9.3. It can be seen that the system is stochastically

stable, which demonstrates the validity of the methodology put forward in this paper.

9.4 Conclusion

In this chapter, a mode-dependent dynamic output feedback controller for a non-

linear uncertain networked control systems is considered. The Lyapunov-Razumikhin

method has been employed to derive a mode dependent controller for this class of sys-

tems. Sufficient conditions for the existence of such a controller for this class of NCSs are

derived. We use a numerical example to demonstrate the effectiveness of this method-

ology at the last section.



CHAPTER 10

Robust Disturbance Attenuation for

Uncertain Nonlinear Networked

Control Systems

In this chapter, we consider the problem of robust disturbance attenuation for a

class of uncertain nonlinear NCSs. The Lyapunov-Razumikhin method has been em-

ployed to derive such a controller for this class of systems such that it is stochastically

stabilizable with a disturbance attenuation level γ . Sufficient conditions for the exis-

tence of such a controller for this class of NCSs are derived in terms of the solvability of

bilinear matrix inequalities.

10.1 Problem Formulation and Preliminaries

In this chapter, we describe the nonlinear networked control systems as follows:





ẋ(t) =
∑r

i=1 µi(ν(t))[(Ai + ∆Ai)x(t) + (B1i + ∆B1i)w(t) + (B2i + ∆B2i)u(t)]

z(t) =
∑r

i=1 µi(ν(t))[(C1i + ∆C1i)x(t) + (D1i + ∆D1i)u(t)]

y(t) =
∑r

i=1 µi(ν(t))[(C2i + ∆C2i)x(t) + (D2i + ∆D2i)w(t)]

(10.1)

132
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where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the control input, w(t) ∈ Rp is the

exogenous disturbance input and/or measurement noise, y(t) ∈ Rl and z(t) ∈ Rs denote

the measurement and regulated output respectively.

Furthermore, i ∈ IR = {1, · · · , r}, r is the number of fuzzy rules; νk(t) are premise

variables, Mικ are fuzzy sets, k = 1, · · · , p, p is the number of premise variables

ν(t) = [ν1(t), ν2(t), · · · , νp(t)]
T ,

ωi(ν(t)) =
p∏

k=1

Mικ(νk(t)), ωi(ν(t)) ≥ 0,
r∑

i=1

ωi(ν(t)) > 0,

µi(ν(t)) =
ωi(ν(t))∑r
i=1 ωi(ν(t))

, µi(ν(t)) ≥ 0,
r∑

i=1

µi(ν(t)) = 1.

Here, Mικ(νk(t)) denote the grade of membership of νk(t) in Mικ. In addition, matrices

∆Ai, ∆B1i, ∆B2i, ∆C1i, ∆C2i, ∆D1i, and ∆D2i characterize the uncertainties in the

system and satisfy the following assumption:

ASSUMPTION 10.1

[
∆Ai ∆B1i ∆B2i

]
= H1iF (t)

[
E1i E2i E3i

]
,

[
∆C1i ∆D1i

]
= H2iF (t)

[
E1i E3i

]
,

[
∆C2i ∆D2i

]
= H3iF (t)

[
E1i E2i

]
,

where H1i, H2i, H3i, E1i, E2i, and E3i are known real constant matrices of appropriate

dimensions, and F (t) is an unknown matrix function with Lebesgue-measurable elements

and satisfies F (t)T F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

In this chapter, we consider a nonlinear networked control system of which the plant

is described by the T-S model (10.1). The setup of the overall control system is depicted

in Figure 10.1, where τ(t) ≥ 0 is the random time delay from sensor to controller and

ρ(t) ≥ 0 is the random time delay from controller to actuator. These delays are assumed
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Figure 10.1: Block diagram of a nonlinear networked control system

to be upper bounded. Furthermore, we apply the same Markov processes introduced in

Chapter 2 to model the random time-delays in this chapter.

In the system setup, the premise vector ν(t) is connected to the controller and

actuators via point-to-point architecture, which is immune to network-induced delays.

Therefore, following the modelling procedure presented in Chapter 2, for the non-

linear plant represented by (10.1), the fuzzy dynamic output feedback controller at time

t is inferred as follows:

˙̂x(t) =
∑r

i=1

∑r
j=1 µi(ν(t))µj(ν(t))

[
Âij(η1(t), η2(t))x̂(t) + B̂i(η1(t), η2(t))y(t− τ(η1(t), t))

]

u(t) =
∑r

i=1 µi(ν(t))Ĉi(η1(t), η2(t))x̂(t)
(10.2)

where Âij(η1(t), η2(t)), B̂i(η1(t), η2(t)), Ĉi(η1(t), η2(t)) in each plant rule are parameters

of the controller which are to be designed. The plant model is rewritten as:





ẋ(t) =
∑r

i=1 µi(ν(t))[(Ai + ∆Ai)x(t) + (B1i + ∆B1i)w(t) + (B2i + ∆B2i)u(t− ρ(η2(t), t))]

z(t) =
∑r

i=1 µi(ν(t))[(C1i + ∆C1i)x(t) + (D1i + ∆D1i)u(t− ρ(η2(t), t))]

y(t) =
∑r

i=1 µi(ν(t))[(C2i + ∆C2i)x(t) + (D2i + ∆D2i)w(t)]

(10.3)
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Substituting (10.2) into (10.3) yields

˙̃x(t) =
r∑

i=1

r∑
j=1

µi(ν(t))µj(ν(t))
[
Ãij(η1(t), η2(t))x̃(t) + B̃ij(η1(t), η2(t))x̃(t− τ(η1(t), t))

+C̃ij(η1(t), η2(t))x̃(t− ρ(η1(t), t)) + D̃ij(η1(t), η2(t))ω(t)
]
. (10.4)

where

x̃(t) =




x(t)

x̂(t)


 , ω(t) =




w(t)

w(t− τ(η1(t), t))


 ,

Ãij(η1(t), η2(t)) =




Ai + ∆Ai 0

0 Âij(η1(t), η2(t))


 ,

B̃ij(η1(t), η2(t)) =




0 0

B̂i(η1(t), η2(t))(C2j + ∆C2j) 0


 ,

C̃ij(η1(t), η2(t)) =




0 (B2i + ∆B2i)Ĉj(η1(t), η2(t))

0 0


 ,

D̃ij(η1(t), η2(t)) =




B1i + ∆B1i 0

0 B̂i(η1(t), η2(t))(D2j + ∆D2j)


 .

The aim of this chapter is to design a dynamic output feedback controller of the

form (10.2) such that the following inequality holds:

For (10.4) with its zero state response (x(φ) = 0, ω(φ) = 0, −χ ≤ φ ≤ 0),

E
[ ∫ Tf

0

zT (t)z(t)dt
]
≤ γ2E

[ ∫ Tf

0

sup
−χ≤φ≤0

ωT (t + φ)ω(t + φ)dt
]

(10.5)
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for any nonzero ω(t) ∈ L2[0, Tf ] and Tf ≥ 0, provided x = {x(ξ) : t − 2χ ≤ ξ ≤ t} ∈
L2
Ft

([−2χ, 0];Rn) satisfying:

E
[

min
η1(t)∈S,η2(t)∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η1(t)∈S,η2(t)∈W

V (x(t), η1(t), η2(t), t)
]

(10.6)

for all t− 2χ ≤ ξ ≤ t. Here E[·] stands for the mathematical expectation.

Then the system (10.4) is to be stochastically stabilizable with a disturbance at-

tenuation level γ.

REMARK 10.1 From Definition (10.5), it is easy to find that once there is no time delay

in the system, i.e., φ = 0, (10.5) reduces to E
[ ∫ Tf

0
zT (t)z(t)dt

]
≤ γ2E

[ ∫ Tf

0
ωT (t)ω(t)dt

]
,

which is H∞ control problem.

In this chapter, we assume u(t) = 0 before the first control signal reaches the

plant. From here, µi(ν(t)) and µj(ν(t)) are denoted as µi and µj respectively for the

convenience of notations. In the symmetric block matrices, we use (*) as an ellipsis for

terms that are induced by symmetry. Âij(η1(t), η2(t)) is denoted as Âij(ι, κ) if η1(t) = ι

and η2(t) = κ.

10.2 Main Result

The following theorem provides sufficient conditions for the existence of a mode-

dependent dynamic output feedback controller for the system (10.4) that guarantees

disturbance attenuation level γ.

THEOREM 10.1 Consider the system (10.4) satisfying Assumption 10.1. Given posi-

tive scalars ~(ι, κ), ε1ijικ, ε2ijικ, ε3ijικ, ε4ijικ, ε5ijικ, ε6ijικ, ε7ijικ, ε8ijικ, and ε9ijικ, if there

exist symmetric matrices X(ι, κ), Y (ι, κ), matrices Li(ι, κ), Fi(ι, κ), and positive scalars
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β1ικ , β2ικ , such that the following inequalities hold for all ι ∈ S and κ ∈ W:




Y (ι, κ) I

I X(ι, κ)


 > 0, (10.7)

Ωii(ι, κ) < 0, for i ∈ IR (10.8)

Ωij(ι, κ) + Ωji(ι, κ) < 0, for i < j < r (10.9)

Υij(ι, κ) < 0, for {i, j} ∈ IR × IR (10.10)


R4ικ (∗)T

ΛT
ι Q1ικ


 > 0, (10.11)




R5ικ (∗)T

ΠT
κ Q2ικ


 > 0, (10.12)




−R1ικ (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (ι, κ) −R2ικ (∗)T

0 0 0 −R3ικ




< 0, (10.13)




−β2ικY (ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ικI −β2ικX(ι, κ) (∗)T (∗)T (∗)T (∗)T

LT
j (ι, κ)BT

i LT
j (ι, κ)BT

i X(ι, κ) −Y (ι, κ) (∗)T (∗)T (∗)T

0 0 −I −X(ι, κ) (∗)T (∗)T

ε6ijικHT
1i ε6ijικHT

1iX(ι, κ) 0 0 −ε6ijικI (∗)T

0 0 E2iLj(ι, κ) 0 0 −ε6ijικI




< 0,

for {i, j} ∈ IR × IR (10.14)


−β2ικY (ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ικI −β2ικX(ι, κ) (∗)T (∗)T (∗)T (∗)T

0 Y (ι, κ)CT
2jF

T
i (ι, κ) −Y (ι, κ) (∗)T (∗)T (∗)T

0 0 −I −X(ι, κ) (∗)T (∗)T

0 ε7ijικHT
2jF

T
i (ι, κ) 0 0 −ε7ijικI (∗)T

0 0 E1jY (ι, κ) 0 0 −ε7ijικI




< 0,

for {i, j} ∈ IR × IR (10.15)
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


−Y (ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−I −X(ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

BT
1i BT

1iX(ι, κ) −I (∗)T (∗)T (∗)T (∗)T (∗)T

0 DT
2iF

T
j (ι, κ) 0 −I (∗)T (∗)T (∗)T (∗)T

ε8ijικHT
1i ε8ijικHT

1iX(ι, κ) 0 0 −ε8ijικI (∗)T (∗)T (∗)T

0 0 E2i 0 0 −ε8ijικI (∗)T (∗)T

0 ε9ijικHT
3iF

T
j (ι, κ) 0 0 0 0 −ε9ijικI (∗)T

0 0 0 E2i 0 0 0 −ε9ijικI




< 0,

for {i, j} ∈ IR × IR (10.16)

where

Υij(ι, κ) =




−β1ικY (ι, κ) + 2R1ικ (∗)T (∗)T

−β1ικI −β1ικX(ι, κ) (∗)T

Y (ι, κ)AT
i




−Ai − LT
j (ι, κ)BT

2iX(ι, κ)

−Y (ι, κ)CT
2jF

T
i (ι, κ)

−(λιι + πκκ)I




−Y (ι, κ) + 2R2ικ

AT
i AT

i X(ι, κ) −I

0 R4ικ 0

0 R5ικ 0

ε5ijικHT
1i ε5ijικHT

1iX(ι, κ) 0

0 0 E1iY (ι, κ)

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T

−X(ι, κ) + 2R3ικ (∗)T (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T

0 0 0 −ε5ijικI (∗)T

E1i 0 0 0 −ε5ijικI



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Ωij(ι, κ) =




Ξ1ij(ι, κ) (∗)T (∗)T (∗)T (∗)T (∗)T

(β1ικ
+ 6β2ικ

)~ικI Ξ2ij(ι, κ) (∗)T (∗)T (∗)T (∗)T

BT
1i BT

1iX(ι, κ) −γdf
I (∗)T (∗)T (∗)T

0 DT
2iF

T
j (ι, κ) 0 −γdf

I (∗)T (∗)T

C1iY (ι, κ) + D1iLj(ι, κ) C1i 0 0 −I (∗)T

E1iY (ι, κ) + E3iLj(ι, κ) 0 E2i 0 0 −ε1ijικ
I

ε1ijικ
HT

1i 0 0 0 0 0

E1iY (ι, κ) E1i E2i 0 0 0

0 ε2ijικHT
1iX(ι, κ) 0 0 0 0

0 E1i 0 E2i 0 0

0 ε3ijικ
HT

3iF
T
j (ι, κ) 0 0 0 0

E1iY (ι, κ) + E3iLj(ι, κ) E1i 0 0 0 0

0 0 0 0 ε4ijικHT
2i 0

ST (ι, κ) 0 0 0 0 0

ZT (ι, κ) 0 0 0 0 0

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−ε1ijικI (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 −ε2ijικI (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 −ε2ijικI (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 0 −ε3ijικI (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 0 0 −ε3ijικI (∗)T (∗)T (∗)T (∗)T

0 0 0 0 0 −ε4ijικI (∗)T (∗)T (∗)T

0 0 0 0 0 0 −ε4ijικI (∗)T (∗)T

0 0 0 0 0 0 0 −Q1ικ (∗)T

0 0 0 0 0 0 0 0 −Q2ικ



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with

Ξ1ij(ι, κ) = AiY (ι, κ) + Y (ι, κ)AT
i + B2iLj(ι, κ) + LT

j (ι, κ)BT
2i

+(β1ικ + 6β2ικ)~ικY (ι, κ) + (λιι + πκκ)Y (ι, κ)

Ξ2ij(ι, κ) = X(ι, κ)Ai + AT
i X(ι, κ) + Fi(ι, κ)C2j + CT

2jF
T
i (ι, κ)

+(β1ικ + 6β2ικ)~ικX(ι, κ) +
s∑

=1

λιX(, κ) +
w∑

`=1

πκ`X(ι, `)

and

S(ι, κ) = [
√

λι1Y (ι, κ) · · ·
√

λι(ι−1)Y (ι, κ)
√

λι(ι+1)Y (ι, κ) · · ·
√

λιsY (ι, κ)],

Z(ι, κ) = [
√

πκ1Y (ι, κ) · · ·√πκ(κ−1)Y (ι, κ)
√

πκ(κ+1)Y (ι, κ) · · · √πκwY (ι, κ)],

Λι = [
√

λι1I · · ·
√

λι(ι−1)I
√

λι(ι+1)I · · ·
√

λιsI],

Πκ = [
√

πκ1I · · · √πκ(κ−1)I
√

πκ(κ+1)I · · ·√πκwI],

Q1ικ = diag{Y (1, κ), · · · , Y (ι− 1, κ), Y (ι + 1, κ), · · · , Y (s, κ)},

Q2ικ = diag{Y (ι, 1), · · · , Y (ι, κ− 1), Y (ι, κ + 1), · · · , Y (ι, w)},

then the system (10.4) is said to achieve stochastic stability via controller (10.2) for all

delays τ(ι, t) and ρ(κ, t) satisfying

0 ≤ τ(ι, t) + ρ(κ, t) ≤ ~(ι, κ).

Furthermore, the mode dependant controller is of the form (10.2) with

Âij(ι, κ) = [Y −1(ι, κ)−X(ι, κ)]−1[−AT
i −X(ι, κ)AiY (ι, κ)− Fi(ι, κ)CjY (ι, κ)

−X(ι, κ)BiLj(ι, κ)−
s∑

=1

λιY
−1(, κ)Y (ι, κ)

−
w∑

`=1

πκ`Y
−1(ι, l)Y (ι, κ)]Y −1(ι, κ), (10.17)
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B̂i(ι, κ) = [Y −1(ι, κ)−X(ι, κ)]−1Fi(ι, κ), (10.18)

Ĉi(ι, κ) = Li(ι, κ)Y −1(ι, κ). (10.19)

Proof It is straightforward from the proof process in Chapter 8 and Chapter 5. ¥

The iterative algorithm presented in Chapter 3 is applied here so solve Theorem

10.1 which is a BMI problem.

10.3 Numerical Example

To illustrate the validation of the results obtained previously, we consider the fol-

lowing problem of balancing an inverted pendulum on a cart. The equations of motion

of the pendulum are described as follows:

ẋ1 = x2

ẋ2 =
g sin(x1)− amlx2

2 sin(2x1)/2− a cos(x1)u

4l/3− aml cos2(x1)
+ w (10.20)

where x1 denotes the angle of the pendulum from the vertical position, and x2 is the

angular velocity. g = 9.8m/s2 is the gravity constant, m is the mass of the pendulum,

a = 1/(m + M), M is the mass of the cart, 2l is the length of the pendulum, and u is

the force applied to the cart. In the simulation, the pendulum parameters are chosen as

m = 2kg, M = 8kg, and 2l = 1.0m.

We approximate the system (10.20) by the following T-S fuzzy model:

Rule 1 : If x1(t) is M1, then

ẋ(t) = (A1 + ∆A1)x(t) + B1w(t) + (B21 + ∆B21)u(t)

z(t) = C1x(t) + D12u(t)

y(t) = C2x(t)
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Rule 2 : If x1(t) is M2, then

ẋ(t) = (A2 + ∆A2)x(t) + B1w(t) + (B22 + ∆B22)u(t)

z(t) = C1x(t) + D12u(t)

y(t) = C2x(t)

where

A1 =




0 1

g
4l/3−aml

0


 , B21 =




0

− a
4l/3−aml




A2 =




0 1

2g
π(4l/3−amlβ2)

0


 , B22 =




0

− aβ
4l/3−amlβ2




B1 =




0

1


 , C1 =

[
1 0.3

]
, D12 = 0.01, C2 =

[
9 0.1

]
,

H11 = H12 =




0.3 0

0 0.3


 , E11 = E12 =




0.5 0

0 0.5


 , E21 = E22 =




0

0.2




and β = cos(88◦). The disturbance attenuation level γ is set to be equal to 1 in this

example and ε1 = ε2 = 1. The membership functions for Rule 1 and Rule 2 are shown

in Figure 10.2.

In our simulation, we assume the sampling period is 0.005 for both sensor and

actuation channels, that is, ha = hs = 0.005, and ns = na = 0 which means no data

packet dropout happens in the communication channel. Delay free attenuation constant

γdf
is set to be 1, while constants ε1ijικ , ε2ijικ , ε3ijικ , ε4ijικ , ε5ijικ , ε6ijικ , ε7ijικ , ε8ijικ , and

ε9ijικ are set be equivalent to 1.

In the following simulation, we assume F (t) = sin t and it can be seen that ‖F (t)‖ ≤
1.
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0

Figure 10.2: Membership function

The random time delays exist in S = {1, 2} and W = {1, 2}, and their transition

rate matrices are given by:

Λ =



−3 3

2 −2


 , Π =



−1 1

2 −2


 .

Furthermore, we assume that the sensor-to-controller communication delays for

two Markovian modes are |τ s
1 | < 0.01, |τ s

2 | < 0.008, while the controller-to-actuator

delays are |τa
1 | < 0.007, and |τa

2 | < 0.012, and therefore by (2.6) and (2.7) we can have

~11 = 0.027, ~12 = 0.032, ~21 = 0.025, and ~22 = 0.03. By applying Theorem 10.1

and the iterative algorithm, we get the following controller gains by the calculation of

(10.17)-(10.19):

Â11(1, 1) =



−20.589 −56.924

172.94 −9.0175


 , Â12(1, 1) =



−21.434 −55.46

175.543 −9.554


 ,

Â21(1, 1) =



−20.964 −53.3222

170.22 −10.21


 , Â22(1, 1) =



−21.2219 −57.14

169.58 −9.15


 ,
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B̂1(1, 1) =




1.9634

−3.0617


 , B̂2(1, 1) =




4.4349

−9.6547


 ,

Ĉ1(1, 1) =

[
3.4116 −9.9555

]
, Ĉ2(1, 1) =

[
2.9754 −10.5743

]
,

Â11(1, 2) =



−34.519 −57.438

226.33 −5.0388


 , Â12(1, 2) =



−35.002 −59.545

254.678 −5.22


 ,

Â21(1, 2) =



−39.543 −56.412

244.4906 −6.7648


 , Â22(1, 2) =



−38.719 −58.087

245.234 −7.031


 ,

B̂1(1, 2) =




2.3327

−4.4194


 , B̂2(1, 2) =




5.6578

−6.535


 ,

Ĉ1(1, 2) =

[
3.3543 −9.844

]
, Ĉ2(1, 2) =

[
1.9994 −5.541

]
,

Â11(2, 1) =



−14.197 −56.603

148.01 −10.9


 , Â12(2, 1) =



−15.4276 −55.434

143.998 −10.843


 ,

Â21(2, 1) =



−17.095 −59.483

145.321 −11.5743


 , Â22(2, 1) =



−16.6546 −57.9798

148.01 −10.439


 ,

B̂1(2, 1) =




1.7708

−2.4243


 , B̂2(2, 1) =




2.584

−6.49


 ,

Ĉ1(2, 1) =

[
3.3808 −10.01

]
, Ĉ2(2, 1) =

[
3.3789 −12.6654

]
,

Â11(2, 2) =



−23.167 −56.865

182.63 −8.2498


 , Â12(2, 2) =



−27.4833 −54.238

187.493 −10.4738


 ,

Â21(2, 2) =



−25.096 −56.0943

181.48 −9.924


 , Â22(2, 2) =



−24.8540 −55.5496

189.9403 −8.933


 ,

B̂1(2, 2) =




2.0131

−3.2839


 , B̂2(2, 2) =




2.438

−3.3444


 ,

Ĉ1(2, 2) =

[
3.3512 −9.9144

]
, Ĉ2(2, 2) =

[
5.0433 −5.9403

]
.
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Figure 10.3: The ratio of the regulated output energy to the disturbance input noise
without data dropouts

The ratio of the regulated output energy to the disturbance input noise is depicted

in Figure 10.3. In our simulation, we use a uniform distributed random disturbance input

signal w(t) with maximum value 2. It can be seen that the ratio tends to a constant

value of about 0.05, which means the attenuation level equals to
√

0.05 ≈ 0.22, less than

the prescribed level γ =
√

γdf
+ max(~ικ) =

√
1 + 0.032 ≈ 1.016.

In conclusion, the designed controller meets the performance requirements.

10.4 Conclusion

In this chapter, a technique of designing a delay-dependant dynamic output feed-

back controller with robust disturbance attenuation and stability for an uncertain non-

linear networked control system has been proposed. The delays in the communication

network are regarded as input delays and are dealt with in the scope of disturbance



146

attenuation. The Lyapunov-Razumikhin method has been employed to derive such a

controller for this class of systems. Sufficient conditions for the existence of such a

controller for this class of NCSs are derived. We finally use a numerical example to

demonstrate the effectiveness of this methodology in the last section.



CHAPTER 11

Fault Estimation for Uncertain

Nonlinear Networked Control

Systems

This chapter proposes a robust fault estimator for a class of nonlinear uncertain

NCSs that ensures the fault estimation error is less than prescribed H∞ performance

level, irrespective of the uncertainties and network-induced effects. Sufficient conditions

for the existence of such a fault estimator for this class of NCSs are derived in terms of

the solvability of bilinear matrix inequalities.

11.1 Problem Formulation and Preliminaries

In this chapter, we describe the nonlinear networked control systems as follows:





ẋ(t) =
∑r

i=1 µi(ν(t))[(Ai + ∆Ai)x(t) + Biw(t) + Gif(t)]

y(t) =
∑r

i=1 µi(ν(t))[(Ci + ∆Ci)x(t) + Diw(t) + Jif(t)]
(11.1)

where x(t) ∈ Rn is the state vector, w(t) ∈ Rp and f(t) ∈ Rq are, respectively, exogenous

disturbances and faults which belong to L2[0,∞), y(t) ∈ Rl denotes the measurement

output.

147
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Furthermore, i ∈ IR = {1, · · · , r}, r is the number of fuzzy rules; νk(t) are premise

variables, Mικ are fuzzy sets, k = 1, · · · , p, p is the number of premise variables

ν(t) = [ν1(t), ν2(t), · · · , νp(t)]
T ,

ωi(ν(t)) =
p∏

k=1

Mικ(νk(t)), ωi(ν(t)) ≥ 0,
r∑

i=1

ωi(ν(t)) > 0,

µi(ν(t)) =
ωi(ν(t))∑r
i=1 ωi(ν(t))

, µi(ν(t)) ≥ 0,
r∑

i=1

µi(ν(t)) = 1.

Here, Mικ(νk(t)) denote the grade of membership of νk(t) in Mικ.

In addition, matrices ∆Ai and ∆Ci characterize the uncertainties in the system

and satisfy the following assumption:

ASSUMPTION 11.1




∆Ai

∆Ci


 =




H1i

H2i


 F (t)Ei,

where H1i, H2i, and Ei are known real constant matrices of appropriate dimensions,

and F (t) is an unknown matrix function with Lebesgue-measurable elements and satisfies

F (t)T F (t) ≤ I, in which I is the identity matrix of appropriate dimension.

In this chapter, we consider a nonlinear networked control system of which the plant

is described by the T-S model (11.1). The setup of the overall configuration is depicted

in Figure 11.1, where τ(t) ≥ 0 is the random time delay from sensor to controller. These

delays are assumed to be upper bounded. Furthermore, we apply the same Markov

processes introduced in Chapter 2 to model the random time-delays in this chapter.

In the system setup, the premise vector ν(t) is connected to the fault estimator via

point-to-point architecture, which is immune to network-induced delays.

Therefore, following the modelling procedure presented in Chapter 2, for the non-

linear plant represented by (11.1), the fuzzy dynamic output feedback controller at time
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Figure 11.1: Block diagram of a fault estimator for a nonlinear networked control
system

t is inferred as follows:

˙̂x(t) =
∑r

i=1

∑r
j=1 µi(ν(t))µj(ν(t))

[
Âij(η(t))x̂(t) + B̂i(η(t))y(t− τ(η(t), t))

]

u(t) =
∑r

i=1 µi(ν(t))
[
Ĉi(η(t))x̂(t) + D̂i(η(t))y(t− τ(η(t), t))

] (11.2)

where Âij(η(t)), B̂i(η(t)), Ĉi(η(t)) and D̂i(η(t)) in each plant rule are parameters of

the fault estimator which are to be designed.

Substituting (11.2) into (11.1) yields

˙̃x(t) =
r∑

i=1

r∑
j=1

µi(ν(t))µj(ν(t))
[
Ãij(η(t))x̃(t) + B̃ij(η(t))x̃(t− τ(η(t), t)) + C̃ij(η(t))ω(t)

]

e(t) =
r∑

i=1

r∑
j=1

µi(ν(t))µj(ν(t))
[
D1i(η(t))x̃(t) +D2ij(η(t))x̃(t− τ(η(t), t)) +D3ij(η(t))ω(t)

]

(11.3)
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where e(t) = rs(t) − f(t) is the fault estimation error, ω(t) = [wT (t) fT (t) wT (t −
τ(η(t), t)) fT (t− τ(η(t), t))]T , x̃(t) = [xT (t) x̂T (t)]T , and

Aij(η(t)) =




Ai + ∆Ai 0

0 Âij(η(t))


 , Bij(η(t)) =




0 0

B̂i(η(t))(Cj + ∆Cj) 0


 ,

Cij(η(t)) =




Bi Gi 0 0

0 0 B̂i(η(t))Dj B̂i(η(t))Jj


 ,

D1i(η(t)) =

[
0 Ĉi(η(t))

]
, D2ij(η(t)) =

[
D̂i(η(t))(Cj + ∆Cj) 0

]
,

D3ij(η(t)) =

[
0 −I D̂i(η(t))Dj D̂i(η(t))Jj

]
.

The aim of this chapter is to design a fault estimator of the form (11.2) such that

the following inequality holds:

For (11.3) with its zero state response (x(φ) = 0, ω(φ) = 0, −χ ≤ φ ≤ 0),

E
[ ∫ Tf

0

eT (t)e(t)dt
]
≤ γ2E

[ ∫ Tf

0

sup
−χ≤φ≤0

ωT (t + φ)ω(t + φ)dt
]

(11.4)

for any nonzero ω(t) ∈ L2[0, Tf ] and Tf ≥ 0, provided x = {x(ξ) : t − 2χ ≤ ξ ≤ t} ∈
L2
Ft

([−2χ, 0];Rn) satisfying:

E
[

min
η(t)∈S∈W

V (x(ξ), η1(ξ), η2(ξ), ξ)
]

< δE
[

max
η(t)∈S∈W

V (x(t), η(t), t)
]

(11.5)

for all t − 2χ ≤ ξ ≤ t, then a fault estimator is designed satisfying a disturbance

attenuation level γ.

In this chapter, we assume u(t) = 0 before the first control signal reaches the

plant. From here, µi(ν(t)) and µj(ν(t)) are denoted as µi and µj respectively for the

convenience of notations. In the symmetric block matrices, we use (*) as an ellipsis for

terms that are induced by symmetry. Âij(η(t)) is denoted as Âij(ι) if η(t) = ι.
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11.2 Main Result

The following theorem provides sufficient conditions for the existence of a mode-

dependent fault estimator for the system (11.3) that guarantees disturbance attenuation

level γ.

THEOREM 11.1 Consider the system (11.3) satisfying Assumption 11.1. For given

positive delay-free attenuation constant γdf
, positive constants τ ∗(i), ε1ijι , ε2ijι , ε3ijι ,

and ε4ijι, if there exist symmetric positive matrices X(ι), Y (ι), R1ι, R2ι, R3ι, and R4ι,

and matrices Fi(ι), Li(ι), and D̂i(ι), and positive scalars β1ι , β2ι , such that the following

inequalities hold where i ∈ S:


 Y (ι) I

I X(ι)


 > 0, (11.6)

Υii(ι) < 0, for i ∈ IR (11.7)

Υij(ι) + Υji(ι) < 0, for i < j < r (11.8)

Φij(ι) < 0, for {i, j} ∈ IR × IR (11.9)

 R4ι (∗)T

ΛT
ι Q(ι)


 > 0, (11.10)




−R1ι (∗)T (∗)T (∗)T

0 −I (∗)T (∗)T

0 −Y (ι) −R2ι (∗)T

0 0 0 −R3ι




< 0, (11.11)




−β2ιY (ι) (∗)T (∗)T (∗)T (∗)T (∗)T

−β2ιI −β2ιX(ι) (∗)T (∗)T (∗)T (∗)T

0 Y (ι)CT
j FT

i (ι) −Y (ι) (∗)T (∗)T (∗)T

0 CT
j FT

i (ι) −I −X(ι) (∗)T (∗)T

0 ε4ijιH
T
2jF

T
i (ι) 0 0 −ε4ijιI (∗)T

0 0 EjY (ι) Ej 0 −ε4ijιI




< 0, for {i, j} ∈ IR × IR

(11.12)
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


−Y (ι) (∗)T (∗)T (∗)T (∗)T (∗)T

−I −X(ι) (∗)T (∗)T (∗)T (∗)T

BT
i BT

i X(ι) −I (∗)T (∗)T (∗)T

GT
i GT

i X(ι) 0 −I (∗)T (∗)T

0 DT
j FT

i (ι) 0 0 −I (∗)T

0 JT
j FT

i (ι) 0 0 0 −I




< 0, for {i, j} ∈ IR × IR (11.13)

where

Φij(ι) =




−β1ι
Y (ι) + R1ι

(∗)T (∗)T

−β1ι
I −β1ι

X(ι) (∗)T

Y (ι)AT
i −Ai − Y (ι)CT

j FT
i (ι)− λιιI −Y (ι) + R2ι

AT
i AT

i X(ι) −I

ε3ijιH
T
1i ε3ijιH

T
1iX(ι) 0

0 0 EiY (ι)

0 R4ι 0

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T

−X(ι) + R3ι (∗)T (∗)T (∗)T

0 −ε3ijιI (∗)T (∗)T

Ei 0 −ε3ijιI (∗)T

0 0 0 −I




(11.14)
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Υij(ι) =




Ξ1i(ι) (∗)T (∗)T (∗)T (∗)T (∗)T

(β1ι + 4β2ι)τ
∗(ι)I Ξ2ij(ι) (∗)T (∗)T (∗)T (∗)T

0 0 −I (∗)T (∗)T (∗)T

0 0 0 −I (∗)T (∗)T

BT
i BT

i X(ι) 0 0 −γdf
I (∗)T

GT
i GT

i X(ι) 0 0 0 −γdf
I

0 DT
j Fi(ι) 0 0 0 0

0 JT
j Fi(ι) 0 0 0 0

L(ι) 0 D̂i(ι)Cj 0 0 −I

ZT (ι) 0 0 0 0 0

ε1ijι
HT

1i ε1ijι
(HT

1iX
T (ι) + HT

2jF
T
i (ι)) 0 0 0 0

EiY (ι) Ei 0 0 0 0

0 0 0 0 0 0

0 0 Ei 0 0 0

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

(∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

−γdf
I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

0 −γdf
I (∗)T (∗)T (∗)T (∗)T (∗)T (∗)T

D̂i(ι)Dj D̂i(ι)Jj −I (∗)T (∗)T (∗)T (∗)T (∗)T

0 0 0 −Q(ι) (∗)T (∗)T (∗)T (∗)T

0 0 0 0 −ε1ijιI (∗)T (∗)T (∗)T

0 0 0 0 0 −ε1ijιI (∗)T (∗)T

0 0 ε2ijιH
T
2jD̂

T
i (ι) 0 0 0 −ε2ijιI (∗)T

0 0 0 0 0 0 0 −ε2ijιI



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and

Z(ι) = [
√

λι1Y (ι) · · ·
√

λι(ι−1)Y (ι)
√

λι(ι+1)Y (ι) · · ·
√

λιsY (ι)],

Λι = [
√

λι1I · · ·
√

λι(ι−1)I
√

λι(ι+1)I · · ·
√

λιsI],

Q(ι) = diag{Y (1), · · · , Y (ι− 1), Y (ι + 1), · · · , Y (s)},

Ξ1i(ι) = AiY (ι) + Y (ι)AT
i + (β1ι + 4β2ι)τ

∗(ι)Y (ι) + λιιY (ι),

Ξ2ij(ι) = X(ι)Ai + AT
i X(ι) + Fi(ι)Cj + CT

j F T
i (ι) + (β1ι + 4β2ι)τ

∗(ι)X(ι) +
s∑

=1

λιX(),

then (11.3) holds for delay τ(ι, t) satisfying τ(ι, t) ≤ τ ∗(ι) with γ2 = γdf
+ max(τ ∗(ι))

for ι ∈ S . Furthermore, the mode dependant fault estimator is obtained of the form

(11.2) with

Âij(ι) = [Y −1(ι)−X(ι)]−1[−AT
i −X(ι)AiY (ι)− Fi(ι)CjY (ι)−

s∑
=1

λιY
−1()Y (ι)]Y −1(ι),

(11.13)

B̂i(ι) = [Y −1(ι)−X(ι)]−1Fi(ι), (11.14)

Ĉi(ι) = Li(ι)Y
−1(ι). (11.15)

Proof It is straightforward from the proof process in Chapter 8 and Chapter 6. ¥

The iterative algorithm presented in Chapter 3 is applied here so solve Theorem

11.1 which is a BMI problem.

11.3 Numerical Example

To illustrate the validation of the results obtained in this chapter, we consider the

same plant as in previous chapter. The fuzzy rules and the transition rate matrices

remain unchanged. In our simulation, we assume τ ∗(1) = 0.045 and τ ∗(2) = 0.025. We

assume the sampling period is 0.01, that is, hs = 0.01, and ns = 0 which means no data

packet dropout happens in the communication channel.
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The random time delays exist in S = {1, 2}, and its transition rate matrices are

given by:

Λ =



−1 1

2 −2


 .

In this example, the fault signal is simulated as follows:

f(t) =





1 t ∈ [5, 10]

0 others.
(11.16)

For the sake of simplicity, D̂i is assumed to be a zero matrix in this example. By

applying Theorem 11.1 and the iterative algorithm, we get the following fault estimator

for i ∈ S = {1, 2} of the form (11.13)-(11.15) where:

Â11(1) =



−5.2761 −42.358

79.949 −18.168


 , Â12(1) =




−6.3274 −41.749

82.695− 18.11


 ,

Â21(1) =



−6.1284 −44.1547

74.265 −19.541


 , Â22(1) =



−6.1147 −43.224

78.4474 −19.3218


 ,

B̂1(1) =




1.0018

0.0029931


 , B̂2(1) =




0.91953

0.18201


 ,

Ĉ1(1) =

[
2.06 −7.8782

]
, Ĉ2(1) =

[
1.9243 −7.6107

]
,

Â11(2) =



−10.386 −41.1

96.295 −17.874


 , Â12(2) =



−2.4862 −42.937

70.708 −18.469


 ,

Â21(2) =



−8.546 −44.587

85.4447 −17.214


 , Â22(2) =



−2.5548 −45.254

88.214 −17.228


 ,
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B̂1(2) =




1.1029

−0.27829


 , B̂2(2) =




1.0011

−0.0094


 ,

Ĉ1(2) =

[
2.0784 −8.0286

]
, Ĉ2(2) =

[
1.9683 −7.7673

]
,

Histories of the residual signals rs(t) along with the fault signal f(t) are shown

in Figure 11.2. The results demonstrate that the designed fault estimator meets the

performance requirement.
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Figure 11.2: Residual signals rs(t) and f(t)

11.4 Conclusion

In this paper, a technique of designing a delay-dependant fuzzy fault estimator for

an uncertain networked control system with random communication network-induced de-

lays and data packet dropouts has been proposed. The Lyapunov-Razumikhin method

has been employed to derive such a controller for this class of systems. Sufficient condi-

tions for the existence of such a controller for this class of NCSs are derived in a form
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of bilinear matrix inequalities. We finally use a numerical example to demonstrate the

effectiveness of this methodology at the last section.



CHAPTER 12

Conclusions

12.1 Summary of Thesis

This thesis proposes novel methodologies for stability analysis, disturbance attenu-

ation, and fault estimation for a class of linear/nonlinear uncertain NCSs with random

communication network-induced delays and data packet dropouts in both sensor-to-

controller and controller-to-actuator channels. Models for such network-induced effects

are first developed by using Markov processes. Based on the Lyapunov-Razumikhin

method, the existence of the designed controllers and fault estimators are given in terms

of the solvability of bilinear matrix inequalities. Iterative algorithms are proposed to

change this non-convex problem into quasi-convex optimization problems, which can be

solved effectively by available mathematical tools. The effectiveness and advantages of

the proposed design methodologies are verified by numerical examples in each chapter.

The simulation results show that the proposed design methodologies can achieve the

prescribed performance requirement.

To clarify this approach, this thesis are divided into two parts. Part I is focused

on the linear uncertain NCSs, while Part II is concentrated on the nonlinear uncertain

NCSs. Chapter 2 is given to detail the modelling procedure of NCSs used in this thesis.

In Part I, Chapters 3 and 4 presents the synthesis design procedure of a robust

state feedback controller and a robust dynamic output feedback controller, respectively.
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Chapters 5 presents the synthesis design procedure of a robust delay-dependant con-

troller guarantees both robust stability and a prescribed disturbance attenuation per-

formance for the closed-loop NCSs. Lastly, Chapter 6 gives the design procedure of a

robust fault estimator that ensures the fault estimation error is less than a prescribed

performance level, irrespective of the uncertainties and network-induced effects.

In Part II, preliminary background knowledge of the Takagi-Sugeno fuzzy model,

which is an ideal of model of nonlinear systems, is first given in Chapter 7. Then a

robust state feedback controller and a robust dynamic output feedback controller for

stochastic stability are given respectively in Chapter 8 and Chapter 9. In Chapter 10,

we further develop an output feedback controller so that both robust stability and a

prescribed disturbance attenuation performance for the closed-loop NCSs are achieved.

A fault estimator for nonlinear NCSs is lastly given in Chapter 11.

Here is a summary of the contributions of this thesis:

• Network-induced delays and data packet dropouts in both the sensor-controller

and controller-actuator channels are considered.

• Markovian processes are used to model the network-induced delays and data packet

dropouts.

• T-S fuzzy model is used in the controller design for nonlinear NCSs; special care

has been taken for the premise variables for the fuzzy rules.

As a result, this thesis provides an integrated approach for the design of NCSs and

represents a valuable and meaningful contribution to the development of an LMI-based

NCSs.

12.2 Future Research Work

In general, networked control systems still remain to be an open area that lots of

research works are required. Further research work, to name a few, could be directed to

the following areas:
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1. Another interesting consideration for future research work is involving the design

of a mixed H2/H∞ controller that can be lead into the optimal performance for

nominal plant and guarantees stability against dynamic uncertainty. In other

words, a mixed H2/H∞ problem providing substantial amount of progress toward

both robustness and multi-objective H2 problems.

2. Measurement quantization effect, which is one of essential issues in the implemen-

tation of NCSs. This quantization effect produces a further layer of complexity to

the NCSs problems and needs further research attentions.

3. The properties of the controller with timeout are not completely studied.

4. This thesis assumes the state of the Markov chain is known. It will be an interesting

problem when the state of the Markov chain is unknown. This problem needs

further investigation. Furthermore, it would also be interesting to extend the

results of this thesis to more general stochastic systems, such as systems with

non-Markovian jumps.

5. Other types of uncertainties structures may be considered to cover more general

systems.



Appendix A

Mathematical and Background

Knowledge

In this chapter, we will introduce some mathematical background knowledge that

will be applied throughout this research. Some essential matrix inequalities and other

lemmas used in this research will also be presented.

A.1 Linear Matrix Inequality

Since the early 1990s, with the development of interior-point methods for solving

LMI problems, the LMI method [97] has gained increased interest and emerged as use-

ful tools for solving a number of control problems, such as synthesis of gain-scheduled

(parameter-varying) controllers, mixed-norm and multi-objective control design, hybrid

dynamical systems, and fuzzy control. Three factors make LMI techniques appealing:

• A variety of design specifications and constraints can be expressed as LMIs.

• Once formulated in terms of LMIs, a problem can be solved exactly by efficient

convex optimization algorithms (the “LMI solvers”).

• While most problems with multiple constraints or objectives lack analytical solu-

tions in terms of matrix equations, they often remain tractable in the LMI frame-
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work. This makes LMI-based design a valuable alternative to classical “analytical”

methods.

For systems and control, the importance of LMI optimization stems from the fact that a

wide variety of system and control problems can be recast as LMI problems. Therefore

recasting a control problem as an LMI problem is equivalent to finding a “solution” to

the original problem.

A linear matrix inequality has the form [97]

F (x) = F0 +
m∑

i=1

xiFi > 0, (A.1)

where x ∈ <m is the variable to be determined and symmetric matrices Fi = F T
i ∈

<n×n, i = 0, · · · ,m, are given. The inequality symbol in (A.1) means that F (x) is

positive definite, i.e., uT F (x)u > 0 for all nonzero u ∈ <n.

Even though this canonical expression (A.1) is generic, LMIs rarely arise in this

form in control applications. Instead, structured representation of LMIs is often used.

For instance, the expression AT P + PA < 0 in the Lyapunov inequality is explicitly

described as a function of the matrix variable P , and A is the given matrix. In addition

to saving notation, the structured representation may lead to more efficient computation.

Here we list some common issues that are standard in LMI text. We will encounter

them throughout the thesis.

A.1.1 LMI Problems

Given an LMI F (x) > 0, the LMI problem [97] is to find xfeas such that F (xfeas) > 0

or determine that the LMI is infeasible. This is a convex feasibility problem.

As an example, consider the simultaneous Lyapunov stability problem [99]. We are

given Ai ∈ <n×n, i = 1, · · · , r, and need to find P satisfying the LMI:

P > 0, AT
i P + PAi < 0, i = 1, · · · , r (A.2)
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or determine that no such P exists.

The LMI problems are tractable from both theoretical and practical viewpoints.

They can be solved in polynomial time, and they can be solved in practice very efficiently

by means of some of the most powerful tools available to date in the mathematical

programming literature (e.g., the recently developed interior-point methods [100]).

The stability and stabilizability conditions encountered in this thesis are expressed

in the form of LMIs. This recasting is significant in the sense that efficient convex

optimization algorithms can be used for the stability analysis and control design. The

recasting therefore constitutes solutions to the stability analysis and control design prob-

lems in the framework of the T-S fuzzy model.

LMI Control Toolbox [98], which was developed by MATHWORK, provides state-

of-the-art tools for the LMI-based analysis and design of control systems. Moreover, it

offers a flexible and user-friendly environment to specify and solve general LMI problems

(the LMI Lab). We choose it as our basic tool to solve LMI problems in our research.

A.1.2 The Schur Complement

The Schur complement [97] is standard in LMI context. The basic idea is as follows:

the LMI 


Q(x) S(x)

S(x)T R(x)


 > 0, (A.3)

where Q(x) = Q(x)T , R(x) = R(x)T , and S(x) depend affinely on x, is equivalent to

R(x) > 0, Q(x)− S(x)R(x)−1S(x)T > 0. (A.4)

In other words, the set of nonlinear inequalities (A.4) can be represented as the LMI

(A.3).
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A.2 Continuous-time Markov Process

A Markov process [108, 109, 106] is, as translations from Russian state, “a process

without after-effect”. This means that the process has no memory, save the memory

of the last observed point. In probability theory, a continuous-time Markov process

is a stochastic process {X(t) : t ≥ 0} that satisfies the Markov property and takes

values from a set called the state space. The Markov property states that at any times

s > t > 0, the conditional probability distribution of the process at time s given the

whole history of the process up to and including time t, depends only on the state of the

process at time t. Mathematically, if {X(t), t > 0}, is a stochastic process, the Markov

property states that

Pr[X(t+h) = y | X(s) = x(s),∀s ≤ t] = Pr[X(t+h) = y | X(t) = x(t)],∀h > 0. (A.5)

It is not hard to see from (A.5) that in effect, the state of the process at time s is

conditionally independent of the history of the process before time t, given the state of

the process at time t. Intuitively, one can define a time-homogeneous Markov process

as follows.

Let X(t) be the random variable describing the state of the process at time t. Now

prescribe that in some small increment of time from t to t + h, the probability that the

process makes a transition to some state j, given that it started in some state i 6= j at

time t, is given by

Pr(X(t + h) = j | X(t) = i) = qijh + o(h), (A.6)

where o(h) represents a quantity that goes to zero faster than h as h goes to zero.

Hence, over a sufficiently small interval of time, the probability of a particular transition

is roughly proportional to the duration of that interval.
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Continuous-time Markov processes are most easily defined by specifying the tran-

sition rates qij, and these are typically given as the ij-th elements of the transition rate

matrix Q.

In our research , we consider the most intuitive continuous-time Markov processes

with Q-matrices that are:

• conservative - the i-th diagonal element qii of Q is given by qii = −∑
i 6=i qij,

• stable - for any given state i, all elements qij (and qii) are finite.

A.2.1 Dynkin’s formula

Let X(t) be a continuous Markov process [107] and let E{·} denote expectation

operation. Also, let A be the infinitesimal generator of X(t), defined by its action on

compactly-supported C2 (twice differentiable with continuous second derivative) func-

tions f : Rn → R as

Af(X) = lim
τ→0

E{f(X(t + τ))|X(t)} − f(X(t))

τ

Let τ be a random time with E{τ} < ∞, then:

E{f(X(τ))|X0} − f(X0) = E{
∫ τ

0

Af(Xs)ds} (A.7)

A.3 Lemmas

The following lemmas will be used in this research work.

LEMMA A.1 [110] For constant matrices H and E, a symmetric matrix G, and scalar

ε > 0, the following inequality holds:

G + HFE + ET F T HH < 0,
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where F satisfies F T F ≤ I, if and only if for any ε > 0,

G + εHHT + ε−1ET E < 0.

LEMMA A.2 [111] (Moon’s Inequality) For vectors a, b ∈ <n, symmetric matrix P ∈
<n×n > 0 and scalar ε > 0, we have:

−2aTb ≤ 1

ε
aT P−1a + εbT Pb.

LEMMA A.3 [112] (Gronwall-Bellaman Inequalities) Let u(t) and b(t) be nonnegative

continuous functions for t ≥ α, and let

u(t) ≤ a +

∫ t

α

b(s)u(s)ds, t ≥ α,

where a ≥ 0 is a constant, then

u(t) ≤ a exp(

∫ t

α

b(s)ds), t ≥ α.



REFERENCES
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