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1. Introduction 
 
 
 

1.1 Overview 

Magnetic ordering induced by defects in semiconductor materials holds the prospect of 

integrating the complementary functions of magnetism and semiconductor electronics within 

single semiconductor/magnetic hybrid devices in the emerging field of spintronics. This has 

successfully been demonstrated [1] by use of diluted magnetic semiconductors (DMS), which 

are semiconductor materials in which a small fraction of their constituent atoms have been 

replaced by impurity atoms (commonly those of transition metal ions) capable of inducing 

ordered magnetic moments in the semiconductor matrix. In particular, a magnetic ground 

state in which interactions between spins of individual defect centres establishes a collective 

net magnetic moment in the semiconductor material is desirable since it can be adapted to 

serve as a means to inject and control spin polarised currents in spintronic device applications 

[2,3]. 

 

In recent years, there has been an intense search for room temperature magnetic ordering in 

semiconductors doped with transition metal impurities. III-V and II-IV compound 

semiconductors have mainly been considered as possible candidates, however, low Curie 

temperature TC [1], the temperature at which magnetism is lost, and lack of other fundamental 

spintronic material properties [4] have led to a continued search for alternative materials. An 

important step towards room temperature magnetic ordering in DMSs was the theoretical 

prediction of the reciprocal dependence of TC on the host semiconductor’s lattice 

constant �
�� as 1 
�
 �⁄  for hole mediated ferromagnetism [5]. This prediction makes diamond 

one of the best choices of a host semiconductor material to study room temperature 

ferromagnetic ordering since it has the smallest lattice constant compared to all other known 

semiconductors [6]. In addition, diamond’s extreme properties [7] makes it highly suitable for 

spin-based electronic devices capable of operating at high temperature, high frequency and 

high power applications. In particular, diamond’s potential in spintronic applications has 

already been demonstrated in the nitrogen vacancy (N-V) centre [8], as well as in N-Cr [9] 

and N-Ni [10] complexes. Recent studies have further shown that isotopically engineered 

diamond films have the longest room-temperature spin dephasing times ��� � 1.8 ms� ever 

https://www.bestpfe.com/
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observed in solid-state systems [11], thereby making diamond an attractive candidate material 

for spintronic and quantum computing applications [12].  

 

In this Thesis, we report ab initio Density Functional Theory calculations on the energetic 

stability and magnetic ordering properties of 3d transition metals in diamond, and show that 

transition metal-doped diamond may form an energetically stable diluted magnetic 

semiconductor which, in addition to diamond’s extreme properties, may successfully be 

considered for room temperature spintronic device applications.  

 

1.2 Properties of diamond 
   

1.2.1 Crystal structure  

Diamond is the solid crystalline form of carbon in which the s and p atomic orbitals hybridise 

to form very strong tetrahedral sp
3 bonds. The stable form of carbon is graphite in which the 

carbon atoms form two dimensional sp
2 bonds, but due to the very large energy barrier 

between the sp
3 and sp

2 bonding states, diamond can practically be considered as a stable 

material. The crystal structure of diamond is equivalent to a face-centred cubic (fcc) lattice, 

with a basis of two identical carbon atoms at (0, 0, 0) and (1 4⁄ , 1 4⁄ , 1 4⁄ ). The conventional 

unit cell of diamond is cubic (Figure 1), with a lattice constant 
� of 3.567 Å [6] at room 

temperature. Each carbon atom in diamond is surrounded by four nearest neighbours which 

are connected by tetrahedral covalent bonds separated by a distance of 1.544 Å.   

 
Figure 1.1:  Illustration of a diamond unit cell showing tetrahedral bond arrangement. 



 

3 
 

1.2.2 Classification of diamond 

The physical classification of diamond is based on the optical absorption of nitrogen or 

boron, which are the most common impurities in both natural and synthetic diamond [12]. A 

brief overview of the classification scheme based on the specifics of optical absorption is 

outlined below [7,13,14]. 

 

 1. Type I diamond 

Type I diamond comprises diamonds in which impurity-related optical and paramagnetic 

absorption are dominated by nitrogen defects. It is further  classified into type Ia and Ib 

diamonds. 

 

Type Ia comprises nitrogen as non-paramagnetic aggregates, A or B, in fairly substantial 

concentrations (up to 3000 ppm). Most natural diamonds are of this type. Diamonds 

containing type A aggregates comprise two nitrogen atoms on adjacent lattice sites, while 

type B aggregates comprise of four nitrogen atoms symmetrically surrounding a vacancy 

[14]. 

 

Type Ib diamonds contain paramagnetic single substitutional nitrogen atoms as the 

dominating defects on isolated substitutional lattice sites at  concentrations up to 500ppm. 

These diamonds are rare in nature, but most synthetic diamonds are of this type.  

 

2.  Type II diamond 

Type II diamond comprises of diamonds showing no optical or paramagnetic absorption due 

to nitrogen related defects, but they are also rare in nature. The nitrogen content in true type 

II diamonds is below 1017 cm-3 [7], and they are further categorised into type IIa or type IIb 

depending on their nitrogen or boron concentration. 

 
Type IIa diamonds have nitrogen concentrations which is low enough such that that it can not 

be detected by IR or UV absorption measurements. 

 
Type IIb diamonds contains larger proportions of boron than nitrogen. The nitrogen 

concentration is so low that some of the boron acceptors are not compensated, making the 

crystal a p-type semiconductor. This type of  diamond has a blue colour whose depth of 

colouration varies with the boron concentration. 
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1.2.3 Diamond as an electronic material 

Apart from its appeal as a gemstone, diamond has outstanding mechanical, chemical and 

electronic properties [7] which arise from its strong sp
3 bonding: diamond is the hardest 

known material, has the highest thermal conductivity at room temperature, is transparent over 

a wide range of wavelengths, is the stiffest and least compressible material, and is inert to 

most chemical reagents [15,16]. In addition, diamond is a wide band gap semiconductor 

(�� � 5.49 eV at room temperature [6]) with very high electron and hole mobilities [17], 

electrical breakdown field (about 33 times more than that of silicon [18]) and thermal 

conductivity (about five times that of copper [19]) at room temperature, which makes it 

highly suitable for high voltage, high frequency and high power electronic device 

applications. Table 1.1 summarizes some of the properties of diamond as compared to other 

common semiconductor materials. 

 

 
Diamond 4H-SiC Si GaAs GaN 

Band gap (eV) 5.49 3.3 1.12 1.43 3.45 
Dielectric constant 5.5 10.1 11.9 13.1 9 
Electrical breakdown field (KVcm-1) 10000 2200 300 400 2000 
Electron mobility (cm2V-1s-1) 4500 1000 1500 8500 1250 
Hole mobility (cm2V-1s-1) 3800 115 600 400 850 
e-drift velocity (�107 cms-1) 2.7 2 1 1 2.2 
Thermal conductivity (Wcm-1K-1) 22 4.9 1.5 0.46 1.3 

Table 1.1: Intrinsic material properties of synthetic diamond, Si, 4H-SiC, GaN and GaAs at room 

temperature [19,20]. 4H is the polytype of SiC that is considered best suited for high power electronic 

devices as it has the highest mobility.  

 

1.3 Thesis outline 

This Thesis presents a quantum mechanical study of the energetic stability and magnetic 

ordering of 3d transition metal impurities at various lattice sites and charge states in diamond. 

A brief overview of each Chapter is outlined in this Section. 

  

Chapter one gives a general introduction leading into the subject of this research. A brief 

overview of the current status of semiconductor spin-based electronics and an outline of the 

properties of diamond are presented.  
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In Chapter two, a theoretical background of many-body quantum mechanical modelling 

approach, and the computational methods used in this research are presented. Of particular 

interest in this Thesis is the Density Functional Theory (DFT) approach which is discussed in 

detail. The different approximations commonly used to treat the exchange and correctional 

potential due to many-body interactions in numerical implementation of the Density 

Functional Theory are discussed. In addition, both the full potential and pseudopotential 

approaches for solving the Kohn-Sham equations are examined. A general overview of the 

reliability and accuracy of the DFT approach in calculating material properties is also 

presented. 

 

Chapter three presents a literature review on diluted magnetic semiconductors and the 

potential of a diamond-based diluted magnetic semiconductor. In addition, a brief overview 

of various point defects and impurities, including transition metals and common dopants in 

diamond is given. 

 

The results of energetic stability of single 3d transition metals in diamond are presented in 

Chapter four, where it is shown that the formation energies of these impurities in diamond 

varies significantly for different lattice sites and charge states. Trends in ionization energies 

across the 3d series are also presented in Chapter four, and it is shown that incorporation of 

3d transition metals in diamond introduces multiple impurity levels in diamond’s band gap, 

thus underlining the importance of considering their magnetic properties in various charge 

states. 

 

Chapter five presents the electronic structure, spin, and symmetry properties of isolated 3d 

transition metals in diamond calculated from a 64-atom diamond supercell. Results of the 

band structures of all the 3d transition metal impurities are presented, and it is shown that 

incorporation of these impurities into diamond induces strongly spin polarised impurity bands 

into diamond’s band gap. The majority of 3d transition metals in various charge states are 

found to induce non-vanishing magnetic moments in diamond, thus indicating that it is of 

interest to establish possible magnetic ordering properties of transition metal doped-diamond 

in the search for a diamond-based diluted magnetic semiconductor.  

 

Chapter six presents the results of magnetic interactions between 3d transitions metal atoms 

in diamond calculated from a 128 atom-diamond supercell containing two transition metal 
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atoms. The magnetic ordering and magnetic stabilization energies of 3d transition metal-

doped diamond are demonstrated to be significantly dependent on the charge state of the 

transition metal impurity, and therefore on the type of diamond doping (intrinsic, n-type or p-

type). Cr, Mn, Co and Fe are predicted to order ferromagnetically in diamond with significant 

magnetic moments and stabilization energies, with substitutional Fe+2 and Fe+1 predicted to 

have the highest ferromagnetic stabilization energy of 33 meV, which is much higher than 

what has been obtained in other semiconductors which have been considered so far for 

spintronic applications. In addition to diamond’s extreme properties, these results 

demonstrate that transition metal-doped diamond may form a stable diluted magnetic 

semiconductor which is likely to order ferromagnetically at high Curie temperatures, and is 

likely to have significant applications in the emerging field of spintronics. 

 

A summary and conclusions of the results obtained in this study are given in Chapter seven. 
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2. Theoretical background 
 
 

2.1 Quantum Mechanical Modelling 

Quantum mechanical modelling offers a possibility to study the properties of complex many-

body systems through the use of computational simulations. This approach plays an 

important role in elucidating certain properties of material systems with sufficient accuracy 

where experimental results are inconclusive, or not available [21]. 

 

Experimental techniques such as Electron Spin Resonance (ESR) have the ability to 

determine, for example, the symmetry of a magnetic defect centre, but unfortunately not all 

properties of such a defect centre can be established precisely using experimental approaches 

[22,23]. In particular, there is a lack of direct experimental techniques to study some 

magnetic properties of materials such as spin polarised electronic structure and magnetic 

moment distribution, including half-metallic ordering, which are crucial for spintronic device 

development [24]. One possibility to study such properties is through the use of quantum 

mechanical modelling techniques. This approach is capable of providing relevant information 

up to good accuracy on the band structure of a material, its spin density distribution and type 

magnetic ordering, from which promising materials for spintronic applications can be 

predicted. 

 

Modelling of solid state systems using quantum mechanical techniques requires solving the 

Schrödinger equation for a system containing a large number of interacting 

particles �N~10���.  The total energy of such a system (Equation 2.1) comprise of the kinetic 

energy of both the nucleus and electrons (first term) and electron-electron interactions 

(second term), together with the combined effects of electron-nuclei (third term) and nuclei-

nuclei interactions (fourth term) which makes it difficult to solve analytically. 

 

Therefore, approximate techniques are required to obtain the numerical solution of the 

Schrödinger equation describing such a system of many-body interacting particles. These 

techniques include molecular mechanics, semi-empirical and ab initio or first principles 

methods [25].  
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Ab initio electronic structure methods provide the most accurate and consistent predictions 

over a wide range of systems by solving the Schrödinger equation of a many-body interacting 

system with as few approximations as possible, and are computationally intensive. On the 

other hand, semi-empirical methods replace explicit calculations with parameters which have 

been fitted with experimental data, while molecular mechanics methods are based upon the 

principles of classical physics (“ball and spring models”) and are purely empirical in nature, 

hence computationally fast. Therefore, semi-empirical and molecular mechanics methods 

neglect explicit treatment of the electronic structure by employing experimental data, hence 

are limited in scope and can only address systems similar to the ones they have been 

parameterized from; but they often provide the only means to study very large chemical 

systems (e.g. polymers or solutions) or non-homogeneous mixtures where exact treatment of 

electronic structure is not critical. On the other hand, ab initio methods can explicitly treat the 

electronic structure of materials from “first principles’’ and are capable of addressing spin 

related properties of solid state systems, hence have been used in this study to model the 

magnetic properties of transition metal defects in diamond. 

 

2.1.1 Ab initio electronic structure methods 

Ab initio electronic structure techniques strive to find an accurate solution to the Schrödinger 

equation for a set of electrons moving in a potential created by the atomic nuclei. These 

techniques predict the electronic and geometric structure of a solid with good accuracy by 

calculating the quantum-mechanical total energy of the system, and subsequently minimizing 

it (with respect to the electronic and nuclear coordinates) to determine the structure of 

minimum energy corresponding to a possible stable state of the system. In order to achieve 

this, a series of approximation techniques are required to separate the electron-electron, 

electron-nuclei and nuclei-nuclei interaction terms in a many-body interacting system 

(Equation 2.1).  
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The first approximation (the Born-Oppenheimer approximation [26]) ignores the kinetic 

energy of the nuclei by treating it adiabatically due to the large difference in mass between 

the electrons and nuclei. Consequently, the electrons are assumed to respond instantaneously 

to the motion of the nuclei. This leads to the separation of electronic and nuclear coordinates 

in the many-body wavefunctions, thus reducing the nuclear potential component of Equation 

2.1 to a given source of positive charge external to the electron cloud. The Born-

Oppenheimer approximation therefore reduces the complexity of the many-interacting body 

problem to that of a many-interacting electron problem, whose Hamiltonian can explicitly be 

written as  

( )
KE Int ExtT IIE E E E+V VH = + +                              (2.2)

                

where  

2
2

2KET j

j

E
m

= ∇∑
�

 is the kinetic energy operator of the electron gas, 

1 1
2Int

i j i j

E
≠

=
−

∑V
r r

 is the potential due to the electron-electron interactions and 

( )
,

Ext iI I
i I

E V= −∑V r R  is the potential due to the classical interaction of the nuclei. 
II

E  

referes to any other terms that may contribute to the total energy of the system but are not 

relevant to the problem of describing electron-electron interactions [26]. 

 

The complete solution to Equation (2.2) still remains difficult to achieve due to the exchange 

and correlation effects of coulomb and electronic interactions whose exact functional form is 

not known – but are of fundamental importance in describing solid state processes. Hence 

further approximations are needed to solve the many interacting-electron problem described 

in Equation 2.2 for a set of electrons moving in a potential created by the nuclei in a 

particular solid state system. The most widely used approximations are the Density 

Functional Theory (DFT) and the Hartree-Fock (HF) formulation. The HF approach often 

includes various semi-empirical approximations and is based upon the 3N dimensional wave 

functions of the electrons. It treats electron exchange exactly but ignores correlation effects 

and hence cannot be used to model metallic and magnetic systems. On the other hand, the 
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DFT scheme is based on the three dimensional electron density and, unlike the HF 

formulation, treats both exchange and correlation effects approximately. The DFT technique 

is very versatile and computationally simple compared to the HF approach and other semi-

empirical methods, and can be used to model both metallic and magnetic systems (including 

heavy atoms) with good accuracy.  

 
2.2 Density Functional Theory 

The Density functional theory (DFT) reduces the complexity of a strongly interacting 

electron-electron system in the presence of the atomic nuclei (Equation 2.2) by mapping it 

exactly onto that of a single particle moving in an effective non-local potential [27]. Although 

this effective potential is not precisely known, simple approximations to it work remarkably 

well in predicting the properties of solid-state and other material systems with good accuracy 

as compared to experimental techniques. 

 

The basic concept of the Density Functional Theory is that any property of a system of many-

interacting particles can be viewed as a functional of its ground state charge density. For a 

system of interacting electrons, DFT states that the total energy,
T

E  of interacting electrons in 

an external potential, ( )ExtV r  is given exactly as a functional of its ground state density, 

( )oρ r  [22], and can be written explicitly as    

( ) .
T o

E E ρ=   r                                                     (2.3) 

DFT is based upon the Hohenberg-Kohn theory [27] which formulates a one-to-one 

correspondence between the ground state electron density, ( )oρ r  of a many electron system 

and its external potential, ( )ExtV r
 
up to an additive constant. Also, for any particular ( )ExtV r , 

the exact ground state energy of the system is the global minimum value of its energy 

functional which corresponds to the exact ground state electron density. Therefore, the total 

ground state energy of the system for any external potential may be written as a sum of its 

kinetic and interaction energies, plus an external potential which is uniquely determined by 

the ground state electronic density: 

( ) ( ) ( ) ( )T KE Int Ext
E T V Vρ ρ ρ ρ= + +              r r r r                 (2.4) 



 

11 
 

For a particular ( )Ext
V ρ  r , the kinetic energy of the electrons ( )KE

T ρ  r
 
and the internal 

interaction potential ( )Int
V ρ  r  is a universal functional of the electron density, called the 

Hohenberg-Kohn density functional ( )HK
F ρ  r .The internal potential contains contributions 

from electron exchange  and correlation interaction potential 
xc

V  plus the contribution due to 

the classical electrostatic energy [39], called the Hartree potential 
H

V . Therefore, the 

Hohenberg-Kohn density functional can be expressed as 

( ) ( ) ( ) ( )HK xcF T d V
ρ

ρ ρ ρ
′

′= + +          ′−∫
r

r r r r
r r

                                                               (2.5)                                                              

where ( )T ρ  r is the kinetic energy functional of the non-interacting system of electrons  

and  
( )

HV d
ρ ′

′=
′−∫

r
r

r r
 is the Hartree potential due the classical electrostatic energy. The total 

energy functional given in Equation 2.4 can thus be re-written as  

( ) ( ) ( ) ( ) ( )Tot xc ExtE T d V V
ρ

ρ ρ ρ ρ
′

′= + + +              ′−∫
r

r r r r r
r r

                                   (2.6) 

which may be interpreted as a one-electron equation with the energy functional of a non-

interacting classical electron gas, subject to two external potentials: one due to the nuclei 

( )ExtV r and the other due to exchange and correlation effects ( )xcV r . Consequently these 

external potentials and the electron density completely define the quantum mechanical 

problem. The wave functions are in principle uniquely determined via the corresponding 

Schrödinger equation, from which all system properties dependent on the total energy can be 

obtained.  

 
The minimal value of the total energy functional defined by Equation (2.6) is determined by 

applying Rayleigh-Ritz variational principle [28-30], and it can be shown that the true 

minimum is reached when the electron density is the correct ground state density. The 

corresponding Hamiltonian to the variational total energy functional is called the Kohn-Sham 

equation [27]: 
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( ) ( ) ( ) ( ) ( )
2

2 '
2 ' Ext xc i KS i

d V V H
m

ρ
ψ ψ

 
− ∆ + + + = − 

∫
r

r r r r r
r r

�
=

i i
ε ψ ( )r                                (2.7) 

which effectively replaces the many-body problem by an auxiliary independent one particle 

problem (a new Schrödinger-like equation) expressed in terms of the charge density, where 

i
ψ  are the single particle Kohn-Sham wave functions (which are the N lowest-energy 

solutions of the Kohn-Sham equation) defined by 

( ) ( ) ( )*

1

N

i

ρ ψ ψ
=

=∑r r r                                                                                                           (2.8) 

and the exchange correlation potential is given by its functional derivative with respect to the 

electron density 

( )
( )

( )
.

E
xcV

xc

δ ρ

δρ

  
=

r
r

r
                                                                                                      (2.9) 

In order to solve the Kohn-Sham single particle equations (Equation 2.7), the electronic wave 

functions for the occupied orbitals need to be known. Unfortunately, these wave functions 

depend on the electron density which is also initially unknown. Therefore solving the Kohn-

Sham equations requires an iterative process where an initial trial electron density ( )1ρ r

needs to be “guessed”, usually by superimposing the isolated electron densities, from which 

the starting wave functions can be obtained. These in turn are used to construct the starting 

Kohn-Sham Hamiltonian from which an improved electron density ( )2ρ r  is obtained. The 

resulting wave functions are then used to obtain better approximations to the electron density

( )3...nρ r  and the cycle continues until the final electron density is consistent with the 

Hamiltonian. This process is called Self Consistent Field (SCF) approach [31].  

 
2.2.1  Spin Density Functional Theory 

For spin magnetic systems, the ground state spin density has a broken symmetry (imbalanced 

spin-up and spin-down electron spin densities, i.e. ρ ρ
↑ ↓

≠ ) and thus their total energy and 

other ground state properties are described by a functional which depend on the 

magnetization density ( ) ( ) ( )m ρ ρ
↑ ↓

= −r r r  as an additional field to the ordinary charge density. 
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Therefore for a spin polarised system, the total energy given in Equation 2.3 becomes a 

functional of both the ground state spin-up and spin-down densities: 

( ) ( )0 0, .TE E ρ ρ↑ ↓ =  r r                            (2.10) 

This modifies the Kohn-Sham equations (Equation 2.7) to include an additional term, 

( )B xcBµ± r  used to describe the ground state magnetization of the electron system, where 

2
B

e mcµ = �  is the Bohr-mageton and 
xc

B  is the magnetic exchange field which an electron 

experiences. The modified Kohn-Sham equation for spin-polarised systems therefore 

becomes 

( ) ( ) ( ) ( ) ( )
2

2 ' ,
2 ' ext xc B xc i KS i

d V V B H
m

ρ
ρ ρ µ ψ ψ ρ

 
− ∆ + + + − = − 

∫
r

r r
r r

�
                              (2.11) 

where the charge density defined by Equation (2.8) is decomposed into spin-up and spin-

down densities corresponding to different sets of the Kohn-Sham orbitals: 

( ) ( )
22N

i

i

ρ ψ ↑
↑

=∑r r                                                                                                          (2.12 a) 

( ) ( )
22N

i

i

ρ ψ ↓
↓

=∑r r                                                                                                          (2.12 b) 

Therefore the total energy of a spin-polarised system becomes a functional of the two spin-

polarised charge densities. The total spin density due to spin polarization is given as 

( ) ( )( )rµ ρ ρ
↑ ↓

= −r r , from which the total magnetic moment (M) can be expressed as 

( ) ( ) 3 d .ρ ρ
↑ ↓

= −  ∫M r r r                                                                                               (2.13) 

To calculate the properties of a spin-polarised many-body system thus needs a two 

dimensional spin space, which in turn requires a larger fraction of the Brillouin zone to be 

sampled.  In practice, a spin polarized calculation proceeds separately for up and down spins 

and needs more computational resources to converge since both the normal charge density 

( )ρ ρ
↑ ↑

+  and the spin charge density ( )ρ ρ
↑ ↓

−   have to converge separately. 
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Because of the additional degrees of freedom contained in the spin density, spin-polarised 

Kohn-Sham equations often have manifold metastable self consistent solutions corresponding 

to different spin polarisations. Determining which of these is the ground state, and if there are 

any solutions that have been missed, requires an exhaustive search which is computationally 

intensive [32]. This is because the energy differences between different metastable 

configurations are so small that SCF calculations starting near a metastable solution may tend 

to converge to it # leaving the very existence of other solutions to go unseen if all possible 

spin configurations are not carefully considered [33]. However, a constrained DFT technique, 

known as Fixed Spin Moment (FSM) [34], greatly simplifies the search for the true ground 

state magnetic ordering. When this approach is used, it is however necessary to confirm 

whether a particular spin state is the true local minimum by continuing the calculation using 

Unrestricted Spin Optimization (USO) techniques. In this Thesis, both approaches were 

followed by considering multiple initial spin states and geometry configurations to ensure 

that the true spin ground state was found, as well as all the other relevant metastable spin 

states. 

 

The tendency towards a specific magnetic ordering state is determined by a balance between 

the kinetic energy and the exchange-correlation effects [32]. Whereas the parallel alignment 

of the electronic spins leads to a gain of exchange energy, it also causes a loss of kinetic 

energy which explains why most many-atomic solid state systems are usually non-magnetic. 

In solids, the gain in exchange energy is dominated by the loss in kinetic energy which arises 

from the delocalization of the valence electrons. Magnetism thus occurs only if these 

electrons are sufficiently localized as in the case of elemental ferromagnets Fe, Co and Ni 

[35]. 

 

2.2.2  Approximations to exchange-correlation potential 

The Density Functional Theory is in principle an exact theory of many interacting body 

systems, but in practice, approximations are needed for the exchange-correlation potential Vxc 

since its exact functional form is not precisely known. The application of the Density 

Functional Theory approach therefore depends on the reliability and accuracy of the 

approximations used. Although more accurate forms of exchange-correlation potential have 

been developed, there is currently no known systematic way to achieve an arbitrary high level 

of accuracy [26]. The commonly used approximations to the exchange and correlation 
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potential are the Local Density Approximation (LDA) and Generalised Gradient 

Approximations (GGA).  

  

In the LDA, the exchange-correlation energy of an electronic system is constructed by 

approximating the exchange correlation energy of the electrons at a local point within the 

electron gas to that of a homogeneous electron gas (since the exchange-correlation energy of   

a homogeneous electron gas is exactly known) that has the same density as the electron gas. 

Thus,   

( ) ( ) ( )
xc

LDA

xc
E dρ ρ ε ρ=      ∫r r r r           (2.14) 

where ( )xcε ρ  is the exchange correlation function of a homogeneous electron gas [31] which 

can be modified to include spin effects by treating the spin-up and spin-down electrons 

independently. This leads to the Local Spin Density Approximation (LSDA) where the 

charge density is taken as the sum of spin-up and spin-down electron densities. 

 

The L(S)DA method assumes that the exchange-correlation energy is purely local and thus 

ignores corrections to the exchange-correlation energy at a point r  due to nearby 

inhomogenities in the electron density. On the other hand, the GGA technique corrects this 

assumption by making the exchange-correlation contribution not only dependent on the local 

density, but also on the neighbouring density as well as the magnitude of its gradient, ρ∇ at 

each point. Therefore,  

( ) ( ) ( ) ( ) ( ),
GGA

xc xc xcE f dρ ρ ε ρ ρ ρ = ∇        ∫r r r r r r                                           (2.15) 

where ( ),
xc

f ρ ρ∇ is a suitably chosen continuity enhancement factor dependent on the 

density of the electron gas as well as the magnitude of its gradient, which modifies the 

L(S)DA according to the variation of the density in the vicinity of the considered point. With 

an appropriate choice of the density function and the magnitude of its gradient, the GGA 

technique results in a consistent improvement of the exchange-correlation energy compared 

to the L(S)DA method [36,37].  
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2.2.3 Solving the Kohn-Sham equation 

Solving the Kohn-Sham equation (Equations 2.7 and 2.11) for the ground state charge density 

requires solving an infinite set of one-electron equations with 
xc

V  being the exchange-

correlation operator in the L(S)DA or GGA approximation. One approach to constructing the 

Kohn-Sham single particle orbitals 
m

ψ  (Equations 2.8 and 2.12) is to use a basis set in terms 

of which the electronic wave function can be expanded as a linear combination of these basis 

orbitals as 

1

( ) ( )
P

m b

m p p

P

cψ ϕ
=

=∑r r                                                                                                             (2.16) 

where the wave function, 
m

ψ  belongs to a function space with infinite dimension P and its 

solution depends on finding appropriate expansion coefficients m

pc  to express it in a given 

basis function set b

pϕ  [31]. Given a choice of basis functions (e.g. plane waves [32]) and the 

fact that the total energy is variational, m

pc  becomes the only variables in the problem and the 

solution of the self consistent Kohn-Sham equations amounts to determining the expansion 

coefficients for the occupied orbitals that minimize the total energy.  The most common 

approach to solving the self consistent Kohn-Sham equations requires optimization of m

pc  and 

determination of the self consistent charge density. The expansion coeficients m

pc  that solves 

the single particle Kohn-Sham equations for a fixed charge density are repeatedly determined 

to find the total energy of the system using standard matrix techniques, thus making the 

Schrödinger equation for the single particle Kohn-Sham equations a generalized eigenvalue 

problem which may be expressed as  

( )
1

-  =0
P

m

i p

P

cε
=
∑ H S    (2.17) 

where H  and S   are the energy-independent Hamiltonian and overlap matrices, respectively. 

This equation is solved at each k-point for integration in the irreducible wedge of the 

Brillouin zone (IBZ) sampled in three dimensional k-space as determined by the local point 

symmetry of a given structure. Practically, it may not be possible to express the true occupied 

Kohn-Sham orbitals exactly in terms of basis sets, but instead an approximate solution that is 

optimal (in the sense that it gives  the lowest possible total energy) can be reached using by 
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using a basis set of sufficient quality and the SCF approach as explained in Section 2.2. The 

quality of a basis set can therefore be measured by the extent to which the total energy 

evaluated using the basis set orbitals differs from the true Kohn-Sham energy. In addition, a 

good basis set needs to be efficient, unbiased, mathematically simple and complete, which 

respectively, refers to the number of the basis functions needed to achieve a given level of 

convergence, whether or not the basis favours certain regions of space over others (and does 

not artificially favour a particular solution), the difficulty in calculating matrix elements and 

whether the basis can be improved arbitrarily by adding additional functions of the same type 

[32]. 

 

Any suitable complete basis set can be used to represent the Kohn-Sham orbitals and many 

choices are available. The most commonly used include Linear Combination of Atomic 

Orbitals (LCAO), Gaussians or Slater-Type-Orbitals (GTOs or STOs) and plane wave basis 

sets [38].   

 

Using plane wave basis sets to represent Kohn-Sham orbitals offers a number of advantages 

compared to other basis sets [39]. These include the simplicity of the basis functions (which 

make no preconceptions regarding the form of the solution), the absence of basis set 

superposition error as well as the ability to efficiently calculate the forces on atoms. Also, 

Bloch’s theorem makes plane waves the natural choice for the representation of electron 

orbitals in a periodic system. In addition, the fact that the kinetic energy operator is diagonal 

in reciprocal space whereas potential energy is diagonal in real space also favours use of 

plane wave representation since it easy to use Fast Fourier Transforms (FFT) in switching 

between these energy representations, which significantly reduces the computational cost 

[40]. Furthermore, as a plane wave basis set is non-local, no Pulay forces [41] will arise when 

calculating the forces on the ions in the system. Hence these ionic forces may be calculated 

with greater efficiency.  

 

One principle disadvantage of a plane wave basis set is its inefficiency when used in a full 

potential calculation [32], since the number of basis functions needed to describe atomic 

wavefunctions accurately near the nucleus would be prohibitive. To overcome this limitation, 

pseudopotentials [22,26] or hybrid basis sets [32] are introduced to describe atomic 

wavefunctions with strongly varying potentials. Therefore, in practice, the plane wave 

approach for solving the Kohn-Sham equations are often carried out in two schemes: either as 
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a full potential or pseudopotential calculation, depending on whether the plane waves are 

used to treat the potential due to all electrons in an atom or only the valence electrons 

(including the semi core states).  

 

2.2.3.1   Full potential plane wave methods 

Full Potential Plane Wave (FP-PW) methods are among the most accurate schemes for 

solving the Kohn-Sham equations. They take into consideration all electrons of an atom, 

including the core electrons where the potential and wave functions are strongly varying, and 

therefore have the advantage that properties dependent on the behaviour of core electrons, 

such as the polarization of core electrons and hyperfine interactions, can be determined with 

high accuracy. However, full potential plane waves are relatively slow [32]  to converge in 

the core region of the atom, and thus are usually augmented with some other atomic-like 

basis set functions in regions close to the atomic cores. In the region far removed from the 

nuclei, the electrons are freer and can be described by plane waves. Accordingly, the unit cell 

space is divided into non-overlapping spheres (called muffin-tin (MT) spheres) centred at 

atomic sites and an interstitial region between the spheres as illustrated in Figure 2.1. 

 

2.2.3.1.1 Augmented Plane Wave method  

The Augmented Plane Wave (APW) method calculates the energy which corresponds to the 

eigenvalue for each atomic orbital. This makes the basis functions to be explicitly energy 

 
Figure 2.1:   Partitioning of a unit cell space into Muffin-Tin spheres (I) and an interstitial region (II). 
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dependent, thus leading to a non-linear eigen-value problem. This energy dependence can be 

represented in the MT and the interstitial regions (Figure 2.1) as [32] 

( )
( )

( ) ( )
,

,
,

1
                                            

,
', '                  '

l m

i

l

l m l m

e r II
VE

A u r E Y r r R
α α

α

ϕ
+ ⋅

+

 ∈
= 
 <∑

k K r

k

K

k K

r      (2.18) 

where V is the volume occupied by the MT spheres, 'r r Rα= − is the position inside sphere α 

with polar coordinates 'r  and r̂ , and  
lu
α  is the solution of the radial Schrödinger equation 

for the atomic sphere α at an unknown energy E. 
,

,

l m
Aα +k K  is an energy dimension parameter 

which is also unknown chosen so as to match (at the atomic sphere boundary) the atomic 

solution to each plane wave only in value, but not in slope. For a true atom, the boundary 

condition that ( )',lu r E
α  should vanish for r → ∞  limits the number of energies E for which a 

solution 
lu
α  can be found and thus act as efficient basis functions since they closely  

resemble how the actual eigen-function will look like in that region of the unit cell crystal. 

Inside the MT spheres, the Kohn-Sham orbitals are only accurately described by the APW 

basis functions if the energy of the APW basis function is the same as the eigen-energy.  

 

Hence the basis functions have explicit energy dependence, resulting in a non linear Eigen 

value problem (with energy dependence in the Hamiltonian and overlap matrices). 

Consequently, the eigenvalues have to be determined via an iterative procedure, with many 

trial energies, requiring a large number of matrix diagonalizations. This makes the APW 

method inherently slow and computationally expensive, making it suitable only in systems 

with few eigenvalues. 

 

2.2.3.1.2 Linearized Augmented Plane Wave method 

Unlike APW, Linearized Augmented Plane Wave (LAPW) method introduces linearization 

of energy dependence by solving the radial Schrödinger equation for a fixed linearization 

energy by adding the energy derivative of this function [32,42]. The basis functions, 
lu  in the 

MT spheres are supplemented by their energy derivatives 
l

u�  but both 
lu and 

l
u�  are now 

evaluated at a fixed energy
o

E . The original energy dependence of the radial basis function in 

the APW approach is thereby replaced by the Taylor expansion series:  
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( ) ( ) ( ) ( )', , , ...
ll l o o o

u r E u r E E E u r E′ ′= + − +� �                                                                   (2.19) 

(terminated after the linear term [43]).  The radial functions 
lu and its energy derivative 

l
u�  

are solutions of the Euler equations [44]: 

( ) ( ), ,sph

l l l l lH u E r E u E r=                                                                                                (2.20a) 

and  

( ) ( ) ( ), , ,sph

l l l l l lH u E E u E u E= +r r r� �                                                                                (2.20b) 

where sph
H  is the spherical Hamiltonian (containing only the 0l = of the effective potential 

within the muffin tin region) of the radial Schrödinger equation. Then, the explicit form of 

the linearized basis function, called LAPW, becomes:  

( )
( )

( ) ( ) ( )
,

, ,
,

1
                                                                                  

,
ˆ', ', '                     '

l m l

i

l

l m l o lm o m

e r II
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A u r E B u r E Y r r Rα α α α
α

ϕ

+ ⋅

+ +

 ∈
= 
  + < ∑

k K r

k

K

k K k K

r

�

       (2.21) 

where the coefficients
,

,

l m
Aα +k K  and ,

lmBα +k K  are unknown energy dimension parameters chosen 

so as to match (at the atomic sphere boundary) the atomic solution to each plane wave both in 

value and slope.  

 

2.2.3.1.3 Linearized Augmented Plane Wave Method + Local Orbitals 

Linearization in the LAPW method introduces the problem that for a given l  value only the 

states of one principal quantum number can be described. This is a limitation in the treatment 

of low lying valence states (also called semicore states). In order to treat these semicore states 

efficiently, another type of basis functions called Local Orbitals (LO), defined for a particular 

l  and m  in a particular atomic sphere, are added. Thus, 

( ) ( ) ( )
( )

( )
, , , ,

1, 1,,

, ,
2,

0                                                                                      

', ',
'             'ˆ

',

LO LO LO LOlm
lm l l lm l lLO l

m
LO LO

lm l l

r II

A u r E B u r E
Y r r R

C u r E

α α α α α α

α
αα α α

ϕ

∈

 +=   ≤
 + 

r �




                   (2.22) 
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where the coefficients ,LO

lmAα , ,LO

lmBα and ,LO

lmCα  are determined by normalization [32] together 

with the requirement that the LO and its slope must be equal to zero at the sphere boundary. 

This condition makes the plane waves continuous and smooth at the sphere boundary. The 

basis functions should completely be confined within the atomic spheres (i.e. do not leak out 

of the MT sphere) and in practice one has to select such functions for some physically 

relevant states of the system under consideration. Thus use of the LO slightly increases the 

matrix size of the linear eigen-value problem. However, they remarkably improve variational 

convergence and efficiently treat the semicore states. Since LOs are not connected to plane 

waves in the interstitial region, they have no k  or K  vector dependence and have non-

vanishing amplitude within the MT sphere in their respective atoms.    

  

2.2.3.1.4 Augmented Plane Wave + local orbitals 

In Augmented Plane Wave � local orbitals (APW+lo) approach [44], the basis functions are 

independent of the energy of the corresponding eigen-value and has the same basis set size as 

in the APW method. This approach makes use of APWs with a fixed set of energies, but with 

an additional new local orbital (lo) so as to have enough variational flexibility of the radial 

basis functions. To avoid the non-linear eigen-value problem of the APW approach, each 

radial wave function in the MT sphere is determined at fixed linearization energy. But since 

fixed energies do not give a good description of the eigenfunctions, the basis set is augmented 

with a second type of basis functions called local orbitals (abbreviated as lo, different from 

the LO used in LAPW) given by 

( ) ( ) ( ) ( ),
, 1, , 1,

0                                                                         

', ',         ˆ
lm

lo l

lm lo l l lm lo l l m

r I

A u r E B u r E Y r R
α α α α α α α

α

ϕ
∈

=  + ≤ 

r
r�

                                 (2.23) 

where the two coefficients ,lm loA
α and ,lm loB

α are determined by normalization and by the 

requirement that the local orbitals must have zero value and slope at the muffin tin boundary. 

This boundary condition makes the plane waves continuous, but not necessarily smooth, at 

the sphere boundary. Consequently, basis functions with kinks are introduced at the sphere 

boundary, thus making it necessary to include terms describing the MT surface in the kinetic 

energy part of the Hamiltonian. However, the additional variational freedom allows these 

basis sets to still accurately describe the wave function. 
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The APW+lo approach significantly reduces the basis set matrix and practically converges to 

the same results as LAPW within a shorter computational time [45]. However, it is 

sometimes advantageous [46] to use mixed LAPW and APW+lo or APW� lo�LO as 

implemented in the WIEN2k ab initio modelling code [46]. 

 

2.2.3.2   Pseudopotential plane wave methods 

In contrast to the full potential methods discussed above, pseudopotential methods [22,26] are 

based on the fact that core states are not necessarily essential for the description of chemical 

bonding, and that a good description of the valence wave functions inside the core region is 

not strictly required since core states are highly localized and are not involved in chemical 

bonding. Therefore if the solution inside some cut-off radius between the core and valence 

region is replaced with a smooth wave function (called pseudo wave function), then there will 

be no loss of information in describing those properties of materials (e.g. chemical 

interaction) which are dependent on the valence electrons. However pseudopotential methods 

are inefficient in obtaining information that is inherently contained in the region near the 

nucleus (e.g. hyperfine fields and polarization at the core).   

 

The pseudopotential approach replaces the rapidly varying core potential of an atom with an 

effective potential, called pseudopotential, which acts only on the valence electrons outside a 

selected core radius (Figure 2.2). This allows the electronic wave function to be expanded 

using a much smaller number of plane wave basis sets, thus making computation much faster 

compared to full potential plane wave methods. 

 

Although full potential methods have superior accuracy, pseudopotential techniques have 

become increasingly popular and have been found to maintain good accuracy for a wide 

variety of materials, including magnetic systems [47]. The results reported in this Thesis have 

been obtained using ab initio DFT pseudopotential methods, with selected cases also repeated 

using full potential methods to confirm the reliability of the results. 

 

The pseudopotential valence wave function
v

χ  is constructed by combining the core 
c

ϕ  and 

the true valence 
v

ϕ  real wave functions as follows: 

v v cv c

c

χ ϕ α ϕ= +∑                                                                                                        (2.24) 
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Figure 2.2:  Schematic illustration of the replacement of the all-electron wave function ( )AEϕ r and 

core potential  ( )
AE

V r
 
by a pseudo-wave function ( )PSϕ r   and pseudopotential ( )

PS
V r , respectively.  

For  r % r&, the pseudo-wave function and the pseudopotential are identical to the real wave function 

and real potential, respectively (adapted from reference [32]). 

 

where 0cv c vα ϕ χ= ≠
 
is the real wave function of the core states. This pseudo wave 

function satisfies the Schrödinger equation, from which the modified pseudo-Hamiltonian 

can be written as  

( )PS v c c v

c

H H ε ε ϕ ϕ= + +∑                                                                                           (2.25) 

where H is the original Hamiltonian. PS
H  has the same eigenvalues as the original 

Hamiltonian but a smoother, nodeless wave function. The associated potential is called a 

pseudopotential and is given by 

( )PS v c c v

c

V V ε ε ϕ ϕ= + +∑                                                                                             (2.26) 

where ( ) ˆ
cV Z r I= ( Î is the identity operator) is the bare nuclear potential.  

PSϕ

AEϕ  

PS
V

AE
V  

C
r r  
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The most general form of 
PS

V  is  

PS lV lm V lm=∑                                                                                                             (2.27) 

where ( , )lm Y θ φ=  are spherical harmonics and 
l

V  is the pseudopotential corresponding to 

a given angular momentum l.  

 

An important consideration in the generation of a pseudopotential for a particular element is 

the number of plane waves required for its accurate representation. A pseudopotential is 

regarded as soft when few Fourier components are required (or hard otherwise). Another 

crucial property of pseudopotential applications is transferability, i.e. a pseudopotential 

constructed for a particular atom in some specific chemical or structural environment should 

be used reliably for the same atomic species in different environments [48] (e.g. semi-

conductor, metal, molecule, surface, etc.).  

 

In order to improve transferability of a pseudopotential, the core radius should be small, and 

for it to be soft, the core radius needs to be large. These two competing criteria must be 

optimized in order to produce a pseudopotential that is both accurate and as soft as possible. 

In addition, the valence charge density associated with chemical bonds should be 

reproducible. How the total charge inside and outside the core is matched with that of the all-

electron wave function leads to the different types of pseudopotentials, which include norm 

conserving and ultrasoft pseudopotentials. 

 

2.2.3.2.1 Norm Conserving Pseudopotentials 

In Norm Conserving Pseudopotentials [25], the total pseudocharge inside the core is required 

to match that of the all-electron wave function so as to satisfy the condition of orthogonality 

[22].This requirement is called norm-conservation and it guarantees that the pseudopotential 

is useful, not only in every energy range, but also in all environments such that its 

eigenvalues do not depart significantly from those used in its construction [22]. 

In order to improve transferability, the core radius should be small, but not smaller than the 

position of the outermost node of the all-electron wave function (so as to guarantee a 

nodeless wave function). This conflicting effect of 
c

r  creates a trade-off between accuracy 

and efficiency while retaining reasonable transferability. 
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The following general criteria are used for the construction of norm-conserving 

pseudopotentials [22]: 

1. For a chosen configuration of the atom, the eigenvalues of the all electron wave 

function should be identical to those of the pseudo-wave function. 

2. The radial pseudo-valence wave functions should be nodeless and should be 

identical to the radial all-electron wave function outside the cut-off radius. 

3. The total charge density inside the region 
c

r r<  should be  equal for both the all-

electron
AE

R  and pseudo-wave functions
PS

R  (norm conservation condition):  

2 2

0 0

( ) ( )
c cr r

PS AE
rR r dr rR r dr=∫ ∫                                                                            (2.28) 

4. For
c

r r≥ , the normalized radial pseudo wave function must equal the normalized 

all-electron wave function. 

 

Norm conserving pseudopotentials are generally hard and require a large number of plane 

waves to converge, hence they are computationally expensive. In practice, it is therefore 

necessary to impose other conditions which can reduce the number of plane waves as it is the 

main factor which determines the energy cut-off in the expansion of wave functions in a basis 

set of plane wave, and consequently the computational cost of the calculation.  

 

Although the pseudo wave functions in all pseudopotential methods are expected to be as 

smooth and accurate as possible, norm conserving pseudopotentials achieve accuracy at some 

sacrifice of smoothness. For 3d transition elements, and in many other important magnetic 

systems [49], constructing a pseudo-wave-function which is smoother than the all-electron 

one is not easy and requires a large number of plane wave basis sets to converge. However, 

these difficulties [50,51] have been compensated to some extent by the development of 

iterative techniques which are capable of handling large plane-wave basis sets. Such methods 

are most efficient if the non-local part of the pseudopotential can be recast in a separable 

form, either by expanding the semi-local potential approximately as a sum of separable terms 

[25] or by generating a fully nonlocal separable pseudopotential based on a given semi-local 

pseudopotential [52]. 
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2.2.3.2.2 Ultrasoft Pseudopotentials 

Ultrasoft Pseudopotentials (USP) [53] relax the norm conservation condition of norm 

conserving pseudopotentials by a transformation which re-expresses the problem in terms of 

a smooth function and an auxiliary function around each ion core. This approach allows 

calculations to be performed with the lowest possible cut-off energy for the expansion of the 

plane wave basis set, thus improving transferability while holding the cut-off radius fixed 

(even for a large cut-off radius).   

 

The total energy in the USP approach is similar that in norm conserving pseudopotentail 

plane wave methods, but with the nonlocal ultrasoft potential expressed as 

,
,

lm lm

US i j i j

i j

V D γ γ=∑                                                                                                        (2.29) 

where γ  and D are characteristic parameters of the potential used and differ for different l 

and m.  The ultrasoft potential 
US

V  consists of the generalised separable norm conserving 

pseudopotential and a term which vanishes only if the generalized norm conservation 

condition is enforced [22]. By relaxing the norm conservation constraint, all the wave 

functions at different reference energies can be replaced independently by pseudo wave 

functions by requiring the matching of the logarithmic derivatives at the cut-off radius (thus, 

practically, the cut-off radius can be chosen quite large, well beyond the maximum of the 

radial wave function, resulting in smooth wave functions). This condition means that the 

pseudo and the all-electron wave functions become identical beyond the cut-off radius 

(Figure 2.2), but the charge density enclosed in the pseudized region is still different and can 

be expressed as 

2

, ,

( ) ( ) ( ) i i

i nm i n m i

i i n m j

Qρ ϕ ϕ γ γ ϕ= +∑ ∑∑r r r *                                                            (2.30) 

where 
i

ϕ  are the wave functions of the i  occupied states and ( )
nm

Q r  are the augmentation 

functions that are strictly localized in the core regions. Integrating this charge density and 

introducing a generalized orthonormality condition gives 

ˆ
i j ij

Sϕ ϕ δ=                                                                                                                     (2.31)  

where Ŝ is a Hermitian overlap operator given by 
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, ,

ˆ 1 ( ) .n m

n m j

S Q dr γ γ = +  ∑ ∫ r                                                                                           (2.32) 

The charge density given by Equation (2.30) integrates to a number of valence electrons in 

the system, and the local potential includes the usual Hartree and exchange-correlation 

contributions: 

[ ] [ ] [ ]( ) ( ) ( ) ( ) .LOC PS H xcV V V Vρ ρ ρ= + +r r r r                                                                       (2.33) 

The overlap operator Ŝ  is non-local; therefore there is a contribution from the Hartree and 

exchange-correlation potentials to the non-local part of the potential. Hence, the non-local 

contribution also depend self consistently on the charge density, adjusting itself to changes in 

the charge configuration due to the environment. This feature improves transferability of 

ultrasoft pseudopotentials over norm conserving pseudopotentials. 

  
The Kohn-Sham self consistent equations for the USP then become a generalized eigen-value 

problem 

( )ˆ 0
i i

H Sε φ− =                                                                                                                 (2.34) 

whose solutions are the pseudo-wave functions 
i

φ  for each reference atomic state i, and H 

can be presented as a sum of the kinetic and local potential as 

[ ] [ ]( ) ( ) ( ) .PS H xcH T V V Vρ ρ= + + +r r r                                                                              (2.35) 

Like in the norm conserving pseudopotentials, an all-electron calculation is carried out on a 

free atom when generating ultrasoft pseudopotentials, leading to a screened atomic potential. 

The following general criteria are followed when constructing ultrasoft pseudopotentials [22]. 

1. The pseudo eigenvalues should be equal to the all-electron eigenvalues, and the 

corresponding orbitals should match exactly outside the core radii.  

2. The scattering properties should be correct at each reference energy. Thus, the 

transferability can systematically be improved by increasing the number of such 

energies.  

3. The valence charge density should be precisely equal to the all-electron valence 

density in the reference configuration. 
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2.2.4 Non-Linear core corrections in pseudopotential approximations 

Pseudopotential approximations in general assume that the core and valence charge densities 

are well separated such that the kinetic and exchange-correlation interactions can be 

approximated to be linear. However, this approximation may lead to systematic errors in the 

total energy if there is a significant overlap between the two densities. In particular, spin-

polarised calculations introduce additional non-linearity which necessitates an explicit 

consideration of the non-linear dependence of the energy on the core charge density. In 

addition, spin-polarisation in magnetic systems, including transition elements, originate from 

valence electron orbitals whose charge and spin density amplitudes overlap with those of the 

core electrons [45]. Accordingly, it is important to describe the behaviour of such wave 

functions near the core region as accurately as possible such that the dependence of the core 

wave functions on the surrounding environment is taken care of in determining the exchange 

correlation potential seen by the valence electrons. 

 

Within the pseudopotential approximation, the total exchange-correlation potential is a 

function of both the valence and core charge densities, together with the spin polarisation 

[54]. This can be written implicitly as  

calculatedincluded in the pseudopotential

( , ) ( , ) ( , ) ( , )v c v c v v v v

xc xc xc xcV p V p V p V pρ ρ ρ ρ ρ ρ + = + − +  ������������������
                                           (2.36)

 

where  

( ) ( )
( )

( ) ( )

v v

v c
p

ρ ρ
ρ ρ

↑ ↓
−

=
+

r r
r

r r
                                                                                                          (2.37) 

is the spin-polarisation and vρ  and cρ  are the valence and core charge densities, 

respectively. The dependence of the exchange correlation potential on spin polarisation also 

makes it a non linear function of the charge density, thus making the ionic pseudopotential 

dependent on the valence configuration in spin polarised systems. Therefore, nonlinear–core 

correction to the exchange and correlation interaction potential is essential in the 

determination of the magnetic ordering properties of spin-polarised systems [45,55,56], such 

as the ones being modelled in the current study.  
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2.2.5 Accuracy and reliability of DFT methods 

The accuracy and reliability of DFT methods such as those discussed above are mainly 

determined by the choice of the exchange-correlation functional, whose exact form is 

unknown. 

 

In addition, computational errors arise from inaccurate representation of the wave functions 

(and energy) if insufficient number of plane wave basis sets are used in practical 

computations (usually due to computational cost) [57,58]. Despite these shortcomings, the 

density functional theory, in principle, is highly accurate and is capable of predicting many 

electronic and structural properties of solid state and other material systems with good 

accuracy, in comparison with experimental data. The level of accuracy achieved by these 

methods depends mainly on the property of interest and, also on other related properties of 

the material [58]. However, quantitative discrepancies between DFT and experimental results 

in most cases follow similar trends among different material systems [59,60] and therefore 

systematic errors for a particular DFT technique can easily be corrected from experience and 

comparison with experiment. For example, the formation energies of defects involve 

comparison of similar configurations by keeping the number of atoms and the charge state 

constant, hence systematic errors due (and DFT approximations) can approximately cancel 

out [61].  

 

Other than the inherent limitations of the DFT approach, additional sources of errors 

encountered in calculations are usually due to numerical computations which arise mainly 

from the choice of the supercell size, the plane wave energy cut-off and k-point sampling. 

The magnitude of the error arising from each of these variables in the current study has been 

minimized by increasing their level of convergence. Converged calculations have been found 

to systematically fall within 1.0 � 10'( eV for differences in total energies and 1.0 � 10'� Å  

for structural properties. This accuracy is crucial in magnetic systems, since different 

magnetic states are often separated by energies in the order of meV, and therefore their 

corresponding quantum mechanical total energies should be sufficiently converged in order 

to reliably extract such small energy differences. 
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 2.3 Geometry optimization 

Geometry optimization in modelling of material systems allows refinement of an initial 

geometry and other physical parameters (e.g. lattice constants) so as to obtain the total energy 

corresponding to a stable state of the system. First, the electronic properties are calculated for 

a specific fixed geometry. The forces acting on the atoms are then calculated and the 

positions of the atoms are updated. To find the optimal positions and geometry of the atoms, 

the cycle is repeated until the total forces acting on individual atoms and the change in total 

energy between the steps fall below some user-predefined convergence tolerance limit. 

Structural optimization therefore ensures an accurate description of the system’s electronic 

structure, including all other properties dependent on the total energy of the system. 

However, only a local minimum of the system, rather than its global minimum, may be 

reached during a geometry optimization process. The type of minimum reached depends 

greatly on the initial geometry used, amongst other factors. It is therefore important to use as 

many relevant initial configuration geometries as possible to ensure that the global minimum 

of the system is reached [23]. 

 

Structural optimization methods generally treat the atomic nuclei in a classical manner, but 

the energy and forces between them are calculated using quantum mechanical 

approximations.  Many of these approximations are based on the principle of finding the 

minimum of an energy hypersurface as a function of its geometrical configuration (or atomic 

position) [23]. Other geometry optimization approximations optimize the total forces acting 

on a system of atoms using the damped classical Newtonian mechanics approach [41,46], as 

discussed in the following Section. 

 

2.3.1 Quasi-Newtonian geometry optimization 

Quasi Newtonian geometry optimization algorithms employ a quadratic model of the 

potential energy surface to converge to an energy minimum corresponding to a given 

structural configuration. The predicted potential energy hypersurface, E′  and force f for a 

given geometry optimization step s  is given by 

1
2

T TE E′ = − +f s s Hs
                                                                                                        (2.38) 

and 
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f' = f - Hs                                                                                                                            (2.39) 

respectively, where  H is the approximate Hessian (matrix of second energy derivatives, or 

force constants with respect to geometry).  

 
From equation (2.38), the forces become zero at the energy minimum (or any other stationary 

point in the energy hypersurface), from which the next step towards the global minimum can 

be obtained equation (2.39) [41]. Algorithms which employ this approach calculate an 

approximation to the Hessian (or its inverse) from various gradient approximations (for 

example, conjugate gradient methods which use information about the previous step to 

update the Hessian) either by directly computing it or by creating an estimate of it that 

improves as the calculation proceeds. Among the most successful Hessian update approaches 

is the BFGS (Broyden–Flecher–Goldfarb–Shanno) [62-65] and has been used in all 

calculations reported in this Thesis as implemented in the WIEN2k [46] and the CASTEP 

[41]  materials computation codes.  

 

In the BFGS approach, the Hessian matrix for the next geometry optimization step is updated 

as  

 1k k k+ = + ∆H H H                                                                                                                (2.40) 

and for any two consecutive iterations, 
k

∆H  is given by 

T T

k k k k k k
k T T

k k k k k

a a s

s a s

 
∆ = + 

 

H s H
H

H s
                                                                                                (2.41) 

where 
k

a = k k+1f - f  is determined from the gradients of the two consecutive geometries.  The 

commonly used method to determine the best step size 
k

s (and its direction) employs a 

quadratic model trust-region algorithm [66] with an additional constraint that 1k
R+ ≤s  (where 

R is the trust region radius). The choice of the initial Hessian determines how long the 

geometry minimization process will take. For most algorithms, the first estimate of the 

Hessian is a unitary matrix which changes significantly in the course of the minimization. 

The BFGS update in most cases will tend to correct itself rather quickly within the first few 

steps compared to other approaches [66]. 
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2.4  Formation energy 

The formation energy of a defect in a semiconductor crystal provides information on its 

energetic stability, as well as on the relative stabilities between different configurations and 

charge states in which it is likey to occur. In addition, differences in formation energies of the 

defect provide an estimate of defect ionization energy levels within the host material’s band 

gap, thereby giving an indication on the nature of the defect’s electrical activity.  

 

The most common technique used for performing formation energy calculations on an 

impurity defect within the DFT technique is the use of an enlarged unit cell, called a supercell 

[67] (which becomes the new unit cell of the system), in which the defect center is 

surrounded by a finite number of non-impurity atoms of the host. The success of this 

technique in predicting the structures of defects, their formation energies and other properties 

of material systems is well proven [68-71]. A major advantage of this approach is that the 

band structure and other properties of the defect-containing supercell can easily be compared 

with that of a similar supercell of the pure semiconductor host. Thus, changes induced by the 

presence of the impurity defect can be determined more accurately than in cluster methods, 

which often suffer from spurious quantum confinement effects as well as surface termination 

and defect-surface interaction effects that may introduce extra bands in the band gap [72]. 

Although interactions between the defect and its periodic images in the supercell approach 

may occur, their effect can be minimized if the size supercell is large enough. 

 

2.4.1 Formation energy of a transition metal impurity in diamond 

In this Section, the computational methodologies adapted for calculating the formation 

energies of 3d transition metal defects in diamond are discussed. Particular attention is given 

to those computational aspects which were used for calculating the formation energies and 

charge transition levels of isolated transition metal defects in a diamond supercell. 

The formation energy Ef  of a transition metal (TM) impurity in a particular charge state q in a 

diamond supercell is given by 

[ ] [ , ] [ ] ( ) ( )q q

f T C TM T C TM TM F VE TM E n n E n n qµ ε ε= − − + −
            

(2.42)  

where [ , ]q

T C TME n n  is the total energy of the diamond supercell in  charge state q containing 
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C
n  carbon atoms and TM

n  transition metal atoms, while [ ]q

T CE n  is the total energy of an 

equivalent pure diamond supercell; TM
µ  is the corresponding chemical potential of the 

transition metal impurity and F
ε  is the Fermi energy measured relative to the valence band 

maximum V
ε in the bulk. For elemental host semiconductor crystals like diamond, the 

chemical potential of a transition metal is equivalent to the energy per an atom in its 

respective crystal structure phase [73]. 
 

 

The formation energy calculated using this method in principle ignores contributions from 

vibrational entropy and pV contributions to Gibbs’ free energy per particle since it is 

calculated at zero point temperature in the DFT approach. Explicit calculations of free energy 

entropy contributions are computationally demanding but they are generally assumed to be 

small enough not to affect qualitative conclusions. For instance, experimental and theoretical 

results for entropies of point defects have shown that entropy values are typically in the range 

of 0 # 10) [72] (where k is the Boltzmann constant), and approximately cancel out when 

comparing structures with and without defects [61]. The pV contribution to the Gibbs free 

energy per particle in solids can also be assumed to be negligible at reasonable pressures, and 

the electronic specific heat is so small that the temperature dependence of the electronic 

contribution can also be neglected [61]. 

 

In the neutral charge state, the formation energy of a transition metal impurity in diamond is 

independent of the electron chemical potential which defines the Fermi level of the electron 

reservoir [74], and can therefore be obtained directly from Equation (2.42) as:  

( )0 0 0[ ] [ , ] [ ] .f T C TM T C TM TME TM E n n E n n µ= − −                                                                (2.43) 

However, calculating the formation energy of charged defects requires knowledge of the 

electronic chemical potential which is not straightforward to compute. An approach which 

has been used in this Thesis is to compute the formation energy of transition metal impurities 

in diamond for different charge states relative to the neutral charge state. This method enables 

determination of the charge transition levels (i.e. donor/acceptor levels) within the diamond 

band gap, from which the relative stability of the respective charge states can be obtained 

with good accuracy. 
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From equation (2.42), the formation energy difference between any charge state q and the 

neutral charge state can be written as 

0 0[ ] [ ] ( )q q

f f T T F VE E E D E D q ε ε
± ±− = − + +                          (2.44) 

where [ ]
T

E D  is the total energy of the supercell containing the transition metal impurity in a 

particular charge state q.  

 

The maximum of the valence band energy V
ε  corresponds to the negative of the first 

ionization potential (IP) [75,76] which, for a pure diamond supercell can be expressed as  

[ ] [ ]
0 1

( )
v T T

IP E X E Xε
+

=− = −                                                                                         (2.45) 

where [ ]
1

T
E X

+
is the total energy of the perfect supercell in the positive charge state  and 

[ ]
0

T
E X  is the total energy of an equivalent supercell in the neutral chare state. Substituting 

Equation (2.45) into Equation (2.44) for * � �1 gives  

( ) ( ){ }1 0 1 0 1 0[ ] [ ] [ ] [ ]f f T T T T FE E E D E D E X E X ε
+ + += + − − − +                                          (2.46) 

which is the formation energy of a transition metal impurity in single positive charge state  

relative to the neutral charge state in the diamond supercell. Similarly, it can be shown that 

the formation energy for the double positive charge state relative to the neutral charge state is 

given by 

( ) ( ){ }2 0 2 0 0[ ] [ ] 2 [ ] [ ] 2 .f f T T T T FE E E D E D E X E X ε
+ + += + − − − +                                     (2.47)

 

In the negative charge states, the inherent problem of band gap underestimation by the 

density functional theory leads to an underestimation of the calculated formation energy 

differences. An approach which has been used in this Thesis to correct this error is by making 

use of the experimental band gap of diamond (Eg = 5.49 eV) instead of the calculated value. 

Though not conclusive, this approach has previously been found to give results consistent 

with experimental values for a wide range of defects in semiconductor systems [76]. An 

alternative approach is to use Slater’s transition state idea [77] in which the total energy 

difference between the different charge states is evaluated by the Kohn-Sham eigenvalues 
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with partial occupation. However, this treatment does not circumvent the band gap problem 

either, and we believe that substituting the theoretical band gap value with the experimental 

value is the best and practical approach at present. By using the theoretical band gap, we find 

that the formation energy for the negative charge states shift downwards by ~0.7 eV relative 

to those of the neutral charge states, but it should be noted that differences in formation 

energies between various (negative) charge states of a defect remains little affected due to 

cancellation of errors. 

 

By definition, the band gap energy is the difference between the first ionization potential 

(Equation 2.45) and the Electron Affinity (EA): 

0[ ] [ ]T TEA E X E X
−= −                                                                                                      (2.48) 

where [ ]TE X
−  is the  total energy of the perfect supercell in the single negative charge state. 

Therefore,  

( )0[ ] [ ]
g T T V

E IP EA E X E X ε
−= − = − −                                                                          (2.49) 

or 

[ ] [ ]( ) ( )1 0 0[ ] [ ]g T T T TE E X E X E X E X
+ −= − − −                                                                (2.50) 

from which the theoretical band gap of diamond has been calculated to be 4.81 eV using the 

GGA approximation, which is in reasonable agreement with the experimental value of 5.49 

eV, considering that DFT calculations are known to underestimate band gaps [26].  

 

From Equations (2.44), (2.49) and (2.50), it can be shown that the formation energies of a 

transition metal impurity in the single negative and double negative charge states relative to 

the neutral charge state in the diamond supercell are, respectively, given by  

( ) ( ){ }1 0 1 0 0[ ] [ ] [ ] [ ]f f T T T T g FE E E D E X E D E X ε ε− − −= + − − − + −                                       (2.51)
  

and  

( ) ( ){ }2 0 2 0[ ] [ ] 2 [ ] [ ] 2 2 .f f T T T T g FE E E D E D E X E X ε ε− − − −= + − − − + −                               (2.52) 
 



 

36 
 

It is important to note that the formation energies calculated from Equations (2.46), (2.47), 

(2.51) and (2.52) are obtained as functions of the Fermi energy, with the Fermi level 

referenced to the valence band maximum in the bulk (i.e. electrons are exchanged with the 

Fermi level such that 0Fε =  at the top of the valence band in bulk diamond).  

 

2.4.2 Charge transition levels  

The position of the Fermi level where the formation energies of two charge states are equal, 

i.e. where the most stable state of a defect undergoes a transition from one charge state to 

another, is called thermodynamic transition level or ionization level, written as ( )1 2/F q qε , 

where 1q and 2q  are the two charge states under consideration.  

 

From Equations (2.46), (2.47), (2.51) and (2.52), it can be shown that the formation energy of 

a transition metal impurity in diamond for a particular charge state constitutes a sum of a 

constant quantum mechanical calculated energy corresponding to its respective formation 

energy at the valence band maximum, and a variable energy which is a function of the charge 

state and Fermi level. This relation can be written explicitly as  

( , )
f

v

q

f F FE q E q
ε

ε ε= +                                                                                                       (2.53) 

from which the thermodynamic charge transition levels can be obtained by calculating the 

Fermi energy such that �+�*,� � �+�*��. Equation (2.53) highlights the fact that a graph of 

the formation energy as a function of the position of the Fermi level will be a straight line 

graph whose slope is equal to the charge state under consideration, and the formation energy 

intercept is determined by the (quantum mechanical) total energy of the defect in that charge 

state. The thermodynamic transition levels therefore correspond to positions of the Fermi 

level where formation energy graphs of different charges (slopes) intersect.  

 

For a given range of possible charge states in which a transition metal impurity may exist in 

diamond, many thermodynamic transitions could occur but the important ones are those 

which correspond to the most stable charge states with change in the position of the Fermi 

level. To obtain the most stable charge states, the atomic structure corresponding to each 

charge state should be relaxed to its equilibrium configuration. This is important since the 

atomic configuration of the transition metal ion may vary for different charge states and 
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lattice sites due to the different local electric potential associated with each charge or defect 

site. It is this difference in relaxation that leads to differences between thermodynamic versus 

optical transitions observed for a particular defect. In addition, each charge state may possess 

a different spin configuration of the defect impurity; with some having magnetic spin ground 

states while others not.  

 

Experimentally, the most stable transitions would be observed where the final charge state 

can fully relax to its equilibrium configuration [72]. This type of level is therefore what could 

be observed in deep-level transient spectroscopy (DLTS) experiments for the case of deep 

centres * , or corresponds to thermal ionization energy as derived from an analysis of 

temperature-dependent Hall-effect data in the case of shallow centres†. In cases where the 

final charge state cannot relax to its equilibrium configuration after undergoing a  transition, 

an optical transition will be observed and this would correspond to an emission spectrum 

peak, for example in photoluminescence experiments.  

 

However, comparison of calculated levels with experimentally observed levels needs to be 

carried out with caution due to the band gap problem and other inherent approximations in 

DFT calculations [78]. In particular, modelling of a periodic array of charged defects leads to 

errors in the calculated total energies due to electrostatic interaction of the defect and its 

periodic images in the supercell. These interactions represent a component in the calculated 

total energy that is purely an artefact of the supercell approach, shifting the total energy of the 

system relative to that of the neutral charge state, and thereby introducing a systematic error 

in the ionization energy. The methods which have previously been adopted to estimate and 

correct these errors, as well as other multi-polar terms present (even for neutral systems), 

have led to considerable debate [79-86], and there is no clear consensus on their accuracy as 

some of these “corrections” have been found to amount to a significant portion of the total 

band gap [72,84,87]. However, using large supercells has been found [79,88] to minimize 

interactions between charged defects and their periodic images. The thermodynamic 

transition levels reported in this Thesis have been obtained using a relatively large 64-atom 

diamond supercell containing one transition metal impurity at various lattice sites without 

                                                           
*
  An impurity defect level in a semiconductor material is defined as deep level if its energy state from the 

nearest band edge is much more than the average room temperature thermal energy (kT). 
 
† An impurity defect level in a semiconductor material is termed as shallow if it is produced closer to the band 
gap edges at a depth on the order of the average room temperature thermal energy (kT) or less. 
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additional corrections, and therefore their location within the band gap may be used as an 

indication of the potential for a transition metal defect to yield deep donor or acceptor levels 

in diamond, as will be discussed in Chapter four. 

 

2.4.3 Defect stability  

The likelihood of an impurity in a given electronic charge state to form at a particular 

temperature depends on its formation energy. Therefore transition metal impurities with 

higher formation energies are less likely to form in diamond compared to those with lower 

formation energies (since a significant amount of energy needs to be expended in their 

creation). Quantitatively, this can be expressed in terms of the relative defect concentration 

(C) between two or more possible competing defect sites through a Boltzmann relation: 

( )exps

f B

c

N
C E K T

N
= −                                                                                                      (2.54) 

where sN  is the number of possible defect sites per unit volume in the crystal lattice in which 

the defect can be incorporated and cN  is the number of equivalent configurations in which 

the defect can be incorporated [72]. While this expression is only valid in equilibrium 

conditions, the formation energy is still informative even when defects are created in non 

equilibrium processes [8], such as ion implantation. Particularly, the magnitude of the 

formation energy provides an indication of which defects are likely to form and their relative 

proportions. Therefore, the relative defect concentration between two (or more) competing 

defect site configurations at a particular temperature is a function of their formation energies, 

and can be expressed as 

( )exp
aa

b as

f fb b

s

NC
E E

C N
= −                                                                                                      (2.55) 

where a

sN  and b

sN  are the number of possible defect configuration sites, a and b 

respectively. Thus the formation energies for the respective 3d transition metal impurities in 

diamond reported in this Thesis gives an indication of which transition metals may be most 

stable when incorporated into diamond at equilibrium conditions. 
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2.5  Computational methodology 

The results reported in this Thesis have been performed using ab initio plane wave 

pseudopotential DFT methods for isolated 3d transition metals in diamond at the 

substitutional, divacancy and interstitial lattice sites. Calculations of formation energies and 

structural properties were carried out using a 64-atom diamond supercell constructed from 

2 � 2 � 2 conventional fcc diamond unit cells with an optimized lattice constant of a0 = 

3.569 Å (resulting in defect-image separation distance of 2a0), which is in close agreement 

with the experimental value of 3.567 Å [6]. To calculate magnetic interactions, larger 128-

atom diamond supercells containing two transition metal impurities were used as will be 

discussed in Section 2.5.3. It should be noted that defect-image interactions become 

negligible, in principle, only in an infinitely large supercell limit (equivalent to the limit of an 

isolated defect). However, considering the computational cost associated with large supercell 

sizes, it has previously been shown that diamond supercell sizes of about 64 atoms [88] are 

relatively large enough for the periodic array of defects in the image supercells to have any 

significant contribution.   

 

2.5.1 Structural configuration and optimization 

Figure 3.1 shows models of an isolated transition metal impurity in a diamond lattice at the 

substitutional, divacancy and interstitial lattice sites as was used in the this study. In order to 

determine the most stable geometry corresponding to the total structural energy, full 

geometry optimization was performed without any symmetry or spin restrictions, with the 

transition metal atom (in different charge states:  * � �2,�1, 0, #1,#2 ) placed at the 

various lattice sites. To ensure that the final symmetries were not dependent on the initial 

geometries, the transition metal (TM) impurity atoms were shifted away from high symmetry 

sites [23] in the initial geometries. For each geometry and charge state, various initial random 

positions and spins of the TM atom were considered in order to determine the most stable 

geometry and spin configurations corresponding to the lowest structural total energy. This 

treatment is necessary in magnetic calculations because spin-polarised Kohn-Sham equations 

often have manifold metastable self consistent solutions corresponding to different spin 

polarisations. Therefore, performing spin optimization by starting off at different initial 

solutions ascertains that a global energy minimum of the system, rather than a local 

minimum, is reached. An alternative method is to use the constrained spin moment 
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technique ‡  [32], but this approach is computationally intensive, since it requires further 

confirmation that a particular spin state obtained is the true minimum by continuing the 

calculation using unconstrained spin optimization. In addition, the constrained spin moment 

technique is limited by its inability to determine the type of magnetic ground state of a 

particular defect centre (i.e. whether it is ferromagnetic, ferrimagnetic, antiferromagnetic or 

non-magnetic). For this reason, the constrained spin moment technique was only used in 

selected cases to confirm the existence and stability limits of the magnetic states as calculated 

by spin optimization. 

 

     

 

 

 

Figure 2.3   Illustration of a transition metal (TM) point defect at (a) divacancy (b) substitutional sites 

in a diamond lattice. 

                                                           
‡ Constrained spin moment technique is also referred to as fixed spin moment technique. 

(a)  Divacancy site: The transition metal atom 

occupies a midpoint between two missing carbon atoms. 

The ideal site has D3d symmetry with six equidistant 

TM-C bonds 

(b)  Substitutional site: The transition metal 

replaces a carbon atom in the diamond lattice. The ideal 

substitutional site has Td symmetry with four equidistant 

TM-C bonds. 
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Figure 2.3 (Continued): Illustration of a transition metal (TM) point defect at (c) tetrahedral 

interstitial and (d) hexagonal interstitial sites in a diamond lattice. 

 

2.5.2 Computational details 

All calculations were performed using the Perdew-Burke-Ernzerhof (PBE) [89] generalized 

gradient approximation (GGA) to treat the exchange-correlation potential of electron-electron 

interactions, together with Ultrasoft Vanderbilt Pseudopotentials [53] in reciprocal space 

representation for valence-core interactions, and an optimized plane wave expansion cut-off 

energy of 310.0 eV, as discussed in Section 2.2. For all transition metal atoms at each lattice 

configuration and charge state, full geometry optimization was carried out, allowing complete 

relaxation of the structure using a well converged  4 � 4 � 4 Monkhorst pack-grid [90] of k-

points in the Brillouin zone (i.e. 32 k-points in the irreducible wedge of the Brillouin zone), 

together with a 48 � 48 � 48  FFT grid for electron density representation [56] and SCF 

convergence tolerances of 1 � 10'.  eV/atom, 1 � 10'�  eV/Å and 1 � 10'(Å for energy, 

force and atomic displacement, respectively. By increasing the k-point sampling or the plane 

wave cut-off energy, the optimized geometry and nearest neighbour bond lengths were found 

to differ by less than 0.001 Å and the total energy difference by less than 0.0001eV. 

(c)  Tetrahedral interstitial site: The transition 

metal atom is inserted at an interstitial lattice site. The 

ideal site has Td symmetry with four equidistant TM-C 

bonds 

(d)  Hexagonal interstitial site:  The transition 

metal atom is inserted at a hexagonal interstitial lattice 

site. The ideal site has D3d symmetry with sex 

equidistant TM-C bonds. 
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2.5.3 Spin calculations and magnetic interactions 

In order to establish whether a given 3d transition metal ion may lead to collective magnetic 

ordering in diamond, the magnitude of the induced spin magnetic moments was first 

calculated using a 64-atom supercell containing one transition metal ion at the different 

lattice site configurations and charge states. The nature of magnetic interactions (i.e. 

ferromagnetic, ferrimagnetic, antiferromagnetic or non-magnetic) between the transition 

metal impurities was then determined by doubling the 64-atom diamond supercell, forming a 

128-atom diamond supercell with two transition metal impurity atoms (corresponding to an 

impurity concentration of 1.56%) separated by twice the diamond lattice constant (2
� �

7.138 Å), as shown in Figure 2.4 (a detailed discussion of the theoretical approach used to 

calculate the magnetic ordering properties of transition metals in diamond is presented in 

section 6.2). Similar calculations in selected cases were also carried out at transition metal 

impurity separations of one lattice constant ( 
� � 3.569 Å ) in order to determine the 

dependence of structural and magnetic stabilization energies on impurity separation. Further, 

different sets of symmetry orientations between the two transition metals were considered to 

determine the dependence of geometric orientation on the calculated spin polarisations and 

magnetic stabilization energies. 

 

To determine the effect of the pseudopotential valence configuration on spin polarisation, 

similar calculations were performed with and without non-linear core corrections (NLCC) 

[45,55,56] of the transition metal atom pseudopotenetials as implemented in the CASTEP 

code (version 5.0.1) [41]. Table 2.2 shows the electronic configurations of 3d transition 

metals together with the corresponding standard (bare) and non-linear core corrected PBE 

pseudopotential configurations for each transition metal. To test the reliability of the 

pseudopotential approach in calculating the properties of magnetic systems, comparative 

calculations using FPLAPW/APW+LO/APPW+lo methods were performed for selected 

cases (as implemented in the WIEN2k [46] code) and the results in both techniques were 

found to be in good agreement. 

 

For each charge state and lattice site, both parallel and anti-parallel spin alignments of the 

impurity atoms in different configurations (i.e. //, 0/, 0 /, 0 0, 00, 00) and magnitudes were 

allowed in order to evaluate magnetic stabilization energies and hence the ground state 

magnetic ordering of the system, with the implicit assumption that other mechanisms which  
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Figure 2.4: A section of the diamond supercell used to calculate magnetic interaction between two 

substitutional transition metal impurities TM1 �1�  and TM2 �2� , where α and 2  are the spin 

configurations of each transition metal ion. The separation between the two TM ions is two diamond 

lattice constants (2a0 = 7.138 Å). For each lattice site and charge state, calculations were carried out 

for different spin configurations corresponding to ferromagnetic (α= β)  , ferrimagnetic (α � β 8⁄ , n = 

1, 2, 3,...), antiferromagnetic α = -β and non-magnetic �1 � 2 �  0� interactions.  

 

may contribute negatively to magnetic exchange interactions (e.g. disorder and thermal 

fluctuations) do not influence the magnetic ordering properties [91]. The accuracy of this 

method is such that small energy differences, of the order of meV, between the magnetic 

ground state and other metastable states can reliably be extracted from differences in 

quantum mechanical total energies of the different spin configurations [92,93], and such 

accuracy is crucial since magnetic states in magnetic materials are often separated by 

energies in the order of meV. Magnetic stabilization energies reported in this Thesis were 

well converged with respect to k-point sampling, plane wave cutoff energy, SCF cycles and 

geometry optimization, and energy differences between different spin states were found to be 

accurate up to 0.001 eV; therefore, magnetic states separated by an energy difference of this 

magnitude may be assumed to have similar spin configurations, particularly at higher 

temperatures where thermal effects are likely to play a major role. 
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It is noted that the total energy differences (between the ground spin state and other 

metastable spin states) obtained by the above approach describes only the nearest neighbour 

impurity magnetic interactions since magnetic exchange interaction between transition metal 

ions is often dominated by nearest neighbour interactions [94-97]. This two-defect impurity 

model gives a good first order approximation of the magnetic stabilization energies, and has 

previously been used to predict ferromagnetic ordering in other semiconductor materials and 

oxides [94-101] (from which the Curie temperature can be estimated [91] from first 

principles). An alternative model is the Green’s function approach [91], where hybridization 

of the local moments with host electrons is included to all orders of perturbation, but this 

approach is computationally prohibitive. 

 

TM All electron orbital configuration 
PBE USP configuration 

Bare USP USP with NLCC 

Sc [Ar] 3d
1 4s

2 3d: ↑ 4s: ↑↓ 3s
2 3p

6 3d
1 4s

2 3d
1 4s

2 

Ti [Ar] 3d
2 4s

2 3d: ↑↑ 4s: ↑↓ 3s
2 3p

6 3d
2 4s

2 3d
2 4s

2 

V [Ar] 3d
3 4s

2 3d: ↑↑ ↑ 4s: ↑↓ 3s
2 3p

6 3d
3  4 s

2 3d
3 4s

2 

Cr [Ar] 3d
5 4s

1 3d: ↑↑ ↑↑ ↑ 4s: ↑ 3s
2 3p

6 3d
5 4 s

1 3d
5 4s

1 

Mn [Ar] 3d
5 4s

2 3d: ↑↑ ↑↑ ↑ 4s: ↑↓ 3d
5 4s

2 3d
5 4s

2 

Fe [Ar] 3d6 4s2 3d: ↓↑ ↑↑ ↑↑ 4s: ↑↓ 3d
6 4s

2 3d
6 4s

2 

Co [Ar] 3d
7 4s

2 3d: ↓↑ ↓↑ ↑↑ ↑ 4s: ↑↓ 3d
7 4s

2 3d
7 4s

2 

Ni [Ar] 3d
8 4s

2 3d: ↓↑ ↓↑ ↓↑ ↑↑ 4s: ↑↓ 3d
8 4s

2 3d
8 4s

2 

Cu [Ar] 3d
10 4s

1 3d: ↓↑ ↓↑ ↓↑ ↓↑ 4s: ↑ 3d
10 4s

1 - 

Zn [Ar] 3d
10 4s

2 3d: ↓↑ ↓↑ ↓↑ ↓↑ 4s: ↑↓ 3d
10 4s

2 - 
 

Table 2.2:  All electron electronic structure of 3d transition metals and the Perdew-Burke- Ernzerhof 

(PBE) ultrasoft pseudopotential (USP) configuration without (bare) and with non linear core 

correction (NLCC) as implemented in the CASTEP code. Ultrasoft pseudopotentials with NLCC for 

Cu and Zn are not implemented in the current version of the CASTEP code. 

 

2.5.4 Curie temperature calculations 

The pair exchange interaction between magnetic ions in a diluted magnetic semiconductor is 

a characteristic of the nature of the magnetic ground state spin coupling. Therefore, the 

relative energetic stability of parallel spin ordering (ferromagnetic) versus anti-parallel spin 
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ordering (anti-ferromagnetic) allows determination of the properties of a diluted magnetic 

semiconductor, such as Curie temperature TC, among others [91].  

The most successful method [91] used to calculate the Curie temperature of a diluted 

magnetic semiconductor within the DFT formalism requires a statistical solution of the 

classical Heisenberg model (taking into account disorder and magnetic percolation effects): 

'

ij

QQ

i j

i

H J
≠

= −∑ e e            (2.56)  

between two magnetic ions Q and Q’, where 
i

e is  a unit vector parallel to the local moment 

and 
ijJ are the exchange coupling constants between the local moments at sites i and j. The 

calculations of 
ijJ  are based on a number of approximations [91], and the most common 

approximation is the Mean-Field Approximation (MFA). Improved and numerically exact 

methods that go beyond the MFA approximation include the Local Random Phase 

approximation (LRPA), which is semi analytical, and the Monte Carlo simulations, which is 

computationally intensive. Both of these methods require explicit knowledge of the distance 

dependence of the exchange coupling constant '

ij

QQJ between the two magnetic atoms 

[102,103], while the MFA technique does not. Nevertheless, the MFA technique has been 

found to give reliable estimations of TC for a wide range of diluted magnetic semiconductors 

[91], and thus has been used in this Thesis to estimate the Curie temperature of transition 

metal-doped diamond. 

Within the MFA approximation, the TC of a diluted magnetic semiconductor is given by 

0...0

2
3

MFA

C nn
B

T c J
k ≠

= ∑
                                                                                                       

(2.57) 

where 
B

k is the Boltzmann constant and c is the concentration of magnetic impurities in the 

semiconductor matrix.  It can be shown that 0...0 nn
J

≠∑ is directly related to the ferromagnetic 

stabilization energy, defined as the difference of the total energies between the ferromagnetic 

and antiferromagnetic or non-magnetic moment states ( E∆ ), as [91] 

 2
0...0 nn

E c J
≠

∆ = ∑ .                  (2.58) 
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Therefore, in terms of the ferromagnetic stabilization energy, the critical temperature needed 

to create magnetic disorder can be evaluated as 

2
.

3
MFA

C

B

E
T

k c

∆ =  
 

                 (2.59) 

Though this is a first order approximation, this technique has been found [104] to give 

reliable values of TC for a wide range of homogeneous ferromagnetic and disordered 

ferromagnetic alloys containing small impurity concentrations (about less than 5%). In this 

Thesis, a constant transition metal impurity concentration of 1.56% (corresponding to two 

transition metal impurities in a 128-atom diamond supercell) was used for calculating the 

magnetic stabilization energies. It is important to note that this concentration will be above 

the expected thermodynamic solubility limit; however, it should also be noted that a 

sufficiently large impurity concentration in the semiconductor host needs to be achieved such 

that the magnetic interaction forms a percolation path through the lattice [105,106], that is, an 

uninterrupted, wall-to-wall chain of moments [107].  
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3. Diluted magnetic semiconductors and defects in 

diamond 
 
 

3.1 Introduction 

Magnetic ordering in metals has been the backbone of information processing and storage 

devices for many years. A key milestone in this area was the discovery of the Giant Magneto 

Resistance (GMR) effect [108], in which the resistance to the flow of charge in thin films 

consisting of alternating ferromagnetic and non-magnetic metal layers was found to be 

strongly dependent on the applied magnetic field. At present, this change in resistance (called 

magneto-resistance) with the direction of magnetization is used in high volume information 

storage (e.g. computer hard disk reading heads, and MRAM chips) to sense changes in 

magnetic fields; whereas switching and retrieval is achieved separately by controlled flow of 

charge carriers [109].  

 

The emerging field of spin-based electronics, called spintronics, seeks to achieve the 

complementary functions of magnetism and electronics within same material devices by 

exploiting the spin property of an electron instead of, or in addition to, its charge. This 

prospect has successfully been demonstrated by use of Diluted Magnetic Semiconductor 

(DMS) materials as one of the methods through which magnetism can be integrated with 

electronics, by doping of semiconductor materials with suitable magnetic impurities, such as 

transition metal atoms. As opposed to the metal-based GMR technology devices, 

semiconductor-based spintronic devices could in principle provide conventional electronics 

functionalities (e.g. amplification) and serve, in general, as information storage devices, 

amongst others. 

  

DMS materials are standard semiconductors in which a small fraction of their constituent 

atoms has been replaced by magnetically ordering impurities (e.g. transition metal atoms) 

capable of providing both magnetic moments and spin polarised charge carriers in the 

semiconductor matrix. This integration results in a strong spin-dependent coupling between 

band and localized states, thus potentially serving as a possible means of injecting, 

controlling and detecting spin properties. However, current challenges towards practical 
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implementation in spintronic devices include low Curie temperatures and lack of desirable 

spintronic properties [4] in the semiconductor materials which have so far been considered 

[3,104,110]. Although a lot of research efforts have been directed towards understanding and 

improving the mechanisms of spin transport in these semiconductor materials, there is still a 

need to find new DMS materials which may successfully be used in spintronic devices 

capable of operating at room temperature.  

  

3.2 Progress on Diluted Magnetic Semiconductors 

The incorporation of transition metal impurities into non-magnetic host semiconductors 

started in the 1960s [111] and was aimed at combining the complementary properties of 

semiconductivity and ferromagnetism in single material systems. Among the most 

extensively studied ferromagnetic semiconductors were Eu doped Chalcogenides (e.g. EuSe, 

EuS, EuO) and Cr doped Chalcogenides (e.g. CdCr2Se4, CdCr2S4), but no practical 

application of these materials has been realized to date, mainly due to their low Curie 

temperatures and extreme difficulties in growing these crystals [112].  

 

The next generation of DMSs began in the 1980s and focussed mainly on manganese doped 

II-VI and IV-VI heterostructures (e.g. Cd1-xMnxTe, Cd1-xMnxSe, Hg1-xMnxTe) [112] due to 

their ternary nature which offers the possibility of tuning their band gap [113] by changing 

the concentration of the magnetic ions. In addition, the cation valency of these materials 

closely matches that of common magnetic dopant ions like Mn which made them relatively 

easy to grow. Although many fundamental studies in these systems have been carried out 

[114,115], useful magnetic ordering phenomena for various transition metals has not been 

achieved yet at room temperature due to antiferromagnetic coupling of the transition metal 

spins with those of the host semiconductors [112]. On the other hand, p- type and n-type 

doping in II-VI ternaries is not easy to achieve, which made it relatively difficult to study 

their transport properties [111,116]. In addition, the solubility limits of the magnetic ions in 

these DMSs was also found to be generally small, and varied markedly from alloy to alloy 

[117]. However, these materials can be grown with relatively high concentration of free band 

carriers, and it was later demonstrated that their magnetic properties can be controlled by 

modifying their charge concentration [2]. But, lack of appropriate material technologies that 

would allow a high concentration of the magnetic impurities made these materials less 

attractive for technological applications [116].  
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Rapid progress on the research of DMS started in the 1990s following the successful epitaxial 

growth of Mn doped InAs and GaAs using non-equilibrium low temperature Molecular Beam 

Epitaxial (MBE) growth conditions [118-120]. This method made it possible to increase the 

concentration of magnetic impurity ions and substantially increase their electrical activity 

beyond thermal equilibrium solubility limits. Subsequently, various other semiconductors 

were studied in an attempt to increase their ferromagnetic transition temperature to more 

practical limits. Although progress in synthesizing and controlling the magnetic properties of 

DMSs was remarkable, the reported Curie temperatures were still far too low below room 

temperature to have any significant practical impact [121]. 

 

Recent studies on spintronics has focused on achieving practical magnetic ordering 

temperatures in many semiconductors, and tremendous progress has been made both in 

realizations of high quality epitaxial layers and on theory of magnetic ordering in DMS. As a 

result, several materials have theoretically been predicted to order ferromagnetically above 

room temperatures, but the ferromagnetic ordering properties of diamond are yet to be 

studied in detail. Although ferromagnetism has experimentally been reported in some of these 

materials, particularly in oxides [104], the results are unfortunately experimentally 

irreproducible, and are often due to spurious effects [122]. 

 

An important step in the search for high TC DMSs was the theoretical prediction of the 

relationship between the TC of a DMS and the properties of the host semiconductor for hole 

mediated ferromagnetism [121,123]. This result follows from the Zener model [124] of 

ferromagnetic interactions from which the spin-spin coupling may be assumed to be long 

range, allowing use of a mean field approximation [121,123,125]. In the presence of carriers, 

TC  is determined by a competition between ferromagnetic (TAF) and antiferromagnetic (TAF) 

interactions, and can be expressed as [104]  

( )2 2( 1) *

12
O eff F F

C AF

B

N x S S A m k h
T T

k

β+
= −                          (3.1) 

where, 9:;<++  is the effective spin concentration, S the localized spin state, β the p-d 

exchange integral, kB  the Boltzmann constant, AF the Fermi liquid parameter  and =>)? @�⁄  

describes the density of sates at the Fermi level (=> being the effective mass of the density of 

states, and )? the Fermi wave vector).  
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The most direct dependence of TC on the host semiconductor’s physical properties comes 

from the density per unit volume of cation sites N0, which in turn has a reciprocal dependence 

on the host semiconductor’s lattice constant as  1 
�
�⁄ . Refinements of the mean field solution 

of the Zener model for predicting TC take into account the effects of positional disorder 

[102,103], indirect exchange interactions [126], spatial inhomogenities and free carrier spin 

polarisation [127,128], but still the mean field approach and its variants has been found to 

produce reliable estimates of TC compared to experimental values for a wide range of 

materials [104]. Accordingly, semiconductor hosts with larger lattice constants have been 

predicted to have lowest TC, while hosts with smaller lattice constants have been predicted to 

have largest TC, well above room temperature, as illustrated in Figure 3.1 # which makes 

diamond one of the most suitable material candidates for high temperature ferromagnetic 

ordering because of its small lattice constant (a0 = 3.567 Å [6]) compared to other 

semiconductors. 

 

In addition, diamond is well known for its extreme properties (high electron and hole 

mobility, high breakdown field, excellent thermal conductivity, among others [19,20]). Thus 

achieving ferromagnetic ordering in diamond is expected to pave the way for spintronic 

devices with exceptional performance regarding high temperature, high power and high 

frequency applications. 

 

Figure 3.1: Calculated Curie temperatures for various diluted magnetic semiconductors as a function 

of lattice constant showing the reciprocal dependence of TC on the host semiconductor’s lattice 

constant as 1 
�
�⁄  (adapted from reference [3]). The estimated Tc of diamond from this relationship is 

is ~700 K. 
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3.3 The potential of a diamond-based diluted magnetic 

semiconductor  

Recent developments in techniques to grow high-purity single crystal synthetic diamonds 

have made diamond more attractive for solid state electronics [129]. Diamond, in its bulk as 

well as thin film forms, offers the opportunity not only to improve the operating performance 

of many existing technological systems, but also to develop a wide variety of new 

technologically advanced devices due to its combination of good optical, thermal, mechanical 

and electronic properties. Pure diamond is an electrical insulator, but when doped with 

suitable impurities can become an excellent semiconductor with superior performance 

regarding power efficiency, power density, and high frequency properties [130]  # thus 

making it an ideal material for active spintronic device applications. This prospect has 

attracted a lot of research activities in diamond aimed at finding suitable defects or impurities 

which may give rise to desirable electronic and spintronic applications.  

 
An important property of diamond’s suitability for spintronic applications is its large band 

gap which may allow impurities to be excited without becoming ionized [129] at elevated 

temperatures (hence  no “thermal run away” as in the case of Ge under laser irradiation 

[131]), thus allowing quantum spin states to retain their quantum coherence for usefully long 

times. Indeed, recent studies have shown that isotopically engineered CVD diamond has the 

longest room-temperature spin dephasing times ever observed in solid-state systems (T2=1.8 

ms) [11], and  diamond’s potential in quantum computing and spintronic applications has 

already been demonstrated at room temperature in the N-V centre [129], as well as in Cr [9] 

and Ni [10]  related complexes in diamond.  

 

3.4 Impurities and point defects in diamond 

Defects in semiconductor materials not only influence their electrical and optical properties, 

but also exhibit other important properties (such as magnetic ordering) which can be 

beneficial in enhancing semiconductor functionalities. In either case, the identification and 

control of defects and impurities in diamond (such as transition metals, dopants, self 

vacancies and other impurity-related complexes) is important in realizing diamond-based 

applications in electronic and spintronic devices. Defects in diamond have been studied using 

a wide range of experimental techniques, including Electron Paramagnetic Resonance (EPR) 

spectroscopy [132-136], photoluminescence (PL) spectroscopy [137,138], Raman 
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spectroscopy [139] and Deep Level Transient spectroscopy (DLTS) [140,141], and a large 

number of impurities and defects have been found to exist in diamond; their type greatly 

depends on relative stability and concentration as determined by the history of diamond, in 

particular whether it is natural or synthetic [142]. A review of some important defects and 

impurities in diamond is given below. 

 

3.4.1 Transition metal impurities 

Most experimental and theoretical studies of transition metals in diamond are based on Ni 

and Co which are commonly used as ‘solvent catalysts’ during High Pressure-High 

Temperature (HPHT) growth of synthetic diamond. The precise form of these atoms in 

diamond has been under considerable discussion as initially it was thought that such ions 

were too large for inclusion into diamond. Although other transition metals such as Fe, Mn 

and Cu are also used during growth, only Ni [143,144] and Co [7,145] related defects have 

been identified positively as being incorporated into the diamond lattice. There is also 

unconfirmed evidence [146] for Cr, Mn, Cu and Fe, while incorporation of Ti and Zn has 

only been achieved by ion implantation, but not during crystal growth [147-149]. 

 

Theoretical studies have shown [146] that the electronic structure of transition metals in 

diamond is complicated by the presence of dangling bonds as well as the weak bonding 

between the 3d transition metal ion and carbon atoms in diamond # it has been found that the 

key electronic states originate from combinations of the transition metal’s 3d electrons with 

the dangling bond states [7]. The resultant shift in energy due to interactions between the 

dangling bonds and the d orbitals determines the overall electronic structure and stability of a 

given charge state as well as the relative stabilities between different lattice sites in a 

particular charge state. In addition, the presence of other defects such as nitrogen and boron, 

which are the most dominant impurities in synthetic and natural diamonds (other 

fundamentaldefects in diamond include the vacancy and the self interstitial), have also been 

found to play a significant role in influencing the energetic stability of the different charge 

states [150].  

 
3.4.1.1  Nickel  

Nickel is the most commonly observed transition metal impurity in HP-HT diamond, and is 

mainly incorporated in the <111> growth sectors [151]. The observed properties of Ni-related 

centres are strongly affected by the presence of other impurities or defects (e.g. N, B or 
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vacancies) in diamond, and the lattice location or its charge state often depends on the 

concentration of these defects [152]. 

 

Experimentally, nickel related defects in diamond have been identified at various lattice sites 

and charge states, but there is less evidence for the presence of an interstitial species [152]. At 

the substitutional site, Ni-related defects have been identified in the negative charge sate 

�NiB
'� with a Td symmetry and a spin of  S � 3 2⁄   (labelled W8 [153] which has been 

correlated to a donor level at ��D # 2.49� eV [154], and optical absorption peaks at 2.51 eV 

and 1.88 eV [154]) in diamonds containing nitrogen impurities. However, in cases where the 

nitrogen concentration is low (or where B is present), the W8 and its associated optical 

centres disappear, giving rise to other new EPR centres [152], such as NIRIM-1 (electrical 

levels at �D # 1.98 eV) and NIRIM-2 (absorption and luminescence 1.404 eV doublet) which 

have been attributed to Td interstitial nickel in the positive charge state �NiE
F� perturbed by a 

vacancy [155] or a boron acceptor [156]. Numerous other optical Ni-related centres have 

been identified, many of which have been found to occur after subsequent heat treatments, 

suggesting aggregation particularly in nitrogen containing samples [157]. A class of EPR 

centres labelled NE1-NE9 have also been identified and attributed to Ni at a divacancy site in 

diamond containing nitrogen impurities at various concentrations [151].   

 

The majority of these experimental observations of nickel features have been confirmed by 

theoretical calculations [151], though the assignment of  NiE
F to NIRIM centres have been 

predicted to be energetically unstable; the formation energy and mobility of the interstitial 

species suggest that nickel will be predominantly of the substitutional form [151]. Although 

the aggregation of Ni with other defects has theoretically been confirmed [158,159], 

indications that the NE group of centres are negatively charged in N containing diamond 

presents a possibility of other forms of the centre in p-type diamond, for example the Ni-V 

complex at  ��D # 4.3� eV which has been found to occur in B-doped diamond [159,160].  

 
3.4.1.2  Cobalt 

Other than nickel, cobalt is the only other transition metal that has also been identified 

positively in HP-HT diamond [152,161]. Although the physical and chemical properties of 

cobalt and nickel are somewhat similar, the concentration of cobalt in diamond has been 

found to be relatively lower than that of nickel # which explains why nickel is more readily 

detected in diamond compared to cobalt [161].  
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A number of photoluminescence (PL) peaks and EPR centres in HP-HT diamond grown with 

cobalt as a catalyst have been identified [152] in various charge states and lattice locations. 

As in the case of nickel, the observed properties of these centres are strongly affected by the 

presence of nitrogen in diamond samples. Among the EPR centres which have been linked to 

cobalt in diamond include a hyperfine structure attributed to interstitial cobalt in the double 

positive charge state CoE
F�  [162] and other centres with a spin of  S � 1/2 (labelled O4, 

NLO2, and NWO1 [145]), whose microscopic models have theoretically been suggested 

[163] to be a cobalt atom at a divacancy site interacting with a nearby substitutional nitrogen 

atom in the negative charge state �VCoVNB�
'. In addition, a PL peak at 2.367 eV with a level 

at 4.4 eV below the conduction band has been identified [152] and attributed to a complex of 

substitutional Co and nitrogen which, like in the case of  nickel, indicates a likelihood of a 

family of cobalt-nitrogen defects forming after high temperature annealing.  

 
3.4.1.3  Manganese 

A large class of diluted magnetic semiconductors are based on manganese doping [73]. 

However, theoretical predictions of ferromagnetic ordering of neutrally charged Mn in 

diamond have been predicted to be unlikely [73]. Efforts to find alternative transition metals 

which may order ferromagnetically in diamond have predicted ferromagnetic ordering in Co-

doped diamond with a resultant moment of 0.4 µB per an impurity atom and ferromagnetic 

stabilization energy of 22 meV in the neutral charge state [164]. However, the magnetic 

ordering properties of Mn and Co in other charge states remain to be understood. In addition, 

relatively large magnetic moments and ferromagnetic stabilization energies are required in 

order to support significant spin polarisation at high Curie temperatures. Hence, there is need 

to find alternative transition metal ions which may successfully be considered in the search of 

a diamond-based DMS. 

 
3.4.1.4  Other transition metals 

Several theoretical [146,148,165] studies have been carried out on the 3d transition metal 

series in diamond, and have suggested that other transition metals should be present in 

diamond. While most of these studies have been directed towards investigating the electronic, 

electrical and structural properties corresponding to specific experimentally observed centres, 

as in the case of cobalt and nickel, no systematic studies have been carried out on their 

magnetic ordering properties which are better understood in other group IV semiconductors 

such as silicon [148,166,167] and germanium [168].  
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3.4.2 Dopants in diamond 

Despite diamond’s potential in spin-based electronics, efficient n-type doping of diamond has 

remained a major challenge towards full utilization of diamond as a novel electronic material.  

The general factors that have been identified as possible limitations to successful doping in 

diamond include creation of energetically deep donor/acceptor levels, insufficient donor 

solubility and charge compensation [169]. While the issue of donor/acceptor levels and 

solubility may be circumvented by the choice of different dopant impurities or by changing 

growth conditions [79,170-173], charge compensation can be said to be the main factor 

limiting dopability in diamond [169]. However, continued research on alternative growth and 

doping approaches has shown promise in overcoming these difficulties. 

 
3.4.2.1  n-type dopants 

Trends in silicon suggest that potential n-type dopants in diamond are the group V elements 

of the periodic table (such as nitrogen and phosphorus). However, the only donor so far 

which is usually incorporated into diamond is phosphorus, but with a relatively deep donor 

level at �D # 0.6 eV [174].  

 

Although many examples of electronic devices employing P-doped diamond have been 

demonstrated at high temperatures [151], there is need to develop shallower n-type dopants; 

much of the research efforts in determining the likely candidates are based on quantum 

mechanical modelling [151]. In particular, phosphorus’s high formation energy in diamond 

(~7 eV [175] in CVD diamond) leads to lower solubility and hence lower electron 

concentrations (up to 2 �  1019 cm−3 [176]) which make diffusion methods generally 

inappropriate. However, the use of plasma-enhanced CVD conditions has theoretically been 

predicted [169] (and validated by experiments [173]) as a successful method through which 

the solubility of phosphorus in diamond can be enhanced. An alternative approach which has 

also been considered is ion implantation, but implantation related complexes, e.g. vacancies 

and self interstitials have been found to act as compensation centres, resulting in deeper 

donor levels [177]. 

 

Nitrogen is abundant in natural diamonds and is easily incorporated into synthetic diamonds, 

but its deep donor level of �D # 1.7 eV [178] makes it inapplicable for room temperature 

electronic applications. In most synthetic and some rare natural diamonds (type 1b), nitrogen 
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is incorporated in single substitutional form in the lattice, and both experimental and 

theoretical [23] data has shown that the nitrogen atom moves off-lattice along the <111> 

direction, resulting in a centre with C3v symmetry. The origin of the distortion has been 

shown [23] to originate from preferential formation of a lone-pair orbital on nitrogen and a 

dangling bond orbital on the unique carbon neighbour which forms bonding and anti-bonding 

orbitals due to sp
3 hybridization. 

 
3.4.2.2 p-type dopants 

Unlike the difficulties experienced in n-type doping of diamond, p-type diamond is readily 

achieved by boron doping. Boron exists in natural type IIb diamond with an acceptor level of  

�� � 0.37 eV and has therefore been widely studied [179] as a p-type dopant in diamond. It 

is the most commonly used impurity for p-type conductivity in diamond and the results 

obtained are of good quality, so that limited data on other possible p-type dopants are 

available. 

 

Although natural type IIb diamond is p-type due to substitutional boron impurities, its 

electron mobility and compensation ratio cannot be controlled effectively. Controlled p-type 

conductivity can be obtained by artificially grown diamond with the same activation energy 

as that of natural diamond. For example, results of highly conducting p-type diamond with an 

activation of up to 30% of the implanted boron atoms have been reported using high dose ion 

implantation [180,181]. In general, however, the doping efficiency obtained by implantation 

[180,181] of boron into diamond is fairly low, with hole mobilities not as high as in natural or 

boron doped CVD diamond, even after high temperature (>1400 K [180,181]) annealing. On 

the other hand, B-doped CVD diamond films have been grown with boron concentrations of 

up to 1 � 10�, cm'� [20,182], and even at low or medium concentrations the hole mobility 

can be as high as that of natural diamond, with a very high doping efficiency. It is worth 

noting that heavily B-doped diamond has a well-defined impurity band, but doping it more 

heavily makes it metallic, and this strongly B-doped material is a superconductor [183,184]. 
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4. Energetic stability of isolated 3d transition 

metals in diamond 
 
 

4.1 Introduction 

Understanding of the energetic properties of defects in semiconductors is fundamental for the 

development of semiconductor-based technology. In particular, the magnetic properties of 

Diluted Magnetic Semiconductors (DMS) depend on the energetic positions of induced 

defect levels which arise from interactions between the impurity and the host semiconductor. 

The energy of the induced defect levels in the host semiconductor’s band gap, together with 

the on-site correlation energy, determine the electrical activity of an impurity defect and the 

behaviour of its charge or spin states in the presence of other impurities within the 

semiconductor matrix [185].  

 

Impurity defects in semiconductors usually introduce defect levels in the host band gap due to 

transitions between different charge states of the defect centre. The experimental detection of 

these levels often forms the basis for identification of the defect, and therefore prediction of 

defect levels for magnetically ordering impurities in diamond may help to shed light on some 

of the properties of  diamond that are not yet fully understood [72].  

 

Based on diamond’s small lattice constant and excellent physical and electrical properties, 

diamond-based DMSs are expected to possess high Curie temperatures [3] with superior 

performance in high temperature, high power and high frequency applications. In particular, 

diamond’s high intrinsic hole and electron mobilities (3800 cm2V-1s-1 and 4500 cm2V-1s-1, 

respectively [17]), thermal conductivity (22 Wcm-1K-1 [19]) and breakdown field (10000 

KVcm-1 [18]), compared to other semiconductors [19,20], make it an ideal material for 

fabrication of semiconducting devices with a wide range of applications. For example, 

diamond’s potential in room temperature quantum computing applications, has already been 

demonstrated using the N-V defect centre [129], and it is therefore expected that other defects 

such as those related to transition metal impurities may potentially lead to room temperature 

ferromagnetic ordering in diamond, thus making it a candidate material which, in addition to 

its extreme properties, may successfully be considered for spintronic device applications. 

https://www.bestpfe.com/
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However, one of the problems that require to be addressed is that of predicting the 

energetically most stable lattice configurations or charge states in which such dopants will 

remain electrically active, and at the same time induce magnetic moments when incorporated 

into diamond.  

 

Previous studies on the energetic stability of transition metal defects in diamond have focused 

mostly on those transition metals (Mn, Fe, Ni, Co, Cr) which are commonly used as catalysts 

during High Pressure-High Temperature (HPHT) growth of synthetic diamond. However, no 

explicit explanation exists as to why some of these transition metals are experimentally found 

to be preferentially incorporated into diamond containing other impurities, such as nitrogen 

[152]. In addition, the failure to positively identify all active centres related to transition 

metal impurities in diamond remains an important challenge in understanding the properties 

of transition metal impurities in diamond. Therefore, a detailed assessment of the energetic 

properties of transition metal defects in diamond is fundamental for the development of a 

diamond-based DMS.  

 

In this Chapter, the formation energies of isolated 3d transition metal defects in diamond at 

various lattice sites and charge states is discussed, and it is demonstrated that their energetic 

stability is critically dependent on the charge state, and the type of diamond doping (i.e. 

intrinsic, p-type or  n-type). 

 

4.2 Formation energy 

4.2.1 Formation energy in intrinsic diamond 

Figure 4.1 presents the calculated formation energies of isolated 3d transition metals in the 

neutral charge state at the divacancy, substitutional and interstitial lattice sites in diamond, 

obtained from a 64-atom diamond supercell using a well converged  4 � 4 � 4 Monkhorst-

Pack grid of k-points and a plane wave cut-off energy of 310 eV, as discussed in Sections 2.4 

and 2.5. A distinctive trend of the calculated formation energies is seen across the 3d series, 

whereby transition metals in the middle of the series are predicted to be energetically more 

stable compared to those early or late in the series, with Mn having the lowest formation 

energy at any lattice site # a result which can be explained by the electron filling of the d 

orbital [185] and the relatively large free atomic radius of transition metal atoms compared to 

diamond’s lattice constant. This trend is qualitatively similar to what has been obtained in 
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previous calculations [186,187], except with some quantitative differences which may be 

attributed to the relatively small number of k-points used for integration over the Brillouin 

zone (in reference [187]), and the low plane wave cut off energy or small cluster size (in 

reference [186]). 

  

We find the majority of transition metals in the neutral charge state to be more stable at the 

divacancy site compared to the substitutional or interstitial sites, with the interstitial sites 

being highly unfavourable (by ~8 # 10 eV relative to the divacancy site), thus making it 

unlikely for the interstitial species to be observed in significant concentrations at any charge 

state (Figure 4.2) under equilibrium conditions. In a divacancy configuration, the transition 

metal occupies the mid-point between two neighbouring carbon vacancies but it is thought 

that the transition metal atom initially enters the diamond lattice at either an interstitial or a 

substitutional site during growth [186]. This causes a lot of strain to the diamond lattice (with 

a proportional increase in the crystal’s total energy) due to the large atomic radius of the 

transition metal atom compared to diamond’s lattice constant. At high temperatures, for 

example during post-growth high temperature annealing treatment, neighbouring carbon 

atoms are ejected, thus forming divacancy centres which then relieves the crystal stress, 

therefore reducing the crystal energy. 

 

Figure 4.1: Trends in formation energies of neutral 3d transition metals in intrinsic diamond at 

substitutional (S), divacancy (2V), hexagonal interstitial (Hx-i) and tetrahedral interstitial (Td-i) lattice 

sites. Data points correspond to the calculated formation energies; lines show the trend. 
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 4.2.2 Formation energy in doped diamond 

Figure 4.2 presents the formation energies of 3d transition metals as a function of Fermi 

energy, calculated within the experimental band gap of diamond (Eg = 5.49 eV) at 

substitutional, divacancy and interstitial lattice sites. For each transition metal, only the 

charge state with the lowest formation energy for a given value of the Fermi level is shown. It 

is clear that the stability of a particular charge state is dependent on Fermi energy, and each 

of the 3d transition metal defects in diamond are stable in the +2, +1, 0, -1, and -2 charge 

states, each for different ranges of the Fermi level. The formation energies for each of these 

charge states is summarized in Table 4.1 for n-type and p-type diamond determined at Fermi 

levels corresponding to p-type B-doped ��� � 0.37 eV� and n-type N-doped ��D # 1.6 eV) or 

P-doped  ��D # 0.6 eV�  diamond, respectively. Although transition metal complexes with 

these dopants may form, it has previously been noted [160,188] that their role is to shift the 

Fermi level of the system, therefore influencing the observed charge states of isolated 

transition metal defects in the diamond crystal.  

 

Importantly, we find that the most stable charge states and site configuration are strongly 

dependent on the position of the Fermi level or the type of diamond doping (intrinsic, n-type 

or p-type) with reference to the pinning of the Fermi level by co-doping with B, N or P, and it 

is evident that the neutral charge state is not the most stable charge state for a significant 

portion of the band gap. This study therefore considers, for the first time, all possible charge 

states of 3d transition metals in diamond to establish a decisive picture of their impurity 

formation energy, donor/acceptor levels and magnetic ordering as a function of charge state 

and lattice site as discussed in the subsequent Chapters.   

 

In general, we find that the formation energies of transition metals in any charge state or 

lattice site are considerably lower both in p-type or n-type diamond compared to intrinsic 

diamond, suggesting that co-doping with boron, nitrogen or phosphorus will considerably 

enhance their energetic stability in diamond. In particular, the formation energies of transition 

metals in the negative charge states in n-type diamond are predicted to be considerably lower 

than the neutral charge state, consistent with experimental results where transition metal ions 

are often observed in diamond containing nitrogen impurities [152]. 
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Across the 3d series of transition metals, the majority of charge states at any position of the 

Fermi energy are energetically favourable at the divacancy site, in agreement with previous 

results for Co and Ni which are known [175,189] to be incorporated into synthetic diamond 

during HPHT growth. However, we find that Fe+2, Fe+1, Co+2, Co+1, and Ni+1 are 

energetically more stable at the substitutional site in p-type diamond by 0.4  # 1.5 eV 

compared to the divacancy site, while in V+2, Cr+2, and Cu+2, the formation energy difference 

between the divacancy and substitutional sites is only 0.05 eV, 0.25 eV and 0.64 eV, 

respectively. This relatively small energy differences between the substitutional and 

divacancy sites implies that these charge states may be observed at both of these site 

configurations, in agreement with ion implantation data  for Fe doped diamond [190] where 

65 % of Fe ions were found to be located at the substitutional site. 

  

The formation energies of the most stable charge states at the substitutional and divacancy 

sites (in both n-type and p-type diamond are comparable to that of phosphorus in diamond 

(~7 eV [175]), which is routinely incorporated into diamond by CVD methods in 

concentrations of up to 2 � 1019 cm−3 [176]. This suggests that incorporation of transition 

metals into diamond may also be achieved using similar non equilibrium techniques, or ion 

implantation.   

 

Indeed, in addition to Ni and Co which are also known [175,189] to be incorporated into 

HPHT diamond as contaminants during growth, Cr related single photon emitters with a 

short radiative lifetime have been observed [9,191,192] in single crystal CVD diamond 

grown on sapphire substrates, and the Cr incorporation was ascribed to the likely diffusion of 

Cr from the sapphire substrate during CVD diamond growth [193]. Similar bright Cr related 

single photon emitters were observed in ion implanted [193] CVD diamond with a small N 

concentration. Co-implantation with S or O increased the yield of the Cr related single 

photon emitters; this was ascribed to S and O likely acting as deep donors in the diamond 

band gap [193,194], suggesting that the properties of transition metals in diamond will be 

strongly affected by the presence and concentration of shallow impurities (intentional or 

unintentional), particularly nitrogen and boron, which are the most common impurities in 

natural and synthetic diamonds. Therefore, it follows that any charge state-specific or lattice 

site-specific magnetic ordering properties of transition metals in diamond will similarly 

depend on the concentration of these dopants and other intrinsic defects in diamond, such as 

self interstitials or vacancies, which may shift the Fermi level of the system. 
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Further, it is noted that the formation energy of 3d transition metals in diamond is strongly 

dependent on the type of precursors used for their incorporation into diamond. For example, 

we find that the formation energy of divacancy Cr0 in intrinsic diamond relative to bcc Cr 

metal is 7.29 eV, while relative to organo-metallic sources, such as bis-benzene chromium 

Cr(C6H6)2 and hexacarbonlyl chromium Cr(CO)6, we find formation energies of 6.65 eV and 

13.51 eV, respectively§ . In contrast, the formation energy of divacancy Cr in intrinsic 

diamond, relative to that in sapphire (Al2O3) is predicted to be substantially lower** (5.11 

eV), while for incorporation from sapphire into n-type diamond, we find this formation to be 

further reduced to 1 # 3 eV.  This demonstrates a strong dependence of the formation energy 

of transition metal related defects in diamond on the type of precursor used for their 

incorporation, in addition to the type of doping of diamond.           

                                                           
§ The chemical potential of chromium µCr from bis-benzene chromium Cr(C6H6)2 was determined 
relative to that of benzene C6H6, as  µCr = Etot[Cr(C6H6)2] - 2Etot[C6H6], while for hexacarbonyl 
chromium Cr(CO)6, the Cr chemical potential was taken relative to carbon monoxide CO as µCr = 
Etot[Cr(CO)6] - 6Etot[CO]. 
 
** The chemical potential of  Cr from sapphire, µCr was determined from Cr substituting Al in an 
Al32O48 sapphire crystal, relative to a similar pure sapphire crystal and fcc Al metal, using µCr = 
Etot[CrAl31O48] - Etot[Al32O48] + Etot[Alfcc]. 
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Figure 4.2: Formation energies as a function of Fermi level for isolated 3d transition metals (Sc, Ti, V, Cr and Mn) at divacancy (blue line segments), 

substitutional (dark red line segments), hexagonal interstitial (green line segments) and tetrahedral interstitial (purple line segments) lattice sites in diamond. 

The Fermi level is given relative to the valence band maximum and corresponds to a Fermi energy of 0 eV, while the conduction band maximum corresponds 

to the band gap energy of diamond (5.49 eV). Only segments corresponding to the lowest-energy charge states are shown; the slope of these segments 

corresponds to the charge state �* � �2,�1, 0, #1,#2�, and bends in the curves indicate transitions between different charge states as detailed in Figure 4.4 

and 4.5 for the divacancy and substitutional lattice sites, respectively. 
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Figure 4.2 (continued): Formation energies as a function of Fermi level for isolated 3d transition metals (Fe, Co, Ni, Cu, and Zn) at divacancy (blue line 

segments), substitutional (dark red line segments), hexagonal interstitial (green line segments) and tetrahedral interstitial (purple line segments) lattice sites in 

diamond. The Fermi level is given relative to the valence band maximum and corresponds to a Fermi energy of 0 eV, while the conduction band maximum 

corresponds to the band gap energy of diamond (5.49 eV). Only segments corresponding to the lowest-energy charge states are shown; the slope of these 

segments corresponds to the charge state �* � �2,�1, 0, #1,#2�, and bends in the curves indicate transitions between different charge states as detailed in 

Figure 4.4 and 4.5 for the divacancy and substitutional lattice sites, respectively. 
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DIVACANCY 

  
SUBSTITUTIONAL 

 
HEXAGONAL INTERSTITIAL 

 
TETRAHEDRAL INTERSTITIAL 

 B-doped N-doped P-doped  B-doped N-doped P-doped  B-doped N-doped P-doped  B-doped N-doped P-doped 

                                

Sc+2 6.11 13.15 15.15 8.95 15.99 17.99 17.33 24.37 26.37 17.08 24.12 26.12 

Sc+1 6.87 10.39 11.39 10.04 13.56 14.56 18.03 21.55 22.55 17.99 21.51 22.51 

Sc0 8.21 8.21 8.21 11.59 11.59 11.59 22.22 22.22 22.22 20.82 20.82 20.82 

Sc-1 10.87 7.35 6.35 14.25 10.73 9.73 24.02 20.50 19.50 23.50 19.98 18.98 

Sc-2 13.68 6.64 4.64 19.87 12.83 10.83 28.33 21.29 19.29 28.28 21.24 19.24 
                                
                                

Ti+2 5.32 12.36 14.36 7.39 14.43 16.43 16.11 23.15 25.15 13.17 20.21 22.21 

Ti+1 6.22 9.74 10.74 7.98 11.50 12.50 15.37 18.89 19.89 15.22 18.74 19.74 

Ti0 7.44 7.44 7.44 8.81 8.81 8.81 21.14 21.14 21.14 16.92 16.92 16.92 

Ti-1 9.46 5.94 4.94 13.43 9.91 8.91 20.89 17.37 16.37 20.96 17.44 16.44 

Ti-2 12.54 5.50 3.50 19.59 12.55 10.55 24.49 17.45 15.45 29.43 22.39 20.39 
                                

 
Table 4.1: Formation energies of isolated 3d transition metal impurities (Sc and Ti) at divacancy, substitutional, hexagonal interstitial and tetrahedral 

interstitial lattice sites in diamond calculated for different charge states �* � �2,�1, 0, #1,#2�. The formation energies are calculated in p-type and n-type 

diamond at different Fermi levels pinned to acceptor/donor levels of B  ��� � 0.37 eV�, and N  ��D # 1.6 eV) or P  ��D # 0.6 eV� doping, respectively. 

Lowest formation energies in each type of diamond doping are indicated in bold. 
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DIVACANCY 

  
SUBSTITUTIONAL 

 
HEXAGONAL INTERSTITIAL 

 
TETRAHEDRAL INTERSTITIAL 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

                                

V+2 6.63 13.67 15.67 6.58 13.62 15.62 12.60 19.64 21.64 13.64 20.68 22.68 

V+1 6.82 10.34 11.34 6.89 10.41 11.41 17.71 21.23 22.23 13.61 17.13 18.13 

V0 7.38 7.38 7.38 9.04 9.04 9.04 16.20 16.20 16.20 16.27 16.27 16.27 

V-1 9.23 5.71 4.71 12.60 9.08 8.08 19.19 15.67 14.67 19.24 15.72 14.72 

V-2 13.09 6.05 4.05 18.10 11.06 9.06 23.97 16.93 14.93 23.97 16.93 14.93 
                                
                                

Cr+2 6.54 13.58 15.58 6.79 13.83 15.83 12.77 19.81 21.81 12.30 19.34 21.34 

Cr+1 6.71 10.23 11.23 7.02 10.54 11.54 16.30 19.82 20.82 13.49 17.01 18.01 

Cr0 7.29 7.29 7.29 7.84 7.84 7.84 14.99 14.99 14.99 14.95 14.95 14.95 

Cr-1 9.11 5.59 4.59 12.15 8.63 7.63 19.06 15.54 14.54 19.38 15.86 14.86 

Cr-2 12.13 5.09 3.09 17.00 9.96 7.96 29.32 22.28 20.28 24.88 17.84 15.84 
                                

Table 4.1 (Continued): Formation energies of isolated 3d transition metal impurities (V and Cr) at divacancy, substitutional, hexagonal interstitial and 

tetrahedral interstitial lattice sites in diamond calculated for different charge states �* � �2,�1, 0, #1,#2�. The formation energies are calculated in p-type 

and n-type diamond at different Fermi levels pinned to acceptor/donor levels of B  ��� � 0.37 eV�, and N  ��D # 1.6 eV) or P  ��D # 0.6 eV� doping, 

respectively. Lowest formation energies in each type of diamond doping are indicated in bold. 
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DIVACANCY 

  
SUBSTITUTIONAL 

 
HEXAGONAL INTERSTITIAL 

 
TETRAHEDRAL INTERSTITIAL 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

                                

Mn+2 2.34 9.38 11.38 6.72 13.76 15.76 11.25 18.29 20.29 8.98 16.02 18.02 

Mn+1 2.68 6.20 7.20 3.23 6.75 7.75 12.76 16.28 17.28 10.87 14.39 15.39 

Mn0 3.33 3.33 3.33 4.25 4.25 4.25 11.95 11.95 11.95 12.31 12.31 12.31 

Mn-1 5.19 1.67 0.67 7.38 3.86 2.86 15.55 12.03 11.03 15.52 12.00 11.00 

Mn-2 7.17 0.13 -1.87 12.60 5.56 3.56 19.77 12.73 10.73 19.78 12.74 10.74 

                                
                                

Fe+2 6.42 13.46 15.46 5.62 12.66 14.66 13.94 20.98 22.98 11.49 18.53 20.53 

Fe+1 6.04 9.56 10.56 5.62 9.14 10.14 15.01 18.53 19.53 12.30 15.82 16.82 

Fe0 6.54 6.54 6.54 6.23 6.23 6.23 16.60 16.60 16.60 14.96 14.96 14.96 

Fe-1 8.90 5.38 4.38 10.50 6.98 5.98 20.63 17.11 16.11 17.75 14.23 13.23 

Fe-2 10.72 3.68 1.68 15.25 8.21 6.21 21.97 14.93 12.93 22.65 15.61 13.61 
                                

Table 4.1 (Continued): Formation energies of isolated 3d transition metal impurities (Mn and Fe) at divacancy, substitutional, hexagonal interstitial and 

tetrahedral interstitial lattice sites in diamond calculated for different charge states �* � �2,�1, 0, #1,#2�. The formation energies are calculated in p-type 

and n-type diamond at different Fermi levels pinned to acceptor/donor levels of B  ��� � 0.37 eV�, and N  ��D # 1.6 eV) or P  ��D # 0.6 eV� doping, 

respectively. Lowest formation energies in each type of diamond doping are indicated in bold. 

  



 

68 
 

 
DIVACANCY 

  
SUBSTITUTIONAL 

 
HEXAGONAL INTERSTITIAL 

 
TETRAHEDRAL INTERSTITIAL 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

                                

Co+2 5.81 12.85 14.85 4.46 11.50 13.50 13.73 20.77 22.77 12.30 19.34 21.34 

Co+1 5.27 8.79 9.79 4.30 7.82 8.82 14.21 17.73 18.73 13.22 16.74 17.74 

Co0 5.96 5.96 5.96 6.75 6.75 6.75 16.47 16.47 16.47 14.69 14.69 14.69 

Co-1 7.84 4.32 3.32 10.66 7.14 6.14 17.66 14.14 13.14 18.44 14.92 13.92 

Co-2 9.73 2.69 0.69 14.68 7.64 5.64 22.91 15.87 13.87 24.16 17.12 15.12 
                                

Ni+2 5.38 12.42 14.42 4.57 11.61 13.61 12.88 19.92 21.92 13.12 20.16 22.16 

Ni+1 5.51 9.03 10.03 6.07 9.59 10.59 14.08 17.60 18.60 13.92 17.44 18.44 

Ni0 5.96 5.96 5.96 8.07 8.07 8.07 15.79 15.79 15.79 15.26 15.26 15.26 

Ni-1 7.53 4.01 3.01 11.22 7.70 6.70 19.86 16.34 15.34 20.46 16.94 15.94 

Ni-2 9.22 2.18 0.18 15.25 8.21 6.21 24.46 17.42 15.42 25.47 18.43 16.43 

          Table 4.1 (Continued): Formation energies of isolated 3d transition metal impurities (Co and Ni) at divacancy, substitutional, hexagonal interstitial and 

tetrahedral interstitial lattice sites in diamond calculated for different charge states �* � �2,�1, 0, #1,#2�. The formation energies are calculated in p-type 

and n-type diamond at different Fermi levels pinned to acceptor/donor levels of B  ��� � 0.37 eV�, and N  ��D # 1.6 eV) or P  ��D # 0.6 eV� doping, 

respectively. Lowest formation energies in each type of diamond doping are indicated in bold. 
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DIVACANCY 

  
SUBSTITUTIONAL 

 
HEXAGONAL INTERSTITIAL 

 
TETRAHEDRAL INTERSTITIAL 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

 
B-doped N-doped P-doped 

                Cu+2 6.03 13.07 15.07 6.67 13.71 15.71 14.11 21.15 23.15 13.81 20.85 22.85 

Cu+1 6.28 9.80 10.80 7.90 11.42 12.42 14.67 18.19 19.19 14.24 17.76 18.76 

Cu0 6.71 6.71 6.71 9.38 9.38 9.38 17.76 17.76 17.76 17.90 17.90 17.90 

Cu-1 8.30 4.78 3.78 12.28 8.76 7.76 21.74 18.22 17.22 24.53 21.01 20.01 

Cu-2 12.02 4.98 2.98 15.73 8.69 6.69 27.04 20.00 18.00 30.21 23.17 21.17 
                                

Zn+2 6.43 13.47 15.47 7.64 14.68 16.68 14.88 21.92 23.92 14.09 21.13 23.13 

Zn+1 6.72 10.24 11.24 8.56 12.08 13.08 17.48 21.00 22.00 17.08 20.60 21.60 

Zn0 7.21 7.21 7.21 9.72 9.72 9.72 20.28 20.28 20.28 20.07 20.07 20.07 

Zn-1 10.09 6.57 5.57 12.11 8.59 7.59 24.33 20.81 19.81 24.29 20.77 19.77 

Zn-2 13.24 6.20 4.20 14.78 7.74 5.74 29.40 22.36 20.36 28.80 21.76 19.76 

                                

Table 4.1 (Continued): Formation energies of isolated 3d transition metal impurities (Cu and Zn) at divacancy, substitutional, hexagonal interstitial and 

tetrahedral interstitial lattice sites in diamond calculated for different charge states �* � �2,�1, 0, #1,#2�. The formation energies are calculated in p-type 

and n-type diamond at different Fermi levels pinned to acceptor/donor levels of B  ��� � 0.37 eV�, and N  ��D # 1.6 eV) or P  ��D # 0.6 eV� doping, 

respectively. Lowest formation energies in each type of diamond doping are indicated in bold. 
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4.3 Charge transition levels  

The Fermi energy at which a defect changes from one charge state �*,� to another �*�� 

represents a thermodynamic charge transition (or ionization) level, denoted as  K?�*,/*��, 

and the transition occurs at the position of the Fermi level at which the two charge states have 

equal formation energies, as discussed in Section 2.4.2. 

 
Experimentally, defect ionization levels created by transition metals and their complexes in 

semiconductors have been studied using a wide range of techniques, including DLTS, EPR 

and diffusion measurements. On the other hand, theoretical predictions using DFT methods 

have been used to provide a detailed understanding of transition metal defects in a number of 

semiconductors, and agreement of predicted donor/acceptor levels with experimental results 

is often achieved. In some cases, however, agreement between DFT and experimental results 

has been found to be weaker, mainly due to the inherent problem of band gap 

underestimation by DFT methods # an underestimation often marked by the conduction band 

minimum set lower than the actual value (calculated in the present study to be 12.4% lower 

compared to the experimental value of 5.49 eV). In addition, discrepancies between 

theoretical and experimental results may be attributed the fact that DFT calculations are 

carried out at 0 K. For example in silicon, acceptor ionization energies, which track the 

temperature variation of the conduction band minimum have been found to move from their 0 

K positions by at least 0.4 eV at 1200 K [195]. Nevertheless, theoretical results have been 

found to provide a reliable qualitative illustration of chemical trends (and in some cases, 

quantitative estimates) in defect ionization energy levels for many technologically useful 

semiconducting materials [195]. 

 

4.3.1 Trends in ionization levels across the 3d series 

Figure 4.4 illustrates the calculated thermodynamic charge transition levels of 3d transition 

metals in diamond (with respect to the valence band maximum and conduction band 

minimum) at divacancy and substitutional lattice sites, for the charge states q = +2, +1, 0, -1, 

-2. It is important to note that these transition levels are for the most stable symmetries of the 

lowest energy charge states in the diamond band gap, and therefore the Kohn-Sham single 

particle trend across the series will be altered since different charge states attains different 

symmetries after geometry optimization, as will be shown in Chapter five. It is seen that all 

the 3d series transition metals induce both donor and acceptor levels in the diamond band 
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gap, and their positions in the band gap reveal a characteristic trend with the number of d 

electrons across the series # a pattern known from atomic spectra but considerably flattened 

out in solids due to screening and hybridization effects [196]. Consequently, the majority of 

defect levels for substitutional transition metals are generally found to exhibit relatively large 

energy splitting compared to the divacancy site. In addition, acceptor ionization levels for 

early substitutional transition metals are seen to occur closer to the conduction band (or as 

resonances inside the conduction band) compared to divacancy transition metals. This result 

is indicative of the large outward carbon nearest neighbour relaxations at the substitutional 

site as evidenced by the respective higher formation energies compared to the divacancy site. 

 

Figure 4.4: Trends of thermodynamic charge transition levels for the most stable symmetries of 3d 

transition metals at (a) divacancy and (b) substitutional lattice site sites in diamond, relative to the 

valence band maximum and conduction band minimum. Data points correspond to transition energies, 

while the line shows trends across the series. 
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4.3.2 Band gap levels 

It is well known that doping semiconductor crystals creates defect levels in the band gap, thus 

shifting the Fermi level from the intrinsic position. However, this is true in general for narrow 

band gap semiconductors such as Si. For diamond and other wide band gap semiconductors, 

however, the Fermi level is often not well defined. Therefore, not  only are the defect levels 

of transition metal impurities are being considered here, but also the impact of Fermi level 

pinning by other majority dopants (such as boron, phosphorus or nitrogen) and the effect of 

this on the energetic stability of different charge states and other properties of the 3d 

transition metal dopants in diamond. 

  
From Figure 4.4, it is evident that the majority of 3d transition metals induce deep donor and 

acceptor impurity levels in the diamond band gap, thus highlighting the fact that their 

electronic and magnetic properties in diamond will be strongly dependent on their charge 

state, and hence on the position of the Fermi level in the diamond band gap. Hence, the 

electronic or magnetic properties of these defects may be activated (or deactivated) by co-

doping with shallow donors (e.g. phosphorus) or acceptors (e.g. boron), thereby fixing the 

Fermi level of the system to a particular charge state. It should be noted that the ensuing 

Fermi level and the type of conductivity will be determined by the majority dopant, and the 

thermodynamic Fermi level in turn will determine the electronic configuration of the 

transition metal defect, related to a nominal oxidation state [197]. Considering spintronic 

applications, the different oxidation states of the 3d impurities may correspond to different 

spin configurations, which may at the same time advantageously give rise to collective 

ferromagnetism in diamond upon 3d-3d spin coupling interactions, as will be discussed in 

Chapter six. 

 

The deep nature of the band gap levels induced by the transition metal defects in diamond is 

particularly important in achieving highly localized and controllable quantum states well 

isolated from decoherence sources (which often arises from strong coupling to the bulk 

valence and conduction band sates [8,129]), similar to the well-known (N-V)-1 centre in 

diamond which is currently among the leading candidates being considered for spintronic and 

quantum computing applications [129].  However, since most of calculated transition metal 

donor/acceptor levels are deep within the diamond band gap, ionizing them may not occur 

thermally, but will require, extrinsic electron/hole doping from shallower donors or acceptors, 

respectively. Considering the “killer effect” [198] of such dopants, it is noted from Figure 4.4 
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that the acceptor transitions (0/+1 and +1/+2) occur in the lower part of the diamond band 

gap, while donor transitions (0/-1 and -/-2) occur in the upper part of the band gap, and 

therefore such additional impurities will not act as compensation centres, but will rather result 

in an increase of carrier concentration, which has been demonstrated to play a key role in 

mediating ferromagnetic spin interactions in other semiconductors [199-201]. 

 

4.3.3 Band resonance levels 

A characteristic feature of shallow impurities when calculated using the supercell approach is 

that localized defect states may not occur inside the band gap, but rather as resonances inside 

the conduction bands [197,202] due to the well known problem of band gap underestimation 

by DFT methods. We find this to be the case in (-1/-2) acceptor transitions for Sc ��D �

0.5 eV� , Ti ��D � 1.04 eV� , V ��D � 0.38 eV�,  Cr ��D � 0.08 eV�  and Mn ��D � 0.1 eV�  at 

the substitutional site, and (+1/+2) donor transition for Co ��� # 0.01 eV�  and Fe ��� #

0.17 eV� at the divacancy site, as shown in Figure 4.4.  

 

These results are generally similar to what has previously been obtained for transition metal-

doped ZnO [197], and can be attributed to the Moss-Burstein effect [203,204] arising from 

high transition metal impurity concentration. Thus, donor or acceptor transitions of shallow 

impurities are calculated just above the conduction band or below the valence band, 

respectively, due to band filling-effects. While such effects may be corrected (by use of large 

supercells) to give better estimates of the actual transition levels for the dilute doping limit, it 

should be noted that DMS in general require relatively high impurity concentrations to 

instigate ferromagnetic exchange [91]. Therefore, defect levels located inside the conduction 

or valence bands are indicators for shallow donor or accepter levels; their experimentally 

observed transitions will likely correspond to hydrogenic like donor �OP', � Q� or acceptor 

�OP', � @�  levels located just below the conduction band or above the valence band, 

respectively, similar to recent observations in CdSe: Sc [205]. Whether the impurity bands 

associated with these donor or acceptor levels will be merged with the respective bands or 

decoupled from them is still a subject of controversy in Zener’s model of hole meditated 

ferromagnetism [199,200]. 

 

Although many of the shallow donor/acceptor levels may not be occupied (depending on the 

position of the Fermi level), we note that the electronic bands associated with resonant donor 
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levels at the substitutional site, especially for V, Cr or Mn, whose resonant states are located 

just above the conduction band, may become partially occupied by additional shallow co-

donor states (such as phosphorus) at high concentration [197,206], thus creating the required 

partial occupancy essential for carrier mediated ferromagnetism. At very high levels of donor 

co-dopant concentrations, the Fermi level in these cases will be pushed toward the empty d 

resonance inside the conduction band (due to Moss-Burstein shift [203,204]), thus creating 

partial occupation of the transition metal resonant states.  

 

An important outcome of this result is that ferromagnetism in some transition metal-doped 

diamond may be mediated by electrons rather than holes, in contrast to manganese doped 

GaAs – which is generally considered the archetype diluted magnetic semiconductor # in 

which ferromagnetic order among the spins of isolated Mn atoms is widely believed to be 

mediated by holes.  

 

Indeed, the possibility of electron mediated ferromagnetism has previously been explored in 

3d transition metal-doped oxides (ZnO and In2O3) [197,201,207-209] with promising results 

of electron mediated ferromagnetism in Cr-doped ZnO [201]. However, it should be noted 

that for significant ferromagnetism to be observed, the individual 3d ions need to be close 

enough so as to interact, which in practice implies large concentrations of the impurity 

defects (well above the typical thermodynamic limits) and the presence of free charge carriers 

to facilitate ferromagnetic exchange interactions between the parent spins. 
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5. Electronic structure, spin and symmetry of 3d 

transition metals in diamond 
 

 

5.1 Introduction 

While there have been significant experimental and some theoretical efforts in the study of 

transition metal impurities in diamond, no systematic studies have been carried out to 

elucidate their electronic structure and spin properties for different charge states and lattice 

sites in diamond. We have shown in Chapter four that 3d transition metal impurities in 

diamond can generally assume different charge states, depending on the Fermi level position, 

and their properties when incorporated into diamond will depend on the charge state of the 

impurity defect.  

 

In this Chapter, we therefore report ab initio DFT calculations on the symmetries, electronic 

structure and spin properties of 3d transition metals at various lattice sites and charge states in 

diamond, in order to establish a systematic insight of their magnetic ordering properties. A 

comparison of the present results with previous theoretical models on transition metal 

impurities will also discussed so as to establish reliable theoretical models for calculating the 

magnetic properties of these impurities in diamond. 

 
The spin and symmetry models of 3d transition metals (Sc, Ti, V , Cr, Mn, Fe, Co, Ni, Cu, 

Zn) in diamond in the present study have been determined using a 64-atom fcc diamond 

supercell containing one transition metal impurity in various charge states 

��2, �1, 0, #1,#2�  placed at the substitutional, divacancy or interstitial lattice sites, as 

discussed in Section 2.5. By symmetry, these structures will be ordered ferromagnetically if 

there exists a non-vanishing spin polarisation, since each cell contains a single transition 

metal impurity with an infinite number of identical periodic images. While such magnetic 

ordering may not necessarily correspond to the equilibrium magnetic ground state of the 

system, its existence generally indicates a possibility of collective magnetic ordering upon 

impurity-impurity interactions in the system. 
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5.2 Results and discussions 

In order to find the most stable spin state corresponding to the structural energy minimum of 

transition metal-doped diamond, various initial spins of the transition metal atom (for each 

charge state and lattice site) were considered. We find that most transition metal impurities in 

diamond have more than one metastable magnetic solution; in order to find all such metastble 

states corresponding to all possible magnetic solutions, it is essential to systematically vary 

both the initial geometries and initial spins for each charge estate and lattice site.  

 

As an example, Figure 5.1 shows the dependence of the total energy on the initial spin input 

for neutral vanadium calculated at the substitutional lattice site in diamond. The calculated 

magnetic moment and the optimized structural energy are seen to be strongly dependent on 

the metastable state found. Therefore, in order to find all such metastable states, a wide range 

of initial spins should be considered, since the final spin state of a system attained after spin 

optimization does not necessarily correspond to the initial spin state.   

 

Figure 5.1:  Optimized spin values as a function of initial spin per supercell for substitutional 

vanadium (q = 0) in diamond. The energy axis is given relative to the lowest energy structure, while 

data point labels are the optimized final spin states corresponding to the respective initial spins.  
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5.2.1 Effects of Non-Linear Core Correction 

When using pseudopotential approximations, the application of Non–Linear Core Correction 

(NLCC) to the exchange and correlation potential (in some atomic systems [210]) is 

necessary for accurate determination of magnetic properties in spin-polarised systems [211], 

as discussed in Section 2.2.4. In order to ensure that the calculated magnetic moments were 

not dependent on the pseudopotential valence configuration, we performed similar 

calculations with and without NLCC, but differences on the results of the calculated spin 

densities were found to be negligible (less than 0.01 µB), while energy differences and 

geometries remained unchanged. However, we found that incorporation of NLCC to the 

pseudopotential valence configuration in Sc, Ti, V and Cr (as implemented in the CASTEP 

code [41]) resulted in a lower total energy per supercell (in the order of 1 eV) compared to 

bare pseudopotentials without non-linear core corrections, though energy differences between 

similar calculations remained the same.  

 

Therefore, to ensure that the correct ground state magnetic moment was obtained, geometry 

optimization was first carried out using ultrasoft pseudopotentials without core corrections, 

after which the optimized structures were used to optimize the spin density by using non-

linear core corrections to the valence configurations, except for Cu and Zn where NLCC 

pseudopotentials were not available in the CASTEP computational code (version 5.0.1) [41] 

used in the present study. In order to confirm the reliability of this pseudopotential approach, 

and to verify the calculated magnetic moments obtained from the pseudopotential technique, 

comparative calculations using all electron full-potential methods as implemented in the 

WIEN2k code [46]  were performed for selected cases (Cr0, Ni0, and Co0) and the results of 

both the full-potential reference calculations and the corresponding pseudopotential 

calculations were found to be in good agreement, thus validating the reliability of the 

pseudopotential technique in calculating the properties of magnetic systems. 

 

5.2.2 Geometry relaxation effects 

Geometry relaxation in electronic structure calculations ensures that accurate descriptions of 

the system’s electronic structure, including all other properties which are dependent on the 

total energy of the system (e.g. forces and lattice constants) are obtained. As illustrated in 

Figure 5.5, we find that early (Sc, Ti) and late (Ni, Cu, Zn) transition metals in various charge 

states at the divacancy site introduce larger outward relaxations to the carbon neighbours, 
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resulting in low or zero spin states, whereas transition metals in the middle of the series (V, 

Cr, Mn, Fe, Co) introduce smaller relaxations resulting in high spin states, similar to previous 

calculations in transition metal-doped GaAs [212]. These results relate qualitatively to the 

formation energy trends discussed in Chapter four, as well as to trends in atomic radii across 

the 3d series. The atomic radii in relation to the carbon-carbon bond length for the early and 

late transition metals are relatively larger compared to middle transition metals, and therefore 

for transition metals in the middle of the 3d series, the exchange splitting dominates over the 

hexagonal crystal field of the divacancy, while the situation is reversed for early and late 

transition metals. On the other hand, the strong tetrahedral crystal field dominates over the 

exchange splitting at the substitutional site due to large carbon neighbour relaxations 

compared to the divacancy site. 

Table 5.1 summarizes the quantitative effect of geometry relaxation on the calculated 

magnetic moment and the corresponding relaxation energies for 3d transition metals in 

diamond at the substitutional and divacancy sites. In each case, the magnetic moments are 

given, both with and without, geometry relaxation. At the divacancy site, we find that 

geometry optimization reduces the magnetic moment, while it has no effect on the magnetic 

moment at the substitutional site, except for Zn in which the magnetic moment of the relaxed 

structure is 2.0µB compared to 1.5 µB when unrelaxed. Further, we find that the relaxation 

energy, which is the energy difference between the relaxed and unrelaxed structures, leads to 

(a) Divacancy site  (b) Substitutional site 

TM Relaxed 
MM (µB) 

Unrelaxed 
MM (µB) ∆E �eV�  Relaxed 

MM (µB) 
Unrelaxed 
MM (µB) ∆E �eV� 

Sc 0.44 0.69 -2.84  1.00 1.00 -12.21 
Ti 1.44 1.50 -1.69  0.00 0.00 -10.69 
V 1.50 1.69 -1.38  1.00 1.00 -8.10 
Cr 2.50 2.50 -1.12  2.00 2.00 -6.62 
Mn 3.31 3.69 -1.08  1.00 1.00 -3.33 
Fe 1.26 1.12 -0.72  0.00 0.00 -4.39 
Ni 1.25 1.25 -0.70  2.00 2.00 -5.56 
Cu 0.13 0.37 -0.85  3.00 3.00 -6.34 
Zn 0.00 0.00 -1.14  2.00 1.50 -7.45 

Table 5.1:  Magnetic moments (MM) of 3d transition metals (TM) in diamond at (a) divacancy and 

(b) substitutional lattice sites calculated with and without geometry relaxation using a 64-atom 

diamond supercell. ∆E  is the respective relaxation energy, i.e. the energy difference between relaxed 

and unrelaxed supercells. 
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significant structural stabilization at both lattice sites, with the elongation of the carbon 

neighbours being significant only up to the second nearest neighbours. The relaxation energy 

trend depicted across the 3d series is consistent with the trend in the atomic radius, and can be 

explained by considering that as the transition metal decreases in size, it fits better in the 

respective lattice site which results in a corresponding decrease in the overall crystal strain of 

the lattice. 

 

5.2.3 Structural properties  

The optimized lattice constant of diamond was found to be 3.569Å, which is in close 

agreement with the experimental value of 3.567 Å [6] # considering that the commonly used 

exchange-correlation approximations (LDA and GGA) often introduce errors of up to a few 

percent to structural properties, including the lattice constant of semiconductors. In the 

present calculations, the GGA approximation was used, and it should be noted that GGA is 

known to give the correct natural phase stability [213,214], and considerably reduces the 

error on lattice constants compared to L(S)DA [215].  

 

To ensure that the final optimized geometries were not dependent on the initial symmetry, the 

transition metal atom for each of the lattice sites and charge states was initially displaced 

randomly from the ideal high symmetry point. After complete geometry optimization, the 

carbon neighbours of the transition metal impurities at each lattice site were found to relax 

outwards because of the large atomic radius of the transition metal atom compared to a 

carbon atom, with the unique transition metal-carbon bond lengths across the series 

elongating by  1 # 14 Å  and 5 # 40 Å  at the divacancy and substitutional lattice sites, 

respectively.    

 

Table 5.2 presents a summary of the local point symmetries and nearest carbon neighbour 

relaxations, together with the induced magnetic moments at the substitutional and divacancy 

sites. For symmetry-preserving relaxations, the trend across the 3d transition metal series 

closely follows that of the calculated formation energies discussed in Chapter four, with the 

transition metal-carbon bond length elongation being larger for elements earlier or later in the 

3d series, compared to those in the middle of the series for any charge state or lattice site.  At 

the substitutional site, a transition metal atom replaces one carbon atom so that each 

transition metal impurity is surrounded by four nearest carbon neighbours. The majority of 
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substitutional transition metals in the various charge states were found to relax back to the 

lattice site after geometry optimization, with the four carbon neighbours equidistantly 

positioned to form tetrahedral symmetry (Td). In addition, other lower symmetry distortions, 

including C2v (a two-fold axis and vertical mirror plane distortion) for Sc+2 and Mn+2,
 Cs (a 

distortion with a mirror plane as the only symmetry element) for Sc+, Sc0 and Ti+2
 and C3v in 

Ti+, Ti0, V+2, V+, Cr+2, Fe- and Co0 were found, and can be explained as arising from 

symmetry breaking distortions of the crystal field. Figure 5.2 illustrates a schematic 

representation of the displacement of the four nearest carbon neighbour atoms around the 

transition metal impurity decomposed into two parts: a symmetric radial relaxation 

component for the Td symmetry relaxation and a symmetry breaking component for C2v and 

C3v symmetry relaxations. 

 

In contrast to the substitutional site, a transition metal atom at the divacancy site occupies the 

mid-point between two neighbouring carbon vacancies, and each transition metal impurity is 

surrounded by six nearest carbon neighbours. The two missing carbon atoms at the divacancy 

increases the atomic volume around the transition metal atom, thus causing much less crystal 

strain compared to a substitutional site. After geometry optimization, we found that the 

majority of transition metals in the various charge states relax back to the centre of the 

divacancy, resulting in D3d symmetry. In addition to this high symmetry geometry, other 

lower symmetry distortions, including  C2  (a two-fold axis symmetry distortion) for V+, V-, 

Fe+, Co0, Co-2 , C2h (a two-fold axis and a horizontal mirror plane symmetry distortion) for 

T+, Ti0, V+2 and Cs for V0, Cr+, Cr0, Co+, Co- were also found. 

 

Figure 5.2: Schematic representation of the formation of Td symmetry distortion, together with C2v 

and C3v distortions for transition metals at a substitutional lattice site in diamond.  The arrows indicate 

the direction of displacement of the four nearest neighbour carbon atoms (white balls) with respect to 

the transition metal atoms (black balls). 
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(a) DIVACANCY SITE  (b) SUBSTITUTIONAL SITE 

TM 
ion 

MM 
(Total) 

Point 
symmetry 

NN-distortions (Å) 
Unique 

NN-relaxation 
(%) 

 
TM 
ion 

MM 
(Total) 

Point 
symmetry 

NN-distortions (Å) 
Unique 

NN-relaxation 
(%) 

Sc+2 0.1 D3d 0.18(6) 9.3  Sc+2 1.0 C2v  33.4 

Sc+1 0.0 D3d 0.18(6) 9.2  Sc+1 0.0 Cs 0.46(2), 0.34(2) 29.9 

Sc0 0.4 D3d 0.16(6) 8.2  Sc0 1.0 Cs 0.48, 0.36, 0.31(2) 31.1 

Sc-1 1.4 D3d 0.16(6) 8.4  Sc-1 0.0 Td 0.38(4) 24.1 

Sc-2 0.6 D3d 0.15(6) 7.6  Sc- 2 0.3 Td 0.35(4) 22.5 

Ti+2 0.0 D3d 0.14(6) 7.4  Ti+2 0.0 Cs 0.49, 0.32, 0.28(2) 31.4 

Ti+1 0.4 C2h 0.14(6) 7.2  Ti+1 1.0 C3v 0.50, 0.30(3) 32.5 

Ti0 1.4 C2h 0.12(6) 6.2  Ti0 0.0 C3v 0.248(3) 35.0 

Ti-1 0.2 D3d 0.12(6) 6.3  Ti-1 1.0 Td 0.322(3) 20.9 

Ti-2 0.0 D3d 0.10(6) 5.4  Ti- 2 0.0 Cs 0.56, 0.31(2), 0.13 36.2 

V+2 1.0 C2h 0.13(6) 7.0  V+2 0.1 C3v 0.57, 0.22(3) 36.9 

V+1 1.9 C2 0.24(2), 0.12(2), 0.02(2) 12.5  V+1 0.0 C3v 0.53, 0.25(3) 34.4 

V0 1.0 CS -0.75,0.25, 0.23, -0.04 (3) 13.0  V0 1.0 Td 0.26(4) 16.8 

V-1 0.0 C2 0.24(2), 0.10(2), -0.02(2) 12.3  V-1 2.0 Td 0.29(4) 19.0 

V-2 1.2 D3d 0.09(6) 04.6  V-2 1.8 Td 0.27(4) 17.3 

Cr+2 2.5 D3d 0.12(6) 06.6  Cr+2 0.5 C3v 0.24(3), 0.23 15.4 

Cr+1 3.0 Cs 0.27, 0.16(2), 0.06(2), -0.03 14.0  Cr+1 1.0 Td 0.26(4) 16.9 

Cr0 2.0 CS 0.23, 0.22(2), -0.05, -0.01(2) 11.2  Cr0 2.0 Td 0.24(4) 15.5 

Cr-1 1.0 D3d 0.10(6) 5.0  Cr-1 1.0 Td 0.25(4) 16.4 

Cr-2 2.5 D3d 0.08 (6) 4.0  Cr-2 0.0 Td 0.22(4) 14.4 

Mn+2 3.0 D3d 0.12(6) 6.3  Mn+2 1.0 C2v 0.55(2), 0.16(2) 35.8 

Mn+1 2.5 D3d 0.11(6) 5.5  Mn+1 0.0 Td 0.24(4) 15.5 

Mn0 3.0 D3d 0.09(6) 4.7  Mn0 1.0 Td 0.23(4) 4.9 

Mn-1 3.2 D3d 0.08(6) 4.0  Mn-1 0.0 Td 0.22(4) 14.3 

Mn-2 3.0 D3d 0.06(6) 3.3  Mn-2 0.3 Td 0.23(4) 14.8 

Table 5.2: A summary of the optimized local point symmetries and nearest carbon neighbour (NN)-distortions, together with the induced magnetic moments (MM) 
for Sc to Mn at (a) divacancy and (b) substitutional sites in diamond. Numbers in brackets after NN-distortions values indicates the multiplicity of each bondlength. 
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(a) DIVACANCY SITE  (b) SUBSTITUTIONAL SITE 

TM 
ion 

MM 
(Total) 

Point 
symmetry 

NN-distortions (Å) 
Unique 

NN-relaxation 
(%) 

 
TM 
ion 

MM 
(Total) 

Point 
symmetry 

NN-distortions (Å) 
Unique 

NN-relaxation 
(%) 

Fe+2 2.0 D3d 0.10(6) 5.4  Fe+2 1.8 Td 0.22(4) 14.3 

Fe+1 1.0 C2 0.24(2), 0.09(2), -0.05(2) 12.1  Fe+1 1.0 Td 0.21(4) 13.5 

Fe0 0.0 C1 0.20(2), 0.07, 0.06, -0.050(2) 10.0  Fe0 0.0 Td 0.19(4) 12.3 

Fe-1 1.8 D3d 0.05(6) 02.7  Fe-1 1.0 C3v 0.20(3), 0.94 13.1 

Fe-2 2.0 D3d 0.04(6) 1.9  Fe-2 2.0 Td 0.21(4) 13.7 

Co+2 1.0 D3d 0.10(6) 05.1  Co+2 0.3 Td 0.21(4) 13.7 

Co+1 0.0 Cs 0.26, 0.16(2), 0.01(2), -0.07 13.3  Co+1 0.0 Td 0.21(4) 13.6 

Co0 0.5 C2 0.17(2), 0.07(2), -0.04(2) 08.9  Co0 1.0 C3v 0.22(3), 0.21 14.2 

Co-1 1.5 Cs 0.13, 0.08(2), 0.02(2), -0.03 06.4  Co-1 0.0 Td 0.22(4) 14.1 

Co-2 1.0 C2 0.07(2), 0.03(2), -0.00 (2) 03.4  Co-2 3.0 Td 0.23(4) 14.8 

Ni+2 0.0 D3d 0.10(6) 5.1  Ni+2 0.0 Td 0.23(4) 15.0 

Ni+1 0.3 - - -  Ni+1 0.5 Td 0.23(4) 14.8 

Ni0 0.0 D3d 0.06(6) 3.1  Ni0 2.0 Td 0.23(4) 14.9 

Ni-1 0.5 - - -  Ni-1 3.0 Td 0.27(4) 14.7 

Ni-2 0.0 D3d 0.02(6) 1.0  Ni-2 2.0 Td 0.23(4) 15.0 

Cu+2 0.3 D3d 0.11(6) 5.6  Cu+2 0.5 Td 0.26(4) 16.9 

Cu+1 0.3 - - -  Cu+1 0.4 Td 0.25(4) 16.4 

Cu0 0.0 D3d 0.06(6) 3.3  Cu0 3.0 Td 0.24(4) 15.5 

Cu-1 0.0 - - -  Cu-1 2.0 Td 0.24(4) 15.4 

Cu-2 1.0 D3d 0.05(6) 2.0  Cu-2 1.0 Td 0.24(4) 15.4 

Zn+2 0.1 D3d 0.13(6) 6.5  Zn+2 0.0 Td 0.29(4) 18.5 

Zn+1 0.1 - - -  Zn+1 1.5 Td 0.27(4) 17.8 

Zn0 0.0 D3d 0.08(6) 4.0  Zn0 2.0 Td 0.26(4) 16.8 

Zn-1 1.0 - - -  Zn-1 1.0 Td 0.25(4) 16.2 

Zn-2 1.8 D3d 0.08(6) 4.3  Zn-2 1.8 Td 0.24(4) 15.8 

Table 5.2: (continued): A summary of the optimized local point symmetries and nearest carbon neighbour (NN)-distortions, together with the induced magnetic 
moments (MM) for Sc to Mn at (a) divacancy and (b) substitutional sites in diamond. Numbers in brackets after NN-distortions values indicates the multiplicity of 
each bondlength.



 

83 
 

5.2.4 Electronic structure 

5.2.4.1 Density of states 

Figure 5.3 illustrates spin-up and spin-down density of states (DOS) at the divacancy and 

substitutional lattice sites for each of the 3d transition metals in the neutral charge state in a 

64-atom diamond supercell. The corresponding spin polarised band structures are shown in 

Figure 5.4. To enhance ferromagnetic exchange, practical diluted magnetic semiconductors 

often require high impurity concentrations beyond the thermodynamic limit and thus band 

broadening of the impurity band, together with hybridization between defects and image 

interactions may result in both qualitative and quantitative differences between the calculated 

DOS and the Kohn-Sham quasi-particle level splitting [91].  

 

As discussed in Chapter four, incorporation of 3d transition metals into diamond induces 

impurity levels corresponding to different thermodynamic charge transitions in the diamond 

band gap due to perturbation of the crystal field. However, because of finite impurity 

concentrations, these impurity levels are broadened to form impurity bands (as opposed to 

what would be expected based on a one-electron model of non-interacting impurities) whose 

electronic structures can be predicted from interactions between the atomic orbitals of the 

transition metal and carbon atoms in diamond.  

 

An empirical model by Ludwig and Woodbury (L-W) [216] predicts that the metallic 3d 

electrons of the transition metals are accommodated in a manner dictated by the symmetry 

and the lattice site occupied by the transition metal. An alternative model called the vacancy 

model [147] predicts that the transition metal’s orbitals will be found deep inside the valence 

band and can be represented by vacancy-like bands, as the metal does not interact with the 

host. However, our results show that most 3d transition metals at both the divacancy and 

substitutional lattice sites in diamond effectively interact with the carbon atoms as 

demonstrated by the hybridization between the transition metal orbitals with carbon orbitals 

in the diamond band gap, in contradiction to the vacancy model. Although the L-W and 

vacancy models are extremes that are not encountered in practice (due to the presence of 

dangling bonds which arise when the transition metal disrupts the crystal structure), we find 

that most early and middle transition metals approach the L-W model (based on the energetic 

positions of the 3d peaks), while the late transition metals to a greater extent conform to the 

vacancy model, in agreement with previous results [186]. 
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Across the 3d series, from Sc to Zn, we find that incorporation of transition metal impurities 

induces impurity bands into the diamond band gap while maintaining the semiconducting 

property of diamond, with band gaps in both spin channels. From the respective partial 

density of states (PDOS) shown in Figure 5.3, these impurity bands are seen to originate 

mainly from U, V # O hybridization between carbon sp
3 orbitals with the 3O orbitals of the 

transition metal. In addition, we find that the 4V orbitals also contribute to hybridization for 

substitutional transition metals, but not at the divacancy site. Although the contribution of the 

4V orbitals is relatively small compared to that of the 3d orbitals, their presence in the band 

gap is found to significantly affect the bonding interactions and thus the induced magnetic 

moments, as will be discussed in Section 5.2.5. 

 

A comparison of the transition metal PDOS across the series  (Figure 5.3) shows that the 3d 

main peaks are shifted gradually to lower energies with increasing 3O  character, an 

observation that can be attributed to incomplete screening of the additional nuclear charge 

[186]; for example in Sc: [Ar] 3d
14s

2  the d orbital is located closer to the conduction band at 

about 3.0 eV above the Fermi level, while in Cu: [Ar]3d
104s

1 the d orbital is located deep 

inside the valence band at about 4.0 eV below the Fermi level, at both the substitutional and 

divacancy sites. For transition metals in the middle of the series (V, Cr, Mn, Co, Ni), the 3d 

impurity bands hybridize strongly with the diamond valence band edge and the majority 

appear as broad peaks inside the valence band. This result is particularly significant in carrier 

mediated ferromagnetism since these orbitals may hybridize with shallow acceptors (such as 

boron in diamond) to increase carrier concentration, and potentially enhance mediation of 

ferromagnetic exchange [124]. 
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Figure 5.3 (a):  Calculated total and partial spin polarised density of states (DOS) of 3d transition 

metals (Sc to Mn) in the neutral charge state in diamond at divacancy (2V) and substitutional (S) 

lattice sites. All energies are relative to the Fermi level indicated by the vertical dashed lines.  
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Figure 5.3 (b):  Calculated total and partial spin polarised density of states (DOS) of 3d transition 

metals (Fe to Zn) in the neutral charge state in diamond at divacancy (2V) and substitutional (S) lattice 

sites. All energies are relative to the Fermi level indicated by the vertical dashed lines. 
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5.2.4.2 Band structure 

The presence of spin polarised bands crossing the Fermi level implies that charge carriers 

travelling through these bands will be spin polarised in the ratio of spin-up to spin-down 

density of states at the Fermi level. However, the presence of spin polarised bands in itself is 

not a sufficient condition for efficient transport and injection of spin polarised charge carriers 

in device applications. An additional and necessary requirement is that charge carriers within 

the spin-polarised band should be sufficiently mobile [92]. To assess this requirement, we 

calculated the band structures of transition metal-doped diamond, as shown in Figure 5.4 

where the bands are plotted for various high symmetry directions in the Brillouin zone at both 

the divacancy and substitutional lattice sites for the neutral charge state.  

 

In Sc, Ti, Mn, Ni and Co at a divacancy site, a spin polarised impurity band is found to be 

present for both the spin-up and spin-down bands, and the Fermi level passes through this 

band in both spin directions. Therefore a Fermi surface exists for each of them, indicating 

that the systems are metallic, which may be a disadvantage for some spintronic applications 

since both spin components are present. However, for divacancy V and Cr, the Fermi level is 

close to the valence band, but passes neither through the spin-up nor spin-down bands, thus 

indicating that these systems may be p-type semiconductors, depending on thermal 

excitation.  

 

On the other hand, the Fermi level passes through only one spin component of the impurity 

band for most of the substitutional transition metals (except for Ti, V and Fe). This indicates 

that these systems would be half-metallic # which is particularly significant for efficient spin 

injection of spin polarised current in spintronic device applications, since charge carriers 

travelling at the Fermi surface will undergo 100% spin polarisation by simple effective mass 

transport in the impurity band.  In these cases, half-metallicity occurs since the exchange 

splitting is greater than the width of the occupied impurity band, so that all valence electrons 

are only in one spin direction [21]. 
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Figure 5.4: Spin-up (red curves) and spin-down (blue curves) band structures of neutral divacancy (TM2V) and substitutional (TMS) 3d transition metals (Sc 

to Mn) in a 64-atom diamond supercell. The band structure of a similar pure diamond supercell is also shown for comparison (Spin-up and spin-down band 

structures of pure diamond are identical). Dots correspond to data points; lines guide the eye. The energies are relative to the respective Fermi energies shown 

with horizontal dashed lines; levels below the Fermi level are filled, while those above are empty. 
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Figure 5.4 (continued): Spin-up (red curves) and spin-down (blue curves) band structures of neutral divacancy (TM2V) and substitutional (TMS) 3d transition 

metals (Fe to Zn) in a 64-atom diamond supercell. The band structure of a similar pure diamond supercell is also shown for comparison (Spin-up and spin 

down band structures of pure diamond are identical). Dots correspond to data points; lines guide the eye. The energies are relative to the respective Fermi 

energies shown with horizontal dashed lines; levels below the Fermi level are filled, while those above are empty.



 

90 
 

5.2.5 Induced magnetic moments 

Figure 5.5 presents trends of the calculated magnetic moments of transition metals in 

diamond across the 3d series for different charge states   �#2,#1, 0, #1,�2�  at the 

divacancy, substitutional and interstitial lattice sites. We find that the magnitudes of the 

induced magnetic moments are generally dependent on the doping site and charge state.  

Importantly, the majority of 3d transition metals at any lattice site induce non-vanishing 

magnetic moments in the diamond supercell #  an indication that incorporation of these 

impurities into diamond may lead to collective magnetic ordering upon impurity-impurity 

interactions [107], as will be discussed in Chapter six.  

 

At the divacancy site, the variation of the induced magnetic moments across the 3d series  in 

most charge states approximately tracks the trend of free atomic values (Sc: 1µB, Ti: 2µB, V: 

3µB, Cr: 6µB, Fe: 5µB, Co: 4µB, and Ni: 2µB) [217], with MnF� inducing the highest magnetic 

moment of 3.2 WX. However, at the substitutional or interstitial sites, the free atomic trend is 

significantly changed due to the strong crystal field experienced by the transition metal atom 

at these sites.  

 

In contrast to the substitutional site, a transition metal atom at a divacancy site behaves more 

like a free atom because of the relatively large atomic volume created by the two missing 

carbon atoms, thus causing little strain to the crystal lattice (hence small carbon nearest 

neighbour relaxation). This leads to weaker interaction with the carbon neighbours, thus 

resulting in weaker perturbation of the spin states. On the other hand, the strong interactions 

between the transition metal atom and its carbon neighbours at the substitutional and 

interstitial sites may significantly alter the atomic spin states, suggesting that the character of 

bulk magnetic properties in 3d transition metal-doped diamond will depend on the nature of 

interactions between the transition metal dopant with its carbon neighbours. 

 

The origin of the calculated magnetic moments in transition metal-doped diamond can be 

explained as resulting from both the atomic interactions and orbital hybridization effects 

derived from spin splitting of the band gap orbitals in relation to the crystal field due to 

Stoner’s model of magnetism [218]. For example, in the density of states (DOS) shown in 

Figure 5.3 for divacancy Fe, Ni, Cu, Zn as well as substitutional Fe in the neutral charge 

states, the DOS in both spin directions are identical in energy and therefore the spin splitting 
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energy is zero, thus yielding a zero magnetic moment in all of these cases (Table 5.2), in 

agreement with Stoner’s criterion for ferromagnetism [218]. On the other hand, the weak spin 

splitting of the carbon 2p orbitals (~ 0.1 eV) compared to a large crystal splitting of ~3.0 eV 

in divacancy Sc0 yields a low spin state of 0.4 µB.  In contrast, the small p-d hybridization 

leads to a zero spin state in divacancy Ni0, Cu0 and Zn0, while the contribution of the 4p 

orbitals to hybridization in the band gap for Cr0, Ni0, Cu0 and Zn0, together with a large spin 

splitting over the crystal field, leads to larger calculated magnetic moments of 2.0 µB, 2.0 µB, 

3.0 µB and 2.0 µB, respectively. 

 

Further, we find that the highest spin densities in transition metal-doped diamond reside on 

the transition metal atom, similar to previous studies on cobalt-doped diamond [164]. As a 

result, the total calculated magnetic moment is localized around the transition metal atom, 

with small contributions arising mainly from the carbon nearest neighbours, thus providing 

evidence of a strong localized character of the spin density distribution, as shown in Figure 

5.6 for both high and lower symmetry distortions in Cr-doped diamond. 

 

 

Figure 5.5: Calculated magnetic moments of 3d transition metals in different charge states (q = +2, 

=1, 0, -1, -2) at (a) divacancy (b) substitutional (c) tetrahedral (Td) interstitial and (d) Hexagonal (Hx) 

interstitial lattice sites in diamond. 
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Figure 5.6: Illustration of geometries and isodensity surfaces of the spin density distributions of 

divacancy (Cr+2
2V , Cr+1

2V ) and substitutional (Cr+2
S , Cr+1

S ), with D3d, Cs, C3v, and Td, symmetry, 

respectively. Blue surfaces correspond to spin up, yellow to spin down. Mirror plane in (b) is 

perpendicular to the plane of the page. The isosurface for both spin up and spin down densities 

correspond to a spin density of 0.05 electrons/Å3. Illustrations are slightly rotated from a (110) plane 

 

5.3 Comparison with previous models  

The structural and electronic properties of transition metals in diamond in the neutral charge 

state, particularly those which are commonly used in High Pressure-High Temperature 

(HPHT) growth of synthetic diamond, have been modelled by a variety of computational 

models, many of which differ with each other on the relative energetic stability, symmetry 
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and magnetic moment. Here, we compare our results of the energetic stability, electronic 

structure and structural properties with those of previous computational models and discuss 

any discrepancies and their possible sources in order to establish a reliable and systematic 

understanding of the theoretical magnetic ordering properties of these defects in diamond. 

 

Experimentally, most of the well established transition metal-related optical and EPR centres 

in diamond are based on nickel and cobalt. There is also unconfirmed evidence for Mn, Cu 

and Fe [186], while incorporation of Ti and Zn has only been achieved by ion implantation, 

but not during crystal growth [186,219]. In agreement with these results, previous theoretical 

findings [186,187] have shown that Ni has a lower formation energy in diamond compared to 

Co. However, no explanation exists as to why they these transition metals are preferentially 

incorporated into diamond containing other impurities (e.g. nitrogen) [152]. Our results show 

that the presence of donors, such as nitrogen and phosphorus may significantly lower the 

formation energy of 3d transition metals in diamond, thereby explaining why these transition 

metals are often detected in diamond grown with nitrogen [152].  

 

The present results qualitatively agree with the findings of Watkins et al. [186] and Assali et 

al. [187] that transition metals in the middle of the 3d series are energetically more stable in 

diamond than those earlier or later in the series. In contrast, finite cluster results [148,149] 

predict that the energetic stability of transition metals in diamond increases with increasing 

3d character, thus predicting transition metals later in the 3d series to be energetically more 

stable than those in the middle or earlier in the series. This discrepancy can possibly be 

attributed to the use of the finite atomic cluster model in which quantum confinement effects 

due to surface termination and defect-surface interaction play a significant role. However, 

finite cluster results may be relevant to nano-diamond applications. 

 

Most of the earlier theoretical studies reported in literature for transition metal defects in 

diamond have been performed using the cluster or semi-empirical approaches [146,220]. 

Although many of these studies agree on the electronic models, there is no general agreement 

on the stability of the transition metals across the series 3d at various lattice sites. For 

example, the results of Alves et al. [220] using a molecular cluster model indicate that 

transition metals are more stable at tetrahedral interstitial lattice sites compared to the 

substitutional site, whereas the findings of Watkins et al. [146], also using the cluster model 

approach, contradict this result by predicting the substitutional site to be most favourable. 
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Our results using the pseudopotential GGA approximation on a 64-atom diamond supercell 

shows that most transition metals are energetically stable at a divacancy site, while the 

interstitial site is energetically highly metastable, which are in qualitative agreement with 

previous FP-LAPW results by Assali et al. [187,221] using  a 54-atom supercell, except for 

V, Cr, and Mn which they predict to be more stable at a substitutional site compared to a 

divacancy site. To explain the origin of these discrepancies, we note that our calculations are 

in larger supercells (64-atoms compared to 54-atoms) and a higher 4 � 4 � 4 optimized k-

point sampling compared to a 2 � 2 � 2 k-point sampling. To confirm this, we performed test 

calculations using a 32-atom supercell and fewer k-points (1 � 1 � 1, 2 � 2 � 2 and 3 � 3 �

3� and reproduced similar results as in references [187,221]. In particular, we found that 

results of the induced magnetic moment are significantly dependent on the quality of k-point 

sampling, therefore indicating that a good convergence with respect to the number of k-points 

must be attained if accurate results are to be achieved # however at a substantially increased 

computational cost. It is also noted that the gamma point was explicitly included in the 

Brillouin zone sampling as part of the Monkhorst-Pack mesh in references [187,221]. Since, 

in general, the full degeneracy of the gap states is only observed at the gamma point, such a 

sampling might be important in obtaining Jahn-Teller and other small distortions [151], 

although this is not needed if the k-mesh is well converged. In order to establish whether the 

explicit inclusion of the gamma point in the k-point sampling of the reciprocal space (by 

incorporation of a ‘shift’ of the k-mesh) has any effect on the calculated magnetic moments 

or the stable symmetries, we performed further calculations on selected cases using all 

electron LAPW methods as implemented in the state-of-the-art WIEN2k code, but we found 

it to have no effect on the results. 

 

In conclusion, the above comparison of results for the various computational models which 

have so far been used to model transition metals and other defects in diamond show that 

discrepancies amongst them can be minimized by the following: 

 

(i) In order to find the most stable geometry, it is necessary to also perform geometry 

optimizations with the transition metal atom initially displaced from the lattice site 

in a random direction at the beginning of the calculation. In addition, the initial 

spins must also be varied systematically in order to find the lowest energy 

corresponding to the most stable geometry. In cases where this is not done, a 
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calculation may only find a metastable structure. Some previous calculations may 

not have done this or the models used were not able to do this [222,223]. 

 

(ii) In order to ensure that the final spin density or magnetic state does not depend on 

the initial spin input during spin optimization, several initial spins must be 

considered. Some previous calculations may have used a single initial spin for 

geometry optimization which may not necessarily correspond to the lowest energy 

of the system as discussed in Section 5.2.  

 

(iii) For accurate results to be obtained, a relatively large cluster or supercell size 

should be used, in addition to attaining good convergence with respect to the 

number of k-points, especially when calculating magnetic properties. However, it 

should be noted that the computational cost increases with the number of atoms or 

electrons (in a cluster or supercell) and number k-points used in sampling of the 

reciprocal space. Some earlier calculations may have been limited by the number 

of k-points, supercell or cluster size; hence results reported may not be as precise.  
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6. Magnetic ordering of 3d transition metals in 

diamond 
 
 

6.1 Introduction 

Magnetic ordering properties of various transition metals have been reported in many 

semiconductors, mainly in compound semiconductors (such as GaN, GaAs, and ZnO, among 

others [121,123]), but implementation in practical spintronic devices has largely been 

hindered by low Curie temperatures (TC), as well as lack of other fundamental material 

properties [4]. Although some experimental observations of ferromagnetic response 

persisting up to room temperature have been reported in literature [224,225], many of the 

results have not been reproducible, and in most cases have been shown to be due to spurious 

effects [122] such as large magnetic clusters and inhomogeneous phases with high impurity 

concentrations [91]. Therefore, the search for other semiconductors which may exhibit room 

temperature ferromagnetic ordering continues unabated [199].  

 

Previous theoretical studies in the search for ferromagnetically ordering transition metal 

dopants in diamond have predicted that ferromagnetic ordering of Mn in diamond is unlikely 

[73] (in the sense of the Zener model of ferromagnetism [111,124,199]), while neutral Co has 

been predicted [164] to order ferromagnetically with a relatively small magnetic moment of 

0.4 µB per Co atom. However, in order to support significant spin polarisation current at high 

TC, larger magnetic moments and ferromagnetic stabilization energies are required. Hence, 

there is a need to find alternative transition metal ions which may successfully be considered 

in the search for a diamond-based diluted magnetic semiconductor (DMS).  

 

In Chapter five, results of the electronic structure, induced magnetic moments and 

hybridization of 3d transition metal defects with the host atom wave functions were 

discussed, based on the results of 64-atom diamond supercells containing one transition metal 

impurity at various lattice sites. However, by symmetry, a single transition metal impurity in 

a diamond supercell will correspond to ferromagnetic ordering if it induces a non-zero 

magnetic moment in the supercell, but, such magnetic ordering may not necessarily 

correspond to the ground state magnetic ordering of the defect-containing supercell. 
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Therefore, in this Chapter, we consider the nature of magnetic ordering arising from defect-

defect interactions using a two-defect impurity model in larger supercells containing two 

transition metal impurities, allowing ferromagnetic, antiferromagnetic, ferrimagnetic and 

non-magnetic spin configurations. In particular, attention will be focussed in determining: (i) 

which 3d transition metal impurities induce significant non-vanishing magnetic moments 

when incorporated into diamond, and (ii) which charge states of these impurities, based on 

their magnetic stabilization energies and energetic stabilities relative to other possible charge 

states and lattice sites, may successfully be considered for fabricating a diamond-based DMS. 

 

6.2 Theoretical approach 

The magnetic ordering properties of substitutional and divacancy 3d transition metals (TM) 

impurities: Cr, Mn, Fe, Co and Ni, which have been demonstrated in the present study 

(Chapter four) to be energetically more favourable in diamond, were modelled using the 

computational details sumarized in Section 2.5.2. Magnetic interactions were calculated by 

doubling the respective fcc  2 � 2 � 2  optimized 64-atom diamond supercells along the Y 

direction, thus forming larger fcc 2 � 2 � 4 128-atom periodic diamond supercells containing 

two transition metal atoms (C126TM2  at the substitutional site; C124TM2 at the  divacancy site) 

separated by twice diamond’s optimized lattice constant (2
� � 7.138 Å).  

 

The magnetic stabilization energies of the magnetic ground state, as well as other metastable 

magnetic states were determined by considering different configurations and magnitudes of 

parallel and antiparallel spin alignments of the two transition metal impurity atoms in various 

charge states * � �2,�1, 0, #1,#2  as described in Section 2.5.3. This approach has 

previously been used to successfully predict ferromagnetic ordering in other semiconductor 

materials and oxides [93,98-101]. However, it is noted that paramagnetic states and spin-

glasses cannot be considered from the standard DFT approach; however ferromagnetism is 

likely to persist to higher temperatures in cases where other states (e.g. non-magnetic or 

antiferromagnetic) are relatively higher in energy.  

 

Calculations of the induced magnetic moment, as well as the energy differences between 

different spin configurations, were done using the respective final geometries of the 

optimized 64-atom diamond supercells, without further geometry optimization of the 128-

atom diamond supercells. Full geometry optimization of the 128-atom diamond supercells in 
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selected cases resulted in no changes to geometries and induced magnetic moments per 

impurity ion, and negligible changes in energy differences between different magnetic states 

(less than   0.01 meV), similar to previous calculations in Mn-doped diamond [73]. It is 

important to note that small energy differences in the meV range are typical of magnetic 

materials, and are correctly described by Density Functional theory [92,93]. Stabilization 

energies between different magnetic states reported in this Thesis which differ by ~1 meV 

can be assumed to be negligible, in particular when compared to thermal effects which are 

likely to be much larger, particularly at room temperatures or higher. 

 

To test the convergence of the total magnetic moments and the magnetic stabilization 

energies of different magnetic states with respect to the k-mesh density, different Monkhorst-

Pack k-points sampling were used by considering various systematically sampled initial spin 

configurations. Convergence was achieved at 4 � 2 � 2 k-points, below which the magnetic 

moments and magnetic stabilization energies were found to be significantly dependent on the 

number of k-points used for integration over the Brillioun zone; an increase in the number of 

k-points resulted in insignificant changes in the results. This underlines the importance of 

good k-point convergence with respect to the energy differences between different magnetic 

ordering states in order to reliably predict magnetic moments, ground state spin coupling and 

metastable magnetic moments. This is illustrated in Figure 6.1, showing the convergence of 

magnetic stabilization energy (∆E) for different k-points in substitutional Cr'�. For low k- 

point sampling �i. e. 1 � 1 � 1 and  2 � 2 � 2�, we find that metastable states and the energy 

difference between different metastable magnetic states cannot be reliably predicted.  

 

In order to evaluate the effect of TM-TM separations on structural and magnetic stabilization 

energies, we carried out representative calculations with a reduced separation of one lattice 

constant (
� � 3.569 Å), in addition to the two lattice constant separation discussed in this 

Chapter. Further, to ensure that results of the calculated spin polarisations or energy 

differences between different magnetic states were not dependent on relative defect 

symmetry orientation between the two transition metal impurities, different sets of relative 

geometric orientations between two transition metal centres were  considered in selected 

cases, but this was found to have no effect on the results. 
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Figure 6.1: Convergence of magnetic stabilization energy (∆E) with the k-point sampling density for 

different initial configurations in substitutional Cr'� doped diamond showing four distinct magnetic 

ordering states. The spin configuration (x-axis) represents different initial magnitudes of 

parallel/antiparallel spin alignments of the two Cr atoms in the supercell. Data points represent the 

final total energy of the supercell with specific final magnetic moment and spin configuration. The 

energies are relative to the lowest total energy of each initial spin configuration. 

 

6.3 Spin population and spin density distribution  

Tables 6.1 (i) to (v) present a summary of the Mulliken spin populations for the 3d transition 

metal ions and their nearest carbon neighbour (CNN) atoms for the magnetic ground state and 

other metastable magnetic states. In each case, the corresponding magnetic stabilization 

energies relative to the ground state and the induced magnetic moments per transition metal 

ion are also given. We find the spin contribution of the carbon atoms further out from the TM 

centres (not shown) to be insignificant, thus providing evidence of the strong localized 

character of the spin density distribution. As a result, the total magnetic moment is localized 

around the transition metal impurities and its immediate carbon atom neighbours, suggesting 

that magnetic interactions in 3d transition metal-doped is dominated by nearest neighbour 

interactions, similar to other diluted magnetic semiconductors [94-97]. We find the individual 

spin contributions of the nearest carbon neighbours to be strongly dependent on the symmetry 
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around the transition metal impurity, with the highest spin densities amongst the carbon 

neighbours residing on those carbon atoms forming shorter TM-C bonds, due to stronger 

atomic interactions.  

 

These results can be explained by the manner in which the unpaired electrons of the transition 

metal ions introduce a spin density on the neighbouring carbon atoms. From the partial 

density of states illustrated in Figure 5.3 (showing the contribution of each atomic orbital to 

the total density of states), incorporation of transition metals into diamond introduces spin 

polarised impurity bands into the diamond band gap, due to hybridization between 2s, 2p 

carbon orbitals and the transition metal 3d orbitals, as well as the 4p orbitals for transition 

metals occupying substitutional sites). Therefore the distribution of spin density in transition 

metal-doped diamond can be thought as resulting from a spin delocalization or spin 

polarisation mechanism [226], whereby the transition metal ion either transfers or induces a 

spin moment to those carbon atoms directly bonded to it. 

 

The spin delocalization mechanism requires that a spin of the same direction (i.e. either spin-

up or spin-down) must be transferred to those carbon atoms directly bonded to the transition 

metal atom [226]. This is illustrated in Figure 6.2 (a) by the isodensity surfaces of the spin 

density distribution in substitutional Fe-2. We find this requirement of spin transfer to hold 

only for divacancy Cr-1 and substitutional Fe-2, but the majority of transition metal ions 

considered here [Tables 6.1 (a) to (e)] are found transfer a spin of the opposite direction to 

their neighbouring carbon atoms, as illustrated in Figure 6.2 (b), indicating that spins of the 

bonding electron pairs are polarised.  

 

As opposed to the spin delocalization mechanism, the spin polarisation mechanism results 

from Pauli’s exclusion principle which prohibits two electrons from occupying exactly the 

same state (including spin #  n, l, m quantum numbers). Therefore electrons occupying 

exactly the same orbital must have opposite spins, which in practice makes it unfavourable 

for electrons of equal orbital and spin to be in the same region of space. As a consequence, 

the spins of bonding electrons are polarised in such a way that the spin direction around the 

transition metal ions is different from that of the carbon atoms bonded to it, which is the case 

for most of the transition metal ions considered in the present study.  
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Figure 6.2: Illustration of isodensity surfaces of the spin density distribution in optimized (a) 

substitutional Fe-2
S showing spin delocalization and (b) substitutional Fe+2

s showing spin polarisation 

upon magnetic interaction. The carbon neighbours in each case acquire a spin of the same or opposite 

direction as that of iron, respectively. Blue surfaces correspond to spin-up, yellow to spin- down. The 

highest spin density resides on the Fe atoms (red balls). The isosurface for both spin up and spin down 

densities correspond to a spin density of 0.05 electrons/Å3. Illustrations are slightly rotated from a 

(110) plane. 
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Chromium 

(a) Divacancy Cr 

Charge 
state 

Magnetic ground state 
     +Z� metastable states 

Spin population (µB) Total magnetic 
moment (µB) TM1 (CNN) TM2 (CNN) 

     Cr+2 FM, 2.5 µB +2.64 (-0.36) +2.64 (-0.36) 5.0 [6.0] 

 
  +16.9 meV, AF, 2.5 µB +2.58 (-0.36) -2.58 (0.36) 0.0 [5.7] 

        Cr+1 AF, 3.0 µB +2.66 (-0.08) -2.66 (0.08) 0.0 [6.3] 

  
+6.6 meV, FM, 3.0 µB +2.70 (-0.04) +2.70 (-0.04) 6.0 [6.6] 

      Cr0 FM, 2.0 µB +2.06 (-0.24) +2.06 (-0.24) 4.0 [5.2] 

  
+0.6 meV, AF, 2.0 µB +2.02 (-0.24) -2.02 (+0.24) 0.0 [5.1] 

  
+170.5 meV, FI, 1.0 µB +2.02 (-0.22) 0.00 ( 0.00) 2.0 [3.6] 

  
+327.3 meV, NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [1.9] 

      Cr-1 AF, 4.0 µB +3.06 (+0.92) -3.04 (-0.92) 0.0 [8.6] 

  
+14.7 meV, FM, 2.6 µB +3.08 (+0.32) +3.06 (-1.48) 5.3 [7.9] 

      Cr-2 AF, 3.3 µB +3.08 (-0.08) -3.06 (+0.08) 0.0 [6.6] 

  
+10.5 meV, FI, 0.5 µB +3.10 (+0.16) -3.06 (+0.60) 1.0 [7.0] 

  
+11.3 meV, FM, 2.3 µB +3.06 (-0.84) +3.08 (-0.84) 4.6 [7.3] 

  
+30.5 meV, FM, 3.3 µB +3.10 ( 0.00) +3.08 ( 0.00) 6.7 [6.8] 

  
 

   
(b)  Substitutional Cr 

   Cr+2 FM, 0.5 µB +0.78 (-0.16) +0.78 (-0.16) 1.0 [2.0] 

  
+23.6 meV, AF, 0.5 µB +0.80 (-0.16) -0.78 (0.16) 0.0 [1.9] 

     Cr+1 FI, 1.0 µB +1.20 (-0.24) +1.28 (-0.24) 2.0 [3.0] 

  
+40.5 meV, AF, 1.0 µB +1.24 (-0.36) -1.24 (0.36) 0.0 [2.8] 

      Cr0 AF, 2.0 µB  +2.16 (-0.40) -2.16 (+0.40) 0.0 [5.0] 

  
+1.1 meV, FM, 2.0 µB    +2.16 (-0.40) +2.16 (-0.40) 4.0 [5.1] 

      Cr-1 FM, 1.0 µB                                                                                          +1.12 (-0.16) +1.10 (-0.16) 2.0 [2.7] 

  
+49.2 meV, AF, 1.0 µB  +1.12 (-0.16) -1.10 (0.16) 0.0 [2.6] 

  
+63.1 meV, FI, 0.1 µB +1.18 (-0.24) -0.96 (0.16) 0.2 [2.4] 

      Cr-2 NM, 0.0 µB   0.00 (0.00) 0.00 (0.00) 0.0 [0.0] 

Table 6.1(i): Spin populations and induced magnetic moments of the magnetic ground state and 

metastable magnetic states (FM: Ferromagnetic, AF: Antiferromagnetic, FI: Ferrimagnetic, NM: Non-

magnetic) in Cr-doped diamond for (a) divacancy and (b) substitutional sites in the charge states +2, 

+1, 0, -1, -2. For metastable states, +∆E is the corresponding stabilization energy relative to the most 

stable magnetic ordering state for that charge state. TMn is the spin population on each of the two Cr 

atoms in the 128-atom diamond supercell, while CNN is the total contribution of the respective carbon 

nearest neighbour atoms. MM Total denotes the total integrated magnetic moment of the whole (128-

atom) supercell (including both Cr atoms), while the square brackets indicate the respective total 

integrated absolute magnetic moment |µB| in the 128-atom diamond supercell. 
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Manganese 

(a) Divacancy Mn 

Charge 
state 

Magnetic ground state 
    +Z� metastable states 

Spin population (µB) Total magnetic 
moment (µB) TM1 (CNN) TM2 (CNN) 

     Mn+2 FM, 3.0 µB +3.34 (-0.48) +3.34 (-0.48) 6.0 [7.5] 

 
  +2.9 meV, AF, 3.0 µB +3.32 (-0.48) -3.32 (+0.48) 0.0 [7.3] 

  
+1138.9 meV, FI, 2.0 µB +3.32 (-0.48) +1.20 (-0.24) 4.0 [5.7] 

  
+1141.2 meV, FI, 1.0 µB +3.32 (-0.48) -1.20 (+0.24) 2.0 [5.6] 

       Mn +1 FM, 2.5 µB +3.32 (-0.84) +3.32 (-0.84) 5.1 [7.9] 

  
+4.2 meV, AF, 0.2 µB +3.32 (-0.40) -3.32 (+0.88) 0.5 [7.6] 

      Mn 0 AF, 5.0 µB +3.32 (-1.80) -3.32 (+1.80) 0.0 [10.0] 

  
+40.3 meV, FI, 2.6 µB -3.30 (-0.08) -3.32 (+1.60) 5.2 [8.4] 

      Mn -1 AF, 2.5 µB +3.32 (-0.80) -3.32 (0.88) 0.1 [7.9] 

  
+2.3 meV, FM, 2.5 µB +3.30 (-0.84) +3.30 (-0.84) 5.0 [7.9] 

  
+4.5 meV, FI,  0.3 µB +3.32 (-0.40) -3.30 (+1.20) 0.6 [7.7] 

  
+4.9 meV, FM, 2.6  µB +3.30 (-0.72) +3.30 (-0.72) 5.3 [7.6] 

  
+6.9 meV, FI, 0.5 µB +3.30 (-1.14) -3.32 (+0.32) 0.9 [7.8] 

      Mn -2 AF, 3.0 µB +3.32 (-0.48) -3.32 (0.48) 0.0 [7.3] 

  
+2.4 meV, FM, 3.0 µB +3.32 (-0.48) +3.32 (-0.48) 6.0 [7.3] 

  
 

   
(b)  Substitutional Mn 

   Mn +2 AF, 1.0 µB +1.40 (-0.22) -1.40 (0.22) 0.0 [3.8] 

  
+7.6 meV, FM, 1.0 µB +1.34 (-0.28) +1.34 (-0.32) 2.0 [3.5] 

  
+14.6 meV, FM, 1.2 µB +1.48 (-0.36) +1.48 (-0.36) 2.3 [3.9] 

     Mn +1 AF, 2.0 µB +2.28 (-0.48) -2.28 (+0.48) 0.0 [5.4] 

  
+1.1 meV, FM, 2.0 µB +2.28 (-0.48) +2.28 (-0.48) 4.0 [5.4] 

  
+590.4 meV, FI, 1.0 µB +2.28 (-0.48) 0.00 ( 0.00) 2.0 [4.0] 

  
+1 179.3 meV, AF, 0.5 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [2.3] 

      Mn 0 FM, 1.0 µB +1.20 (-0.10) +1.20 (-0.10) 2.0 [2.7] 

      Mn -1 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Mn -2 FM, 0.3 µB +0.20 ( 0.00) +0.18 ( 0.00) 0.5 [0.6] 

Table 6.1 (ii): Spin populations and the induced magnetic moment of the magnetic ground state and 

metastable magnetic states in Mn-doped diamond for (a) divacancy and (b) substitutional sites in the 

charge states +2, +1, 0, -1, -2, similar to Table 6.1 (i) for chromium. 
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Iron 

(a) Divacancy Fe 

Charge 
state 

Magnetic ground state 
    +Z� metastable states 

Spin population (µB) Total magnetic 
moment (µB) TM1 (CNN) TM2 (CNN) 

     Fe+2 FM, 2.0 µB +2.52 (-0.60) +2.48 (-0.64) 4.0 [6.0] 

  
+33.7 meV, AF, 2.0 µB +2.50 (-0.28) -2.48 (+0.28) 0.0 [5.4] 

      Fe +1 AF, 2.5 µB +1.76 (-0.88) -1.76 (+0.86) 0.0 [4.9] 

      Fe 0 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Fe -1 FI, 0.2 µB +2.24 (-0.72) -2.26 (+0.52) 0.3 [5.6] 

  
+2.5 meV, FI, 0.3 µB +2.28 (-0.40) -2.22 (+0.84) 0.6 [5.6] 

  
+3.9 meV, FI, 1.8 µB +2.24 (-0.56) +2.26 (-0.48) 3.6 [5.3] 

  
+12.9 meV, FI, 2.3 µB +2.28 (-0.24) +2.26 (0.00) 4.6 [5.0] 

      Fe -2 AF, 2.0 µB +2.18 (-0.36) -2.18 (+0.36) 0.0 [4.9] 

  
+1.7 meV, FM, 2.0 µB +2.20 (-0.24) +2.20 (-0.24) 4.0 [4.9] 

  
 

   
(b) Substitutional Fe 

   Fe +2 FI, 1.8 µB +1.66 (-0.32) +1.70 (-0.32) 3.6 [4.4] 

  
+7.5 meV, AF, 1.8 µB +1.66 (-0.32) -1.64 (+0.32) 0.0 [4.0] 

     Fe +1 FI, 1.0 µB +1.04 (-0.24) +1.12 (-0.24) 2.0 [2.6] 

  
+33.3 meV, AF, 1.0 µB +1.04 (-0.24) -1.12 (+0.24) 0.0 [2.6] 

      Fe 0 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Fe -1 AF, 1.0 µB +0.64 (+0.12) -0.64 (-0.12) 0.0 [2.1] 

  
+9.8 meV, FM, 1.0 µB +0.70 (+0.12) +0.70 (+0.12) 2.0 [2.2] 

      Fe -2 AF, 2.0 µB +1.30 (+0.22) -1.32 (-0.22) 0.0 [3.7] 

  
+1.0 meV, FM, 2.0 µB +1.40 (+0.26) +1.40 (+0.26) 4.0 [4.1] 

  
+116.4 meV, FI, 1.0 µB +1.40 (+0.22) 0.00 ( 0.00) 2.0 [3.1] 

Table 6.1 (iii): Spin populations and the induced magnetic moment of the magnetic ground state and 

metastable magnetic states  in Fe-doped diamond for (a) divacancy and (b) substitutional sites in the 

charge states +2, +1, 0, -1, -2, similar to Table 6.1 (i) for chromium. 
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Cobalt 

(a) Divacancy Co 

Charge 
state 

Magnetic ground state 
    +Z� metastable states 

Spin population (µB) Total magnetic 
moment (µB) TM1 (CNN) TM2 (CNN) 

     Co+2 FM, 1.0 µB +0.96 (-0.12) +0.96 (-0.12) 2.0 [2.5] 

  
+18.6 meV, AF, 1.0 µB +0.94 (-0.12) -0.92 (+0.12) 0.0 [2.2] 

      Co +1 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Co 0 FM, 0.5µB +0.16 (+0.34) +0.16 (+0.34) 1.1 [1.2) 

  
+13.8 meV, AF, 0.5 µB +0.20 (+0.54) -0.20 (-0.54) 0.0 [1.8] 

  
+36.4 meV, NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Co -1 AF, 1.5 µB +0.62 (+0.86) -0.62 (-0.86) 0.0 [3.6] 

  
+34.8 meV, FM, 1.5 µB +0.58 (+0.68) +0.58 (+0.68) 2.9 [3.0] 

  
+55.6 meV, FI, 0.8 µB +0.60 (0.80) +0.12 (-0.12) 1.6 [2.4] 

      Co -2 AF, 1.0 µB +0.46 (+0.28) -0.46 (-0.28) 0.0 [1.7] 

  
+15.2 meV, FM, 1.0 µB +0.50 (+0.40) +0.50 (+0.40) 2.0 [2.1] 

  
 

   
(b) Substitutional Co 

   Co +2 FM, 0.2 µB +0.02 ( 0.00) +0.02 ( 0.00) 0.3 [0.3] 

  
+0.4 meV, NM, 0.0 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.1] 

     Co +1 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Co 0 FM, 1.0 µB +0.58 (+0.30) +0.58 (+0.30) 2.0 [2.1] 

  
+14.2 meV, AF, 1.0 µB  +0.58 (+0.30) -0.58 (-0.30) 0.0 [2.0] 

  
+48.2 meV, FI, 0.5 µB  0.00 (+0.04) -0.54 (-0.30) 1.0 [1.2] 

  
+80.2 meV, NM, 0.0µB  0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Co -1 FM, 2.0 µB +1.24 (+0.52) +1.24 (+0.52) 4.0 [4.1] 

  
+13.9 meV, AF, 2.0 µB +1.16 (+0.48) -1.16 (-0.48) 0.0 [3.8] 

  
+132.0 meV, FI, 1.0 µB +0.02 (-0.02) +1.26 (+0.52) 2.0 [3.2] 

      Co -2 AF, 3.0 µB +1.88 (+0.64) -1.88 (-0.64) 0.0 [5.9] 

  
+46.4 meV, FM, 3.0 µB +1.92 (+0.64) +1.92 (+0.64) 6.0 [6.1] 

  
+362.3 meV, FI, 2.0 µB +1.90 (+0.64) +0.68 (+0.24) 4.0 [5.1] 

  
+444.2 meV, FI, 1.5 µB +1.88 (+0.64) +0.04 (+0.02) 3.0 [4.4] 

Table 6.1 (iv): Spin populations and the induced magnetic moment of the magnetic ground state and 

metastable magnetic states  in Co-doped diamond for (a) divacancy and (b) substitutional sites in the 

charge states +2, +1, 0, -1, -2, similar to Table 6.1 (i) for chromium. 
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Nickel 

(a) Divacancy Ni 

Charge 
state 

Magnetic ground state 
    +Z� metastable states 

Spin population (µB) Total magnetic 
moment (µB) TM1 (CNN) TM2 (CNN) 

     Ni+2 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

      Ni +1 FM, 0.3 µB 0.00 (+0.16) 0.00 (+0.16) 0.5 [0.6] 

  
+1.6 meV, AF, 0.1 µB 0.00 (-0.04) 0.00 (-0.04) 0.0 [2.5] 

      Ni 0 AF, 1.5 µB 0.00 (+1.04) 0.00 (-1.12) 0.1 [3.0] 

  
+29.8 meV, FI, 0.4 µB 0.00 (-0.36) +0.06 (-0.36) 0.8 [1.0] 

  
+31.0 meV, FI, 0.8 µB 0.00 (-0.72) + 0.12 (-0.72)  1.6 [1.9] 

      Ni -1 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.2] 

  
+0.3 meV, FM, 0.5 µB 0.00 ( +0.36) 0.00 ( +0.36) 1.0 [1.0] 

      Ni -2 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

 
(b) Substitutional Ni 

   Ni +2 NM, 0.0 µB 0.00 ( 0.00) 0.00 ( 0.00) 0.0 [0.0] 

     Ni +1 FM, 0.5 µB +0.22 (+0.26) +0.20 (+0.24) 1.0 [1.1] 

  
+17.1 meV, FI, 0.5 µB +0.08 (+0.12) -0.04 (-0.02) 0.1 [0.6] 

      Ni 0 AF, 1.7 µB -0.74 (+0.80) +0.74 (+0.82) 0.0 [3.5] 

  
+36.8 meV, FM, 2.0 µB  +0.86 (+0.94) +0.86 (+0.94) 4.0 [4.1] 

      Ni -1 AF, 3.0 µB +1.34 (+1.20) -1.34 (-1.20) 0.0 [5.8] 

  
+81.5 meV, FM , 3.0 µB +1.40 (+1.28) +1.40 (+1.28) 6.0 [6.2] 

  
+257.0 meV, FI,  1.0 µB +1.36 (+1.20) -0.42 (-0.42) 2.0 [5.1] 

  
+281.1 meV, FI, 2.0 µB +1.36 (+1.22) +0.50 (+0.46) 4.0 [5.2] 

      Ni -2 FM, 2.0 µB +1.04 (+0.70) +1.04 (+0.70) 4.0 [4.2] 

  
+63.0 meV, AF, 2.0 µB +1.00 (+0.66) -1.00 (-0.66) 0.0 [3.9] 

Table 6.1 (v): Spin populations and the induced magnetic moment of the magnetic ground state and 

metastable magnetic states  in Mn-doped diamond for (a) divacancy and (b) substitutional sites in the 

charge states +2, +1, 0, -1, -2, similar to Table 6.1 (i) for chromium. 
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6.4 Magnetic states and magnetic stabilization 

Figures 6.3 (i) to (v) illustrate spin optimized magnetic ground states and  metastable states of 

3d transition metal-doped diamond and the respective magnetic moments per impurity atom 

for various charge states ��2,�1, 0, #1,#2� at the substitutional and divacancy lattice sites, 

calculated with an effective TM-TM impurity separation of two lattice constants (7.138 Å). 

The corresponding details of the total magnetic moment for the whole supercell and spin 

populations on the transition metal atom, as well as on the neighbouring carbon atoms are 

summarized in Tables 6.1 (i) to (v) above. We find the magnetic stabilization energies for 

most of the transition metals at the substitutional site for the various charge states to be 

relatively larger compared to the divacancy site, a result that may be ascribed to the 

additional contribution of the 4p orbitals to hybridization over and above the 3d orbitals for 

transition metals at the substitutional site (Figure 5.3). This result is consistent with the 

stronger interaction between the transition metal atom and its carbon neighbours at the 

substitutional site compared to the divacancy site, thus confirming that interactions between 

spins of the individual defect centres in transition metal-doped diamond are sensitive to the 

host environment. 

 

We find that the majority of 3d transition metal impurities in the various charge states possess 

two or more magnetic states with different spin coupling configurations, thus presenting a 

possibility of achieving magnetic metastability in transition metal-doped diamond. The 

possibility of transitions between different magnetic spin states represents a Spin-Cross-Over 

(SCO) phenomenon which is of technological importance in memory and data storage 

devices [227]. Potential manipulation of the SCO phenomenon by external perturbations 

(light irradiation [228-231], or electric field [232,233]) in transition metal-doped diamond 

could correspond to a magnetic phase change, and therefore will be related to the stabilization 

energy barrier between the different magnetic states (Figure 6.3).  

 

It is emphasized that the magnetic states illustrated in Figures 6.3 (i) to (v) were obtained by 

considering spin interactions between two transition metal impurities in diamond by 

performing spin optimization using a wide range of systematically sampled initial spins, 

allowing ferromagnetic, antiferromagnetic, ferrimagnetic and non-magnetic interactions as 

described in Section 6.2. This was necessary to ensure that true magnetic ground states, as 

well as all possible metastable states were found. 
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To confirm the stability limits of these magnetic states, we carried out Fixed Spin Moment 

(FSM) self consistent calculations [34] in selected cases to obtain the energy hypersurface as 

a function of magnetic moment. The spin optimized magnetic moments were found to 

correspond to FSM energy minimums, thus confirming the stability of the spin optimized 

magnetic states reported here. However, it is noted that the FSM method does not allow 

flexibility in determining the magnetic nature of spin interactions (i.e. whether ferromagnetic, 

antiferromagnetic, ferrimagnetic or non-magnetic) other than giving the magnetic moment 

corresponding to a particular minimum of the energy hypersurface [34]. Therefore when the 

FSM technique is used, it is necessary to continue the calculation by performing spin 

optimization in order to determine the type of magnetic ordering corresponding to a given 

energy minimum from a FSM calculation. 

(a) Cr: Divacancy Site 

 
 

(b) Cr: Substitutional Site 

 

Figure 6.3 (i): Magnetic states of Cr-doped diamond (FM: Ferromagnetic, AF: Antiferromagnetic, FI: 

Ferrimagnetic, NM: Non-magnetic) for Cr at (a) divacancy and (b) substitutional lattice sites, in 

charge states +2, +1, 0, -1, -2. The energies are relative to the respective most stable magnetic state. 

Note the different energy scales for each charge state. Details of each state are summarized in Table 

6.1 (i).  
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(a) Mn: Divacancy Site 

 

 

(b) Mn: Substitutional Site 

 

Figure 6.3 (ii): Magnetic states of Mn-doped diamond for Mn at (a) divacancy and (b) substitutional 
lattice sites, similar to Table 6.3 (i) for chromium. Details of each state are summarized in Table 6.1 
(ii). 
 

(a) Fe: Divacancy Site 

 

 

(a) Fe: Substitutional Site 

 

Figure 6.3 (iii): Magnetic states of Fe-doped diamond for Fe at (a) divacancy and (b) substitutional 
lattice sites, similar to Table 6.3 (i) for chromium. Details of each state are summarized in Table 6.1 
(iii). 
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(a) Co: Divacancy Site 

 

(b) Co: Substitutional Site 

 

Figure 6.3 (iv): Magnetic states of Co-doped diamond for Fe at (a) divacancy and (b) substitutional 
lattice sites, similar to Table 6.3 (i) for chromium. Details of each state are summarized in Table 6.1 
(iv). 

 

(a) Ni: Divacancy site 

 

 

(b) Ni: Substitutional Site 

 

Figure 6.3 (v): Magnetic states of Ni-doped diamond for Ni at (a) divacancy and (b) substitutional 
lattice sites, similar to Table 6.3 (i) for chromium. Details of each state are summarized in Table 6.1 
(v). 
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6.4.1 Magnetic stabilization energy  

Figure 6.4 illustrates the magnetic ground state stabilization energies across the central 

portion of the 3d series, from Cr to Ni, in different charge states (* � �2, �1, 0, #1 , #2� at 

the divacancy and substitutional lattice sites in diamond. It is seen that each of these 

transition metal atoms achieves a ground state with some form of magnetic ordering in at 

least one charge state.  

 

We find that the ground state magnetic stabilization energies are critically dependent on the 

charge state, and therefore on the type of doping in diamond (n-type, p-type, or intrinsic). As 

a result, the achievable ground state magnetic ordering of transition metal-doped diamond is 

predicted to be significantly influenced by position of the Fermi level, and thus co-doping 

with shallow donors or acceptors (such as N, P or B) will play a key role in determining the 

ground state magnetic ordering properties of transition metals in diamond.  

 

Figure 6.4: Magnetic ground state stabilization energies of 3d transition metals in diamond at (a) 

divacancy and (b) substitutional lattice sites for different charge states (�2,�1, 0, #1 , #2�. The 

energies are relative to magnetic ground state in each case.  
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Table 6.2 provides a list of transition metals and specific charge states in which the ground 

state magnetic ordering is ferromagnetic or ferrimagnetic. The corresponding details of 

magnetic stabilization energies, Mean-Field Approximation (MFA) TC, magnetic moment per 

impurity ion and the Fermi energy stability range for each charge state are also given. In 

substitutional Mn0
S and Mn-2

S, the ferromagnetic spin ordering is found to be the only 

magnetic state, with magnetic moments of 1.0 µB and 0.3 µB, without any metastable 

antiferromagnetic or non-magnetic states, thus suggesting that ferromagnetic ordering could 

readily be achieved in these cases. 

 
TM defect 

 

Stabilization 
energy, ∆E (meV) 

TC (K) 
Magnetic Moment 

per TM ion µB 

Fermi energy 
stability (eV) 

 
     Cr

+2
 2V 16.9 130.7 2.5 0.00 – 0.54 

Cr+2 S 23.6 182.6 0.5 0.00 – 0.60 
Cr+1 

S 40.5 313.3 1.0 0.60 – 1.18 
Cr-1 S 49.2 380.6 1.0 4.68  – 5.22 

     
Mn

+2
 2V 2.9 22.4 3.0 0.00 – 0.71 

Mn
+1

 2V 4.2 32.5 2.5 0.71 – 1.02 
Mn0 S - - 1.0 1.39 – 3.50 
Mn-2 S - - 0.3 3.50 –  5.49 

     Fe+2 2V 33.7 260.7 2.5 - 
Fe-1 2V 2.5 19.3 0.2 - 
Fe-2 2V 

 
1.7 13.1 2.0 2.49 – 5.49 

Fe
+2

 S 7.5 58.0 1.8 0.00 – 0.37 
Fe

+1
 S 33.3 257.6 1.0 0.37 – 0.98 

     Co+2 
2V 18.6 143.9 1.0 - 

Co
0 

2V 13.8 106.8 0.5 1.06 – 2.25 
Co

+2
 S 0.4 3.1 0.2 0.00 – 0.21 

4.44428 Co-1 S 13.9 107.5 2.0 4.28 – 4.39 

     
Ni+1 2V 1.6 12.4 0.3 0.50 – 0.82 
Ni-2 S 63.0 487.4 2.0 

 
4.40 – 5.49 

Table 6.2: A list of 3d transition metals with ferromagnetic/ferrimagnetic ground states in diamond. 

�D � ∆�. �2 3⁄ )X� is the predicted Mean Field Approximation (MFA) Curie temperature. The band 

gap stability range are energy ranges of Fermi level in the band gap for which the particular charge 

state will be most stable, with the Fermi level position relative to the top of the valence band 

maximum  �E[� . The TC values not listed correspond to cases with only ferromagnetic ordering 

without any other magnetic or non-magnetic states (therefore the Curie temperature cannot be 

estimated). Fe+2
2V , Fe-1

2V and Co+2
2V  charge states are not stable for any position of the Fermi  level. 

Charge states highlighted in bold are the energetically most favourable, hence likely to be achieved in 

diamond. 



 

113 
 

However, in order to predict 3d transition metal atoms which may potentially lead to non-

vanishing magnetic moments (Ferromagnetic or ferrimagnetic ordering) in diamond, the 

energetic stability of a particular charge state, relative to all other possible charge states and 

lattice sites (at a particular Fermi energy) must be taken into consideration. For example, 

substitutional Cr-1
S is predicted to order ferromagnetically with a ferromagnetic stabilization 

energy of 49.2 meV at Fermi energies ranging from 4.68 – 5.22 eV (Figure 4.2), but it is 

unfortunately higher in energy by 5.0 eV compared to the divacancy site where the 

antiferromagnetic spin state is favourable, thus making it unlikely to be observed in diamond 

samples.  

 

In addition to the relative energetic stability of a specific charge state, the magnitude of its 

ground state magnetic moment should also be as large as possible, and with strongly spin 

polarized states at the Fermi level so as to sustain significant spin polarization current at high 

Curie temperatures.  

 

Based on the above criteria, we predict that ferromagnetic/ferrimagnetic ordering of transition 

metal-doped diamond is likely to be achieved in divacancy: Cr+2
2V �∆� � 16.9 meV�, Mn+2

2V
 

�∆� � 2.9 meV�, Mn+1
2V

 �∆� � 4.2 meV�, Co0
2V �∆� � 13.8 meV� and substitutional: Fe+2

S 

�∆� � 7.5 meV�, Fe+1
S �∆� � 33.3 meV�, which are advantageously most stable in p-type 

B-doped diamond (EV + 0.37 eV), except Co0
2V  which is most stable at Fermi levels in the 

mid-range of the diamond band gap. Therefore, co-doping with B is likely to result in an 

increase of charge concentration, which may potentially lead to mediation of ferromagnetic 

exchange interactions [123]. However, we note that the ferromagnetic and anti-ferromagnetic 

spin sates in divacancy Mn+1
2V, Mn+1

2V
 and substitutional Co+2

S are at approximately equal 

energies, with the ferromagnetic spin state being more stable by only <5 meV, suggesting that 

ferromagnetic ordering in these cases will only persist up to very low temperatures. In 

divacancy Co0
2V, the Fermi level stability range is 1.06 – 2.25 eV above the diamond valence 

band and therefore achieving a ferromagnetic response in Co-doped intrinsic diamond will 

require Fermi level engineering to pin the Fermi to within these Fermi energies. 

In addition to the above results of predicted ferromagnetic ordering in transition metal-doped 

diamond, substitutional Fe+1
S presents a special case whereby states at the Fermi level possess 

a half-metallic character, with a magnetic moment of 1.0 µB per Fe+1 ion, consistent with the 

condition of spin integer magnetic moment for half-metals [234]. Similarly, the calculated 
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magnetic moment in divacancy Mn+2
2V is an integer spin of 3.0 µB per Mn+2 ion, although we 

note that the ferromagnetic spin state is lower in energy by only 2.7 meV compared to the 

antiferromagnetic spin state, which will most likely lead to antiferromagnetic spin alignment, 

even at low temperatures. 

 

We note that the stabilization energies between different magnetic states discussed in this 

Thesis describe the magnetic interactions only at TM-TM separations of 2
�. To evaluate the 

effect of TM-TM separation on magnetic ordering and stabilization energies, we repeated 

representative calculations for Co0 and Cr+2 at both the divacancy and substitutional site with 

a reduced separation of one lattice constant (3.569 ˚A). We find that although the induced 

magnetic moment is independent of the TM-TM separation, the total energy is slightly higher 

at the reduced separation (by 0.02 # 0.05 eV) due to increased elastic energy resulting from 

the large size of the transition metal atoms relative to C-C bond length. 

 

Importantly, the ground state spin coupling in these cases is antiferromagnetic at the closer 

TM-TM separation (3.569Å), in contrast to ferromagnetic coupling at the larger 7.138 Å 

separation discussed above, indicating that clustering will be detrimental to ferromagnetic 

ordering in transition metal doped, similar to what has been predicted for transition metal-

doped GeN [235]. However, this result is unlikely to affect the magnetic ordering properties 

of transition metals in diamond since the increased energy at closer transition metal 

separations will likely oppose clustering. 

 

6.4.2 Estimated Curie temperatures  

The magnetic stabilization energy, ∆E measures the relative energetic stability of parallel 

spin ordering (ferromagnetic) versus anti-parallel spin ordering (anti-ferromagnetic), 

Z� � �?\ # �]? , and is proportional to the Curie temperature TC of a diluted magnetic 

semiconductor [91], as  discussed in Section 2.5.4.  

Within the Mean Field-Approximation (MFA) [91], �D � ∆�. �2 3⁄ )X� , where )X  is the 

Boltzmann constant and ∆� is a function of impurity concentration (and therefore impurity 

separation) which is assumed to be uniform throughout the semiconductor matrix [91]. From 

Table 6.2, we therefore predict that Cr+2
2V and Fe+1

S, both in  p-type diamond, and Co0
2V in 

intrinsic diamond are likely to order ferromagnetically at significantly high Curie 

temperatures compared to other DMS which have been studied so far (at comparable 
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impurity concentrations) [225], including the prototype DMS Mn-doped GaAs [236], in 

which a ferromagnetic stabilization energy (with respect to paramagnetic ordering) of  < 3 

meV has been found at 5% Mn impurity concentration [91]. 

 

6.4.3 Ferromagnetic stabilization 

To understand the differences between ferromagnetic over antiferromagnetic stabilization in 

transition metal-doped diamond, Figure 6.5 presents a plot of the atomic partial density of 

states (PDOS) for ferromagnetic and antiferromagnetic divacancy Cr+2 and Mn+1, illustrating 

hybridization of carbon 2s, 2p and transition metal 3d orbitals. An important difference 

between the density states of ferromagnetic and antiferromagnetic spin alignment is the 

energy mismatch between the spin-up and spin-down bands. The energy mismatch at the 

Fermi level in ferromagnetic spin configurations leads to band filling predominantly in one 

spin direction, while the other spin direction is occupied by a fewer number of electrons. This 

leads to spin polarisation in accordance with the Stoner model of ferromagnetism 

[218,237,238], and thus, if the density of states at the Fermi level is large enough, many 

electrons can occupy higher energy states above the Fermi energy in one spin direction. 

Therefore, the exchange interaction energy between overlapping electron states with opposite 

spin directions favours ferromagnetic over antiferromagnetic stabilization [239].  

 

In the corresponding antiferromagnetic configurations, the exchange splitting in both spin 

directions is balanced by the crystal field (i.e. the total spin-up and spin-down density of 

states are symmetric in energy) and thus any remaining electrons above the Fermi level are 

accommodated equally in both spin directions as guided by Pauli’s exclusion principle, 

resulting in a net magnetic moment of zero.  

 

Further, we observe that the amplitude of the 3d partial density of states per unit energy of the 

main peak in the ferromagnetic configuration is higher than that of the antiferromagnetic 

configuration (Figure 6.5). In addition, the 3d orbitals in ferromagnetic  cases hybridize  with 

the C-2p orbitals in valence band, suggesting that co-doping with shallow acceptors such as 

Boron (�� � 0.37 eV) will lead to an increase in hole concentration, which is likely to 

promote stronger ferromagnetic stabilization interactions [123].  
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Figure 6.5: Partial density of states (PDOS) for divacancy Cr+2and Mn+1 in diamond showing (a) 

Ferromagnetic and (b) Antiferromagnetic interactions. The energies are relative to the Fermi energy 

shown with the vertical dashed line. 

 

6.5 Half-metallic ferromagnetic ordering in Fe-doped diamond 

Half-metallic ferromagnetic semiconductors (HMFS) by definition have got only one spin 

component available for conduction of charge at the Fermi level, with the Fermi level 

crossing bands for only one spin orientation [240]. For this reason, HMFS are potentially of 

considerable interest in spintronic device applications (such as memory devices and computer 

processors [241]) for injection and transport of highly spin polarised currents [234,240-

242][241]. HMFS have theoretically been predicted in many materials, mainly in ternary 

compounds including Fe3O4, Co2MnSi, NiMnSb and the binary compound CrO2, but low 

Curie temperatures and lack of other fundamental material properties [4] has remained a 

major challenge towards practical implementation in room temperature device applications. 

https://www.bestpfe.com/
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Among the 3d transition metals which have been demonstrated in the present study to order 

ferromagnetically in diamond (Table 6.2), substitutional Fe+1
S presents an exceptional case 

with the highest ferromagnetic stabilization energy of 33.3 meV, and most significantly, 

exhibits half-metallic ferromagnetic ordering of states at the Fermi level. The half-metallic 

character of states at the Fermi level in substitutional Fe+1 occurs because the exchange 

splitting is greater than the occupied bandwidth of the spin-up electrons, so that the Fermi 

level only passes through the spin-up bands, similar to CrO2 [238] in which experimental 

evidence for half-metallicity is strongest [238,241-243]. As a consequence, the spin-up 

electrons at the Fermi level are 100% spin polarized (therefore conduction electrons will 

exclusively have the spin-up component). This result implies that electronic transport in Fe-

doped diamond will take place only in the spin-up band, with the spin-down band acting as 

an insulator for the spin-down electrons, as depicted by the total density of states and band 

structure plots in Figure 6.6. 

 

Another remarkable result in substitutional Fe+1
S is that its band gap stability range lies 

between 0.37 – 0.98 eV above the valence band maximum (within which it remains the most 

stable form of Fe in diamond), and therefore is most likely to achieved in B-doped p-type 

diamond (EV + 0.37 eV). In addition, Fe+1
S will most likely hybridize with the boron 

acceptors in diamond which may result in an increase carrier concentration, and hence 

promote stronger ferromagnetic exchange interactions due to hole mediation. 

 

Figure 6.6: (a) Band structure and (b) Total DOS for substitutional Fe+1
S in diamond (drawn from a 

128-atom diamond supercell) showing spin polarized states with half-metallic character at the Fermi 

level. Energies are relative to the Fermi level shown with the horizontal dashed lines, respectively.  
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7. Summary and conclusions  
 

 

In this Thesis, the energetic stability of 3d transition metals and their magnetic ordering 

properties at different lattice sites and charge states in diamond have been investigated using 

ab initio pseudopotential density functional methods. The study considers for the first time, 

the effect of impurity charge states on the magnetic properties of 3d transition metals in 

diamond, showing that both the spin polarisation and the magnetic stabilization energies are 

critically dependent on the charge state and the position of the Fermi level in diamond. 

 

Across the 3d series of transition metals, from Sc to Zn, a distinctive trend of the energetic 

stability at the divacancy, substitutional, hexagonal interstitial and tetrahedral interstitial 

lattice sites is seen, with the formation energies of transition metals in the middle of the series 

at any charge state �* � 2,�1, 0, #1, #2� being considerably lower compared to those early 

or late in the series. We find that the majority of transition metals at any charge state are 

energetically stable at the divacancy site compared to substitutional or interstitial or lattice 

sites, while transition metals at the interstitial sites are highly unstable (by ~8 eV compared to 

the divacancy site), hence making the interstitial species unlikely to be achieved in significant 

concentrations. 

 

Importantly, the energetic stability of all the 3d transition metals in diamond is found to be 

strongly dependent on their charge state, and therefore on the position of the Fermi level or 

type of doping (intrinsic, n-type or p-type). At any lattice site, the formation energies are 

predicted to be lower in p-type (B-doped) or n-type (N- or P-doped) diamond compared to 

intrinsic diamond, thus indicating that co-doping with boron, nitrogen or phosphorus, which 

are the most common dopants in diamond, will considerably enhance the energetic stability 

of transition metals in diamond. 

 

Further, we find that 3d transition metals occupying divacancy and substitutional lattice sites 

induce deep donor and acceptor levels in the diamond band gap, thus underscoring the fact 

that their electronic and magnetic properties in diamond will be strongly dependent on their 

charge state. The magnitude of the induced magnetic moments is also found to depend on the 
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doping site and charge state, with the different charge states inducing non-vanishing magnetic 

moments in diamond, thus indicating that transition metal impurities may lead to collective 

magnetic ordering when incorporated into the diamond lattice. 

 

Incorporation of single transition metal impurities into diamond is found to introduce spin 

polarised impurity bands into the diamond band gap while maintaining the semiconducting 

nature of diamond, with band gaps in both spin channels. These impurity bands are seen to 

originate mainly from U, V # O hybridization between carbon sp
3 orbitals and the 3O orbitals 

of the transition metal atoms. In addition, we find the 4V orbitals of the transition metals at 

substitutional sites also contribute to hybridization, but not at the divacancy site, indicating 

that that the magnetic nature of 3d transition metal-doped diamond will also be dependent on 

the occupied lattice site, and hence on the local symmetry around the transition metal 

impurity.  

 

Further, by considering spin interactions between transition metal atoms in diamond to 

determine the energetically most stable magnetic odering state as a function of charge state 

and lattice site, we find the magnetic stability and ordering to be critically dependent on the 

charge state and lattice site. This suggests that magnetic ordering of transition metal-doped 

diamond will depend significantly on the position of the Fermi level in the diamond band 

gap, and therefore on the type of doping (n-type, p-type or intrinsic) in diamond, thus 

indicating that co-doping with shallow donors or acceptors (such as N, P or B) will play a key 

role in influencing the spin properties of transition metal defects in diamond. 

 

Based on the energetic stability of the various charge states and lattice sites, as well as their 

ground state magnetic moments, magnetic ordering and  stabilization energies �∆��, we find 

that ferromagnetic ordering of transition metal-doped diamond is likely to be achieved in 

divacancy: Cr+2
2V �∆� � 16.9 meV;   2.5 μ`� , Mn+2

2V 
 �∆� � 2.9 meV;  3.0 μ`� , Mn+1

2V
 

�∆� � 4.2 meV;  2.5 μ`�, and Co0
2V �∆� � 13.8 meV;  0.5 μ`�, and in substitutional: Fe+2

S
 

�∆� � 7.5 meV;  1.8 μ`�  and Fe+1
S

  �∆� � 33.3 meV;  1.0 μ`� . Importantly, these results 

predict that transition metal-doped diamond is likely to order ferromagnetically at 

significantly high Curie temperatures compared to other diluted magnetic semiconductors 

(DMS) which have been studied so far (at comparable impurity concentrations) [225],  

including the prototype DMS Mn-doped GaAs [236], in which a ferromagnetic stabilization 
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energy (with respect to paramagnetic ordering) of  < 3 meV has been found at 5% Mn 

impurity concentration [91]. Advantageously, the Fermi level stability range of the above 

charge states corresponds to p-type diamond, except for divacancy Co0 (which is most stable 

at Fermi levels in the middle of the diamond band gap). In addition, co-doping with shallow 

acceptors such as B (�� � 0.37 eV� is likely to result in an increase of charge concentration, 

which has been demonstrated to play a key role in mediating ferromagnetic exchange 

interactions in other semiconductors [123]. In divacancy Co0, the Fermi level stability range 

is 1.06 – 2.25 eV above the diamond valence band, and therefore Fermi level engineering will 

be needed to achieve a ferromagnetic response in Co-doped diamond.  

 

The magnetic interaction in the above cases is ferromagnetic at the considered transition 

metal impurity separation of two diamond lattice constants �7.138 Å� , while at closer 

separations of one lattice constant �3.569 Å� , selected cases show that the interaction 

becomes antiferromagnetic, implying that clustering will be detrimental to ferromagnetic 

ordering in transition metal-doped diamond. 

 

Substitutional Fe+1
S
  presents an interesting case of ferromagnetic diamond with the highest 

ferromagnetic stabilization energy of 33.3 meV, and most importantly, exhibits half-metallic 

ordering of states at the Fermi level, with a magnetic moment of 1.0 µB per Fe+1 ion. As a 

consequence, conduction electrons at the Fermi level will be 100% spin polarized, implying 

that electronic transport in Fe-doped diamond will take place in bands of only one spin 

direction, with bands of the other spin direction acting as an insulator.  

 

In addition to diamond’s extreme properties, the results presented in this Thesis demonstrate 

that transition metal-doped diamond could form a stable diluted magnetic semiconductor 

which may order ferromagnetically at high Curie temperatures, and is likely to have 

significant  applications in the emerging field of spintronics.  
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