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Chapter 1

Introduction

The inverse scattering problem has been the subject of several mathematical investi-

gations in the past [1]–[9] and it is nowadays a book material [10]–[11]. Its historical

evolution can be found in Refs. [12]–[14] while its applications can be found mainly

in Refs. [5]. [7], [10] and [15]. Frodberg [16] and Hylleraas [17] were the pioneers

of the study of the inverse scattering problem and suggested a formal expansion for

the potential with the S-wave phase shift being used as input data. The problem of

different phase-equivalent potentials with the same bound state energy has been solved

by Bargmann [18]–[19]. The ambiguity in the potential when related to the existence

of a discrete spectrum was pointed out by Levinson [20] and discussed by Marchenko

[21]–[22] as well as by Jost and Kohn [23], Borg [24] and Holmberg [25]. Gel’fand and

Levitan [26] gave an alternative method to that of the S-matrix for the reconstruction

of the potential from the spectral function. The method was applied by Jost and Kohn

[27] who reached the same conclusion as Marchenko.
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Chapter 1. Introduction 2

The quantum inverse scattering problem can be regarded nowadays as essential for de-

veloping techniques which can be used in non-destructive evaluation of materials, image

science, remote sensing, plasma and nuclear physics, medical diagnostics, geophysics,

seismology, astrophysics and radar [28]. Although the quantum inverse scattering prob-

lem is important for the development of a variety of techniques in diverse areas [6], not

enough progress has been made in practical applications because the phase problem

always was the major obstacle in using it. This is because one needs to know both

the absolute value as well as the phase of the reflection coefficient R(k), the latter

being not easily measurable. Thus, in most instances only the reflectivity |R(k)| can

be obtained from measurements but not the phase δ. This is the famous age-old phase

problem in diffraction analysis (see, for example, [29] and references therein) which has

until now not been satisfactorily solved. Furthermore, the determination of the input

kernel requires the knowledge from experiment of R(k) for sufficiently large values of

k so that the remainder of the Fourier integral can be neglected. Although the Fourier

transform requires values of R(k) also on the negative k axis, this problem can be solved

by using the relation R(−k) = R(k)∗. Yet, another reason for the lack of progress can

be attributed to the underlying numerical difficulties in solving the problem and it was

only in recent years that accurate numerical solutions were obtained [29]–[32]. Sofi-

anos et. al [32] used an efficient and accurate numerical algorithm employing Romberg

integration to solve the one-dimensional coupled channel Marchenko integral equation

(MIE) in the presence of thresholds.
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In the present thesis we shall concentrate mainly on two aspects of the inverse scatter-

ing problem in one dimension. The first concerns the solution of the quantum inverse

scattering problem; the second is related to seismic inversion and its application. We

numerically treat scattering of an incident wave by a known potential and then re-

construct this potential from the calculated scattering data, namely, the reflection and

transmission coefficients. These scattering data are obtained by solving the Schrödinger

equation with the given boundary conditions by using the fourth-order Runge-Kutta

method [33]–[36] to obtain the required reflection coefficient R(k). The fast Fourier

transform [37] is then used to calculate the input kernel to the Marchenko integral

equation, the solution of which provides us with the scattering profiles.

We also apply the knowledge gained from the quantum inverse scattering problem to

seismic reflection travel-time data in reflection seismology. This is known as the seis-

mic inverse scattering problem. The seismic inverse scattering procedure became a

popular method for the oil and gas exploration and motivated efforts to extract more

information from the seismic reflection data [38]. Seismic surveys provide information

about the subsurface layers and measure the time taken by the seismic waves to travel

through the layers of the Earth and to be reflected back to the surface. This time is

called the two-way travel-time.

The seismic reflection data can be used to gain some understanding of the character-

istics of bottom layers. The seismic impedance of each layer, which is determined by

the product of the velocity and density, is among the characteristics of the medium.

In the case where the seismic impedance, reflectivity sequence and seismic wavelet are
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not known, the inversion method is the suitable choice when only the seismic reflection

data are available. In order to apply the seismic inverse scattering method to seismic

reflection data, the one-dimensional classical wave equation can be transformed into

a Schrödinger-like equation, the solution of which can provide the information about

the scatterer or reflector by using the Marchenko integral equation. Assuming that

the seismic wavelet remains unchanged during transmission through the medium (this

is only valid for a limited range of frequencies) [39], then from the solution of the

Marchenko integral equation we can obtain the seismic impedances of the reflecting

layers of the medium.

To test the reliability of our approach, marine data from a deep water location in the

North sea are considered. As the reflectivity sequence and seismic wavelet are un-

available, we obtain them by assuming that the seismic reflection data are the result

of the reflectivity sequence convolved with the seismic wavelet plus noise. Thus, the

extraction of the seismic wavelet and reflectivity sequence can be executed by applying

a blind deconvolution technique with the reflectivity sequence assumed to be white

in order for the random variables to be mutually independent [40]–[41]. Probabilis-

tic models for the reflectivity sequence such as the Bernoulli-Gaussian white sequence

model have been successfully used [40]–[43]. The Bernoulli-Gaussian model can simu-

late the reflectivity sequence when parameters are properly chosen. For our purpose,

the blind deconvolution approach is based on the Bayesian procedure [44] which treats

the unknown quantities as random variables. Thus, we apply a Markov Chain Monte

Carlo (MCMC) procedure [45, 46, 47, 48] which, in our case, uses the Gibbs sampler.
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This thesis is organized in the following manner: In Chapter 2, we briefly discuss the

quantum scattering for single and coupled channels in one dimension. We consider

three potentials by way of example, namely, Gaussian potential, smooth square-type

potential and multi-layered potential to test our model. Chapter 3 treats the seismic

scattering in layered media. The reflection and transmission coefficients for normally

incident waves are derived. The solution of the quantum inverse scattering problem us-

ing the Marchenko integral equation is discussed in Chapter 4. Seismic inversion is also

considered. In Chapter 5 we discuss the computational analysis needed for this study.

We also discuss the blind deconvolution problem by applying the MCMC method in

terms of the Gibbs sampler algorithm. The Bayesian probabilistic approaches are ex-

plored. Applications are handled in Chapters 6 through 8. Conclusions and directions

for future work are given in Chapter 9.



Chapter 2

Quantum scattering in 1-D

In this chapter we shall discuss the Schrödinger equation for single and coupled chan-

nels.

2.1 Single channel Schrödinger equation

In the quantum scattering problem, knowing the potential one can obtain the wave

function from which all physical information can be extracted. There are cases, how-

ever, in which the potential is not known and the relevant information about the system

comes from the scattering and spectral data. Using these data one may reconstruct the

potential profile and thus the physical information is again available. This is known as

the inverse scattering problem.

6



Chapter 2. Quantum scattering in 1-D 7

We start by considering the x-axis divided into three regions where in region I : x < 0,

in region II: 0≤x≤a and in region III: a < x, a being the range of the potential. The

time-independent Schrödinger equation can be written as

−h̄2

2m

∂2Ψ(x)

∂x2
+W (x)Ψ(x) = Eψ(x) , (2.1)

whereW (x) denotes the potential function satisfyingW (x) = 0 for x < 0 andW (x) = 0

for x ≥ a which is assumed to be time-independent. If the relations k2 = 2m
h̄2 E and

V (x) = 2m
h̄2 W (x) are substituted into Eq. (2.1), then the equation we obtain is

d2ψ(x)

dx2
+ (k2 − V (x))ψ(x) = 0 , 0 ≤ x ≤ a . (2.2)

For x < 0 and x > a the potential is assumed to be zero and therefore

d2ψ(x)

dx2
+ k2ψ(x) = 0 , x < 0 , x > a. (2.3)

The asymptotic scattering solutions of Eq. (2.2) may be expressed in the form

ψI(k, x) = eikx +R(k)e−ikx , −∞ < x < 0 , (2.4)

and

ψIII(k, x) = T (k)eikx , a < x <∞ , (2.5)

where R(k) and T (k) are the reflection and transmission coefficients respectively.

2.1.1 Potentials used

In our investigation we shall consider the following potentials:

https://www.bestpfe.com/
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x
V

876543210

1.41.210.80.60.40.20-0.2
Figure 2.1: The Gaussian potential of Eq. (2.6).

(a) Gaussian potential

This is given by

V (x) = V0e
−b(x−a

2
)2 , (2.6)

where a = 8, b = 2 and V0 = 1. Graphically, this potential is depicted in Fig.

(2.1). If b is chosen large enough then the potential will effectively vanish for

x < 0 and x > a.

(b) Smooth square-type potential

This potential has the form

V (x) = V0
1 + ed(3−x)

1 + ed(x−5)
, (2.7)

where V0 = 1 and d = 20. Its graphical representation is depicted in Fig. (2.2).

(c) Multi-layered potential
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Smooth square-type potential

x

V

876543210

1.4

1.2

1
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0.4

0.2

0

-0.2

Figure 2.2: The smooth square-type potential of Eq. (2.7).

This potential corresponds to a multi-layered scatterer. We have constructed this

potential by adding a number of square-type potentials of Fig. (2.2) together as

in Fig. (2.3) with some modifications. Thus, it is a scatterer consisting of a finite

number of homogeneous layers.

2.1.2 Reflection and transmission coefficients

Since the potential vanishes for x < 0 and x > a, the Schrödinger equation, Eq. (2.2),

only needs to be solved in the interval [0, a] and the two linear independent solutions

outside this region are analytically given by

ψ+(k, x) = eikx , (2.8)

and

ψ−(k, x) = e−ikx , (2.9)
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 potential

x
V

876543210

0.80.60.40.20-0.2
Figure 2.3: The multi-layered potential.

where ψ+ represents a plane wave of unit amplitude traveling to the right and ψ−

a plane wave of unit amplitude traveling to the left. The solutions ψ± are the Jost

solutions and therefore at the origin they are the Jost functions. Dividing Eqs. (2.4)

and (2.5) by T(k), it follows that

ψ̃I(k, x) =
1

T (k)

[
ψ+ +R(k)ψ−

]
=

1

T (k)

[
eikx +R(k)e−ikx

]
, (2.10)

and

ψ̃III(k, x) = ψ+ = eikx . (2.11)

The derivative of Eq. (2.10) with respect to x can be written as

dψI
dx

(k, x) =
ik

T (k)

[
eikx −R(k)e−ikx

]
. (2.12)

Thus, for x = 0

ψ̃I(k, 0) =
1

T (k)
[1 +R(k)] , (2.13)

and
dψ̃I(k, 0)

dx
=

ik

T (k)
[1 −R(k)] , (2.14)
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from which we obtain

R(k) =
T (k)

2k

[
kψ̃I(k, 0) + i

dψ̃I(k, 0)

dx

]
, (2.15)

and

T (k) =
2k

kψ̃I(0) − iψ̃I(0)
, (2.16)

respectively. Thus, the coefficients R(k) and T (k) are related to the properties of ψ̃I

and dfψI

dx
at the origin.

2.2 Coupled channel problem

For the coupled-channel problem, the Schrödinger equation can be written in the form

d2F(k, x)

dx2
+

(
k2 − V (x)

)
F(k, x) = 0 , 0 ≤ x ≤ a , (2.17)

where V (x) is a real symmetric nc × nc potential matrix with matrix elements vαβ for

α, β = 1, ..., nc with nc denoting the number of channels. F(k, x) is a matrix whose

columns consist of the nc linear independent solution vectors and k is the incident

momentum. The potential matrix elements vαβ(x) are zero outside the interval [0, a]

and the scattering solutions are given by

F(k, x) = eikxG(k) + e−ikxH(k) , x < 0 , (2.18)

and

F(k, x) = eikxS(k) , a < x <∞ , (2.19)

where G(k), H(k) and S(k) are matrices [49].
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2.2.1 Reflection coefficient matrix

The derivative of Eq. (2.18) yields

F ′

(k, x) = ikeikxG(k) − ike−ikxH(k) , (2.20)

or
F ′

(k, x)

ik
= eikxG(k) − e−ikxH(k) . (2.21)

On adding Eqs. (2.18) and (2.21) we find

F(k, x) +
F ′

(k, x)

ik
= 2eikxG(k) . (2.22)

Upon solving for G(k) at x=0, Eq. (2.22) reduces to

G(k) =
1

2

(
F(k, 0) − iF ′

(k, 0)

k

)
. (2.23)

Similarly, on subtracting Eq. (2.21) from Eq. (2.18) the equation

F(k, x) − F ′

(k, x)

ik
= 2e−ikxH(k) , (2.24)

is obtained and results in

H(k) =
1

2

(
F(k, 0) +

iF ′

(k, 0)

k

)
, (2.25)

at x = 0. Thus, the reflection coefficient can be defined such that

R(k) = H(k)G−1(k) , (2.26)

where H(k) is given by Eq. (2.25) and G−1(k) stands for the inverse matrix of Eq.

(2.23).
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v22v12=v21v11

x
V

876543210

2.521.510.50
Figure 2.4: The Gaussian potential matrix.

2.2.2 Scattering potential matrix

In the present work, we consider 2×2 potential matrices which will be used to test our

inversion method by recovering them from the Fourier transformed reflection coefficient.

For a potential with Gaussian elements, we use

V (x) =


 1.0e−2(x−4)2 0.25e−2(x−4)2

0.25e−2(x−4)2 2.0e−2(x−4)2


 ,

shown in Fig. (2.4) while for the smooth square-type potential matrix we use the form

Vαβ(x) = V0(αβ)
1 + ed(3−x)

1 + ed(x−5)
, (2.27)

where V0(αβ) is a constant and b = 20. This potential is depicted in Fig. (2.5). Lastly,

the multi-layered potential is shown in Fig. (2.6).
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v22v12=v21v11

x
V

876543210

2.521.510.50
Figure 2.5: The smooth square-type potential matrix.

v22v12=v21v11

x
V

876543210

1.210.80.60.40.20-0.2
Figure 2.6: The multi-layered potential matrix.



Chapter 3

Seismic scattering in layered media

In marine oil exploration, a seismic wavelet sent from the source (for example, airgun)

passes through the water column into the sea bottom. At the first interface the seismic

wavelet is partly reflected and partly transmitted and continues through to the second

interface. At the second interface, the seismic wavelet is again partly reflected and

partly transmitted and continues into the third layer and so on. The change in the

amplitude depends on the change in impedance while the change in phase is the result

of dispersion. In most practical situations in the seismic reflection method, the Earth

can be considered, to a good approximation, as an elastic medium.

In what follows we shall discuss the various reflection and transmission coefficients

appearing in the multiple scattering processes. We shall also briefly discuss the seismic

wave equation and its transformation into the Schrödinger-type equation.

15
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3.1 Two-layered medium

We assume that a seismic wave is normally incident on the interface. We consider

reflection at the interface separating two homogeneous media with density ρi and speed

ci for i = 1, 2. We also assume the incident plane wave to have unit amplitude with

the reflected and transmitted waves having the amplitudes represented by Rp and Tp

respectively. Thus, for the normal incidence, we can express the seismic pressure in

the form [50]–[51]

pi = eik1z , (3.1)

pr = Rpe
−ik1z , (3.2)

and

pt = Tpe
ik2z , (3.3)

where k1 = ωc1 and k2 = ωc2. For simplicity we have omitted a common time factor

e−iωt. Thus, the total pressure in medium 1 is given by

p1 = pi + pr = eik1z +Rpe
−ik1z , (3.4)

and the total pressure in medium 2 by

p2 = pt = Tpe
ik2z . (3.5)

The first boundary condition states that

p1 = p2 , (3.6)

which reduces to

1 +Rp = Tp , (3.7)
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when the requirement of continuity of pressure at z = 0 is used. The second boundary

condition states that
1

iωρ1

∂p1

∂z
=

1

iωρ2

∂p2

∂z
, (3.8)

which becomes

1 −Rp = Tp
ρ1c1
ρ2c2

, (3.9)

when Eqs. (3.4) and (3.5) are used at z = 0. From the above the reflection and

transmission coefficients can be obtained as

Rp =
ρ2c2 − ρ1c1
ρ2c2 + ρ1c1

, (3.10)

and

Tp =
2ρ2c2

ρ2c2 + ρ1c1
. (3.11)

The reflection coefficient is negative if the seismic impedance of the incident layer

is greater than that of the refracting layer. The free-surface reflection coefficient is

Rp = −1. The seismic impedance of air is equal to zero. Thus, the total pressure field

value on the free surface is zero.

Alternatively, if the vertical component of particle velocity is recorded instead of pres-

sure then the reflection and transmission coefficients take the following forms [51]

Rc =
ρ1c1 − ρ2c2
ρ1c1 + ρ2c2

, (3.12)

and

Tc =
2ρ1c1

ρ1c1 + ρ2c2
, (3.13)

where the subscript c represents the vertical particle velocity. However, it must be

noted that Eq. (3.12) has the opposite polarity as compared to the pressure reflection
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coefficient of Eq. (3.10). Thus, the particle velocity reflection coefficient is equal to

+1 at the free surface. The value of the reflection coefficient relates to the magnitude

of reflection from interface between two media with different properties. Thus, the

seismic impedance of the two media involved is defined by [52]

η = ρc . (3.14)

Now from Eqs. (3.10–3.14) we can write η1 = ρ1c1 for the first layer and η2 = ρ2c2

for the second layer. Thus, Rp −→ R12 and Rc −→ R12 from Eqs. (3.10) and (3.12).

Similarly, Tp −→ T12 and Tc −→ T12 from Eqs. (3.11) and (3.13). If the pressure has

been recorded, then we have from Eq. (3.10)

R12 =
η2 − η1

η2 + η1

, (3.15)

and from Eq. (3.11)

T12 =
2η2

η1 + η2

, (3.16)

or if the vertical component of velocity is recorded, we find from Eq. (3.12)

R12 =
η1 − η2

η1 + η2

, (3.17)

and from Eq. (3.13)

T12 =
2η1

η1 + η2

. (3.18)

3.2 Three-layered medium

The medium usually consists of N layers and therefore we may have multiple reflec-

tions. An incident signal with a unit amplitude in a three-layered medium, Fig. (3.1),
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z=d
1

A 1R exp(−ik z)

A 2exp(ik z)
2

A 3exp(ik z)
3

exp(2ik d −ik z)
2 2223   2

AR

z=0 z=d
2

1

A 1exp(ik z)
1

Region 1 Region 3Region 2

Figure 3.1: The reflection-transmission problem for the medium with three lay-

ers(regions). Although the pulse motion is for normal incidence, ray paths are drawn

at oblique incidence for clarity.

is considered in which the third layer is assumed to be extended all the way to z = ∞,

that is, no reflections are generated beyond the point z = d2. It is further assumed

that no reflections are created at z = 0, or alternatively, that they have been removed

from the signal. The receiver and the source are located on the surface of the first layer.

The waves in the layers 1, 2,and 3 are given by Chew [54]

ψ1 = A1(e
ik1z + R̃12e

ik1(2d1−z)) , (3.19)

ψ2 = A2(e
ik2z +R23e

ik2(2d2−z)) , (3.20)

and

ψ3 = A3e
ik3z . (3.21)

R̃12 is the generalized reflection coefficient due to reflections on interfaces 2 and 3.
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Matching the various waves as usual we obtain

R̃12 = R12 +
T12R23T21e

2ik2(d2−d1)

1 −R21R23e2ik2(d2−d1)
, (3.22)

which can be expanded in a geometric series (see also, [54], [50] and [55])

R̃12 = R12 + T12R23T21e
2ik2(d2−d1) + T12R

2
23R21T21e

4ik2(d2−d1) + ... , (3.23)

in which the n− th term represents the n− th reflection or

R̃12 = R12 + T12R23T21e
2ik2(d2−d1)

∞∑

n=0

(
R23R21e

2ik2(d2−d1)
)n
, (3.24)

where R̃12 combines the effect of subsurface reflections and the reflection from the first

interface. R̃12 is the generalized reflection coefficient for the three-layer medium. R12

on the right hand of Eq. (3.23) is the result of a single scattering off the first interface.

The first two terms in the series Eq. (3.23) are the primary waves and multiples

respectively. The spike R12 takes place at the time of the source spike while the spike

train T12R23T21 happens at a delay of the two-way travel-time through the first layer.

The spike train T12R
2
23R21T21 takes place at a delay of double the two-way travel-time

and so on. By using the identities [50]–[54] R21 = −R12 and T12T21 = 1 − R2
12, Eq.

(3.22) can be written as

R̃12 =
R12 +R23e

2ik2(d2−d1)

1 +R12R23e2ik2(d2−d1)
. (3.25)

It can be deduced that the numerator of Eq. (3.25) gives the effect of the front and

back surfaces while the denominator gives the actual multiple reflections. Eq. (3.25)

indicates the fact that the reflection coefficients are introduced at the first and second

interfaces where the equation

R23 =
η2 − η3

η2 + η3

, (3.26)
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and Eq. (3.15) can be used.

The main modification as compared to Chew’s formalism [54], Eq. (3.19), is that, in

the Marchenko formalism we need to work with the overall reflection coefficient R(k)

for the whole half-space which is defined via

ψ1 = A1

(
eik1z +R(k)e−ik1z

)
. (3.27)

Thus, by comparison with Eq. (3.19), we obtain

R(k) = e2ikd1

(
R12 +

T12R23T21e
2ik2(d2−d1)

1 −R21R23e2ik2(d2−d1)

)
. (3.28)

In the travel-time coordinate ξ, the interfaces are located at

ξ1 =
d1

c1
, (3.29)

and

ξ2 =
d1

c1
+
d2 − d1

c2
=
d1

c1
+
k2

k1

d2 − d1

c1
, (3.30)

where ci is the velocity in the i − th layer. Since the frequency is constant, that is,

ω = kc it is evident that k1c1 = k2c2 = k3c3. As an example, we consider the total

reflection coefficient for the multiple scattering contributions. Thus, the k−dependent

reflection coefficient can be given as

R12(k) = R12e
−

b2k2

4 , (3.31)

where R12 is given in terms of the impedances of the medium, namely, Eq. (3.15). The

corresponding transformation for the k−dependent classical transmission coefficient is

given by

T12(k) = 1 +R12(k) . (3.32)
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Due to the k−dependent of the reflection and transmission coefficients we can express

Eq. (3.28) in the form

R(k) = R12(k)e
2ikξ1 + T12(k)R23(k)T21(k)e

2ikξ2

+ T12(k)R
2
23(k)R21(k)T21(k)e

4ikξ2−2ikξ1

+ T12(k)R
3
23(k)R

2
21(k)T21(k)e

6ikξ2−4ikξ1

+ T12(k)R
4
23(k)R

3
21(k)T21(k)e

8ikξ2−6ikξ1

+ · · · , (3.33)

which can be summed as

R(k) =
∞∑

i=1

Ri(k) , (3.34)

where

R1(k) = R12(k)e
2ikξ1 , (3.35)

R2(k) = T12(k)R23(k)T21(k)e
2ikξ2 , (3.36)

R3(k) = T12(k)R
2
23(k)R21(k)T21(k)e

4ikξ2−2ikξ1 , etc . (3.37)

If more than two layers are present the subsequent multiple scattering contributions

of the series of Eq. (3.33) contain a product of reflection coefficients describing the

multiple scattering each with a Gaussian dependence starting from the second term of

Eq. (3.33). That is

T12(k)T21(k) = 1 −R2
12e

−
2b2k2

4 . (3.38)
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Thus, the total reflection coefficient R(k) in Eq. (3.33) becomes

R1(k) = R12e
−

b2k2

4 e2ikξ1 , (3.39)

R2(k) =
(
1 −R2

12 e−
2b2k2

4

)
R23 e−

2b2k2

4 e2ikξ2 , (3.40)

R3(k) =
(
1 −R2

12e
−

2b2k2

4

)
R2

23R21e
−

3b2k2

4 e4ikξ2−2ikξ1 , (3.41)

R4(k) =
(
1 −R2

12e
−

2b2k2

4

)
R3

23R
2
21e

−
5b2k2

4 e6ikξ2−4ikξ1 , (3.42)

R5(k) =
(
1 −R2

12e
−

2b2k2

4

)
R4

23R
3
21e

−
7b2k2

4 e8ikξ2−6ikξ1 , (3.43)

etc .

In seismic inversion it is customary to assume that the various reflection coefficients

Rij are constant. Thus, by taking the Fourier transform of Eq. (3.33) we obtain for a

δ-function impulse,

B(ξ) = B1 +B2 +B3 + · · · , (3.44)

where

(3.45)

B1(ξ) = R12δ(ξ − 2ξ1) , (3.46)

B2(ξ) = T12R12T21δ(ξ − 2ξ1) , (3.47)

B3(ξ) = T12R
2
12R21T21δ(ξ − (4ξ2 − 2ξ1)) , (3.48)

etc .

3.3 Multi-layered medium

In Eq. (3.23), R23 is the reflection coefficient from the space under layer 2. The space

may consist of any number of layers. Since R23 is the reflection coefficient in layer 2,



Chapter 3. Seismic scattering in layered media 24

any subsurface layer added below layer 3 will cause it to change to R̃23 which indicates

reflections from an interface between layers 2 and 3. This description can be applied

to an N -layered medium. In general terms, the transmission coefficients are given by

[56]

Ti,i+1 = 1 +Ri,i+1 =
2ηi

ηi + ηi+1

, (3.49)

or

Ti+1,i = 1 −Ri,i+1 =
2ηi+1

ηi + ηi+1

, (3.50)

where Ri,i+1 = −Ri+1,i. Hence, the product of Ti,i+1 and Ti+1,i above yields

Ti+1,iTi,i+1 = 1 −R2
i,i+1 . (3.51)

On using Eqs. (3.49) and (3.50), the quotient of ηi+1 and ηi takes the form

ηi+1

ηi
=
Ti+1,i

Ti,i+1

=
1 −Ri,i+1

1 +Ri,i+1

. (3.52)

Eq. (3.52) is used to calculate the seismic impedance through the medium if the seismic

impedance at the first interface and the i− th reflection coefficients are known.

This equation (Eq. (3.52)) reduces to

Ri,i+1 =
ηi − ηi+1

ηi + ηi+1

, 1 ≤ i ≤ N , (3.53)

which is the general formula for Eqs. (3.15) and (3.26). Eq. (3.53) is used when the

medium is divided into a series of layers. The generalized reflection coefficient Ri,i+1

at the interface between layers i and i+1 is given by the general recursive relation [54]

R̃i,i+1 = Ri,i+1 +
Ti,i+1R̃i+1,i+2Ti+1,ie

2iki+1(di+1−di)

1 −Ri+1,iR̃i+1,i+2e2iki+1(di+1−di)
, (3.54)

where the reflection coefficients Ri,i+1 represent the ordinary half-space reflection coeffi-

cients and R̃i,i+1 denote the effects of subsurface reflections from theN -layered medium.
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Eq. (3.54) is the general recursive relation used to calculate the reflection from any

number of layers. On using Ti,i+1 = 1 + Ri,i+1 and the fact that Ri,i+1 = −Ri+1,i, Eq.

(3.54) simplifies to [54]

R̃i,i+1 =
Ri,i+1 + R̃i+1,i+2e

2iki+1(di+1−di)

1 +Ri,i+1R̃i+1,i+2e2iki+1(di+1−di)
, (3.55)

which can be solved recursively for R̃i,i+1 in all layers because R̃N,N+1 = 0. Thus, Eqs.

(3.19) and (3.20) are generalized as

ψi = Ai(e
ikiz + R̃i,i+1e

2ikidi−ikiz) . (3.56)

3.4 A simulated reflected seismic signal

A synthetic reflected signal generated by a seismic source placed in the surface of a

layer can be simulated by assuming that the reflecting layer is situated at travel time

ξ1. Then an ideal reflected pulse would take the form R12δ(ξ − 2ξ1). Since, however,

the reflecting interfaces are not sharply defined, B(ξ) is stretched over a time interval

△ξ and it can be modeled by the Gaussian form

B(ξ) = R12βe−
(ξ−2ξ1)2

b2 , (3.57)

where b is the width of the Gaussian (of the order c△ξ) and β = 1/b
√
π is the normal-

ization constant. If we identify the factor exp(2ikξ1) with the one already present in

Eq. (3.33), the signal, Eq. (3.57), corresponds to the k−dependent reflection coefficient

given by Eq. (3.31).
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3.5 Seismic wave equation

The one-dimensional linearized elastic theory is governed by a simple partial differential

equation whose general solution can be determined analytically for homogeneous media.

The following discussion is in the spirit of Refs. [57, 58]. The free vibration of an

infinitely long, linear elastic rod is considered. The rod has a cross-sectional area

A, Young’s modulus Y and density ρ. The area is regarded as constant. A small

displacement of a disk of thickness dz at the coordinate z is denoted by u(z) and is

also considered constant over the whole cross-section. The rate of change of momentum

is equal to the resultant force and is analytically given by

∂

∂t

(
ρAdz

∂u

∂t

)
=

(
σ +

∂σ

∂z
dz

)
A− σA , (3.58)

where

m = ρAdz , (3.59)

F1 = σA , (3.60)

and

F2 =

(
σ +

∂σ

∂z
dz

)
A , (3.61)

with σ representing stress on the rod.

Eq. (3.58) reduces to

ρ
∂2u

∂t2
=
∂σ

∂z
, (3.62)

where u is the elastic displacement. If the half-space subjected to uniform surface

tractions is assumed then any plane parallel to the z-axis is a plane of symmetry and

thus transverse displacements are not possible. This allows the motion of the half-space
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to be described by the displacements u(z, t). Thus, the half-space is a one-dimensional

deformation which can be described by a single strain component given by

γ =
∂u

∂z
. (3.63)

Eq. (3.63) is a one-dimensional longitudinal strain from which the relationship between

stress σ and strain γ can be given by

σ = Yγ , (3.64)

where Y is the Young’s modulus of elasticity expressed in the form

Y = ρc2 , (3.65)

where c is the speed of the wave. On substituting for the strain Eq. (3.63) and stress

Eq. (3.64) into Eq. (3.62) we obtain

ρ
∂2u

∂t2
=

∂

∂z

(
Y ∂u
∂z

)
. (3.66)

Thus, the one-dimensional wave equation is given by [52, 59]

ρ
∂2u

∂t2
=

∂

∂z

(
ρc2

∂u

∂z

)
. (3.67)

3.6 Transformation of seismic wave equation

Eq. (3.67) can also be written as

ρ
∂u

∂t2
− ∂

∂z

(
ρc2

∂u

∂z

)
= 0 , (3.68)
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where t is the time and z is the one space coordinate. As a function of z the density

of the medium becomes ρ = ρ(z) and the seismic wave speed takes the form c = c(z).

If u represents the transverse displacement perpendicular to the z-direction then cs(z)

is defined by [52]

cs =

√
µ(z)

ρ
, (3.69)

where cs represents the secondary wave velocity. If u represents the longitudinal dis-

placement in the z-direction then cp(z) can be given as [52]

cp =

√
λ(z) + 2µ(z)

ρ
, (3.70)

where cp denotes the primary wave velocity, λ and µ are the Lamé parameters. For

the purpose of this study, Eq. (3.68) is transformed to the Schrödinger-type equation.

A new space variable ξ is defined via

∂z = c∂ξ , (3.71)

which upon integration yields

ξ =

∫ z

0

1

c(z′)
∂z

′

. (3.72)

The variable ξ is the travel time for the seismic waves from the origin to position z.

From Eq. (3.71) it follows that
∂

∂z
=

1

c

∂

∂ξ
, (3.73)

and the right-hand side of Eq. (3.68) simplifies to

∂

∂z

(
ρc2

∂uz
∂z

)
=

∂

∂z

(
ρc
∂uξ
∂ξ

)
=

1

c

∂

∂ξ

(
ρc
∂uξ
∂ξ

)
. (3.74)

Thus, from Eqs. (3.68) and (3.74), we obtain the equation

ρc
∂2u

∂t2
− ∂

∂ξ

(
ρc
∂uξ
∂ξ

)
= 0 . (3.75)
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For the one-dimensional equation, data at z=0 cannot allow the recovery of ρ and c

independently, but only in the product form ρc [52, 60]. The seismic impedance can

now be written, using Eq. (3.14) as [59]

η(ξ) = ρ(z)c(z) , (3.76)

which must be real and positive. From Eq. (3.70) the seismic impedance can also be

expressed in terms of Lamé parameters such that

η(ξ) =
√
ρ(z)(λ(z) + 2µ(z)) . (3.77)

Thus, Eq. (3.75) can be rewritten in terms of the seismic impedance as

η
∂2u

∂t2
− ∂

∂ξ

(
η
∂uξ
∂ξ

)
= 0 . (3.78)

If a new dependent variable u is defined by

ψ = η
1
2u , (3.79)

then after dropping the subscript ξ from Eq. (3.78), we obtain

η
∂u

∂ξ
= η

1
2
∂ψ

∂ξ
− ∂η

1
2

∂ξ
ψ , (3.80)

∂

∂ξ

(
η
∂u

∂ξ

)
= η

1
2
∂2ψ

∂ξ2
− ∂2η

1
2

∂ξ2
ψ , (3.81)

and

η
∂2u

∂t2
= η

1
2
∂2ψ

∂t2
. (3.82)

By substituting Eqs. (3.81) and (3.82) into Eq. (3.75) we obtain the relation

η
1
2
∂2ψ

∂t2
− η

1
2
∂2ψ

∂ξ2
+
∂2η

1
2

∂ξ2
ψ = 0 . (3.83)
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Finally, dividing Eq. (3.83) by η
1
2 , the classical wave equation

∂2ψ

∂t2
− ∂2ψ

∂ξ2
+ V (ξ)ψ = 0 , (3.84)

is obtained where

V (ξ) =
1

η
1
2

∂2η
1
2

∂ξ2
. (3.85)

From the definition of the scattering potential V in Eq. (3.85) we can write

d2η
1
2

dξ2
− V (ξ)η

1
2 = 0 , (3.86)

which is a reduced form of

d2η
1
2

dξ2
+ (k2 − V (ξ))η

1
2 = 0 , (3.87)

when k = 0. Once Eq. (3.68) is transformed into the form of the Schrödinger-type

equation, the inversion procedure can take its course through the Marchenko integral

equation.



Chapter 4

Marchenko inversion method

In what follows we shall briefly describe the Marchenko integral equation which can

be used to solve the inverse scattering problem. Our objective is to find the potential

V (x) from the reflected waves.

4.1 Marchenko integral equation

The time-dependent wave equation for the classical amplitude U is given by [61]

∂2U(x, y)

∂x2
− ∂2U(x, y)

∂y2
= V (x)U(x, y) , (4.1)

where y = vt, v is the velocity of the wave and V (x) is the scattering potential. For

our purpose we choose the ansatz

U = ψ(x, k)e−iky . (4.2)

31
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Thus, we can construct solutions of Eq. (4.1) by linear superposition

U(x, y) =

∫ +∞

−∞

C(k)ψ(x, k)e−ikydk , (4.3)

which will then be a solution of the wave equation. A delta function pulse impinging

on a potential from the left and reaching the origin at y = 0 can be described by

δ(x− y) =
1

2π

∫ +∞

−∞

e−ik(x−y)dk . (4.4)

Since we have assumed that V (x) = 0 for x < 0, it is clear that scattering under those

boundary conditions will only affect the solution of the wave equation for the region

y > |x|. By choosing ψ(x, k) = ψI as given by Eq. (2.4), and C(k) = 1/(2π) in Eq.

(4.3), it can be shown that for x < 0, the solution of Eq. (4.1) is given by

U0(x, y) = δ(x− y) +B(x+ y) , (4.5)

where δ(x − y) is the incident wave and B stands for the input kernel which can be

expressed as the Fourier transform of the reflection coefficient

B(x+ y) =
1

2π

∫ +∞

−∞

R(k)e−ik(x+y)dk . (4.6)

Due to the causality argument given above, B(x+ y) will vanish for x+ y < 0 and we

thus, have obtained a solution for x < 0 consistent with our boundary condition. If we

assume that the wave amplitude U(x, y) in the region x > 0 can be related with the

amplitude U0(x, y) for x < 0 by the linear transformation ansatz

U(x, y) = U0(x, y) +

∫ +x

−∞

K(x, z)U0(z, y)dz, (4.7)

then we obtain, by substituting the expression for U0(x, y), the integral equation [6]

K(x, y) +B(x+ y) +

∫ +x

−x

dzK(x, z)B(y + z) = 0, −x ≤ y ≤ x , (4.8)
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for which K(x, y) = 0 where x < |y|. The lower limit is now −x since the input

kernel B is of finite support. K(x, y) is a non-causal and an auxiliary function. Eq.

(4.8) is known as the Marchenko integral equation (MIE) and has to be solved for

the function K(x, y). Conditions on K are found by substituting the expression, Eq.

(4.7), for U(x, y) in the differential equation, Eq. (4.1); applying certain algebraic

manipulations, the function K(x, y) is found to satisfy the same differential equation

as U(x, y) subject to the conditions [62]

K(x,−x) = 0, (4.9)

and

V (x) = 2
dK(x, x)

dx
, 0 ≤ x ≤ a , (4.10)

where a is the range of the potential. Thus, the solution of the inverse scattering

problem requires the knowledge of the kernel K which in turn requires the evaluation

of B. The latter can be obtained using the fast Fourier transform [37]. It should be

noted that the input kernel B needs to be calculated only on the interval [0, 2a] since

the reflected wave travels the distance a twice and the potential is only non-vanishing

in interval [0, a]. However, two points must be emphasized:

(a) The determination of B requires the knowledge from experiment (or theory in

the case of a model problem) of R(k) for sufficiently large values of |k| such that

the remainder of the Fourier integral can be neglected.

(b) For large values of x + y, this results in a rapidly oscillating behavior of the

integrand of Eq. (4.6) .

Once more, we stress that the experimental measurement of R(k) is problematic since

only the reflectivity |R(k)| can be normally measured which means that the phase
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information is lost. This is the phase problem that we encounter in Quantum inversion.

However, for applications in seismology, measurements can be carried out in the time-

domain in order to measure B and in this way no phase problem is encountered.

4.2 Obtaining impedance from the Marchenko ker-

nel

In this section we shall briefly discuss an alternative form of the seismic impedance

used in the numerical treatment.

The inverse problem for a one-dimensional seismic wave equation involves the trans-

formation of the seismic wave equation into the Schrödinger equation and the recon-

struction of the seismic impedance from the reflectivity sequence which is estimated

from the observed reflection data. This reflectivity sequence is then used as an input

to the Marchenko integral equation. Since it is not possible to recover the density ρ

and the velocity c separately, we show that the quantity which can be evaluated is the

seismic impedance given by Eq. (3.76) and it is recovered as a function of travel-time ξ.

The higher the seismic impedance the larger the amount of reflection. This effect is an

indication that the rock layers have various mineral density or porosity characteristics

that generate strong reflections.

The objective of seismic inverse problem is to find the seismic impedance profile for

z > 0. Such an impedance profile will be recovered as a function of one-way travel-
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time. By using Eq. (3.85), the seismic impedance can be determined as a function of

the travel-time ξ in the form [54]

η
1
2 (ξ) = η

1
2 (0)

[
1 +

∫ +ξ

−ξ

K(ξ, τ) dτ

]
, (4.11)

which relates η
1
2 (ξ) with the output kernel K(ξ, τ). Eq. (4.11) can be simplified to

η(ξ) = η(0)

[
1 +

∫ +ξ

−ξ

K(ξ, τ) dτ

]2

, (4.12)

which is related to the Marchenko integral equation via the kernel K(ξ, τ) which sat-

isfies Eq. (4.8).



Chapter 5

Computational analysis

In the present chapter we shall briefly outline certain aspects of the numerical and

computational methods used. Furthermore we shall present the statistical approach

used in the simultaneous extraction of the reflectivity sequence and seismic wavelet.

5.1 Single channel inversion

The Marchenko integral equation will be solved for the kernel K(x, y) on the triangular

region −x ≤ y ≤ x in the xy - plane by applying the orthogonal collocation method.

Given a value of x, K(x, y) can be expanded in terms of N localized functions. The

building blocks of our expansion are the Hermite interpolation polynomials that allow

us to fix the value of the function to be interpolated and its derivative at the beginning

and the end of any interval. For the unit interval, these polynomials are defined in

36
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Figure 5.1: Hermite interpolation polynomials on the interval [0,1]

.

Eqs. (5.1–5.4) and depicted in Fig. (5.1)

h0(s) = (1 − s)2(1 + 2s) , (5.1)

h1(s) = (1 − s)2s , (5.2)

h2(s) = s2(3 − 2s) , (5.3)

h3(s) = s2(s− 1) . (5.4)

By subdividing the interval [−x, x] into n equidistant sub-intervals, we can expand the

output kernel in terms of the above interpolation polynomials adapted to each of those

sub-intervals. Due to the requirements of continuity, this is equivalent to expanding

K in terms of functions gj(y) that are spliced together by joining interpolation poly-

nomials on adjacent sub-intervals, as shown in Fig. (5.2). The splicing together of the
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Figure 5.2: Spliced functions for the case of three sub-intervals

.

interpolation polynomials can be efficiently handled by creating an index array ji,ν .

This array will indicate to which gj, the local Hermite interpolation polynomial with

index ν in the i − th sub-interval, belongs. Due to the boundary condition given in

Eq. (4.9), we do not use the function which equals unity at the left boundary y = −x,
instead we use only 2(n+ 1) − 1 = 2n+ 1 functions. Therefore

K(x, y) =
N∑

j=1

cjgj(y) , (5.5)

where cj are coefficients and gj are functions. Orthogonal collocation is then effected

by requiring Eq. (4.8) to be satisfied at N = 2n+ 1 collocation points yi, chosen to be

the Gauss-Legendre integration points of order 2 for the sub-intervals of the grid and

yN = x.
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A solution of the quantum inverse scattering problem is generally a two step process.

The first step handles the calculation of the B−function from the reflection coefficient

by employing the Fast Fourier transform. The second step is the actual inversion pro-

cess which uses the B−function as the input kernel to the Marchenko integral equation.

The results are the reconstructed potentials. This is illustrated in the following discus-

sion. For a numerical treatment, the Marchenko integral equation Eq. (4.8), has to be

discretized such that the following linear system of equations are obtained

N∑

j=1

cjgj(yi) +B(x+ yi) +
N∑

i=1

cj

∫ +x

−x

dzgj(z)B(z + yi) = 0 . (5.6)

In matrix form this set of equations may be written as

(U +K)c = −b, (5.7)

where the matrices U and K and the vector b are respectively defined by the following

equations

uij = gj(yj) , (5.8)

kij =

∫ +x

−x

dzgj(z)B(z + yi) , (5.9)

bi = B(x+ yi) . (5.10)

The integral required in Eq. (5.9) is evaluated via repeated Gauss-Legendre integration

over the sub-intervals of our discretization. We solve for the coefficient vector c in Eq.

(5.7) via LU-decomposition using the subroutines from LAPACK [63]. To achieve our

goal, that is, to obtain the potential, we need to take a derivative according to Eq.

(4.10). Thus, another numerical procedure is required to evaluate this derivative. To

this end we calculate K(x, x) on the grid points suitable for applying interpolation via

Chebyshev polynomials. Those grid points are with respect to the interval [xmin, xmax]
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given by

xi =
(xmin + xmax)

2
+ cos

(
i− 0.5

nch
π

)
(xmax − xmin)

2
, (5.11)

where nch is the number of Chebyshev grid points used. In our case xmin = 0 and

xmax = a where a is the range of the potential. Once the coefficients of this interpola-

tion are known, we can easily obtain the required derivatives since the coefficients of

the Chebyshev interpolation of the derivative can be recursively calculated from the

interpolation coefficients for K(x, x).

5.2 Coupled channel inversion

The Marchenko fundamental equation Eq. (4.8), can be generalized to a system of

coupled channel integral equations [49]

Kαβ(x, y) +Bαβ(x+ y) +
∑

γ

∫ +x

−x

Kαγ(x, z)Bγβ(z + y)dz = 0, −x ≤ y ≤ x , (5.12)

where α, β and γ are channel indices of the matrices. It is therefore observed that the

input and output kernels of the Marchenko integral equation have been replaced by

the matrix kernels as seen in Eq. (5.12). The input kernel Bαβ(x+ y) and the output

kernel Kαβ(x, y) are nc × nc matrices. Thus, the potential matrix becomes

Vαβ = 2
dKαβ(x, x)

dk
, 0 ≤ x ≤ a (5.13)

in analogy to Eq. (4.10). The symmetrical input kernel of Eq. (4.6) now has the form

Bαβ(x+ y) =
1

2π

∫ +∞

−∞

Rαβ(k)e
−ik(x+y)dk , (5.14)
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where Rαβ(k) is the reflection coefficient matrix. The scattering data Rαβ(k) determine

the input kernel Bαβ which are needed to solve the Marchenko integral matrix equation.

For a constant value of x at a collocation point yi, Eq. (5.12) can be written as

Kαβ(x, yi)+Bαβ(x+yi)+
∑

γ

∫ +x

−x

dzKγα(x, z)Bβγ(z+yi) = 0 , −x ≤ yi ≤ x . (5.15)

The Marchenko integral matrix equation should be satisfied at N points. Thus, the

kernel can then be expanded in terms of gj,x

Kαβ(x, yi) =
N∑

j=1

c
(x)
j,αβgj,x(yi) , (5.16)

where j numbers the splines and x denotes the dependence of cj and gj on it. Inserting

this expansion in Eq. (5.15) and requiring the equation to be fulfilled for all yi we

obtain
nc∑

γ=1

N∑

j=1

cj,αγ δβγ gj(yi) +Bαβ(x+ yi) +
nc∑

γ=1

N∑

j=1

cj,αγ

∫ +x

−x

dzgj(z)Bγβ(z + yi) = 0 ,

(5.17)

where x has been dropped for the sake of simplicity and δβγ is the Kronecker delta.

Now let

kβi,γj = δβγ gj(yi) , (5.18)

c̃γj,α = cj,αγ , (5.19)

bβi,α = Bαβ(x+ yi) , (5.20)

and

dβi,γj =

∫ +x

−x

dz Bγβ(z + yi) gi(z) . (5.21)

Thus, from the contributions of Eqs. (5.18–5.21), the Marchenko integral matrix equa-

tion, Eq. (5.17), reduces to

∑

γj

(dβi,γj + kβi,γj)c̃γj,α = −bβi,α , (5.22)
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which may then be further simplified to

∑

γj

aβi,γj c̃ γj,α = −bβi,α , (5.23)

in the (N × nc) × (N × nc) space, where

aβi,γj = dβi,γj + kβi,γj . (5.24)

For the LU - decomposition, Eq. (5.23) can be written in matrix form as

AC = −B , (5.25)

where

A =

(
aβi,γj

)
, (5.26)

B =

(
bβi,α

)
, (5.27)

and

C =

(
c̃γj,α

)
. (5.28)

5.3 Reconstruction of impedance from synthetic data

Knowing η(0) in Eq. (4.12) the seismic impedance profile η(ξ), for ξ > 0 can be

recovered from the solution K(ξ, τ) of the Marchenko integral equation. In order

to reconstruct the seismic impedance profile from the output kernel K(ξ, τ) in the

Marchenko integral equation, the expansion in terms of N localized functions can be

considered. Thus,

K(ξ, τ) =
N∑

j=1

cj(ξ)gj(τ) . (5.29)
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Upon integrating Eq. (5.29), we find

∫ +ξ

−ξ

K(ξ, τ) dτ =
N∑

j=1

∫ +ξ

−ξ

cj(ξ)gj(τ) dτ . (5.30)

Thus, for a given value of ξ, the seismic impedance η(ξ) can be obtained such that

η(ξ) = η(0)

[
1 +

N∑

j=1

cjκj

]2

, (5.31)

where

κj =

∫ +ξ

−ξ

gj(τ) dτ . (5.32)

5.4 Blind deconvolution method

5.4.1 Deconvolution process

Before discussing the deconvolution process we present a brief description of the con-

volution model. This model [41] can be described schematically as

measured output = output + noise = wavelet ∗ x + noise ,

where x is the reflectivity sequence or reflector series. Mathematically, it can be written

as

zt =

min(N,t)∑

k=1

hkxt−k+1 + nt , t = 1, ..., N +M − 1 , (5.33)

where z is an observed seismic trace of length N + M − 1, h represents the seismic

wavelet of length N , x stands for the white reflectivity sequence of the medium of
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length M and n is a zero-mean white noise of Gaussian type. The noise sequence is

characterized by its variance σ2 [41]. Eq. (5.33) can be written in a convolutional form

z = h ∗ x+ n , (5.34)

or in a matrix form we have

z = Hx+ n , (5.35)

whereH is a convolution matrix associated with the finite seismic wavelet h = [h1, · · · , hN ]T .

that is,

H =




h1 0 · · · 0

hN· · ·h1 0 · · · 0

0
. . . . . . . . .

...
. . . 0

0 · · · 0 hN· · ·h1

...
. . . . . .

...

0 · · · 0 hN




. (5.36)

Our objective is to separate the reflectivity sequence and seismic wavelet from each

other by applying the blind deconvolution procedure.

In the literature the system’s unit response is called the reflectivity sequence. In our

model it will also include multiple reflections (only a finite number is needed) effected

by the system provided the seismic wavelet is shorter than the travel-time distance

between the consecutive interfaces. For our numerical computations we identify the

reflectivity sequence up to a scaling factor with the unit response of the medium and

call it the B−function.
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Deconvolution of the seismic reflection data series z when the source wavelet h is

known, is a well-understood problem. However, in some investigations such as ours,

only the marine seismic reflection data have been provided from which both reflectivity

sequence and seismic wavelet have to be retrieved. For this purpose, we apply the blind

deconvolution method to estimate the reflectivity sequence and seismic wavelet.

We assume the sea floor to consist of several homogeneous layers that are separated by

interfaces. Such an assumption makes it possible to express the reflectivity sequence

in terms of a Bernoulli-Gaussian (BG) sequence [64, 65]. Thus, the reflectivity se-

quence that defines the generalized BG sequence can be modeled by using two random

sequences in the form [41]

xk = rkqk , (5.37)

where r = (rk) denotes a zero-mean Gaussian white sequence with variance σ2
r and

q = (qk) stands for the Bernoulli sequence with the probability parameter λ being

equal to its mean value [66]. For the probabilities associated with this sequence we

have

P (qk = 1) = λ , (5.38)

or

P (qk = 0) = 1 − λ , (5.39)

that is, the random variable qk is one with probability λ and zero with probability

1 − λ. The probability of the whole sequence q reads

P (q|λ) =
∏

k

P (qk) = λn(1 − λ)M−n, (5.40)
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where n is the number of ones in the sequence.

5.4.2 Markov Chain Monte Carlo method

The Markov Chain Monte Carlo (MCMC) method is concerned with the simulation

via a Markov chain. It is a Monte Carlo integration procedure in which the random

samples are generated by evolving a Markov chain. We are concerned with the MCMC

method in a pure Bayesian approach. Upon using the Bayes’ rule, we can write the

probability distribution as [44]

P (θ|z) =
P (z|θ)P (θ)

P (z)
, (5.41)

where θ stands for all parameters of the problem [67], that is,

θ ≡ (h, x, λ, σ2) , (5.42)

and h, x, λ, and σ2 have the same meaning as above. P (θ|z) is the posterior probability

of the model conditional on the observed data z, P (θ), and P (z) describe the prior

knowledge and data respectively while P (z|θ) describes the discrepancy between the

model and observation.

The complete joint probability distribution is expressed in the form [44]

P (θ|z) ∝ P (z|θ)P (θ) , (5.43)

since P (z) is in this case a normalizing constant. The MCMC algorithm is iterative and

may require a number of iterations before the first sample from the correct distribution

can be provided. These initial iterations are called burn-in iterations and should not

be used in the statistical analysis. Thus, the estimation of the reflectivity sequence and
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seismic wavelet is determined by the simulation of random variables via the MCMC

algorithms based on the Gibbs sampler [46], which is regarded as the best known and

most popular of the MCMC algorithms [47]. It is an algorithm in which the vector

θ(k+1) is obtained from θ(k) by updating the vector elements one at a time. The prior

distribution in Eq. (5.43) can be written as

P (θ) = P (x|λ)P (λ)P (h)P (σ2) , (5.44)

where P (h) = P (σ2) = P (λ) = 1 are flat prior probability densities and P (x|λ) is

described by a Bernoulli-Gaussian distribution. Upon using Eq. (5.44), we can write

Eq. (5.41) in the form

P (θ|z) =
P (z|σ2, x, λ)P (x|λ)P (h)

P (z)
. (5.45)

The assumption of a white Gaussian noise sequence n of variance σ2 leads to

P (z|σ2, x, λ) = (2πσ2)−(N+M−1)/2 exp

(
−‖z − h ∗ x‖2

2σ2

)
. (5.46)

For our purpose, we need to calculate the distributions P (h|z, x, σ2, λ), P (x|z, h, λ, σ2),

P (σ2|z, x, h, λ), and P (λ|z, x, h, σ2). Thus, Eq. (5.45) can be employed to handle the

relevant re-sampling processes.

(a) Re-sampling of the amplitude of the reflectivity sequence

The reflectivity sequence x contains information about the Earth’s structure. In order

to statistically separate it from the seismic wavelet we use the BG white sequence

model [65]

P (x) =
∏

m

P (xm) , (5.47)
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with

P (xm) ∼ (1 − λ)δ(xm = 0) + λN (0, ̺2) , (5.48)

where N is a Gaussian distribution with specified mean and variance and where λ ∈
(0, 1) is the probability that xm = 1, and both λ and ̺2 are unknown.

It can be shown [65] that the posterior probabilities involving single components of the

vector x remain Gaussian mixtures with a structure comparable to that of Eq. (5.48).

More precisely,

P (xm|λ, h, z, x−m, ) ∼ (1 − λm)δ(xm = 0) + λmN (x∗m, σ
2
m) , (5.49)

where x−m = (x1, . . . , xm−1, xm+1, . . . , xM) and

σ2
m =

σ2̺2

σ2 + ̺2‖h‖2
, (5.50)

x∗m =
σ2
m

σ2
(hT em) , (5.51)

λm =

[
1 +

λ

1 − λ

σm
̺

exp

(
x∗m

2

2σ2
m

)]−1

, (5.52)

and

em = z − h ∗ x(m) (5.53)

where x(m) is identical to x except for x
(m)
m = 0. Using Eqs. (5.49)-(5.52), the compo-

nents xm of the reflectivity sequence can be re-sampled, one at a time.

(b) Re-sampling of the seismic wavelet

In order to re-sample the seismic wavelet h, we deduce from the Bayes’ rule that

P (h|σ2, x, z) ∝ P (z|σ2, x, h), given P (h) = 1, where P (z|σ2, x, h) is given by Eq.
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(5.46). Moreover, it is easy to check the following identity:

−‖z − h ∗ x‖2

2σ2
= −1

2
(h− µ)TR−1(h− µ), (5.54)

where

µ = (XTX)−1XT z , (5.55)

and

R = (XTX)−1σ21 , (5.56)

where X is the Toeplitz matrix of size (N +M − 1, N) such that

Xh = h ∗ x = Hx , (5.57)

that is,

X =




x1 0 · · · 0
...

. . . . . .

0

xM+1 x1

...
. . .

...

xM

0
. . .

...
. . .

0 · · · 0 xM




. (5.58)

This allows us to conclude that the posterior probability of h is a multivariate Gaussian

with mean vector µ and with covariance matrix R. The latter probability is easy to

sample according to h = µ+Qε, where ε is a normalized Gaussian white noise and QT

is a square root matrix of R (that is, such that R = QQT ), such as the one resulting

from the Cholesky decomposition.
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(c) Re-sampling of the hyperparameter σ

Given P (σ2) = 1, it is also true that

P (σ2|z, x, h, λ) ∝ P (z|σ2, x, h) . (5.59)

As a function of σ2, Eq. (5.46) takes the form

P (z|σ2, x, h) ∝ 1

(σ2)α+1
exp(−β/σ2) ,

up to a multiplicative constant, with α = (N +M − 1)/2 − 1 and β = ‖z − h ∗ x‖2/2,

which means that the posterior probability of σ2 follows an inverse gamma distribution

of parameters (α, β). The latter can be easily sampled by taking the inverse of a gamma

random generator output with the same parameters.

(d) Re-sampling of the hyperparameter λ

The reflectivity sequence x gathers all the information about λ contained in (z, x, h, σ2),

that is, P (λ|z, x, h, σ2) = P (λ|x). Following [65], let us remark that the Bernoulli

sequence q can be retrieved from x with probability one according to qk = 1 if xk 6= 0,

qk = 0 otherwise. Thus, P (λ|x) = P (λ|q), the latter being proportional to P (q|λ) since

we assumed a flat prior P (λ) = 1. Finally, according to Eq. (5.40), we get

P (λ|z, x, h, σ2) ∝ λn(1 − λ)M−n , (5.60)

which belongs to the family of beta probability densities B(α, β) with α = n + 1 and

β = M − n+ 1.
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Application I: Quantum inversion

For the application of our model we consider the single and coupled channels inversion

using the Gaussian potential, smooth square-type potential and multi-layered potential.

6.1 Single channel inversion

In what follows we calculate the reflection and transmission coefficients as well as the

B−functions for the Gaussian, smooth square-type and multi-layered potentials and

reconstruct the potentials from these data.

51



Chapter 6. Application I: Quantum inversion 52

6.1.1 Gaussian potential

The quality of our inversion model is demonstrated by reconstructing the potential

from the calculated reflection coefficient for the Gaussian potential. For the numerical

calculation of the reflection coefficient R(k), it is advantageous to start in region III,

(see Fig. (2.1)) where the wave function will be a multiple of eikx and integrate in

the negative x-direction. After arriving at the point x = 0 both R(k) and T (k) can

easily be worked out. The real and imaginary parts of the reflection and transmission

coefficients represent the properties of a system within and outside the interval [0, a].

The real and imaginary parts of the reflection and transmission coefficients, R(k) and

T (k), are depicted in Figs. (6.1) and (6.2) respectively. The Fourier transform of

ℜ[T (k)]
ℜ[R(k)]

k

ℜ[
R

(k
)]
,ℜ

[T
(k

)]

876543210
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0.5

0

-0.5

-1

-1.5

Figure 6.1: The real parts of the reflection and transmission coefficients for the Gaussian

potential.

R(k), that is, Eq. (4.6), has been calculated by applying the FFT algorithm [37].

The B−function, Eq. (4.6), which is the reflected wave, is plotted in Fig. (6.3). Fig.

(6.4) depicts the reconstructed potential and its original potential while Fig. (6.5)
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Figure 6.2: The imaginary parts of the reflection and transmission coefficients for the

Gaussian potential.
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Figure 6.3: The B−function for the Gaussian potential.

gives the deviation of the reconstructed potential from the original potential. The

number of integration points ni and the number of Chebyshev points nch are 20 and

40 respectively for the Gaussian potential. The quality of the inversion is quite good

and the input and reconstructed potentials are, for all practical purposes, identical.
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Figure 6.4: Comparison between the reconstructed and original Gaussian potentials.

To all practical purposes, the two potentials coincide.
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Figure 6.5: The difference between the reconstructed and original Gaussian potentials.



Chapter 6. Application I: Quantum inversion 55

6.1.2 Smooth square-type potential

The procedure used in section 6.1.1 to calculate for the real and imaginary parts of

the reflection and transmission coefficients, the reconstructed potential as well as the

difference between the smooth square-type potentials has been followed. The number

of integration points ni and the number of Chebyshev points nch are both 100. The

quality of the inversion model is again quite good. Figs. (6.6) and (6.7) depict the real

and imaginary parts of the reflection and transmission coefficients. The B-function

of the smooth square-type potential is shown in Fig. (6.8) while the reconstructed

potential is shown in Fig. (6.9) and its deviation from the original potential is depicted

in Fig. (6.10).
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Figure 6.6: The imaginary parts of the reflection and transmission coefficients for the

smooth square-type potential.
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Figure 6.7: The imaginary parts of the reflection and transmission coefficients for the

smooth square-type potential.
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Figure 6.8: The B−function for the smooth square-type potential.

6.1.3 Multi-layered potential

To test the quality of the inversion method used in sections 6.1.1 and 6.1.2 we applied

it to a much more structured potential (multi-layered potential) which shows several
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Figure 6.9: Comparison between the reconstructed and original smooth square-type

potentials.
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Figure 6.10: The difference between the reconstructed and original smooth square-type

potentials.



Chapter 6. Application I: Quantum inversion 58

layers. The real and imaginary parts of the reflection and transmission coefficients, the

B-function, the reconstructed potential and the difference between the reconstructed

and original potentials are shown in Figs. (6.11–6.15) respectively. The number of

integration points ni and the Chebyshev points nch are 200 and 300 respectively. The

quality of the inversion method is also quite good for the multi-layered potential.
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Figure 6.11: The real parts of the reflection and transmission coefficients for the multi-

layered potential.

6.2 Coupled channel inversion

In what follows we calculate the elements of the reflected waves, the reconstructed

potentials and their deviations from the original potentials.
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Figure 6.12: The real parts of the reflection and transmission coefficients for the multi-

layered potential.

B function

x

B
(x

)

1614121086420

0.3

0.2

0.1

0

-0.1

-0.2

-0.3

Figure 6.13: The B−function for the multi-layered potential.
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Figure 6.14: Comparison between the reconstructed and the original multi-layered

potentials.
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Figure 6.15: The difference between the reconstructed and the original multi-layered

potentials.
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6.2.1 Gaussian potential matrix

The description given for the single channel is also applicable to the coupled channel

by using Eq. (2.17) for the Schrödinger equation and Eq. (5.15) for the Marchenko

integral equation. Figs. (6.16–6.24) show the matrix elements of the reflected wave, re-

constructed and original smooth square-type potential matrix as well as the difference

between the reconstructed and original smooth square-type potential matrix respec-

tively. The number of integration points ni and the number of Chebyshev points nch

used for the Gaussian potential matrix are 20 and 40 respectively. The quality of the

inversion is quite good.
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Figure 6.16: The b11−function for the Gaussian potential matrix.
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Figure 6.17: The b12 = b21−function for the Gaussian potential matrix.
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Figure 6.18: The b22−function for the Gaussian potential matrix.

6.2.2 Smooth square-type potential matrix

The matrix elements (b11, b12 = b21, b22) of the reflected waves for the smooth square-

type potential are depicted in Figs. (6.25–6.27) while the reconstructed potential
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Figure 6.19: The comparison between the reconstructed and original Gaussian potential

matrix elements v11.

Reconstructed v12 = v21

Original v12 = v21

x

v 1
1
(x

)

876543210

0.4

0.3

0.2

0.1

0

-0.1

-0.2

-0.3

Figure 6.20: The comparison between the reconstructed and original Gaussian potential

matrix elements v12 = v21.
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Figure 6.21: The comparison between the reconstructed and original Gaussian potential

matrix elements v22.
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Figure 6.22: The difference between the reconstructed and the original Gaussian po-

tential matrix elements v11.
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Figure 6.23: The difference between the reconstructed and original Gaussian potential

matrix elements v12 = v21.

dv22

x

dv
22

876543210

0.006

0.004

0.002

0

-0.002

-0.004

-0.006

Figure 6.24: The difference between the reconstructed and original Gaussian potential

matrix elements v22.

matrix elements (v11, v12 = v21, v22) are shown in Figs. (6.28–6.30). Figs. (6.31–

6.33) show the difference between the multi-layered potential matrix elements (dv11,
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dv12 = dv21, dv22). The number of integration points ni and the number of the Cheby-

shev points nch are both 100 as in the single channel inversion. The quality of the

inversion model is quite satisfactory.
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Figure 6.25: The b11−function for the smooth square-type potential matrix.

6.2.3 Multi-layered potential matrix

Figs. (6.34–6.42) show the matrix elements of the reflected wave, reconstructed and

original multi-layered potential matrix as well as the difference between the recon-

structed and original multi-layered potential matrix in the coupled channel inversion

respectively. The number of integration points ni and the number of Chebyshev points

nch used for the multi-layered potential matrix are 200 and 300 respectively. The

quality of the inversion is still quite good.
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Figure 6.26: The b12−function for the smooth square-type potential matrix.
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Figure 6.27: The b22−function for the smooth square-type potential matrix.
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Figure 6.28: The comparison between the reconstructed and original smooth square-

type potential matrix elements v11.
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Figure 6.29: The comparison between the reconstructed and original smooth square-

type potential matrix elements v12 = v21.
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Figure 6.30: The comparison between the reconstructed and original smooth square-

type potential matrix elements v22.
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Figure 6.31: The difference between the reconstructed and the original smooth square-

type potential matrix elements v11.
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Figure 6.32: The difference between the reconstructed and original smooth square-type

potential matrix elements v12 = v21.
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Figure 6.33: The difference between the reconstructed and original smooth square-type

potential matrix elements v22.
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Figure 6.34: The b11−function for the multi-layered potential matrix.
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Figure 6.35: The b12−function for the multi-layered potential matrix.
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Figure 6.36: The b22−function for the multi-layered potential matrix.
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Figure 6.37: The comparison between the reconstructed and original multi-layered

potential matrix elements v11.
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Figure 6.38: The comparison between the reconstructed and original multi-layered

potential matrix elements v12 = v21.
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Figure 6.39: The comparison between the reconstructed and original multi-layered

potential matrix elements v22.
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Figure 6.40: The difference between the reconstructed and the original multi-layered

potential matrix elements v11.
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Figure 6.41: The difference between the reconstructed and original multi-layered po-

tential matrix elements v12 = v21.
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Figure 6.42: The difference between the reconstructed and original multi-layered po-

tential matrix elements v22.



Chapter 7

Application II: Seismic inversion

In the geophysical exploration process, the seismic waves are used for the search for oil,

gas and mineral deposits. This process uses a seismic wave which is partially reflected

and partially transmitted when it encounters the interface. The objective is to recover

the seismic impedance from the observed seismic reflection data. In this chapter we

reconstruct a slab-type seismic impedance by using the B−function, as obtained from

our simulation, as input into the Marchenko integral equation.

76
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7.1 Slab-type seismic impedance

7.1.1 Reconstruction of impedance using the ray series

(a) Single-interface problem

After transformation of Eqs. (3.39)–(3.43) to the travel-time domain, Gaussians of

widths b, 3b, 5b, 7b and 9b are obtained yielding

B(ξ) =
R12√
πb

e−
(ξ−2ξ1)2

b2

+
1√
πb
R23e

−
(ξ−2ξ2)2

b2 − 1√
3πb

R2
12R23e

−
(ξ−2ξ1))2

3b2

+
1√
3πb

R2
23R21e

−
(ξ−(4ξ2−2ξ1))2

3b2 − 1√
5πb

R2
12R

2
23R21e

−
(ξ−(4ξ2−2ξ1))2

5b2

+
1√
5πb

R3
23R

2
21e

−
(ξ−(6ξ2−4ξ1))2

5b2 − 1√
7πb

R2
12R

3
23R

2
21e

−
(ξ−(6ξ2−4ξ1))2

7b2

+
1√
7πb

R4
23R

3
21e

−
(ξ−(8ξ2−6ξ1))2

7b2 − 1√
9πb

R2
12R

4
23R

3
21e

−
(ξ−(8ξ2−6ξ1))2

9b2 . (7.1)

Eq. (7.1) is now in effect finite due to a truncation of the ξ-domain. Thus, the higher

terms do not contribute in the numerical treatment.

We demonstrate the reliability of the proposed method by using model seismic experi-

ments. As a first example, we consider a single reflection in a two-layered medium with

impedances η1 = 1 and η2 = 1.5. The reflected signal is assumed to be of Gaussian

form with ξ = 3 and is the result of one bounce at the (first) interface. The B(ξ) is

given by Eq. (3.57) or the first term in Eq. (7.1) and the reflection coefficient R12 by

Eq. (3.15). The b in this case was chosen as 0.5.
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The signal used and the recovered impedance are shown in Figs. (7.1) and (7.2)

respectively. It is seen that the reproduction of the seismic impedance of the reflecting

medium is excellent. Outside the transition region, the values of η1 and η2 are recovered

to about 4 decimals. Re
e
ted response

�
B(�)

20151050

0.10.050-0.05-0.1-0.15-0.2-0.25-0.3
Figure 7.1: The single reflected signal in a two-layered medium.

(b) Double-interface medium

The second example considered is the one with a three-layered medium with interfaces

at travel-times ξ1 = 3 and ξ = 5, resulting in the reflected Gaussians being centred

at t1 = 2ξ1 = 6, t2 = 2ξ2 = 10, t3 = 4ξ2 − 2ξ1 = 14, t4 = 6ξ2 − 4ξ1 = 18 and

t5 = 8ξ2 − 6ξ1 = 22. The seismic impedances of the layers are assumed to be η1 = 1,

η2 = 1.5 and η3 = 0.9. The reflected signal together with the recovered impedance,

are shown in Figs. (7.3) and (7.4). The recovery of the impedances is, once more,

excellent.
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Figure 7.2: The recovered impedance. The input impedances are η1 = 1 and η2 = 1.5

for a single scattering in Fig. (7.1) in a two-layered medium.

.
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e
ted response
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Figure 7.3: The reflected pulse at the second interface for five reflections in a three-

layered medium.
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Figure 7.4: The reconstructed impedance from the input reflected signal shown in Fig.

(7.3).

7.1.2 Recovery of impedance using the recursive relation

Here we simulate the reflected signals by applying the recursive equation of R̃12 from

Eq. (3.55) and the Gaussian forms. We use R̃12 because it contains the effects of the

whole stack of layers below interface at d1. Eq. (3.31) can be replaced by

Ri,i+1(k) = Ri,i+1e
−

b2k2

4 , (7.2)

for a constant width b, otherwise

Ri,i+1(k) = Ri,i+1e
−

b2i k2

4 , (7.3)

for a varying width b. Therefore, from Eq. (3.27), the reflection coefficient R(k)

(Eq. (3.28)), required for the Marchenko integral equation, can be obtained from Eqs.

(3.39)–(3.43).
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(a) Multi-interface media with a common width

We assume that a more appropriate simulation of a reflected signal received by the

hydrophone can be modeled in the same form as the B−function

B(ξ) =
1

2π

∫
∞

−∞

R(k)e−ikξdk , (7.4)

where R(k) is given by Eq. (3.34).

The equation applicable for an N−layered medium is given by Eq. (3.55). For such a

system, 1 is the index of the top layer. The recursive application of Eq. (3.55) starts at

the layer with index N − 1 next to the bottom and then proceeds recursively towards

the top layer, yielding the desired total reflection coefficient (Eq. (7.5)), which is given

in terms of the nested reflection coefficients [50].

For the application of Eq. (7.4) we calculate the seismic impedances from the three-

layered medium through to the six-layered medium. The reflection coefficient for the

three-layered medium is recursively calculated using Eq. (3.55) as

R̃12(k) =
R12(k) + R̃23(k)e

2ik2(d2−d1)

1 +R12(k)R̃23(k)e2ik2(d2−d1)
. (7.5)

where

R̃23(k) = R23(k) , (7.6)

because there is no any other layer lower than the third layer. The reflected wave or

B−function and its corresponding seismic impedance for the three-layered medium are

depicted in Figs. (7.5–7.6). For the six-layered medium, the reflection coefficient R12



Chapter 7. Application II: Seismic inversion 82

is recursively determined using Eq. (3.55) as

R̃12(k) =
R12(k) + R̃23(k)e

2ik2(d2−d1)

1 +R12(k)R̃23(k)e2ik2(d2−d1)
. (7.7)

R̃23(k) =
R23(k) + R̃34(k)e

2ik2(d3−d2)

1 +R23(k)R̃34(k)e2ik2(d3−d2)
, (7.8)

R̃34(k) =
R34(k) + R̃45(k)e

2ik2(d4−d3)

1 +R34(k)R̃45(k)e2ik2(d4−d3)
, (7.9)

R̃45(k) =
R45(k) + R̃56(k)e

2ik2(d5−d4)

1 +R45R̃56(k)e2ik2(d5−d4)
, (7.10)

and

R̃56(k) = R56(k) . (7.11)

It can be noted that R̃56(k) = R56(k) because there is no any other layer lower than

the sixth layer. Here, the width b is also 0.5 and the seismic impedances are given as

η1 = 1.0, η2 = 1.5, η3 = 0.9, η4 = 1.3, η5 = 1.0 and η6 = 1.7 for all the six layers

described above. The results are plotted in Figs. (7.7–7.8). The reconstruction method

of seismic impedances is excellent.

(b) Multi-interface medium with various widths

We test our model for only the three- and the six-layered media. In this case the widths

are chosen as b1 = 0.5, b2 = 0.7, b3 = 0.6, b4 = 0.3, b5 = 0.8 and b6 = 0.4 while the

designed seismic impedances resemble those given in the previous section. Figs. (7.9)

and (7.10) depict the results of the three-layered medium while Figs. (7.11) and (7.12)

show the results of the six-layered medium. The results are excellent. By comparing

Figs. (7.5) and (7.9) as well as Figs. (7.7) and (7.11) we observe that the amplitudes
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Figure 7.5: The reflected pulse for the three-layered medium with width b = 0.5.

of the positive side of the graphs are not equal. One can also compare the tails of Figs.

(7.7) and (7.11) which also differ slightly. The deviations are the result of the various

widths used for Figs. (7.9) and (7.11) as opposed to the common width used for Figs.

(7.5) and (7.7).
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Figure 7.6: The reconstructed impedances from the input reflected signal of Fig. (7.5).
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Figure 7.7: The reflected pulse for the six-layered medium with a common width

b = 0.5.
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Figure 7.8: The reconstructed impedances from the input reflected signal of Fig .(7.7).
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Figure 7.9: The reflected pulse for the six-layered medium with various widths.
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Figure 7.10: The recovered impedances from the input reflected signal of Fig. (7.9).
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Figure 7.11: The reflected pulse for the six-layered medium with various widths.
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Figure 7.12: The recovered impedances from the input reflected signal of Fig. (7.11).
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Application III: Marine data

To examine the quality of our inversion model for obtaining the seismic impedance, we

consider seismic reflection data from a deep water location in the North sea in which

the seismic source was tracked by a ship which also dragged a multi-trace streamer

consisting of array of hydrophones. These hydrophones record the seismic reflected

traces after an airgun signal is sent to probe the layered Earth. The geophysical

structure of the Earth can then be investigated through an analysis of the reflectivity

sequence which describes the most important interfaces from the deep layers of the

Earth.

88



Chapter 8. Application III: Marine data 89

8.1 Estimation of seismic impedance

In order to use the seismic reflection data for our purpose, the reflection events for

different offsets at the same interface need to be reduced such that they coincide. This

is the principle of normal move-out correction. Move-out correction generally assumes

that the uncorrected reflection events lie along hyperbolic curves. This is true if the

Earth is a constant velocity medium above the reflection.

The equation for the hyperbola is given by Ref. [53] (or any standard textbook).

v2t2x
4z2

− x2

4z2
= 1 , (8.1)

from which

tx =

√
x2

v2
+

4z2

v2
, (8.2)

where x represents the source-receiver offset, z denotes the thickness of the layer, v

is the velocity of seismic waves and tx stands for the two-way travel-time for offset

distance x. Eq. (8.2) provides the travel-time curve of the reflections for the different

offsets between source and receivers. For the two-way normal incidence time (t0) we

can write

t0 =
2z

v
. (8.3)

Upon using Eq. (8.3) we can write Eq. (8.2) in the form

tx =

√
t20 +

x2

v2
, (8.4)

which is known as the normal move-out equation with t0 being the zero-offset time.

We illustrate the use of the blind deconvolution method on recorded marine seismic
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Figure 8.1: 1st seismic trace.

reflection data derived from a seismic survey in a deep water location in the North

sea. We use linear interpolation to sample the traces at t-values not on the grid. The

seismic reflection data used were collected with a streamer containing 240 hydrophone

groups. The group interval is 15 m. The source-receiver offsets range from 940 m to

6069 m for a total of 240 seismic traces in the same axes. The sampling rate is 4 m s

and the total length is 8 s. Each trace is composed of 2001 samples as shown in Figs.

(8.1)–(8.4). Depicted in Fig. (8.5) is the seismic data-set of 240 recorded seismic

traces. The seismic traces show only the travel-times. The individual seismic reflection

data form a hyperbola. The hyperbolas on the far offset seismic traces are closer

together as opposed to those on the near offsets. Thus, by using the normal move-out

correction method we transform the offset seismic traces to zero-offset seismic traces.

The migrated traces give the result shown in Fig. (8.6). The main modification as
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Figure 8.2: 90th seismic trace.
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Figure 8.3: 120 th seismic trace.

compared to Chen’s version [65] is that we assume a shape given by

s = [0.1, 0.4, 1.0, 0.4, 0.1] , (8.5)
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Figure 8.4: 240th seismic trace.

instead of pure spikes in order to obtain a narrow bell-shaped form to facilitate the

numerical solution of the Marchenko inversion. This means that the observation model,

Eq. (5.34), now becomes

z = h ∗ s ∗ x+ n , (8.6)

where s is a known shape. If the shape s is equal to unity then of course the original

equation (Eq. (5.34)) is recovered. We use in our calculations the seismic data-set

from Fig. (8.6). In addition we used all 150 migrated traces collectively as observed

reflection data and modified the MCMC algorithm accordingly. Shown in Fig. (8.7) is

the seismic wavelet extracted from the migrated seismic reflection data in Fig. (8.6).

Fig. (8.8) depicts the statistically estimated reflection sequence corresponding to the

seismic wavelet in Fig. (8.7). The estimated seismic impedance is shown in Fig. (8.9).

We also note that the observed seismic reflection data are not calibrated, that is, they

only provide relative amplitudes. The details of the source of the signal, that is, the
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Figure 8.5: The seismic data without move-out correction.
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Figure 8.6: The seismic reflection data with move-out correction.
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Figure 8.7: Seismic wavelet statistically estimated from a data-set in Fig. (8.6).

airgun, are also not known. Therefore, the reflectivity sequence that we obtain from the

statistical procedure will be related to the unit response of the medium by a suitable

factor. This calibration problem can be solved by using additional information, such

as the seismic impedance jump at the ocean bottom if known via other means.

8.2 Scaling factor

8.2.1 (a) Sea bottom consisting of clay

As a first example we assume a sea bottom consisting of clay. For our purpose we model

the sea floor as fluid so that only the compressional seismic wave can be supported.

We assume that while the density changes, the velocity of 1500 m s−1 remains constant,
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Figure 8.9: Estimated seismic impedance corresponding to a statistically estimated

reflectivity sequence in Fig. (8.8).
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that is, [50, 68, 69]
ρ2

ρ1

= 1.5 , (8.7)

and
c2
c1

= 1.0 , (8.8)

where ρ1 = 1000 kg m−3 is the density of the sea water, ρ2 = 1500 kg m−3 is the density

of clay, c1 = 1500 m s−1 is the velocity of the seismic compressional wave in sea water

and c2 = 1500 m s−1 is the velocity of the seismic compressional wave in clay. Thus,

from Eqs. (8.7) and (8.8) we express the ratio of the seismic impedances as

η2

η1

=
ρ2c2
ρ1c1

= 1.5 , (8.9)

where η1 is the seismic impedance of the sea water and η2 is the seismic impedance of

clay. Assuming this value of the ratio η2/η1 we proceed to re-scale the amplitude of

the estimated reflectivity sequence by a suitable factor of 3.53. This factor is obtained

by scaling the amplitude of the input kernel into the Marchenko equation, such that

the inversion procedure yields a first jump approximately equal to η2/η1 = 1.5. Figs.

(8.10) and (8.11) show the reflectivity sequence scaled by a suitable factor of 3.53 and

the corresponding estimated seismic impedance respectively.

8.2.2 (b) Sea bottom consisting of silt

If we assume that the sea bottom consists of silt (fine sand or soil) and that the

density changes much more than the velocity (which does not change much), then the

above procedure can be followed from which the value 1.785 of the ratio of the seismic

impedances is obtained [50, 68, 69]. In Figs. (8.12) and (8.13) we show the reflectivity
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Figure 8.10: Scaled reflectivity sequence version of Fig. (8.8) when the sea bottom

consists of clay.
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quence in Fig. (8.10).
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sequence and its corresponding estimated seismic impedance for this scaling factor

respectively.

In Figs. (8.14) and (8.15) we observe the invariance of peak ranking and location of
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Figure 8.12: Scaled reflectivity sequence version of Fig. (8.8) for the case where the

sea bottom consists of silt.

peaks between the estimated seismic impedances with and without a scaling factor. We

also observe the same between the scaled seismic impedances as depicted by Fig. (8.16).

Thus, we conclude that a lot of information can be retrieved even without knowledge

of the proper scaling factor. The procedure has been implemented in Matlab codes

using the freely available Octave software compatible with Matlab.
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Figure 8.13: Estimated seismic impedance corresponding to the scaled reflectivity se-

quence in Fig. (8.12).
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Figure 8.14: Comparison between the seismic impedance with a scaling factor (Fig.

8.11) and that without a scaling factor (Fig. (8.9).
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Figure 8.15: Comparison between a seismic impedance with a scaling factor (Fig. 8.13)

with that without a scaling factor (Fig. (8.9).
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Figure 8.16: Comparison between the scaled seismic impedances in Figs. (8.11) and

(8.13).



Chapter 9

Conclusions and directions for

future work

In the following sections we summarize our results for the single and coupled channel

inversion, synthetic seismic reflection data and marine seismic reflection data.

9.1 Single and coupled channel inversions

The solution of the inverse problem is to find the scattering potential from known scat-

tering information. This presupposes the solution of the Marchenko integral equation

in a reliable way. We have employed the Hermite interpolation polynomials and the

collocation method to solve the MIE. These piecewise polynomials are nowadays widely

employed in solving ill-posed integral and differential equations due to the fact that

101
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they are analytically known, and that the underlying boundary conditions are easy to

be rigorously included. The suitability of the collocation method is demonstrated by

strong agreement between the reconstructed potentials and the original potentials in

both the single and coupled channel cases. In all cases, the deviation of the recon-

structed potential from the original potential is very small. The Marchenko integral

equation has been solved numerically for a Gaussian potential, smooth square-type

potential and a multi-layered potential in which the numerical algorithms have proved

to be accurate, robust and efficient.

9.2 Synthetic seismic reflection data

Further to the above we have shown that our numerical method is suitable to ob-

tain the seismic impedance of substrates by using reflection travel-time data in a one-

dimensional medium. We have transformed the one-dimensional seismic wave equation

into the one-dimensional Schrödinger-like equation.

As an application of our method we treated model cases with two-layered, three-layered

and multi-layered media. The performance of the Marchenko inversion is illustrated

through numerical experiments in these media with seismic impedances ranging from

0.9 to 1.7 for comparison with the reconstructed seismic impedances. Various reflection

coefficients have been calculated from the known seismic impedances of the media. We

have simulated the synthetic reflected field in a Gaussian form from the source placed

in the surface of the layered medium. The values of the seismic impedances have

been recovered to at least four decimals which is a good measure of the success of the

https://www.bestpfe.com/
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collocation method.

9.3 Marine seismic reflection data

We presented an MCMC method for estimating the seismic wavelet and reflectivity

sequence under the Bayesian approach. The method involves the Bernoulli-Gaussian

white sequence model for the reflectivity sequence. The method makes it thus pos-

sible to simultaneously estimate a plausible seismic wavelet and reflectivity sequence.

However, because the marine seismic reflection data are not calibrated and the details

of the source signal are not known, we related the acquired B−function (reflectivity

sequence) to the unit response of the Earth medium by a suitable scaling factor. The

Marchenko inversion has been found to be robust and provided satisfactory seismic

impedance estimates. We observe the invariance of peak ranking and location of peaks

which is an indication that a lot of information is available even without knowledge of

the scaling factor.

Since our reconstructed reflectivity sequence and the seismic wavelet appear geophys-

ically reasonable, the blind deconvolution of marine reflection data can be considered

successful. Reconstruction of such a reflectivity sequence of Earth substrates might

pave the way to a quantitative approach to geology and petrophysics for geophysicists

and seismologists.

The field examples have demonstrated the practicability of our approach. The benefits
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which may accrue from it are better reconstruction of seismic impedances and improved

resolution of thin layers. The results we have obtained indicate that the extraction of

the information about the seismic impedances that are coded into the measured seismic

reflection traces is possible.

9.4 Directions for future work

In this thesis there are questions that remain to be investigated. We used equidistant

points for our collocation method. Would it be better if values of the potential V (x)

were used to guide the partitioning? Do we need more points in areas where V (x)

varies rapidly and fewer points in areas where V (x) varies slowly?

In seismic inversion the reflected wave is measured through a convolution model in-

volving the seismic wavelet. Thus, the blind deconvolution is used, when the seismic

wavelet is not provided, to simultaneously recover the reflectivity sequence and seis-

mic wavelet. It would be good if the inversion procedure could also be applied to the

handling of seismic reflection data from other seismic surveys.
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