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Chapter 1

Introduction

Many problems in the world exist where it is necessary to compare a given
implementation with a specification and to provide some quantification as
to whether the implementation complies with the specification. An example
of such a problem is determining whether a given curriculum complies with
a specification as stipulated by g professional [body such as the ACM/IEEE
curriculum for Computing. This-thests—addresses such a problem.

The problem was identified when in a real life context an attempt was
made to re-design a BSc Computer Science degree programme. The re-
quirements for this degree programme were that it should comply with the
ACM/IEEE Computing Curriculum for Computer Science and the require-
ments as stipulated by ABET’s Computing Accreditation Commission. The
development of the BSc Computer Science degree programme was initiated
when the ACM/IEEE Computing curriculum 2001 was the most recent spec-
ification for Computer Science degree programme content|[Joint Task Force
for Computing Curricula, 2005]. The 2008 Review of the Computer Sci-
ence curriculum was also imminent, but had not been released [ACM/IEEE-
Curriculum CS2008 Joint Task Force, 2008].

Development of the curriculum relied on a spreadsheet. The rows of
the spreadsheet represented the ACM/IEEE Computer Science curriculum
2001 and the columns, existing modules being presented in a degree that
was to become the re-designed BSc Computer Science degree programme.
The content of the existing modules was mapped onto the the ACM/IEEE
curriculum specification by indicating for each module (column), the topics
it addressed (rows). From this information a gap analysis between the ex-
isting modules content and the requirement of the ACM/IEEE curriculum
2001 was carried out. Development of the BSc Computer Science curricu-
lum thereafter was iteratively carried out and each iteration was manually
evaluated against the curriculum specification. A need was identified to
semi-automate this process.
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1.1 Research proposal

The research proposal under consideration is to investigate the extent to
which the processes used to compare and develop curricula can be auto-
mated. To achieve this it is necessary to model the curricula and to use
these models as input to the comparison process. The process for compari-
son is semi-automated and guided by the application of a framework.

1.2 Research approach

The research approach to be followed is to develop and verify a framework
for digraph comparison. The framework will be illustrated in the domain of
curriculum comparison and development. In such a comparison, curricula
are modelled as digraphs in which vertices represent curricula elements (such
as topics, knowledge untis, knowledge areas, year-levels, modules, etc.) and
edges represent dependencies between these elements (such as belonging to
a group, prerequisites, etc.).

An algorithm for comparing digraphs was developed by Marshall and
Kourie [2010]. This algorithm will be refined and included in the frame-
work. The framework will first be verified using toy applications. These
applications will focus on the possible outcomes of the algorithm. Compar-
ison techniques and the visualisation of the results will be proposed.

Verifying the framework using a real-world application will form the
second part of the work presented. The real-world applications that will be
verified include: the comparison of the ACM/IEEE curriculum volumes; and
the comparison of the real-world BSc Computer Science degree programme
to the curriculum volumes.

1.3 Research description

In this thesis a generalisation of the proposal will be presented. Curricula
are modelled as directed graphs (digraphs). The vertices of the digraph rep-
resent the curriculum elements. The edges between the vertices represent
the relationships between the curriculum elements. For the ACM/IEEE cur-
ricula volumes these are elements such as knowledge areas, knowledge units
and topics. For the degree programme, these elements are represented by
elements such as year-levels, modules and topics. The digraphs are repre-
sented as a set of triples [Barla-Szabo et al., 2004; Koopman, 2009]. Each
triple is of the form (source, destination, label). The source is the start ver-
tex of the directed edge and the destination the end vertex of the directed
edge. Each edge has a label associated with it.

Modelling curricula as digraphs abstracts the process of curriculum com-
parison to one of comparing digraphs. The results of the digraph compar-
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ison are used to facilitate the process of curriculum development in which
the digraph models of the curricula are updated accordingly. The processes
referred to in the proposal are guided by a framework which will be referred
to as the Graph Comparison Framework.

The Graph Comparison Framework comprises of components which are
logically related. The so-called Graph Trans-morphism Algorithm is used by
the framework and is the entry point to all processes guided by the frame-
work. The algorithm transforms the information in one of the digraphs to
be compared into the structure of the other. This conversion enables the
graphs to be compared as graph isomorphisms. The fact that the digraphs
are represented as sets makes it possible to subtract one digraph from an-
other using the set minus operator. The resulting difference sets are used
by other components in the framework to quantify the comparison of the
digraphs and to visualise the digraphs and/or the comparison quantification.

By modelling curricula as digraphs and applying the framework to the
digraphs, it is possible to compare curricula. This application of the frame-
work to a real-world problem forms the applications research part of the
thesis. In this part, domain knowledge of curriculum design is necessary to
apply to the curriculum being developed in order to improve it.

1.4 Significance of the study

The framework presented in this thesis contributes to the computer science
body of knowledge. It proposes an algorithm for comparison that gener-
ates a subgraph isomorphism of a digraph in terms of the structure of one
graph being compared using the information of the other. Comparison of
the subgraph isomorphism is carried out by quantifying and visualising the
differences and similarities between the subgraph isomorphism, the digraph
representing the structure and the digraph representing the information.

The contribution made in the context of the application of the framework
to curriculum comparison and development allows for curricula to be com-
pared in a semi-automated fashion. The task of comparison can be repeated
more frequently as the time taken to setup and execute the comparison is
shortened.

1.5 Scope of the study

The curriculum comparison and development discussed in the thesis will be
limited to the core elements defined in the ACM/IEEE Curriculum volumes.
Using the core elements will adequately illustrate the use of the framework.
The addition of elective elements as defined in the ACM/IEEE Curriculum
volumes is a decision to be made by the curriculum expert. The choice of
comparing only the core, or only the electives, or the core and electives is
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currently a manual process. It is envisaged that this kind of choice will
be included in a tool that makes use of the framework and will no longer
be a manual process. The digraph representation already makes provision
for the inclusion of meta-information using the label element of the set of
triples. This enables the label to be further expanded to include additional
meta-information such as whether the element is core/elective, as well as
time and credit constraints. The framework needs to be extended to make
provision for these constraints.

In the introductory paragraph reference was made to the comparison
of a curriculum with accreditation requirements. To implement accredita-
tion comparison will require the framework to be extended. Accreditation
requirements in general are not as specific as curriculum requirements. In
many cases a general requirement such as “data structures and algorithms”
is given. In general this maps onto the Knowledge Units specified in the
ACM/IEEE Curriculum volumes. The details with regards to the topics
relating to the Knowledge Units is not provided by the accreditation speci-
fication. A preprocessing step is therefore required to compare a real-world
curriculum with an accreditation specification. This pre-processing step will
need to extract the required topics for the accreditation structure from the
curriculum volume from which he curriculum was designed. This process
will not be discussed in this thesis.

The representation that will be used to model the curricula is digraphs.
Digraphs are based on mathematical principles and modelling digraphs as
a set of triples increases the expressiveness of the representation for com-
parisons. Digraphs are not the only representation. There are other more
expressive representations that exist such as concept lattices and ontologies
that could conceivably also have been used to represent the curricula. Tech-
niques exist to convert between these representations and digraphs. It is
therefore possible to extend the framework to include these representations.

Extensions to the scope presented in this thesis will be addressed in
more detail in Chapter 12, Future Work. The Future Work chapter further
expands on how the framework can be improved to facilitate curriculum
comparison and development. It should be noted, that the framework will
in all probability never fully automate the curriculum comparison process.
Human intervention and domain expertise will continually be required. It
will however provide some sort of automation of the process.

1.6 Structure of the document

The document comprises of an introductory chapter — which is this chapter,

and four parts. Parts I, II and III form the main body of the thesis. Each

part comprises of a number of chapters. Part IV groups the appendices.
Part I, referred to as Theory, presents a literature review of relevant
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graph theory and algorithms. It introduces an algorithm to facilitate di-
graph comparison. A framework, which incorporates the algorithm is also
presented. Part II of the thesis presents an overview of an application do-
main, curricula, for applying the comparison framework. A few non-trivial
scenarios are presented to illustrate how the framework is applied to a real-
world application. The third part, Part III, presents a chapter on future
work before concluding. More detail regarding Part I, Part IT and Part III
will briefly be discussed in the paragraphs that follow.

Overview of Part I - Theory

Part I considers the theoretical background required for the framework. It
presents an overview of relevant graph theory in Chapter 2 as this is the
non-generative model® that is to be used to present the curricula being
modelled in the Application part of the dissertation. The models specifically
make use of directed graphs, or digraphs. Therefore Chapter 4 introduces
implementation techniques for digraphs as well a brief overview of algorithms
used to manipulate digraphs. Because algorithms are characterised by their
complexity, and because algorithms presented here therefore require such
characterisation, an overview of complexity theory is presented in Chapter 3.

Chapters 5 and 6 present an algorithm and framework for digraph com-
parison. The algorithm is based on the notion that two digraphs are to
be compared. One of these digraphs represents what is being aspired to.
This could be, for example, a specification. In Part II where the applica-
tion is discussed the specification could refer to the ACM/IEEE Computer
Science curriculum volume. The other digraph represents an implementa-
tion. In many cases, these two digraphs are not directly comparable due
to structural differences between the digraphs. The algorithm presented in
Chapter 5 builds a third digraph using the information presented in the
implementation and found in the structure of the specification. This third
digraph is used to determine how well the digraphs compare when applying
the framework for comparison presented in Chapter 6.

Examples of the application of the algorithm and framework presented
in this part makes use of toy applications.

Overview of Part II - Application

Part II introduces the application domain relating to Computer Science
curricula and the application of the framework for comparing curricula as a
means of refining (perhaps iteratively) a curriculum.

LA generative model is a model that provides both syntax and semantics. An ontology
is an example of a generative model. It provides the structure as well as a concept language
to query the structure. A non-generative model is a model that only provides the structure
[Andreasen et al., 2003].
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The first two chapters of the part provide background to curricula specifi-
cations and requirements for real-world curricula. In Chapter 8, an overview
is presented of the curricula specifications defined by the ACM/IEEE joint
task groups related to Computer Science. Chapter 9 considers the legisla-
tive and institutional requirements placed on a real-world curriculum. It also
briefly presents the challenges faced when developing a Computer Science
curriculum in the South African context.

Chapter 10 provides the link between Part I and the application do-
main. The modelling of curricula in terms of digraphs, both with respect
to the ACM/IEEE Curriculum volumes and with respect to a real-world
BSc curriculum, is presented. The challenges of capturing topic data when
comparing and developing a real-world curriculum is briefly discussed. Once
a curriculum has been modelled as a digraph, its integrity has to be checked
and the possibility needs to be considered of equivalences between topics
in the respective curricula in order to improve the integrity of the digraph
comparison. These aspects are also highlighted in this chapter.

The final chapter of the part, Chapter 11, presents areas in which the
framework can be applied in the application domain of curriculum com-
parison and development. Two of the identified areas are illustrated using
non-trivial scenarios and the results thereof are presented.

Overview of Part III - Future Work and Conclusion

The third part comprises of two chapters. Chapter 12 discusses shortcom-
ings of the work presented in the thesis. It also presents what needs to be
completed in order to develop a tool that can be used to assist in curriculum
comparison and development.

The final chapter of this part and of the thesis is the Conclusion.
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Chapter 2

Graph Theory

2.1 Introduction

Graphs are a well known and well researched branch of mathematics with
applications in many areas. Graphs are used to model systems and the
relationships between system parts. Graphs are particularly well suited for
systems that require the modeling of rules [Andries et al., 1999] and require
a structure of the system to be maintained [Heckel, 2006], conceptually,
behaviourally or both.

The graph theory presented in this chapter is by no means complete. It
provides an overview of the fundamentals of graphs and basic definitions so
that the topics can be discussed or expanded on in later chapters.

The chapter is divided into three sections devoted to discussing types,
matching and the transformation of graphs. Graph types, Section 2.2, in-
troduces the notation to be used in the dissertation when specifying graphs.
Section 2.3 discusses graph matching techniques. These techniques fall into
two categories, they are either exact or inexact. The exact matching tech-
nique that solves the subgraph isomorphism problem is of particular interest
later in the thesis and therefore the definition of a subgraph isomorphism
is discussed. A definition and example for graph transformation is given in
Section 2.4.

2.2  Graph types

All graphs can be seen as having vertices and edges connecting the vertices.
How these vertices and edges are specified dictate the properties the defined
graphs have. In this section, three basic graph types are presented, beginning
with the most general form of a graph, the undirected graph where edges
are bidirectional. More specialised graph types, with directional edges are
also defined, namely the directed graph and the directed acyclic graph.
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2.2.1 Undirected graph

Many mathematics-based definitions for (undirected) graphs have been pub-
lished. These graph definitions vary in detail, but each definition essentially
relies on the fact that a graph comprises of a set of vertices, a set of edges
and a way of specifying the edges between the vertices. As illustration,
two definitions are presented with a publication span of just under 30 years
between them.

The first definition, reproduced in Definition 2.1, was published in 1976
by Bondy and Murty. The definition views a graph as a 3-tuple (or triple).
The first element of the triple represents a set of vertices. According to the
definition, a graph is defined by at least 1 vertex. The second triple element
represents the set of edges. Each edge is defined using the third element of
the triple, which associates an edge with a pair of vertices. According to
the definition, this is an unordered pair. However, since a pair is normally
regarded as ordered, it would probably be better to regard the incidence
function as mapping to a set of cardinality 2.

Definition 2.1 (Graph definition 1 - Bondy and Murty, 1976)

A graph G is defined as an ordered triple (V(G), E(G),vq), where:
i V(G) is a non-empty set of vertices
ii E(G) is a set disjoint from V(G) of edges, and

iii Y is an incidence function that associates with each edge of G an
unordered pair of vertices of GG.

An example of a specification of a graph using the definition presented
in Definition 2.1 is given by:

V(G) = {a,b,c,de, f}

E(G) = {e1,e2,e3,e4,¢5, €5 €7,€8}
Yler) = (ab),

Yle2) = (a,0),

Y(es) = (a,f),

Y(ed) = (bo),

Y(es) = (e d),

Y(es) = (dse),

Y(er) = (b f),

Y(es) = (be)

From the specification, it should be noted that the definition implicitly
labels the edges using the elements of the set E(G) to represent the labels.
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The label for the edge between vertices ¢ and d, is es.

The second definition of a graph, defined by Diestel in his book on Graph
Theory, is reproduced in Definition 2.2. In this case a graph is defined as a
pair comprising of a set of vertices and a set of edges. Each element in the
set of edges is a subset of V' comprising of two elements. In this definition
it is possible to have an empty set of vertices, which implies an empty set
of edges.

Definition 2.2 (Graph definition 2 - Diestel, 2005)

A graph G is defined as a pair of the form (V, E), where V is a set of
vertices of graph G and E a set of edges. The set E is a 2-element subset
of V. (E C [V]?). It is further assumed that V N E = ().

The assumption that VN E = () ensures that the graph does not contain
loops. A loop is defined by Definition 2.3. To illustrate the need for this
assumption, consider the following specification for a graph that adheres to
this definition:

vV = {a,b,c}
E = {{a,b},{b,b},{b,c}}

The edge {b,b} € E, according to set theory, will reduce to {b} € FE,
which is in V resulting in V N E = {b}.

Definition 2.3 (Loop)

A loop is an edge that connects a vertex to itself.

An example of a specification of a graph using the definition presented
in Definition 2.2 that results in the same graph as the specification given for
Definition 2.1 is given by:

V = {a,b,c,dye, [}
E = {{a,b},{a,c}.{a, f},{b,c},{c,d},
{d, e}, {b, f},{b,e}}

From the example above, it can be seen that the definition does not make
provision for labeling of the edges.

Both definitions presented by Definition 2.1 and 2.2 have a similar struc-
ture. Both define a set of vertices and a set of edges and in both the set of
edges is defined in terms of a function that is applied to the set of vertices.
Definition 2.1 allows for loops, but not an empty graph. Definition 2.2 does

10
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allow for a graph to be defined as empty, it does not allow for loops or the
explicit labeling of edges.
For the thesis, a graph is required to have the following properties:

e A graph can be empty implying that there are no vertices for the
graph, yet the graph is defined to exist. This property is necessary for
the discussion of the algorithm proposed in Chapter 5.

e A graph edge must be able to carry a label along with the possibility
of additional meta-data associated with the edge.

e The graph does not contain loops.

A definition, which takes the above properties into account for an undi-
rected graph, is given by Definition 2.4 using a notation that represents
operations which take parameters. These operations are analogous to func-
tions in computer programming languages. Assigning the result of an oper-
ation to a variable indicates that the execution of the operation will give a
resultant value that will be assigned to the variable. The general form of an
operation is given by:

var = operation(parameterlist)

Definition 2.4 (Undirected graph)

A graph, defined by G = G(V, E), comprises of:
i1 V=V(G), a set of elements, called vertices of G.

ii E = E(G), a set of edge pairs of G. Each edge pair, (£, L), comprises
an edge (£) and a label (L). £ is a two element subset of V (i.e. £ =
{v1,v2}, where v1 # vo and vi,ve € V') and L is an n-tuple of which
the first element enumerates the label (label, ...) of the corresponding
edge.

Definition 2.4 satisfies all the desired properties,
e VV = () is valid. It follows that if V' = () then E = ().
e Edge pairs in E incorporate an n-tuple representation for a label.

e The definition of the edge as a two element subset of V' ensures that
the elements in the subset cannot be the same with v # vy, otherwise
it would reduce the subset to one element making it invalid.

A graph defined using Definition 2.4 is represented by two sets, a set of
vertices (V'), and a set of edges (E). Each pair in E' comprises of a set of

11
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Figure 2.1: Example of graph G

two elements of V' and an n-tuple representing the label. The following is
a textual representation of a graph G comprising of 5 vertices and 8 edges
that represents the same graph as for the specifications used to illustrate
Definitions 2.1 and 2.2.

V = {a,bc,de, [}
E = {({avb}7(el))7
({aa C}> (62)>7

For a wvisual representation of G, a vertex v € V, is represented by an
oval. An edge of an edge pair is represented by an arc connecting v; and v
and the label is placed on the corresponding arc. The visual representation
of the textual representation given above is presented in Figure 2.1.

2.2.2 Directed graph

A directed graph (also referred to as a digraph) G, is a graph in which the
edges have direction. Each edge begins at a source vertex and ends at a
destination vertex [Diestel, 2005]. For there to be an edge in the opposite
direction it needs to be specifically defined as an edge of the graph. It
is permissible to have an edge in the opposite direction as well so that
the source of one edge is the destination of the other, and wvice versa. A
formal definition, in the notation of the Definition 2.4 of a graph, is given
by Definition 2.5.

12
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Definition 2.5 (Directed graph - Digraph)

A digraph, defined by G = G(V, E), comprises of:
i) V =V(Q), a set of elements, called vertices of G.

ii) E = E(QG), aset of edge pairs of G. Each edge pair, (€, L), comprises
an edge (£) and a label (L). £ is an ordered pair comprising elements
of V (ie. &€= (v1,v2), where v1 # v9 and v1,vy € V) and L is an
n-tuple of which the first element enumerates the label (label, ...) of
the corresponding edge.

iii) Each edge (£) is defined by two mappings, namely
source : E —V

and
destination : E — V

representing the edge, £ = (source, destination), showing the direc-
tion of the edge from source to destination.

If the digraph has several edges between the same two vertices then these
edges are called multiple edges. If these edges have the same direction they
are referred to as parallel. The definition of a digraph allows for cycles. A
cycle is defined in terms of a walk. The definitions of a walk and a cycle are
given by Definitions 2.6 and 2.7 respectively [Bondy and Murty, 1976]. The
term distinct used in the definition of a cycle means that the vertex is not
repeated in the sequence.

Definition 2.6 ( Walk)

A walk in G is a finite non-empty sequence of alternating vertices and
edges, Wg = [vo €1 vy ... eg vg|. For an edge, e; € E, 1 < i < k, the
vertices (v; € V,1 <1 < k) on either side are v;—1 and v;. vy and vy,
are referred to the origin and the terminus of the walk respectively. e;
is either represented in € or L.

Definition 2.7 (Cycle)

A cycle in G is a walk in which vg = v, k > 1 and vy to vp_1 are distinct,
CG = [’U() €1 V1 ... €L Uo].

The graph for V' and E as defined below, is given in Figure 2.2. The
graph contains a cycle given by the sequence Cg = [b (e4) ¢ (e5) d (e6) e (e8) b].

13
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Figure 2.2: Example of digraph G

V = {a,bc,d,e, f}
E = {((aab)7(el )’

Not only are cycles defined in terms of walks, but so are paths. A path
can be seen a specialisation of a cycle. A path beginning at a specific vertex
in a graph and ending at another vertex of the same graph is given by
Definition 2.8.

Definition 2.8 (Path)

A path in G is a walk in which both the vertices, vy to vg , and
edges, e1 to ey , of the walk are distinct. A path in G is written as
PG = [Uo €1 V1 ... €, ’L)k].

The length of the path is the number of edges that the path comprises
of. An example of a path in digraph G presented in Figure 2.2 is given by
Pg = [b (e4) ¢ (e5) d (e6) e]. The length of Pg is 3.

2.2.3 Directed acyclic graph

A Directed Acyclic Graph (DAG) is a digraph without cycles [Bang-Jensen
and Gutin, 2007]. To convert the digraph in Figure 2.2 into a DAG, one
of the edges in the cycle would have to be excluded from the graph. For
example, if the edge labelled (e8) was excluded, a DAG would result with a
representation as given in Figure 2.3.

14
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Figure 2.3: Example of DAG G

2.3 Graph matching

The notion of graph matching entails the use of techniques to determine
the similarity between two graphs. Bengoetxea [2002] and Zaslavskiy [2010]
differentiate between exact and inexact graph matching. With exact graph
matching the graphs are said to be isomorphic, while with inexact graph
matching the graphs are homomorphic. Definition 2.9 defines exact graph
matching.

Definition 2.9 (Exact graph matching - Graph isomorphism)

Consider two graphs, G4(Va, E4) and Gp(Vp, Ep) where the number of
vertices in V4 is the same as the number of vertices in Vg, | Va |=| Vi |.
Suppose there exists a one-to-one mapping

F:Vy4—Vp
such that
{vi,v2} € By < {F(v1),F(v2)} € Ep

where, forn = A, B
E, = {el(e,1) € En}

Then F is referred to as an isomorphism, and G is said to be isomor-
phic to Gp.

The most extreme case of similarity is when the graphs are identical,
defined by Definition 2.10. This is also referred to as a graph automorphism
[Diestel, 2005].

Definition 2.10 (Identical graphs - Graph automorphism)

Two graphs, G4 and Gp, are identical if:

i) the set of vertices of G 4 is equal to the set of vertices of Gp, that
is V4 = Vp; and

ii) the set of edges extracted from the set of edge pairs of G4 (E';) is
equal to the set of edges extracted from the edge pairs of Gg (E'3),

15
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that is E'y = E'g.

Identical graphs will have the same diagrammatic representation [Bondy
and Murty, 1976]. Non-identical graphs may have the same diagrammatic
representation and may be found to be isomorphic if the graph matching
property of the number of vertices of the two graphs are the same and there
exists a bijective mapping function F.

When the graph matching property of | V4 |=| Vi | does not hold, no
graph isomorphism can be determined and the problem changes from finding
exact matches between vertices to finding the best match between vertices.
These problems belong to the class of problems known as inexact graph
matching. In such cases, a non-bijective relationship between G4 and Gp
is sought [Bengoetxea, 2002], also referred to as a graph homomorphism.

In the sections that follow, the graph matching techniques are discussed
in more detail. The graph comparing algorithm presented in Chapter 5
makes use of the notions presented by these techniques for building a sub-
graph isomorphism.

2.3.1 Graph isomorphism

A graph isomorphism (iso - equal, morphism - shape), which holds for both
undirected and directed graphs, is a 1-to-1 mapping of the vertices in the
graph G 4 onto the vertices in the graph G such that the edges of the ver-
tices are preserved. The definition for exact graph matching (Definition 2.9)
is equivalent to the definition of a graph isomorphism [Bondy and Murty,
1976; Diestel, 2005; Bang-Jensen and Gutin, 2007].

The notation used to denote that graph G 4 is isomorphic to graph Gp
is given by G4 = Gp.

Consider the following two textual representations and their respective
graphical representations (given in Figures 2.4 and 2.5) of graphs G4 and
Gp.

Vi ={a,b,c,d,e}
Ex={({a,0},0), ({b,c}, (), ({e,d}, (), ({d, a}, (), ({a, e}, (), ({e. d}, )}
Ve ={g,h,i,j,k}
Ep ={({k, 9}, (). {9, 1}.0), (R i}, 0), ({5, 53, 0), {4, k3 O), ({F i3, 0) )

From their respective figures, G4 and Gp look different. By applying
Definition 2.9 it can be shown that G4 and G g are isomorphic. The first
part of the definition states that the number of vertices in each of the graphs
must be equal, G 4 has 5 vertices and so does Gp. The second requirement
of the definition requires that some mapping JF between the vertices can
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Figure 2.4: Visual representation of example graph G 4

Figure 2.5: Visual representation of example graph Gp

be found such that the edges of G4 are preserved in Gp and vice versa.
There exists such a mapping, F(a) = i, F(b) = h, F(c) = ¢g,F(d) = k and
F(e) = j. The set of edges extracted from G4 is given by:

Ey = {{a,0},{b,c},{c.d}, {d,a},{a e}, {e d}}

By applying the mapping F to E;, the following set of edges result:

Ep = {{F(a), FO)}{F (1), Fle)}, {F(c), F(d)}, {F(d), F(a)},
{F(a), F(e)},{F(e), F(d)}}
= {i,h}Ah gb g, k) Ak, i} i 53 {0, k)
The edges of E'; map directly onto E’;; therefore G4 = Gp.

A graph isomorphism therefore compares the structures of graphs. The
vertex “names” and labels of the edges are merely used for referral purposes.

Subgraphs and graph isomorphisms

The definition of a subgraph is given by the Definition 2.11 [Diestel, 2005;
Bondy and Murty, 1976].

Definition 2.11 (Subgraph)

A graph G4 is a subgraph of Gg if V4 C Vg and E'y C E.

The notation used to show that G4 is a subgraph of Gp is given by,
G4 CGp.

17
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COe(eD GOm0

Figure 2.6: An edge Figure 2.7: An edge subdivision

Definition 2.12 (Subgraph isomorphism)

Graph G 4 is a subgraph isomorphism of Gg if Vo C Vg and there exists a
mapping F : Vo — Vg such that {vi,v2} € By <= {F(v1), F(v2)} €
E’,.

The subgraph isomorphism mapping needs only to preserve the edges of
the vertices defined in the subgraph (graph G4). Any edges that may exist
between vertices in G 4 and those only, need to be preserved in Gp.

Graph homeomorphism

A graph homeomorphism (homeo - similar, morphism - shape) is a topolog-
ical graph isomorphism. This means that if vertices can be added to one
graph to get another graph, then the graph is homeomorphic. The defini-
tion, given by Definition 2.14, adds vertices by using a technique called edge
subdivision (Definition 2.13) [Alekseev, 2013].

Definition 2.13 (Edge subdivision)

A subdivision of an edge {vi,v2} € E' of graph G results in the addition
of a vertex, say u, to graph G resulting in two edges {vy,u}, {u,v2} € E’.

Consider the edge given in Figure 2.6. The subdivision of the edge will
result in:

e the edge, (el), being removed from the graph,
e a vertex, ¢, being added to the graph, and

e the addition of two edges linking the additional vertex to the origi-
nal vertices that were linked by the original edge. Edge (el_1) links
vertices a and ¢ and (el_2) links vertex ¢ to vertex d.

Refer to Figure 2.7 for the result of the edge subdivision described above. It
is important that edge subdivision preserves edge direction in digraphs and
DAGs.

18
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Figure 2.9: Visual representation of example DAG Gp

Definition 2.14 (Graph homeomorphism)

Suppose that G a,Gp, Gy, G’y are graphs that conform to the following:

i) G’y (G'3) is derived from G 4 (Gp respectively) by a sequence of zero
or more edge subdivisions.

ii) Gy = Gy

Then G 4 and G g are said to be homeomorphic

The notation used to denote that two graphs G4 and Gp are homeo-
morphic is G4 =~ Gp.

Consider the two DAGs in Figures 2.8 and 2.9. Note that the vertex
naming need not have been the same, but for ease of discussion they have
been made to match.

For each of the digraphs in the figures, for each vertex in the graphs, the
in-degree and out-degree of the vertex can be determined. The in-degree
of a vertex is the number of edges entering the vertex and the out-degree

Figure 2.10: Visual representation of subdivided DAGs G, and G,
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the number of edges leaving the vertex. This information is summarised in

Table 2.1. Vertices that do not have values in the table are not in their

respective graphs. This means that there is no vertex g in graph G¢ and

graph Gp does not have vertices b and e. Applying a subdivision in the

respective graphs for these vertices will result in the graph given in Fig-

ure 2.10 which represents G, (edge subdivision denoted in blue) and G,
~ !

(edge subdivisions denoted in green) with G, = G',. It then follows that
G¢ and Gp are homeomorphic, Go ~ Gp.

a b ¢ d e f g h
Goe 0211113211121 20
Gp |02 13]21 21111(20

Table 2.1: In- and Out-degrees of vertices of G¢ and Gp

2.3.2 Graph homomorphism

In the mathematical field of graph theory a graph homomorphism (homo
- same, morphism - shape) is a mapping between two graphs that respects
their structure. More concretely it maps adjacent vertices to adjacent ver-
tices by preserving the edges. A homomorphism is defined in Definition 2.15
[Bang-Jensen and Gutin, 2007].

Definition 2.15 (Homomorphism)

Consider two graphs G4 and Gp. If there exists a mapping F : Vy —
Vg, such that {vi,v2} € EYy = {F(v1),F(v2)} € E5 then F is re-
ferred to as a graph homomorphism between G 4 and G, G 4 is said to
be homomorphic to Gp.

The notation used to denote that the graph G 4 is homomorphic to Gp
is G A — G B-

2.4 Graph transformation

Graph transformation, also referred to as graph rewriting or graph reduction,
is a technique used to transform one graph to another by following a set
of rules, or algorithm [Heckel, 2006]. Graph transformations are used to
generate, manipulate and evaluate graphs [Andries et al., 1999].

Definition 2.16 provides a general definition for a graph transformation
[Andries et al., 1999]. The basic idea of the graph transformation process is
to iteratively apply a rule, from a set of rules or as defined by an algorithm,
to a graph, thereby transforming the original graph to a new graph.
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Definition 2.16 (Graph transformation)

A graph transformation comprises of a set of graph rewriting rules of
the form X — %.

Z is the left-hand or pattern side of a particular rule. It may
represent a vertex, an edge or a subgraph of G, ¥ C G.

Z is the right-hand or replacement side of a particular rule. As
with £ it may represent a vertex, an edge or a subgraph to
be inserted into G.

A rule is applied to G by finding an (all) occurrence(s) of £ in G and
replacing it (them) with % thereby transforming G.

Each rule in the set is applied to G.

The process of inserting &% into graph G requires the vertices in &% to
be connected to what is left of G when .Z has been removed. After a
graph transformation rule has been applied to a graph G, the graph will be
rewritten as G = (G — ) + Z%.

To illustrate a graph transformation, consider the following set of graph
rewriting rules for a digraph G:

Rule 1: (L) — (L, update), where (L) € L
Rule 2: {((a,b),L)} — {((a,¢),(el-1)),((c,b),(e12))}, where L € L

Rule 3: {((X,Y),L1), (Y, X),L2)} — {((X,Y), L1+ Ly)}, where X,Y €
Vand L1,Ls € L

Rule 1 is a general rule for updating the edge n-tuple of all edges in G
represented by a single label to a pair including the original label as first
element of the pair and “updated” as the second element.

Rule 2 is an example of edge subdivision as illustrated by Figures 2.6
and 2.7. Tt is also defined to find a specific occurrence specified by £ and
replace it with a specific £ in G. The rule could have been written in a
general form to cater for all edge subdivisions. A general version of the rule
is given by Rule 2.1.

Rule 2.1 (Edge subdivision)
{((X,Y), L)} —{((X,2),L1),(Z,Y), L2)}, where X,Y € V, L e L

In the edge subdivision rule, Z after transformation becomes an element
of V, V =V 4+ Z and the edge pair represented by .Z is removed from E and
the two edges represented by Z are included in E, E = FE + ((X,Z),L1) +
((Z,Y),L2)—((X,Y), L). This general transformation will need to be guided
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Figure 2.11: Initial graph G before transformation

(e2,update)
1
° (e3,update) (ed,update)

Figure 2.12: G after Rule 1 has been applied iteratively

by specific values for X, Y, Z, L, L1 and Ly such as in the example given by
Rule 2 above.

Rule 3 represents a general rule for removing cycles from G which com-
prises of two vertices and two edges.

An example digraph to which the set of graph rewriting rules is to be
applied is given in Figure 2.11. A sequence of figures will be presented
showing how the rules when applied in the order given and iteratively for
the particular rule will transform the graph G. After application of Rule 1,
which updates the labels, to G, the graph transforms to the digraph given in
Figure 2.12. The second rule, Rule 2, subdivides the walk [a (el,update) b
to the walk [a (el1) ¢ (elz) b] as shown in Figure 2.13. Application of Rule
3 could result in two final graphs if there is no specification as to what the
specific values of the variables in the rule should be. These final graphs are

given in Figures 2.14 and 2.15.
° (e2,update)
(e5,update)

(e4,update)

(e3,update)

Figure 2.13: G after Rule 2 has been applied iteratively
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e2e5,updateupdate)

Figure 2.15: Alternative final G after Rule 3 has been applied iteratively

2.5 Conclusion

This chapter has provided a basic overview and definitions for concepts that
are to be discussed or expanded on in further chapters of the thesis. Con-
cepts to define basic graph types, graph matching and graph transformations
were discussed.

The most important definition is the definition of an undirected graph,
given by Definition 2.4, which defines a graph taking the desired properties
of a graph into account as required in future chapters. This definition and
the properties are then slightly modified to define a digraph as a special
type of graph. The definition of a digraph will be used for specifying the
algorithm defined in Chapter 5.

A broad overview of graph matching was given, defining both exact and
inexact graph matching. The exact graph matching techniques are more
relevant in this thesis, and therefore the discussion concentrated on these,
only mentioning the inexact graph matching notion of a homomorphism
for purposes of comparison. Exact graph matching includes determining
whether two graphs are isomorphic and more specifically whether one is a
subgraph isomorphism of the other. The special case of a graph isomor-
phism, referred to as a graph homeomorphism is presented as well in order
to introduce the technique of edge subdivision which is to be used by the
graph transformation algorithm in Chapter 5.
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Chapter 3

Complexity Theory

3.1 Introduction

This chapter presents an overview of complexity theory. It contains well-
known results in computer science and is provided to contextualise and
present arguments in chapters that follow.

According to Black [2004a], complexity is defined as:

“The intrinsic minimum amount of resources, for instance, mem-
ory, time, messages, etc., needed to solve a problem or execute
an algorithm.”

Complexity in this chapter will focus on time complexity, or processor
usage, than it will on space complexity, or memory usage. Complexity will
be discussed in terms of the Big-O notation in Section 3.2 and complexity
classes in Section 3.5. As a precursor to complexity classes a decision prob-
lem will be defined and a discussion of Turing machines will be presented.

3.2 Big-O notation

Big-O is the notation most commonly used in mathematics to specify asymp-
totic complexity, or the rate at which a function, f(n), grows [Drozdek,
2008]. In computer science, the Big-O notation is mostly used to classify
the time complexity of an algorithm in terms of its execution time. The
notation can also be effectively used to represent the space complexity of a
data structure or algorithm in terms of its memory usage during execution.

The classification of algorithms and data structures in terms of the Big-O
notation presents the worst-case time or space complexity for the algorithm
or data structure [Harel, 1992]. Comparing the classifications of algorithms
enables comparison between the algorithms to take place. These compar-
isons are typically on algorithms that perform similar functions, possibly
with different underlying data structures either in terms of execution time
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Execution time

Number of elements

—0(1) —0O(log n) — O(n) —0O(n"*2) —O(n"k) — Ok n)
Figure 3.1: Common Big-O notation execution times

or memory usage during execution. In many cases, the algorithms perform
adequately under normal conditions and the Big-O notation should be used
taking the application in which the algorithm is used into consideration.

Common Big-O notation orders are given in Table 3.1. The notations are
ordered beginning with the slower growing functions [Drozdek, 2008; Harel,
1992; Preiss, 1998]. The descriptions in the table explain the notation with
respect to time and space complexities respectively.

A comparison of the execution times of the Big-O notation orders is given
in Figure 3.1. As can be seen from the figure, moving through the execution
order drastically influences the execution time. The further down the order
the longer the execution time that is required for fewer elements. The classi-
fication of algorithms according to execution time for specific function orders
relate directly to the complexity classes to which algorithms belong. These
complexity classes will be discussed in Section 3.5. Space based complexities
present a similar figure, with the vertical access representing memory usage
instead of execution time.

3.3 Decision problems

A decision problem is a problem that can be answered with either a “yes” or
a “no” as answer. The purpose of a decision problem to determine whether
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Notation O(f(n))

Name

Description

o)

Constant

Time: The execution time remains the same for
any number of input elements.

Space: The memory used is independent of the
size of the input.

O(logn)

Logarithmic

Time: The execution time initially rapidly in-
creases and then flattens off as the number of
input elements increases.

Space: The memory usage stabilises for a large
number of input elements.

Linear

Time: The execution time of the algorithms
increases at the same rate as the number of input
elements increases.

Space: The memory used is directly propor-
tional to the number of input elements.

Quadratic

Time: The execution time of the algorithm is
directly proportional to the square of its number
of input elements.

Space: The memory usage is the number of
input elements squared.

OmF),k>1

Polynomial

Time: The execution time reaches an upper
bound for a polynomial expression in relation
to the number of input elements.

Space: The amount of memory needed to solve
a problem is polynomial.

O(k™), k> 1

Exponential

Time: The execution time of the algorithm will
increase by k for each additional input element.
Space: The memory required to solve the prob-
lem will increase by k(™) where p(n) is a poly-
nomial function of the space requirement for the
input elements.

Table 3.1:

Common Big-O notation function orders
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a certain property holds or not. [Drozdek, 2008; Harel, 1992]

Specific instances of the problem require specific values as parameters
and variables to be specified. A problem is decidable if there is a solu-
tion that answers the question for each instance, otherwise it is undecidable
[Homer and Selman, 2011]. Problems are referred to as tractable, if there
is an algorithm that will admit a solution in reasonable time, otherwise it
is intractable [Harel, 1992]. The only difference between a problem being
decidable or tractable is related to time. For a problem to be tractable,
every instance must be solvable in polynomial time. For a problem to be
decidable, it must be solvable for every instance with no time specification
given.

A deterministic algorithm defines a unique sequence of steps that must
be followed to achieve the result for the specified input. A nondetermin-
istic algorithm is an algorithm that uses operations that take a “guess” at
what decision is to be made. A nondeterministic algorithm solves a decision
problem if there is a path in the decision tree that leads to a solution that
answers the question. The algorithm is polynomial if it reaches a solution in
the decision tree in O(n*), where n is the size of the problem space [Drozdek,
2008].

3.4 Turing machines

A Turing machine, described by Alan Turing, is a theoretical model of a
computing machine. A Turing machine consists of a read/write head and a
linear tape comprising of cells in which symbols are written and read [Homer
and Selman, 2011]. A Turing machine can be viewed as a computer with a
fixed algorithm [Harel, 1992] and therefore the terms Turing machine and
algorithm will be used interchangeably.

The definition for a deterministic single tape Turing machine is given by
Definition 3.1 which has been adapted from definitions by Rayward-Smith
[1986], Bovet and Crescenzi [2006] and Homer and Selman [2011].

Definition 3.1 (Deterministic Turing machine)

A deterministic Turing machine is a 6-tuple with M = (Q,>_, I, P, qo, F),
where:

1. Q is a finite set of states,

2. " is a finite set of symbols called the tape alphabet, of which the
blank symbol, _, is always an element,

3. I is the set of input symbols with I C > \{.}

4. P is the program defined by the partial function
P (Q\F) x 3. — Qx> x{L, R, 0},
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5. qo is the initial state,

6. ' C Q is the set of final states.

In the set {L, R,0}, the L denotes a one cell move to the left by the
Turing machine read/write head, R one cell move to the right and 0 no
move. The program, P in state ¢ € {Q\F'} taking a symbol s € >, written
as P(q, s) is either undefined or a unique element of @ x > x{L, R,0}. For
P(q,s) = (¢',¢',x) with ¢ € Q, s € > and = € {L, R,0}, the 5-tuple
(¢,8,q', s, x) will then appear in the program listing.

Intuitively, it would be expected that a multi-tape Turning machine
would be more efficient than a single-tape Turing machine. In order to
define a multi-tape Turing machine, with k tapes, the function defined in
Definition 3.1 needs to be replaced by the following function [Bovet and
Crescenzi, 2006; Homer and Selman, 2011]:

P:(Q\F) x YF = Q x S2F x{L, R,0}*,

Whether a multi-tape or single-tape Turing machine is used, complexity
classes, including polynomial time classes, remain unaffected. Furthermore,
every multi-tape Turing machine also has an equivalent single-tape Turing
machine [Homer and Selman, 2011].

The definition of a nondeterministic Turing machine is given by Defini-
nition 3.2 [Rayward-Smith, 1986; Homer and Selman, 2011].

Definition 3.2 (Nondeterministic Turing machine)

A nondeterministic Turing machine is defined by the same 6-tuple as with
a deterministic Turing machine except that the program P is defined by
the function:

P (Q\F) x 3 = 2(Q x 3 x{L, R,0})

There is a distinction between a deterministic and a nondeterministic
Turing machine [Bovet and Crescenzi, 2006]. In a deterministic Turing ma-
chine at most one action can be performed when in a particular state and
taking a specific symbol, while in a nondeterministic Turing machine more
than one action may exist for the state taking the specific symbol. In the
function of a nondeterministic Turing machine, Z(Q x>  x{L, R,0}) defines
the power set of @ x > x{L, R,0}. The power set represents all subsets of
Q x>, x{L,R,0}, which can be written as:

/

P(qv 8) = {(Qia 5,15 :El)v (qév 5/27 582), ceey (q;u sna fEn)} fOI' n Z 1
If n=1or P(q,s) =0, then the Turing machine is deterministic [Rayward-

Smith, 1986; Homer and Selman, 2011].
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3.5 Complexity classes

A complexity class is a collection of problems that can be accepted by a
Turing machine with the same resources. The two most common complexity
measures used to represent the resources used by the Turing machine are
time and space [Homer and Selman, 2011].

TIME is the number of steps it takes a Turing machine to execute for
input n. SPACE denotes the amount of Turing machine cells used by the
Turing machine to execute for input n [Bovet and Crescenzi, 2006].

Definition 3.3 defines the time complexity classes for the time required
by a deterministic Turing machine and a nondeterministic Turing machine
to solve a decision problem [Homer and Selman, 2011]. Definition 3.4 defines

deterministic and nondeterministic space complexity [Bovet and Crescenzi,
2006].

Definition 3.3 (Time complexity classes)

A decision problem, with an input of size n and a time-constructible
function t taking time t(n) steps before halting, belongs to the complexity
class:

e DTIME(t(n)), if it is solved by a (deterministic) Turing machine
in time O(t(n)), and

e NTIME(t(n)), if it is solved by a nondeterministic Turing machine
which runs in time O(t(n))

Definition 3.4 (Space complexity classes)

A decision problem, with input n and a space-constructible function
s that uses exactly s(| n |) tape cells before halting, belongs to the
complexity class:

e DSPACE(s(n)), if it is solved by a (deterministic) multitape Turing
machine using O(s(| n |)) memory, and

o NSPACE(s(n)), if it is solved by a nondeterministic multitape Tur-
ing machine which uses memory of O(s(| n |))

Further discussions in this thesis relate to time-bound complexity. Def-
inition 3.3 defines two general time-bound complexity classes, DTIME and
NTIME, for solving by a Turing machine.

Two common complexity classes in polynomial time, t(n) = n* k >
1,k € N, are P and NP respectively. P is the abbreviation for “polynomial
time”, while NP is the abbreviation for “nondeterministic polynomial time”.
Definition 3.5 provides a formal definition of P and NP respectively in terms
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of the time complexity classes given by Definition 3.3 [Homer and Selman,
2011; Drozdek, 2008].

Definition 3.5 (Complexity classes P and NP)

e P=U{DTIME(n*)|k > 1,k € N} and
e NP = U{NTIME(n*)|k > 1,k € N}

From Definitions 3.3 and 3.5 it can be deduced that a decision problem
belongs to complexity class P, if it can be solved in polynomial time by
a deterministic Turing machine (algorithm). Likewise, a problem belongs
to complexity class NP if it is solvable by a nondeterministic Turing ma-
chine (algorithm) in polynomial time. Furthermore, a deterministic Turing
machine and therefore P is contained in NP, that is P C NP [Drozdek, 2008].

It is still an open question whether P = NP or whether P C NP. Ac-
cording to [Drozdek, 2008; Harel, 1992], there is evidence suggesting that
no single member of a certain subclass of NP problems can be solved deter-
ministically in polynomial time—i.e. that only nondeterministic polynomial
solutions are possible. This is the so-called NP-Complete complexity class
of problems. A formal definition for the NP-Complete complexity class is
given in Definition 3.6 [Drozdek, 2008; Homer and Selman, 2011]. This def-
inition also provides a means by which a decision problem can be shown to
be NP-Complete [Bovet and Crescenzi, 2006].

Definition 3.6 (Complexity class NP-Complete (NPC))

A decision problem is NP-Complete, if:
e it is in NP; and

e every problem in NP can polynomially be reduced to this problem.

From the definition of NP-Complete, it is clear that :
e NP-Complete problems are contained in NP; and

e if a polynomial time algorithm were to be found for one NP-Complete
problem, then there would be a polynomial time algorithm for all
problems in the NP-Complete complexity class by using polynomial
reduction [Harel, 1992; Drozdek, 2008]. Refer to Definition 3.7 for an
explanation of polynomial reducibility.

An alternative definition for NP-Complete is to state that a decision
problem is NP-Complete if it is in NP and also in the set of NP-Hard prob-
lems. Further discussion regarding NP-Hard decision problems will be pre-
sented when the definition of NP-Hard is given in Definition 3.8.
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The notion of a problem being NP-Complete is very important, as many
examples of problems exist that are classified as NP-Complete [Homer and
Selman, 2011]. Examples of such problems are those concerned with schedul-
ing and matching [Harel, 1992].

Polynomial time reducibility defines how one decision problem can be
transformed to another decision problem in such a way that the results
of the two decision problems are the same [Bang-Jensen and Gutin, 2007;
Homer and Selman, 2011; Bovet and Crescenzi, 2006]. The definition is
presented by Definition 3.7.

Definition 3.7 (Polynomial time reducibility)

A decision problem D; is polynomially reducible to a decision problem
Do, Dy <P D», if a polynomial time Turing machine (algorithm) exists
that transforms each instance of decision problem D; to an instance of
Do

If D; <P D, and if the complexity of Dy is polynomial or worse, then
the complexity of D; is no worse than that of Dsy. If complexity of Do is
less than polynomial, then D;’s complexity may be worse than that of Do,
but it will be at worst, polynomial—as per the transformation.

Nondeterministic polynomial time hard (NP-Hard) problems are at least
as hard as the hardest problems in NP. The formal definition for the NP-
Hard complexity class is given by Definition 3.8 . The definition makes use
of the notion of polynomial reducibility of decision problems in NP [Homer
and Selman, 2011; Bang-Jensen and Gutin, 2007].

Definition 3.8 (Complexity class NP-Hard)

A decision problem D is NP-Hard if and only if all NP problems are
polynomially reducible to D.

It can be shown that if the problem is NP-hard and also belongs to NP,
then it is NP-Complete [Bang-Jensen and Gutin, 2007]. It can also be shown
that all NP-Complete problems are NP-Hard problems, but not all NP-Hard
problems are NP-Complete.

Efficient methods to solve NP-Complete and NP-Hard problems have
not as yet been found. These problems are therefore classed as intractable.
Many techniques have been developed to deal with algorithms that are in-
tractable, including the use of approximation algorithms. An approximation
algorithm is an inexact way of solving the problem, that may offer guaran-
teed performance with close to optimal solutions [Harel, 1992; Homer and
Selman, 2011].

From the discussion of complexity classes presented in this section, the
following facts are known for polynomial time Turing machine (algorithms)
decision problems:

31

© University of Pretoria



YUNIBESITHI YA PRETORIA

&
&
" UNIVERSITEIT VAN PRETORIA
./ UNIVERSITY OF PRETORIA
A 4

[]
]
[]
Ll
(]
]
Ll
(]
(]
1
]
[}

NP-Hard

1
]
1
]
]
]
Ll
]
[]
]
Ll
[]

Figure 3.2: Relationship between polynomial time-based complexity classes

e P C NP

e NP-Complete C NP
e A decision problem D is NP-Complete if D is in NP and D is in NP-
Hard
From these facts, the relationship between the polynomial time complexity
classes can be diagrammatically presented as given in Figure 3.2.

3.6 Conclusion

This chapter has presented a brief overview of complexity theory in terms
of the Big-O and complexity classes. The contents of the chapter is by no
means an in-depth study of complexity theory, but provides an overview to
understand the classification of the algorithms in the chapters that follow.
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Chapter 4

Implementing Digraphs

4.1 Introduction

There are different techniques to implement digraphs and algorithms that
can be applied to digraphs. As this chapter will be discussing the imple-
mentation of digraphs in terms of computer science concepts, it is necessary
to specify the terminology to be used. Some people talk about nodes and
arcs when talking about implementations of digraphs on a computer. These
terms relate to vertices and edges respectively as already defined in Chap-
ter 2. For the purposes of consistency, the mathematical terminology of ver-
tices and edges will be used in the thesis when referring to both the graph
theory and the implementation of the digraphs in a computer language.
The chapter will present an overview of implementation techniques and
algorithms used in the implementation of the Graph Trans-morphism Al-
gorithm, which is introduced in Chapter 5, and the Graph Comparison
Framework, introduced in Chapter 6. The Graph Trans-morphism Algo-
rithm makes use of a set-based representation of a graph to build a subgraph
isomorphism of one graph in terms of the other. This subgraph isomorphism
is used by the framework along with the original graphs for graph matching.
The implementation techniques presented in Section 4.2 will be con-
trasted in terms of their basic operations taking only time complexity into
account. On the other hand, the algorithms and graph-based problems pre-
sented in Section 4.3 will be specified in terms of their time complexity, their
space complexity and the respective complexity classes in which they fall.

4.2 Implementation techniques

There are two well-known techniques for implementing a digraph for comput-
ing purposes. The first is as an adjacency matriz and the second, by using
adjacency lists [Bang-Jensen and Gutin, 2007]. Other techniques exist which
take into consideration the disadvantages of the common techniques and try
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vj

a b ¢ d e f
a|0[1]1]0]0]1
b|{0[0|1]|]0]|0]1
UicOOOlOO
dl0o|0]0][0]1]0
e(0]1[0]0]|0]O0
f10]0[0]|0]|0]O

Table 4.1: Adjacency matrix for digraph in Figure 2.2

to mitigate these for a particular situation. The majority of these techniques
still rely on a basic matrix or list structure (or both) for representation.

A third technique, proposed by Barla-Szabo et al. [2004] is based on the
notion of digraphs being represented as a set of triples. The technique has
successfully been implemented in a toolkit called GraTe-Tk [Koopman, 2009
and will also be discussed as an implementation technique for digraphs.

4.2.1 Adjacency matrix

The adjacency matriz for a digraph, as defined in Definition 2.5, is given
in Definition 4.1 [Bang-Jensen and Gutin, 2007; Diestel, 2005, with E’ de-
fined as a set of all the edge pairs of E. E’ has been formally defined in
Definition 2.9.

Definition 4.1 (Adjacency matriz)

For a digraph, G = G(V, E), the adjacency matrix is an n X n matrix,
where n represents the number of vertices in G (n =| V' |). The matrix
is given by Ma(G) = [ma, ], 1 < i,j < n where:

m B 1 if(vi,vj) er
4is =0 otherwise

The digraph given in Figure 2.2, is represented as an adjacency matrix in
Table 4.1. The resulting matrix is a 6 x 6 matrix with the rows representing
the source vertices, v; € V, and the columns the destination vertices, v; €
V. If there is an edge (vi,v;) € E', then my,; = 1. If there is no edge
between the vertices then my4, ; = 0. Note that the principal diagonal of the
adjacency matrix (that is m4, ; where i = j) will always be 0 as the digraph
definition does not allow for loops.

The problem with this representation is that for a sparse digraph with
many vertices, many entries in the matrix will be 0 thereby wasting space
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€j

(@) (1,0 (a.f) (o) (ed) (de) (b.f) ()

a -1 -1 -1 0 0 0 0 0

b 1 0 0 -1 0 0 -1 1
. clo 1 0 1 [ 1] 0 0 0
Y od 0 0 0 0 1 -1 0 0
e 0 0 0 0 0 1 0 -1

f 0 0 1 0 0 0 1 0

Table 4.2: Incidence matrix for digraph in Figure 2.2

in the data structure representation. Even the example given in Table 4.1
only covers 8 out of the potential (6 x 6) = 36 edges. This includes the six
edge representations along the principal diagonal which are 0.

Incidence matrix

The adjacency matrix should not be confused with an incidence matrix,
which can be used as yet another matrix-based representation. The def-
inition of an incidence matrix is given in Definition 4.2 [Bang-Jensen and
Gutin, 2007; Diestel, 2005; Drozdek, 2008]. The rows of the matrix represent
the vertices in V' and the columns the edges in E’.

Definition 4.2 (Incidence matriz)

For a digraph, G = G(V, E), the incidence matrix is an m X n matrix
given by M;(G) = [my, ;] wherem =|V |, n=| E'|[,1<i<m,1<j <

n and:
-1 ifej=(vj,z) € Bz eV
mr,; =4 1 ifej=(v,v;)) e B,z eV
0 otherwise

A directed edge leaving a vertex v;, the source, is represented by —1 in
the matrix. An incoming edge to a destination vertex v; is represented by
1 and if there is no edge for the combination (v;,x) or (z,v;), a 0 is used.
The incidence matrix representation of the digraph given in Figure 2.2 is
presented by the incidence matrix in Table 4.2.

4.2.2 Adjacency list

An adjacency list is represented by an array of size n (n is the number
of vertices of the digraph) of lists. In the majority of representations, the
array represents the source vertex of the edge and the corresponding list all

35

© University of Pretoria



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

%
g

éééé?
i

Figure 4.1: Adjacency list: source F“igure 4.2: Adjacency list: destina-
tion

the destination vertices from that source vertex, (source, destination) € E'.
This maps directly to the entries with a —1 in the incidence matrix for
the same graph. A second adjacency list representing the 1 entries of the
incidence matrix for the particular graph will also adequately represent the
graph [Bang-Jensen and Gutin, 2007]. The digraph in Figure 2.2 translates
to the the adjacency list representation given in Figure 4.1 where the array
of vertices represents the source vertices of an edge and the elements in
the corresponding linked list the destination vertices. Figure 4.2 is the
representation of destination vertices in the array and their corresponding
source vertices in the lists.

4.2.3 Set of triples

Barla-Szabo [2002] defines a digraph as a set of arrows. Each arrow is repre-
sented by a triple comprising of the elements: source, label and destination.
The source represents the start vertex of the arrow, destination the end
vertex, and label the arrow nomenclature. The order of the elements of
the triple are important in the definition of an arrow. An arrow begins at
the source, has a label and ends at the destination as shown in Figure 4.3
[Barla-Szabo, 2002; Barla-Szabo et al., 2004]. The digraph in Figure 2.2
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label .
destination

Figure 4.3: An arrow (source, label, destination)

translates to the following set of arrows:

G = {(a,(e1),b),
a, (€2)

o
~

(a, (
(a, (
(0, (
(c,(eb
(d, (
(0, (
(e (

€,

For the purposes of the discussions to be presented in this thesis, the
representation of a digraph in terms of triples will be standardised to comply
with the definition as presented by Definition 4.3.

Definition 4.3 (Digraph - Set of triples)

A digraph is characterised by a set of triples, G = {t1,ta, ..., tn}.

Each triple, t; = (source,destination,label),1 < i < n, represents an
edge of the graph, with source # destination.

The source and destination elements represent the start and end ver-
tices of the edge respectively. Each edge is identified by a label.

From this definition, the graph representation of the digraph in Fig-
ure 2.2 is given as:
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These two representations, (source, label, destination) and (source,
destination,label), of a digraph are isomorphic and can therefore be used
interchangeably as shown by the taxonomy of directed graph representations
presented by Barla-Szabo et al. [2004, page 263].

The set of triples definition of a digraph can also be mapped onto the
digraph definition presented in Definition 2.5. From Definition 4.3 it can be
deduced that:

e The number of edges defined in the digraph is n. This means that
| E | for E as defined in Definition 2.5 must also be n.

e The set of all vertices in the graph is the union of all the source and
destination vertices for all triples. The resultant set is equivalent to V'
as defined in Definition 2.5.

e A triple of the form (source,destination,label) can be rewritten in
the form ((source, destination), label) without loosing meaning by ap-
plying the left associative operator [Barla-Szabo et al., 2004] . This
representation can subsequently be mapped to the form defined by
Definition 2.5 for an edge pair in E. The first element of the pair
represents the edge, (source, destination) € £. The second element of
the pair represents the label, label € L.

e The definition does not allow for loops due to the requirement source #
destination.

e A graph may be empty, G = {} = (. This was one of the required
properties specified in Section 2.2.

It follows that the “Set of triples” representation of a digraph given by
Definition 4.3 is an equivalent representation to the digraph representation
as presented by Definition 2.5.

An advantage of defining a digraph as a set of triples is that well defined
and behaved set operations, such as U,N, — can be performed on the set.
A minor disadvantage of the set of triple representation is that a graph
comprising of one or more unconnected vertices cannot be represented. Each
vertex needs to be connected to at least one other vertex. An empty graph
can however be represented using the set of triple notation.

4.2.4 Comparison

This comparison between the three implementation techniques is on the
data structure level. The focus is on the construction, initialisation and de-
struction of the digraph as well as on inserting, deleting and finding vertices
and edges in the respective data structures. Algorithms for graph traversal,
searching, matching are discussed in Section 4.3.
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For the purposes of comparison a digraph comprises of v vertices and €
edges. Any digraph cannot have more than v? edges, that is 0 < e < v2.
It is assumed that the implementation of the set data structure, used to
implement the set of triples, is based on a data structure defined within the
binary tree data structure classification hierarchy. Drozdek [2008] mentions
that implementing a set as a red-black tree speeds up insertion and deletion
to O(logn). According to The C++ Resources Network [2013], the order
for these two operations in the C++ STL is O(logn), leading one to believe
that the C+4 STL makes use of some binary tree representation.

Table 4.3 presents the time complexity of data structure specific oper-
ations for each of the implementation techniques. A distinction is made
between the construction of the data structure and the initialisation of the
data structure. The construction of the data structure results in memory
for the data structure to be allocated. The initialisation of the data struc-
ture is the action of giving the memory allocated during construction initial
values. A distinction is also made between operations for inserting, deleting
and finding a vertex and the operations for finding an edge [Preiss, 1998;
Drozdek, 2008].

It should be noted that the table presents general Big-O notation orders
for the different operations. It is possible to improve on the Big-O-notation
order by applying clever tweaks when implementing the algorithm. For
example, finding the adjacent list of vertices in an adjacency list is O(1),
finding a specific vertex will be O(v/e). The order sequence in which the
vertices are specified within the data structure also plays a role, for example
finding an edge between two vertices in an adjacency list is O(v/e) if the
vertices in the vertex array are unsorted and O(log(v/€)) is they are sorted.

From the time complexity orders presented in Table 4.3 it can clearly be
seen that the majority of the operations exhibit O(n) time complexity. All
operations in the adjacency list implementation technique are of O(n) time
complexity, except finding a vertex which performs in constant time. Most
adjacency matrix representation operations require O(n) or less. Insertion,
deletion and finding of edges in the adjacency matrix is a constant time
lookup. It is only initialisation and destruction that performs worse and
in polynomial time. If the data structure is not continuously deleted and
reinstated, this performance is not a problem as it will only take place
at system startup and system shutdown. The set of triples implementation
fares well, since the majority of the operations are in linear time, while those
that will be used the most in the basic manipulation of the data structure are
in logarithmic time, O(logn). Insertion and deletion of individual vertices
in the set of triple implementation does not apply. Overall, the set of triple
implementation technique performs better than the other two techniques
for basic operations of creation, destruction, deletion, insertion and finding
specific elements.

The space usage in memory of each of the implementation techniques
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(a3

Graph implementation technique
Operation Adjacency | Adjacency Set of
matrix list triples
construction o) O(v) o)
destruction O(v?) O(v+e) O(e)
initialisation O(v?) O(v) O(e)
insertion vertex: O(v) O(v) n/a
edge: O(1) O(e/v) O(loge)
deletion vertex: O(v) O(e) n/a
edge: O(1) O(e/v) O(loge)
find vertex: O(v) o(1) O(e)
edge: O(1) O(v/e) O(loge)
next vertex: O(v) O(v) O(e)
edge: O(v) O(v+e) O(e)

Table 4.3: Comparison of graph operations with regards to the implemen-
tation technique

can also be compared. Space used by an adjacency matrix is O(v?) while an
adjacency list uses O(v+-e€). The space used by a set of triples is O(3xv). In
summary, adjacency lists and set of triples implementations exhibit a linear
space usage order, O(n). The adjacency matrix implementation exhibits a
quadratic space usage order, O(n?).

For sparse graphs, an implementation technique with a linear space order
is better. A sparse graph is a graph in which € tends to be less than O(v) in
terms of space usage [Diestel, 2005]. The situation for dense graphs, in which
€ tends to be closer to v? [Preiss, 1998], the adjacency matrix implementation
technique already makes provision for representation for exactly v? elements.
The adjacency list implementation may be at worst having a space usage
that is polynomial in order, while the set of triples would still be quadratic,
but on average be worse off than the adjacency matrix implementation.

4.3 Problems and algorithms

This section mentions problems commonly associated with digraph-based
structures and briefly introduces algorithms for solving those problems. The
problems and algorithms are specified in terms of their space and time com-
plexity as well as the complexity class they belong to. The algorithms under
consideration are those that enable finding paths between vertices, travers-
ing the digraphs and finding a match between two digraphs . The categories
are presented in the sections that follow. Within each is a list of problems
or algorithms that relate to the category.
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As in the previous section, v will represent the number of vertices in the
digraph and e the number of edges.

4.3.1 Finding paths and traversal

Breadth First Search (BFS) - BFS is based on the notion of beginning

at a vertex and visiting all vertices that are siblings of the vertex before
visiting its children. [Bang-Jensen and Gutin, 2007; Korf, 1985].
Time complexity: O(v + ¢)

Space complexity: O(v)

Complexity Class: P

Depth First Search (DFS) - DFS is based on the notion of beginning

DFS

at a vertex and visiting all vertices directly reachable from the vertex
before the visiting the siblings of the vertex. The algorithm makes use
of backtracking [Drozdek, 2008; Bang-Jensen and Gutin, 2007; Korf,
1985].

Time complexity: O(e)

Space complexity: O(v)

Complexity Class: P

with iterative deepening (DFSID) - The DFSID algorithm re-
quires as parameters the source and destination vertices, as well as
the digraph in which the paths are to be searched for. The output of
DFSID is the set of paths between the specified source and destination
vertices [Luger, 2009; Korf, 1985].

Time complexity: O(e)

Space complexity: O(v)

Complexity Class: P

Graph accessibility problem (GAP) - The GAP algorithm answers the

question: “Is there is path between two vertices?” [Homer and Selman,
2011; Kriegel, 1986]

Time complexity: The complexity of the find edge operation was
presented in Table 4.3 and is dependent on the implementation
of the digraph.

Space complexity: O(log?v)
Complexity Class: P

Shortest path (SP) - Find the shortest path between two given vertices

in the graph.
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Time complexity: O(v + €)
Space complexity: O(v?)
Complexity Class: P

Dijkstra’s shortest path - The algorithm finds the distances from a given
vertex of a weighted graph to the other vertices in the graph [Bang-
Jensen and Gutin, 2007; Drozdek, 2008].

Time complexity: O(v?), but when using fibonacci heaps it reduces
to O(e +vlogw)

Space complexity: O(v)
Complexity Class: P

Travelling Salesman Problem (TSP) - Finds a hamiltonian cycle in a
weighted graph with minimal cost [Bang-Jensen and Gutin, 2007;
Harel, 1992; Sutcliffe, 2009).

Time complexity: O(v!). An approximation algorithms exist of O(v?3)
Space complexity: O(v) when bounded by conditions.

Complexity Class: The classic TSP is NP-Complete, variations ex-
ist that are NP-Hard.

4.3.2 Matching

In Section 2.3 definitions for graph matching were discussed in terms of
graph theory. These definitions included graph isomorphisms, graph auto-
morphisms and subgraph isomorphisms. This section looks at graph match-
ing problems. Graph matching problems are decision problems which ask the
question whether one graph is an isomorphism, automorphism or subgraph
automorphism of another. The graph automorphism problem is similar to
the graph isomorphism problem in that the graphs are identical.

The subgraph isomorphism problem is a decision problem for which the
question is: For two graphs G and H, does G contain a subgraph that is
isomorphic to H 2. This problem is known to be NP-Complete [Black, 2004b;
Bang-Jensen and Gutin, 2007; Harel, 1992].

The graph isomorphism problem is a generalisation of the subgraph iso-
morphism problem and is conjectured to be NP-Complete [Aaronson et al.,
2013]. This, however, is an open problem since no-one has been able to prove
that is it NP-Complete [Johnson, 2005; Bang-Jensen and Gutin, 2007]. Nev-
ertheless, it is known that the problem is contained in NP [Aaronson et al.,
2013]. There are no known polynomial time algorithms that can solve the
problem. There are, however, polynomial-time algorithms which are not NP-
Complete that solve the problem when certain restrictions are placed on the
graphs [Homer and Selman, 2011, Section 10.5]. The best time complexity
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algorithm to date to solve the graph isomorphism problem is based on an
algorithm by Babai and Luks [1983]. By adapting this algorithm, Zemly-
achenko was able to achieve a time complexity upper bound of 20(vvlogv)
[Johnson, 2005; Monroe, 2012].

4.4 Conclusion

This chapter provided an overview of techniques used to implement digraphs
as well as algorithms and problems associated with digraphs that have a
bearing on the study presented in this thesis. The techniques for digraph
implementation namely, adjacency matrix, adjacency list and set of triples,
were compared with each other taking both space and time complexities into
account. Algorithms and problems relating to graph traversal and matching
were presented along with their respective space and time complexities as
well the complexity classes to which they belong.

Forthcoming chapters will show how a variant of the graph matching
problem will be solved, relying on graphs represented as a set of triples and
the DFSID algorithm. The variant is not an NP-Complete problem and will
be solved in polynomial time. This enables the result of this study to be
applied to real world contexts.
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Chapter 5

Graph Trans-morphism
Algorithm

5.1 Introduction

The subgraph isomorphism problem, discussed in Section 2.3.1, answers the
question whether a particular graph is a subgraph isomorphism of another
graph. The solution to this problem is classified as NP-Complete, thereby
classifying it as a problem that is unsolvable in polynomial time. Refer to
Chapter 3 for a discussion on Complexity Theory and Section 4.3.2 for a
classification of the subgraph isomorphism matching algorithm.

This chapter proposes an algorithm to derive a subgraph isomorphism
for a given digraph using the specifications as presented by another digraph.
Instead of asking the question, “Is digraph Gy a (subgraph) isomorphism of
digraph G?”, a problem which is known to be NP-Complete, the algorithm
derives a (subgraph) isomorphism. This (subgraph) isomorphism, digraph
G, is derived using the information presented in digraph Gj; and Gy is
transformed to build digraph G¢ using the structure of GG; as a template.
The question then becomes a statement or assertion: “Digraph G¢ is a
(subgraph) isomorphism of digraph G, where G was derived by applying
a transformation on Gy to structurally represent Gy.”.

Prior to presenting an overview of the algorithm in Section 5.3, the ter-
minology used when referring to the specific digraphs used by the algorithm
is presented. A more detailed view of the algorithm is also presented, after
which the application of the algorithm and its results are discussed in Sec-
tion 5.4 by applying the algorithm to a toy application. The toy application
is solely used for the purpose of explanation.
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5.2 Terminology

In the introduction, three digraphs were mentioned, G, Gy and G¢. These
digraphs are referred to as the “Ideal”, “Model” and “Complier” respec-
tively and will be written as I, M and C which correspond to Gy, G
and G¢. The ideal represents a specification to which an implementation
(or approximation) of the specification, referred to as the model, should
adhere. In a perfect world, the model should exactly match the ideal. In
terms of graph theory, the model is then isomorphic to the ideal. In a less
than perfect world, the model may be a subgraph isomorphism of the ideal.
Unfortunately this is not always realistic, as the model does not necessarily
represent the information of the ideal in a similar format. A transforma-
tion applied to the model, to mould it into the format as presented by the
ideal, is therefore required in order for the comparison to take place. The
transformed model is referred to as the complier.

The ideal, I, and the model, M, digraphs are defined within a domain
of the universal set of all digraphs D, that is I, M € D. As the complier, C,
is a transformation of M to a representation of I in terms of structure, it
follows that C' is also in domain D, that is C' € D.

5.3 Algorithm

The algorithm provides a means to facilitate digraph matching of digraph
M and digraph I. By definition digraph matching requires common vertices
and a mapping, F : (v;,v;) € EYyy — (F(v;), F(vj)) € E}, between the
edges of the digraphs. This means that to enable matching with regards to
the algorithm, at least the condition Vj; C V7 must be true. If this condition
is not true, then there is no possibility of a match between I and M. If
this condition is true and there is a F then M is a subgraph isomorphism
of I. Refer to Definition 2.12. In many cases, due to the nature of M,
there is no such obvious F between the edges of M and those of I. The
algorithm provides a means to build this mapping by applying a series of
transformations on M to build C such that it is directly comparable to I.
The outcome of the algorithm is a complier for which Vj; C Vo and Vo C Vi
and it is guaranteed that there is a mapping between the edges of C' and
those of I. In fact this mapping results in Ei, C E} making C' a subgraph
isomorphism of I. The representation of M in terms of C is now directly
comparable to I.

The purpose of the algorithm is therefore to transform the digraph rep-
resenting the model to a digraph referred to as the complier by taking the
structure of the ideal into account. The premise of the algorithm is that
for digraphs I, M € D there exists a function 7 : D x D — D, such that
C=T{,M), C € D. The algorithm therefore takes two digraphs, I and
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M, as parameters and returns a third digraph, the derived complier C.

5.3.1 Algorithm overview

A high-level representation of the Graph Trans-morphism algorithm (7)) is
provided by Algorithm 1.

Algorithm 1 Graph Trans-morphism Algorithm (7)) — Overview
Require: I, M €D
Ensure: C €D

O =10

1
2: for every source and destination vertex combination in M do
3 determine all paths in I for this combination

4.  if paths are found in I then

5: add the paths to C

6 end if

7: end for

8 return C

Line 1 of the algorithm initialises digraph C' to the empty graph. This
is a valid assignment as per Definition 2.4, a generalisation of Definition
2.5. The for-loop defined by lines 2 to 7, iterates through every possible
combination of source and destination vertices that have been defined in
M. Using this source and destination vertex combination from M, line 3
computes all paths in I from the source vertex to the destination vertex.

Lines 4 to 6 include the paths into C' if found in I. This can be achieved
by applying the transformation given by Rule 5.1 for each path found to
digraph C.

Rule 5.1 (Add a path to digraph G)

[Ul ,Cl V2 ,CQ V3 ... Vi—1 »Ci—l Ui] —
Vo = Ve n{v,va,...,vi—1,v;} and
Eq = Eg N {((v1,v2), L1), ((v2,v3), L2), ..., (vie1,v5), Li—1)}

Once all combinations of source and destination in M have been ex-
hausted, C represents a digraph, possibly disjoint, of the information repre-
sented by M in terms of the representation defined by I. C is also in domain

D.

5.3.2 Possible outcomes of algorithm 7

One or more identifiable outcomes of algorithm 7 exists with regards to
the resultant complier, C'. Details of these outcomes will be presented in
Chapter 7 where the outcomes will be illustrated using examples. In this
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section the possible outcomes will be mentioned and a short description of
each will be presented.

Outcome 1: C' may have parallel edges
Using the definition of a digraph as given by Definition 2.5, it is pos-
sible that C' contains multiple edges which may even be parallel. It
is guaranteed that parallel edges will not have the same edge labels
due to the set theoretic nature of the definitions of digraphs, both in
terms of Definition 2.5 and the set of triples definition presented in
Definition 4.3.

Transformation Rule 5.2 can be applied to C' to remove parallel edges
by concatenating the labels. If this transformation is done after the
algorithm has been run, it must also be applied to I. Applying the
transformation to I prior to running the algorithm, will eliminate the
need to apply it to both I and C after the execution of the algorithm.

Rule 5.2 (Remove parallel edges from digraph G)
(Uia Uj7 L1)7 (/Uia Uja L2) — (Ui) Uju (L17 LQ))

It is now guaranteed that C will not contain any parallel edges. The
resultant digraph of C, after rewriting, will still comply with both
Definition 2.5 and the set of triples digraph definition as presented in
Section 4.2.3.

Outcome 2: C' may comprise of disjoint digraphs

There is no guarantee that C' is fully connected, implying that the
complier may comprise of a number of disjoint digraphs. In many cases
this problem can be solved by inserting a vertex into either or both I
and M and linking them accordingly for each of the digraphs so that
there is a guaranteed common vertex between the ideal and the model.
If this addition of what will referred to as a “grounding vertex” does
not fully resolve the complier from comprising of disjoint graphs then
the model is not sufficiently commensurate! with the ideal. Further
details regarding graph comparisons will be discussed in Chapters 6
and will be applied in Chapter 7.

Outcome 3: C' may be the empty set
A complier that is an empty set, that is C' = (), means that there are
no common edges between I and M. In this case the test, as defined
by graph matching in Definition 2.9, of E}; N E', producing the empty
set could have been used as an indication thereof before running the
algorithm. This test naturally does not take the graph labels into
account and is solely based on the matching of graph shape in terms

L commensurate means corresponding in size or degree; in proportion.
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of connected vertices. A stronger indication of incompatibility between
I and M is if V;NVy; = 0, this would mean that there are no common
vertices, let alone edges between the two digraphs.

Outcome 4: C' may be an exact copy of [
A resultant complier that is an exact copy of the ideal, that is Vo = V;
and Ec = FEy, indicates that M is fully compliant with I.

It does not follow that if C' is an exact copy of I that M is an exact
copy I, because:

i there might be vertices, and therefore possibly edges as well, in
M that are not in I and therefore not in C either; and

ii the labels of edges in M may be different from those in I and by
inference C.

Other than M being fully compliant with I, very little more can be
said about M until the comparison framework has been introduced in
Chapter 6. If however the following conditions were true, Vjy = V; and
E%, = E}, M would be an exact copy of I, except for the possibility
of a difference in edge labels. It would also not have been necessary
to execute the algorithm to derive C' in this case.

Outcome 5: C' may be contained in 1
The resultant digraph C'is a subset of I, that is Vo C Vy and Eo C Ej.

The compliance of M to I is dependent on the overlap between C
and I. The quantification of this overlap will be discussed further in
Chapter 6. A similar argument as with Outcome 4 holds in that it
cannot be inferred that M is contained in [.

5.3.3 Algorithm detail

For this presentation of the algorithm, the graphs I, M and C are repre-
sented as a set of triples. Refer back to Section 4.2.3 for a detailed discussion
of the set of triple representation for digraphs. The derivation of the sets
V, E and E’ used in the previous definitions for digraphs represented by
Definition 2.5 are given in Definition 5.1 for the set of triple representation
of a digraph defined by Definition 4.3.

Definition 5.1 (V, E and E’ for a set of triples)

For any digraph G, represented as a set of triples, the sets V, E and E’
can be determined by applying the respective formula that follow.

V = {u,v| (u,v,L) € G}
E = {((u,v),ﬁ) ’ (u,v,ﬁ) € G}
E = {(u,v) ] (u,v,L) € G}
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A more detailed version of the algorithm is presented by Algorithm 2.
The algorithm comprises of two components:

i the nested loops, presented in lines 4 and 5 which generate all combina-
tions of vertices source and destination in M; and

ii the search strategy algorithm, called in line 9, that determines all paths
between the source and destination vertex combinations in I.

Algorithm 2 Graph Trans-morphism Algorithm (7) — C =T (I, M)
Require: I,M €D
Ensure: C €D
0 Poer = @
: sourceSet = {u | (u,v,w) € M}
. destinationSet = {v | (u,v,w) € M}
: for i =1 to | sourceSet | do
for j =1 to | destinationSet | do
source = sourceSet|i
destination = destinationSet|j]
if source # destination then
Pset = Pser UDFSID(source, destination, I)
end if
end for
: end for
: C = T (Pset)

: return C

© % NPT w2

e el

Line 1 of the algorithm is equivalent to line 1 of Algorithm 1. In this
case Pse is a placeholder for the resultant complier graph. P is a set of
sets of triples. Each set of triples in P;.; represents a path. Line 1 initialises
the set of all paths Ps.; to the empty set so that each set of triples that are
found to represent a path in I can be inserted into Pse; by applying the set
union, U, operator.

Lines 2 and 3 determine sets of unique vertices representing the source
vertices and destination vertices of M respectively.

Lines 4 and 5 setup all combinations of source and destination vertices
of M using the sourceSet and the destinationSet. Each loop iterates from 1
to the size, or cardinality, of the respective set.

The respective source and destination vertex assignments in lines 6 and 7
use the " vertex in the sourceSet and combines it with the j* vertex in
the destinationSet to ensure that all combinations of source and destination
are covered by the search algorithm when searching through I for possible
paths representing the information given by the two vertices.
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Line 8 ensures that the source and destination vertices are not the same.
By definition, it is not necessary to check for loops as the digraphs are
defined not to have loops. This test eliminates at most | Vs | calls to the
search algorithm in line 9.

The search strategy applied in line 9 is Depth-First Search with Itera-
tive Deepening (DFSID) [Luger, 2009]. A description of the algorithm was
presented in Section 4.3.1. The DFSID algorithm requires as parameters
two vertices, the source (s) and destination (d) vertices derived from M,
as well as the digraph in which the paths are to be searched for, namely I.
The output of the DFSID algorithm is a set of sets of triples with each set
of triples representing a path between the specified source and destination
in I. The output is unified with all previously found paths in Ps. Any
duplicate paths will not be included in the updated Ps.; due to the nature
of sets not allowing duplicate entries.

Once the execution of both for-loops has completed, the set of all paths
found, P, is transformed in Line 13 from a set of sets of triples to a set of
triples by applying function, 7. Function .7 is discussed in Section 5.3.4 as
a graph transformation. The resultant, C, set of triples representation of a
digraph is returned. This digraph is a representation of the information in
M that has been found in I and moulded into I’s form. The model in the
form of the complier is now directly comparable to the ideal. The results of
this comparison will be presented in Chapter 6.

5.3.4 Discussion in terms of graph theory

The discussion of the algorithm in terms of the graph theory, presented in
Chapter 2, focusses on graph transformations and graph matching. The
fundamental requirement is to be able to match I and M. In many cases,
even though both digraphs are within the same domain, they are impossible
to match sensibly. The algorithm, 7, derives a third digraph C which is
a transformation of the information represented by M into the shape, or
structure, as represented by I.

Graph transformations

The graph transformation rules being applied, do not come from a fixed set
of rules. The rules are guided by the source and destination vertices defined
in M and the DFSID algorithm which takes these vertices and searches for
paths in I in which these vertices define the source and the destination of
the path.

The most fundamental of the rules applied is to calculate the path
between two given vertices in a given digraph. Multiple applications of
Rule 5.3, which finds a single path between two vertices, to find all paths
between the vertices matches the post-condition of the DFSID algorithm
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called in Line 9 of Algorithm 2.
Rule 5.3 (Find a path between v; and v; in digraph G)

(Uiyvja ®) — {(Uivvla Ll)a (/U17/U27 LQ), ceey (vnavja Ln)}

The application of this rule to digraphs I and M, with v;,v; € V(M),
results in a path in I, such that Pr = [v;, L1,v1, Lo, ..., vp, Ly, v;] with
Vi, Vj, V15,0, € V7 oand Ly, ...,L, € L;,L; € Er . The length of Py,
denoted by | Pr |, is n where n > 0. This is only true if a path between the
two vertices in digraph I exists. If there is no path in I between v; and vj,
then | Pr |= 0. Rule 5.3 can also be seen as a recursive application of the
edge subdivision rule given by Rule 2.1.

Once all paths have been found by the DFSID algorithm, they are con-
catenated to Pse. This is represented by the set union operation in Line 9
of Algorithm 2. Rule 5.4 gives this concatenation in terms of a graph trans-
formation rule. With the digraphs being represented as sets, concatenating
an empty set onto an existing set will have no effect on the existing set.

Rule 5.4 (Join a path to graph G)
G? {('Uz', U1, L1)> (Uh V2, L2)> X (Um Vj, Ln)} —
G U {(Ui>U17L1)7 (Ul)UQ) L2)7 ceey (Un,’Uj, Ln)}

Function 7, which is called in Line 13 of Algorithm 2, can be represented
by the transformation given by Rule 5.5. This transformation converts a set
of sets of triples to a set of triples. Any duplicate ¢;;, triples are automati-
cally removed from the resulting set. Rule 5.5 can be seen as a set of triple
version of the general rule given by Rule 5.1.

Rule 5.5 (Transform a set of sets of triples to a set of triples)

{{tllkl ) t]_le, s 7t1jk1 }) {t21k2 ) t22k27 cee 7t2jk.2 }7 BN {tllkl ) t’iQki) cee 7tljk1 }} —
{CGEPR TR ST AR SIS O NIPUURY oV MRS 23 PG 27 NP 770 3

with tij, = (Vi s wijy, » (L)ijy,)

where:

i represents the it set of triples in the set of sets of triples; and
Jk; represents the 4t triple in the set of triples of k; triples.

Due to the nature of sets, it will not be necessary to apply Rule 5.2 to
remove parallel edges from the resultant graph, in this case to digraph C.
All labels for the edges in C' have been derived from I only and therefore a
duplicate triple cannot be inserted. It may however be necessary to include
the labels of corresponding edges in M with those in C. Rule 5.6 presents
a graph transformation rule to update labels of edges. This rule is similar
to the first example rule presented in Section 2.4 used to illustrate graph
transformations. It is more specific in the requirements with regards to the
edge specifications.
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Rule 5.6 (Transfer the label of an edge from digraph G to digraph H)
(Ui,'l}j, Ll) € G, ('Ui,'l)j,LQ) c H— (’UZ', Vj, (LQ, Ll)) e H

Application of the rule to the results of algorithm 7 would mean that
the labels of digraph C' are augmented with the labels of digraph M. It is
not necessary for them to be augmented with digraph I as well, since the
algorithm preserves the labels of I in C.

Graph matching

Assume that I and M are representations of digraphs in the same domain.
If it were to be found that E} = E),, then M and I would be identical
except for possible differences in the labels of their respective edges. It
would also follow that the two graphs I and M are isomorphic to each
other, I = M. Similarly, if £, C E} then M is a subgraph isomorphism
of I. Unfortunately, as stated before, I and M may be in the same domain
and may represent similar concepts, but structurally they are completely
different and therefore cannot be directly matched using an exact matching
technique.

The application of algorithm 7 facilitates the matching of M to I by
building a digraph C which represents the information of M in terms of the
structure of I. The digraphs C and I are now directly comparable using the
exact graph matching techniques of isomorphism and subgraph isomorphism
presented in Section 2.3. The resultant digraph C' is either, the empty set,
isomorphic to I or a subgraph isomorphism of I. These possible resultants
of C' were previously stated in Section 5.3.2 as Outcomes 3, 4 and 5 to
Algorithm 1 respectively. Each resultant of C' will be individually discussed
in the sections that follow.

C is the empty set
If C' = () then there are no paths between each source and destination
pair from digraph M in digraph I. There is therefore no comparison
possible between M and [ as neither a subgraph isomorphism nor an
isomorphism of M in terms of I could be built.

C is isomorphic to [

Recall from Definition 2.9 that C' is isomorphic to I if | Vo |=| V7 |
and there exists a function F : Vo — V7 such that (vi,v2) € B, <=
(F(v1), F(v2)) € EY. As discussed in Section 4.2.3, V¢ and V7 can be
derived from C and I as the union of all vertex elements in Ef, and
E; respectively. Outcome 4 states that C' may be an exact copy of
I and therefore | Vo |=| Vi |. The function F that maps a vertex
of C onto a vertex of I exists and for v; € Vo and F(v;) € Vi, v; =
F(vi). For (vi,v2) € Ey <= (F(v1),F(v2)) € E} it follows that
(F(v1), F(v2)) = (v1,v2). C is therefore isomorphic to I, C' = 1.
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C a subgraph isomorphism of [

As C was derived from I using the information presented in M, the
edges in C' may form a subset of those in I, Outcome 5 in Section 5.3.2.
It can now be established that if E, C E} then Vo C Vi. It has
already been established that if C' was isomorphic to I then a function
F exists with (vi,v2) € By <= (v1,v2) € E}. From Definition 2.12
it therefore follows that under the circumstances where Vo C Vi. and
a function F exists, C' is a subgraph isomorphism of I.

From Definition 2.15, it can also be said that C' is homomorphic to its
equivalent subgraph in I. Algorithm 7T effectively builds C' to be homomor-
phic by preserving the edges in I in the complier. Furthermore, it can be
said that C' is homeomorphic, according to Definition 2.14, to a subgraph of
M. This subgraph is the graph that contains the vertices that are both in
C and M.

Digraph M in the form of digraph C' is now directly comparable with
digraph I. The comparison of digraph C' with digraph I and other com-
parisons of interest, such as digraph M with digraph C' will be discussed in
Chapter 6.

5.3.5 Discussion with reference to complexity theory

It is known, as shown in Section 4.3.2, that the graph isomorphism and
subgraph isomorphism problems belong to the NP-Complete or NP-Hard
complexity class. This means that there is no efficient means to solve these
problems.

The decision problem,“Is M a (subgraph) isomorphism of I?”, has no
efficient solution and an alternative technique needs to be developed to deal
with the problem. In this case, algorithm 7, builds a digraph C' which
represents M in such a way that C is a (subgraph) isomorphism of I. The
problem now becomes “C, which represents M, is a (subgraph) isomorphism
of 1.7, if C is not the empty digraph. This problem is related to the orig-
inal decision problem. The asymptotic time and space complexities of the
algorithm is given in the paragraphs that follow:

The asymptotic time complexity of the algorithm presented by Algo-
rithm 2 is given by O(nflogn) which is the worst of all the different parts
that make up the algorithm. This can be calculated as follows. As before, €
denotes the number of edges and v the number of vertices:

Source and destination set initialisation — lines 2 and 3: The ini-
tialisation of each of the sets is O(v), the number of vertices in the
sourceSet and destinationSet.

Nested loops — lines 4 and 5: These present the highest order of time
complexity of O(v?).
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DFSID — line 9: The complexity of the DFSID algorithm is given in
Section 4.3.1 and is O(e), where € =| G |, the number of triples in
digraph G.

Assignment and comparison — lines 1 to 3, 6 to 9, and 13: are neg-
ligible with a time complexity of O(1).

Union — line 9: Using the set_union algorithm in C++ STL would
result in a time complexity of O(e). The actual implementation of the
algorithm appends the result of the algorithm using an iterator and
the set insert operator which has a time complexity of O(loge) as
shown in Table 4.3. Inserting multiple times results in a complexity
of O(eloge) to simulate a union operation.

Function .7: There are ep,,, = Zgzl k; edges in total in Pse, using the
notation from Rule 5.5. This gives a time complexity of constructing
the set of triples from the set of sets of triples as O(ep,.,) which is at
worst a constant.

The overall complexity of the algorithm is derived by taking all the com-
plexity contributions and multiplying them tog