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Chapter 1: Introduction 
 

1.1 The phenomenology of an atom in a molecule 

The concept of an atom as a fundamental component of a molecule is a critically important 

cornerstone of conceptual and experimental chemistry. Most of modern conceptual chemistry, 

including (and especially) synthetic chemistry and separation sciences, relies on the properties 

of atoms as separate entities combined to form a molecule. In theoretical quantum chemistry, 

however, the concept of an atom is well-defined only on its own in vacuo, and the concept of 

an atom within a molecule does not form part of the axioms of molecular quantum mechanics. 

There is therefore quite a divide between theoreticians and experimentalists regarding their 

views on the most fundamental building blocks of matter. 

The reason why the model of an atom in a molecule (AIM) is popular amongst general 

chemists but scorned by some of the theoretical community lies amongst the differences in 

philosophical paradigms which experimental and theoretical chemists typically ascribe to. 

Experimental and conceptual chemistry generally follow an atomistic philosophy1,2: the 

reductive view that a molecule (an observable) is formed by the juxtaposition of two or more 

atoms (observable only when regarded separately). The atomistic view of chemistry provides 

three very useful properties which analytical research can exploit: (i) transferability – that 

information regarding the properties and functionalities of atoms and functional groups in one 

molecule can often be transferred to the same atoms or functional groups in a different 

molecule, (ii) additivity – that any observable molecular property is the sum of partial atomic 

properties, and (iii) identity – that an atom, and therefore its properties, is defined by the 

number of protons and neutrons in its nucleus, as well as the number and configuration of its 

electrons.1,2 These properties allow a large degree of generality and predictivity to empirical 

results, thereby accelerating the development of theorems describing chemical phenomena. It 

can be argued that the study of chemistry in the 18th, 19th and 20th centuries was made possible 

(despite of the immense physical and mathematical complexity of any chemical system) 

through the widespread adoption of the doctrine of atomism. 

Molecular quantum chemistry, on the other hand, belongs inherently to a holistic 

philosophy3,4 in that a state function (the wavefunction) describes the structure and properties 

of a molecule, and that while similarities in the wavefunctions of two different molecules can 

be found, the wavefunction for each molecule is unique. Therefore, whereas general chemistry 
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sees the molecule as a collection of interacting atoms, quantum chemistry sees the molecule as 

a unique arrangement of only nuclei and electrons, interacting simultaneously. The holistic 

view of chemistry provides a much more precise approach to molecular phenomena, in that the 

properties of any molecule can be extracted using the same set of general physical laws. In a 

holistic approach to chemistry, no additional information regarding the arrangement and 

interactions of atoms is required – the laws governing the interactions and configuration of the 

molecules’ particles are completely general and universal to all systems. On the other hand, the 

properties given by the atomistic view of chemistry is generally lacking in the holistic 

approach. As a result, it is considerably more difficult to reduce the inherent complexity of 

chemical science to manageable concepts in the holistic approach than the atomistic approach. 

Molecular quantum chemistry is a relatively young sub-discipline of chemistry, yet has 

played a very large part in shaping of modern and post-modern chemical thinking. Early 20th 

century developments in quantum chemistry have led to many core chemical concepts – such 

as molecular orbitals, valency, covalency, resonance, electronegativity and aromaticity, to 

name but a small number. However, with the advent of high-throughput computing, molecular 

quantum chemistry has become an increasingly precise science, and the divide between holistic 

and atomist views of chemistry is growing more apparent in the 21st century. Such a divide 

translates into (i) a difficulty in reconciling computed, theoretical predictions and experimental 

results, and (ii) a difficulty in describing various important conceptual noumena (such as 

chemical bonding, partial charge or atomic valency) from a theoretical, computable and, most 

importantly, quantifiable point of view.  

Of course, the holistic and atomistic approaches to chemistry are not entirely mutually 

exclusive. Many concepts in molecular quantum chemistry have been translated conceptually 

into an atomist’s language, such as the description of transition metal bonding patterns through 

the use of ligand-field theory.5 Likewise, many computational chemists implicitly describe 

their results in terms of atoms, despite their results being intrinsically holistic, e.g. frontier 

molecular orbital theory as an indicator of reactivity.6 Unfortunately, most concepts from 

general chemistry is ill-defined in terms of quantum mechanics, with special mention of the 

concept of a chemical bond, and leads to a large degree of confusion amongst experimentalists 

and theoreticians alike.7 The lack of ease with regards to the flow of information between 

theoretical and experimental realms of chemical science strongly inhibits the development of 

chemical science, and it is therefore imperative to reconcile these two approaches as much as 

possible. It is therefore the phenomenology of an atom within a molecule – the manner through 
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which the atomic model is perceived – which has to be reconciled between general and 

quantum molecular chemistry. 
 

1.2 On the nature of chemical bonding 

If atoms and molecules form the building blocks of modern chemistry, then the chemical bond 

is its mortar, girders, windows, plumbing and facade. Chemical bond theory has been generally 

active throughout the 20th century, with a number of “Nature of Chemical Bonding” treatises 

published. From humble hook-and-eye models to sophisticated quantum mechanical 

treatments, the chemical bond remains one of the only fundamental questions which chemistry 

poses.8 

The identity of chemical bonding, however, has been fractured between general chemists 

and theoreticians as much as the concept of an atom in a molecule. The phenomenology of 

chemical bonding also suffers from conflicting atomistic and holistic schools of thought. 

Prevalent models of chemical bonding – those built on the ideas of Lewis, Pauling, Hund and 

others – have their roots in quantum mechanics and are therefore holistic in origin, but have 

been forced into an atomistic viewpoint during their generalization and conceptualization. For 

instance, molecular orbital (MO) theory, as a method for approximating the electron structure 

of a molecule, describes the energy of electrons on a molecular system as a whole and, in 

principle, does not require any concept of an atom in order to be applied. MO bonding theory, 

however, describes the perturbations which atomic orbitals undergo upon formation of a 

molecule from a set of isolated atoms or molecular fragments. MO bond theory therefore 

operates in the holistic realm of molecular quantum mechanics but is interpreted from an 

atomistic school of thought. While such an approach yields clear results for systems where an 

AIM is conceptually fairly well defined, such as diatomic molecules, larger molecules become 

much more difficult to fully interpret from an MO point of view. 

The often-stated fundamental property of a chemical bond is that the energy of a system is 

lower when a collection of atoms is bonded (i.e. close together) than when they are separated. 

This property necessitates chemical bonding as a function of relative states and introduces a 

severe conceptual problem of correlation: if a molecule is a collection of bound atoms, then a 

“bond” between atoms or fragments is only defined in relation to all other bonds within the 

system. As a result, any diatomic interaction or interactions between two fragments in a 

molecule cannot be tested whether it is a bond without breaking all other bonds in the process, 

hence rendering the concept of a molecule as a collection of bonds undefined. In order to 
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circumvent such a paradox, aspects of chemical bonding are usually investigated for diatomic 

or very small systems and then similar aspects are identified in polyatomic systems. Therefore, 

most concepts of chemical bonding are defined from an almost exclusively diatomic nature, 

and become very difficult to apply to the descriptions of intramolecular bonds, multicentre 

bonds, weak and dispersive interactions. That said, the progress of experimental chemistry 

shows that such a “definition” of a chemical bond is empirically viable; but it remains a mystery 

to theoreticians wishing to accurately define and quantify chemical bonds. 

As for the perception of an AIM, trying to view holistic properties of molecules through 

strict atomistic lenses makes a general, precise and robust definition of chemical bonding in 

terms of molecular quantum mechanics impossible. It is the manner through which chemical 

bonding is perceived - by either general chemists, theoreticians or both - that needs to be 

reconciled before any precise “nature of the chemical bond” can be discovered. However, the 

benefits of the atomistic doctrine - transferability, additivity and identity - is critical to the 

utility of the chemical bond, and it is therefore perhaps beneficial to continue to investigate 

chemical bonding from the perspective of interacting atoms, rather than disregarding the 

concept of an AIM entirely from chemical bond theories. A robust understanding of an AIM 

would therefore be as important as understanding chemical bonding itself. 

 

1.3 Theoretical descriptions of atoms in molecules 

Many models of AIMs have been proposed after the rise of quantum mechanics. Early work 

by Moffitt9 regarding the theoretical treatment of hybridization of valence electrons included a 

soft definition of an AIM, as did Coulson’s long-standing treatise10 on valency in atoms. 

Mulliken was also an early pioneer in the development of AIM, and the still popular “Mullikan 

population analysis”11-15 calculates the partial charge by considering elements of the density 

matrix of basis functions centred on a specific nucleus. Hirshfield’s, or ‘stockholder’ atoms16 

represent a group of “fuzzy” AIMs– atomic basin definitions of atoms that contribute to all 

coordinates of molecular space with a given weight. Hirshfield’s approach calculates the 

contribution which each atom makes to any given coordinate based on the ratio between the 

promolecular atomic density and the total molecular density. As a result, the method is very 

dependent on the choice of reference density.17 Many iterations of Hirshfield’s atoms have 

since been developed,18,19 most of which introduce a manner of iteration and self-consistency 

during the calculation in order to reduce the dependency on reference density, yet still this 

dependency ultimately reduces the general nature of the theory. Arguably, the most popular 
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and developed AIM model is Richard Bader and co-workers’ Quantum Theory of Atoms in 

Molecules (QTAIM).20 As part of the discipline of Quantum Chemical Topology (QCT),21 

despite historically preceding it, the QTAIM model of an atom is exact, robust and 

experimentally verifiable.17,22 It provides exact transferability and additivity;23 however, the 

identities that QTAIM atoms are prescribed to do occasionally differ from classical 

expectations, and have often been critiqued.24-27 Regardless, QTAIM and QCT methods in 

general are a growing sub-discipline of theoretical and computational chemistry, and provide 

a very strong bridge between atomistic conceptual chemistry and holistic quantum mechanics. 

However, one aspect of QTAIM that has been critiqued quite often28-32 is its description of the 

interactions between atoms. Specifically, bond paths, also called atomic interaction lines 

(AILs), line paths33 or density bridges, are critical topological features of the molecular electron 

density distribution. Note that the term AIL or density bridge is preferred throughout this thesis, 

and will be consistently used. An AIL is a path in the gradient vector field originating from a 

nuclear critical point (a local maximum in the electron density, usually coinciding with the 

position of a nucleus) and terminating at a bond critical point (BCP) – a critical point often 

found between two nuclei. Along each coordinate of an AIL, including at the BCP, the electron 

density is a local maximum along two principle axes perpendicular to the internuclear vector. 

An AIL is therefore often seen as a ‘bridge of density’34 linking two nuclei. Interestingly, a 

very strong equivalence exists between the presence of an AIL and most atomic interactions 

generally recognized as chemical bonds, so much so that Bader originally interpreted an AIL 

as a chemical bond.35,36 Later, however, he revised34 his statement and concluded that an AIL 

in an equilibrium structure represents a “bonding interaction”. Since then, a number of 

examples of AILs found between interactions where a chemical bond is not expected have been 

reported,28-32 as well as a few examples where a chemical bond is expected but no AIL is 

present.37,38 A very recent discussion by Shahbazian39 highlights many of the misinterpretations 

commonly given to AILs, but does not further any support to the nature of an AIL itself. 

An important feature of QTAIM is its analysis of atomic populations. Extended population 

analysis is a popular family of techniques in quantum chemistry where a specific field (such as 

the wavefunction, a set of molecular orbitals, or the electron density) is analysed in real-space 

with respect to a set of sub-spaces. In QTAIM, extended population analysis takes the form of 

the total atomic electron population (i.e. the number of electrons found, on average, within an 

atom) as well as the number of electrons localized to a domain and the number of electrons 

delocalized between 2 domains.40,41 Such measures of localized or delocalized electrons are 

QTAIM’s counterpart to core and valence electron counts. Extended population analysis within 
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QTAIM therefore suffices to lend an identity to an atom, thereby describing its partial charge 

or oxidation state as well as the manner with which an atom interacts with its neighbours.  

QTAIM powerfully addresses the distinct divide in the phenomenology of an atom in a 

molecule, and provides a very clear and precise common ground between experimental and 

theoretical results. However, it is not without fault, and the dichotomy of describing chemistry 

in atomistic terms using holistic methods plague QTAIM atoms, leading to imprecision and 

confusion. This thesis is focussed on extending the definition of QTAIM atoms and, in the 

process, provides additional tools to reconcile and extend conceptual and quantum mechanical 

descriptions of chemical bonding. 
 

1.4. Problem statement 

QTAIM provides a very precise and elegant definition of an atom in a molecule, and it recovers 

the principle utilities of an atomistic viewpoint – transferability and additivity – quite nicely. 

However, the identities which it confers to atoms are somewhat different than classically 

expected properties of atoms. Specifically, QTAIM-defined delocalization indices (DI)40 are 

commonly associated with the bond order of an interaction.42-45 Classically, the formal bond 

order of a chemical bond provides the number of electron pairs which is shared or delocalized 

between two atoms. Therefore, for a carbon-carbon double bond (bond order = 2), the DI is 

usually around 2 as well. However, DI counts the number of electrons (not electron pairs), 

which suggests that only half of the expected number of electrons is delocalized across a 

double-bond. The QTAIM-defined localization index (LI), similarly, supposedly counts the 

number of electrons localized within an atom, and is generally much larger than classically 

expected core and non-bonded electron counts: in a sp3-hybridized nitrogen atom, which 

formally has 2 core and 2 non-bonded electrons (thus 4 localized electrons), the LI is usually 

around 5.5 electrons. The usefulness of the equivalence between the DI and bond order, 

however, has led to the scientific community mostly turning a blind eye toward these 

inconsistencies. Clearly, one or more of three hypotheses must be correct: (i) that our classical 

understanding of electron pair (de)localization across atoms and bonds is incorrect, even for 

well-understood systems, (ii) that QTAIM LIs and DIs are grossly misinterpreted, or (iii) that 

the concept of QTAIM’s atom is still underdeveloped. While this inconsistency between 

classical and theoretical chemical thinking might seem moderately harmless, Bader and others 

has often argued46-48 that QTAIM’s DIs provides a very strong link between classical molecular 

orbital theories of chemical bonding and QCT methods. In addition, DIs and LIs are being 
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incorporated in models of bonding and molecular structure more commonly – see for instance 

the work by Matta et al49 or a recent discussion by a number of QCT frontrunners.50 Therefore, 

it is of critical importance that DIs and LIs are clearly and explicitly defined and interpreted. 

In this thesis, it is argued that the atomic identity of QTAIM atoms is incorrectly assigned, 

which leads to the above mentioned inconsistency, as well as a few other QTAIM-related 

problems (discussed later in this section). This problem is related to the inclusion of atomistic 

views in an otherwise inherently holistic discipline. Specifically, conceptual chemistry assigns 

a degree of electron ‘ownership’ to each atom, in that each atom consists of a nucleus and a 

number of core and non-bonded electrons, as well as a number of electrons shared with other 

atoms. In quantum chemistry, however, electrons are indistinguishable, and together with the 

holistic nature of the wavefunction, the concept of electron ‘ownership’ becomes irrelevant. 

Atomic electron populations within QTAIM atomic basins gives the average number of 

electrons which can be found in that basin, but cannot be interpreted as ‘belonging’ or 

‘confined’ to a specific atom. Therefore, the interpretations of LIs and DIs are inexact through 

the indistinguishability of electrons – electrons which are counted by an LI can, in fact, be 

found in other basins, giving rise to the general undercounting of DIs and overcounting of LIs. 

This problem is discussed in detail in Chapter 3 of this thesis. 

The deformation density is an extremely useful tool in both theoretical and experimental 

approaches. The deformation density calculates the change in charge density between a 

reference and a final state, thereby providing very valuable information with regards to 

chemical bonding, charge transfer and polarization. The deformation density is also often used 

in conjunction with the interaction or binding energy, and we show in Appendix I51 that the 

deformation density is a very good tool to measure the accumulation of density in an 

internuclear region for the fulfilment of Feynman’s theorem52 regarding the forces acting on 

nuclei. The deformation density, together with the binding energy, is the central approach of 

many energy decomposition analyses such as the Extended Transition State coupled with 

Natural Orbitals for Chemical Valence (ETS-NOCV).53 However, a well-defined, chemically 

meaningful reference state is required for calculating a meaningful deformation density 

distribution, making this method only suitable for studying intermolecular interactions. 

Unchemical reference states, often containing radicals, are used for the study of the formation 

of intramolecular interactions regardless, but the lack of a suitable reference state places severe 

doubt on any such results. The nature of such deformation density experiments (i.e. severing 

parts of a molecule in order to study local chemical bonding) ties in with the general problem 

of defining chemical bonds as a property of diatomic interactions, as discussed earlier in this 
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chapter. However, the limitation of deformation densities (as well as binding energies) can be 

circumvented through a suitable AIM model which allows for the transferability of atoms 

between two states, thereby allowing the calculation of density changes as a result of 

conformational transformation. The immense utility of the deformation density makes a 

scheme for the calculation of conformational deformation densities very alluring, and allows 

for extension of the study of fundamental properties of chemical bonds to intramolecular 

interactions.  

Unfortunately, none of the AIM theories mentioned in the previous section implicitly allows 

for the calculation of conformational deformation densities. Due to QTAIM’s exhaustive 

decomposition of all molecular space into sub-domains, each coordinate r is an element of only 

a single atomic domain. Again, while it provides the illusion of ‘ownership’ of each atom over 

a domain of molecular space, electron waves are distributed across the entire molecule and not 

localized to a single coordinate. As a result, calculating an atomic electron distribution in 3D 

space is meaningless. That means, however, that deformation density calculations as a result 

of conformational change is not possible using QTAIM-defined atoms. Therefore, QTAIM as 

an atoms-in-molecules theory cannot recover such a general chemical approach, and is 

therefore not a complete theoretical representation of a chemists’ atom. In Chapter 6, we 

discuss the importance of the deformation density in analysing intramolecular chemical bonds 

– a quantity which is only sensible when calculated as a result of conformational change rather 

than fragmentation.  

Finally, the interpretation of QTAIM’s AILs has been a source of heated debate for many 

years, 28-33,39 yet the remarkable equivalence20,36 between the presence of a bond path and most 

chemical bonds is a continued impetus for further study of this topological phenomenon. To 

date, the nature of an AIL and its relationship to chemical bonding (if any) is still mostly 

unknown. Since our general understanding of the nature of a chemical bond is philosophically 

irremovable from the concept of an atom, and since electron delocalization plays a critically 

important role in most bonding models, it is of paramount importance to fully understand the 

nature and distribution of (de)localized electrons within an atom in a molecule if we wish to 

fully elucidate the true meaning of an AIL, as well as chemical bonding from a atomistic, 

electron density perspective. 
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1.5. Aims and general approach 

This thesis aims to (i) extend Bader’s definition of an atom in a molecule, (ii) investigate the 

nature and characteristics of AILs, (iii) develop a scheme for calculating conformational 

deformation densities and (iv) to work towards a full rendering of general chemistry’s atomistic 

philosophy into the universal, precise world of quantum mechanics. We introduce the 

Fragment, Atomic, Localized, Delocalized and Interatomic (FALDI) density decomposition 

scheme,54-57 which presents a holistic view of an atom in a molecule and recovers the notion of 

electron ‘ownership’ without distinguishing electrons. This goal was already achieved 

previously, in part, through Ponec and co-workers’ Domain Averaged Fermi Hole (DAFH)58-

60 approach, which calculates the real-space distribution of electrons found on average in a 

QTAIM atomic basin. FALDI extends the DAFH approach by also calculating the distribution 

of density fully localized to a single atomic basin and density delocalized across two or more 

basins.  

Furthermore, this thesis then aims to use the FALDI decomposition to address some of the 

problems stated in the previous section. The nature of (de)localized electrons within QTAIM 

basins are investigated, and truly exclusive localization and delocalization indices are 

developed. A scheme for calculating deformation densities arising from conformational change 

will be presented, which to our knowledge, is the first of its kind. Finally, we will introduce a 

number of tools derived from FALDI components with which we will investigate the nature of 

AILs. Using these tools, we aim to show the relationship between QTAIM’s atoms as extended 

with FALDI and classical molecular orbital bonding theories. 
 

1.6. Overview of this thesis 

This thesis is presented as a compilation of journal articles. Each results-containing chapter 

(Chapters 3 through 7, as well as Appendices I through III) has been published in international, 

peer-reviewed journals, with the exception of Chapter 5, which has been submitted at the time 

of writing. The manuscripts have been included in their published, peer-reviewed forms. For 

the interest of brevity, the supplementary information to each manuscript is not included, but a 

relevant link is given at the beginning of each chapter for finding its supplementary information 

online.  
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It should be noted that development of FALDI has occurred over a succession of 

publications, and many aspects of the approach were published separately. Therefore, the full 

derivation and implications of all features of FALDI are compiled in Chapter 2. 

An additional three manuscripts are included as appendices. These manuscripts have also 

been published as part of the output of this work, but do not directly relate to FALDI. Rather, 

one of these publications describes a problem in QTAIM and other QCT techniques’ 

interpretations, and led us to the development of the FALDI scheme. The other two appendices 

describe orthodox deformation densities involving fragmentation which we performed for 

applications in inorganic chemistry while we were still developing FALDI. This work will be 

revisited in the near future using the methods described in Chapter 2. A quick overview of each 

chapter is given below. 

Chapter 2 provides the derivation of the full FALDI theory, as well as background 

information on existing theories and concepts upon which FALDI relies. Chapter 2 is divided 

into two sections. In the first section, the following topics are covered: (i) The electron density, 

(ii) the pair density and electron holes, (iii) The Quantum Theory of Atoms in Molecules, (iv) 

QTAIM localization and delocalization indices, and (v) Domain Averaged Fermi Holes. The 

second section covers the derivation and implementation of all aspects of the FALDI approach, 

in the following order: (i) The general FALDI density decomposition, (ii) Orthogonalization 

of FALDI matrices and FALDI natural density functions, (iii) Exclusive localization and 

delocalization indices, (iv) Classification of FALDI components as bonding, nonbonding and 

antibonding, (v) FALDI decomposition of the gradient of the total electron density, and (vi) 

Conformational deformation densities. This chapter also briefly comments on the 

computational implementation of FALDI. 

Chapter 3, titled “Exact and Exclusive Localization Indices within QTAIM Atomic 

Basins“, investigates the supposed exclusivity of QTAIM-defined LIs and DIs, and provides 

expressions for calculating truly exclusive measures of atomic electron (de)localization using 

FALDI. The concept of natural density functions (NDFs) is introduced, which provides a 

decomposition of FALDI’s localized and delocalized electron density distributions into mostly 

orthogonal functions. Lack of exclusivity of orthodox QTAIM LIs and DIs is shown, together 

with the utility which the FALDI indices provide, on a number of small molecules. 

Chapter 4, titled “FALDI-based Decomposition of an Atomic Interaction Line Leads to 3D 

Representation of the Multicenter Nature of Interactions”, decomposes the electron density 

along a vector perpendicular to an internuclear vector into FALDI components. This paper 

introduces a classification of FALDI components, based on whether a specific component 
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concentrates, depletes or removes electron density in an internuclear region. We link the 

classification scheme to the formation of an AIL, and show that some components facilitate 

whereas other components hinder AIL formation. In this manner we show that many AILs 

should not be seen as a bicentric topological feature, but rather as an indication of a multi-

centre interaction. We also link our classification scheme to the interference patterns of 

overlapping molecular orbitals, and therefore are able to classify each FALDI component as 

bonding, nonbonding or antibonding. We test a number of different atomic interactions, 

including an intramolecular H-bond, classical covalent bonds and organometallic carbene 

bonds. 

Chapter 5, titled “FALDI-Based Criterion for and the Origin of an Electron Density Bridge 

with an Associated (3,–1) Critical Point on Bader’s Molecular Graph”, introduces an 

expression known as the CP(r) function –  a tool and methodology which can be used to 

investigate why AILs are present in some systems but absent in others. We build on the 

bonding, nonbonding and antibonding classification of FALDI components used in Chapter 4, 

and decompose the gradient of the electron density in a number of systems where changes in 

molecular composition leads to the appearance or disappearance of an AIL. Three types of 

intramolecular interactions are investigated – an attractive and classical H-bond, a repulsive 

O⋅⋅⋅O interaction and an attractive Cl⋅⋅⋅Cl interaction – and we show that the presence of an 

AIL for these interactions is a result of a larger rate of change of density of a bonding nature 

relative to density of a nonbonding or antibonding nature. We argue again that chemical 

interactions should always be considered on a multicentre basis, due to the holistic nature of 

the wavefunction. In addition, we relate the nature of FALDI’s bonding, nonbonding and 

antibonding distributions to both (i) physical forces acting on nuclei, and (ii) interference 

patterns of molecular orbitals overlapping simultaneously over multiple atomic basins.  

Chapter 6, titled “Towards Deformation Densities for Intramolecular Interactions without 

Radical States using the Fragment, Atomic, Localized, Delocalized and Interatomic (FALDI) 

Charge Density Decomposition Scheme”, describes an approach for calculating the 

deformation density as a result of conformational change. This manuscript also introduced the 

FALDI decomposition scheme, designed originally for the application of conformational 

deformation densities. This work compares deformation densities for intramolecular 

interactions calculated in the orthodox manner, i.e. using radical states produced upon 

fragmenting a molecule, and the novel conformational deformation density approach. Using a 

number of small molecules with weak, intramolecular interactions, we show that the underlying 
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assumption of fragment-based deformation density schemes – that the presence of a radical in 

the reference state does not alter the deformation density significantly – is incorrect. We also 

show how the conformational deformation density, and its natural decomposition into FALDI 

components, can be a very useful tool for studying both inter- and intramolecular interactions. 

Chapter 7, titled “Exploring Fundamental Differences between Red- and Blue-shifted 

Intramolecular Hydrogen Bonds using FAMSEC, FALDI, IQA and QTAIM”, uses the 

conformational deformation density developed in Chapter 6 to study the intramolecular H-bond 

which forms in some conformers of the amino acid β-alanine. We selected two conformers, 

where one conformer shows a distinct red-shifted H-bond and the other a distinct blue-shifted 

H-bond. We found, in contrast to the dominant trend in literature, that the nature of the H-

bonds differs fundamentally, both locally and in terms of how the atoms involved in H-bonding 

interact with the remainder of the molecule. We also combine our FALDI density 

decomposition with other techniques, which are energy decompositions, in order to arrive at a 

very in-depth description of the H-bonds in β-alanine. 

Chapter 8, Conclusions, conclude the major output of this work, and comment on the 

implications, and future work of the FALDI density decomposition scheme. 

Appendix I, titled “Evaluating Common QTAIM and NCI Interpretations of the Electron 

Density Concentration through IQA Interaction Energies and 1D Cross-Sections of the 

Electron and Deformation Density Distributions.”, introduced a method for measuring the 

electron density along the vector associated with the λ2 eigenvalue of the Hessian matrix. We 

used this approach to investigate how electron density is concentrated or depleted across an 

internuclear vector in a number of cases showing ‘controversial’ AILs. We concluded that 

AILs, as well as another QCT technique, the Non-Covalent Interactions (NCI) approach, 

should be interpreted with some care. We also suggested that the deformation density is a much 

more informative measure of an accumulation of density as an indication of bonding than the 

partial second derivative of the electron density.  

Appendix II, titled “Synthesis, Structure and DFT Study of Asymmetrical NHC Complexes 

of Cymantrene Derivatives and their Application in the Dehydrogenative Dimerization 

Reaction of Thiols.”, is a joint synthetic and computational study on novel organometallic 

complexes. The part of this study which is significant to this thesis is a calculation and 

decomposition of the binding energies as well as deformation densities of a number of carbene 

complexes using the Extended Transition State coupled with Natural Orbitals for Chemical 

Valence (ETS-NOCV) energy and charge decomposition technique. ETS-NOCV is an 
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extremely useful analytical tool in computational chemistry, but uses orthodox fragments, often 

containing un-chemical reference states, in describing intramolecular bonds. In light of our 

conclusions in Chapters 6 and 7, this work is included in order to show what we wish to 

accomplish with FALDI conformational deformation densities as well as static density 

analysis, and we will revisit this work in the future. 

Appendix III, titled “Gold (I) Hydrides as Proton Acceptors in Dihydrogen Bond 

Formation”, is a theoretical study of Au1 complexes with anionic dihydrides using QTAIM, 

FAMSEC and ETS-NOCV. Again, like Appendix II, this study was performed and published 

while we were developing FALDI, and we will return to this topic using the tools developed 

within this thesis. 
 

1.7. A note on the historical development of FALDI 

The development of the full set of FALDI tools occurred in a number of increments across 

multiple publications. The chapters in this thesis are grouped by theme, and not necessarily in 

the order in which they were published. As a result, some of the chapters reference work written 

in an earlier publication even though it is presented here in a later chapter. We therefore briefly 

discuss here the order in which the chapters were published in. 

We originally showed a number of problems related to the interpretation of AILs using 1D 

cross-sections of the electron and deformation densities, published in 2015 and presented here 

in Appendix I. Stemming from this work, we set out to develop a methodology for calculating 

deformation densities resulting from conformational change in order to accurately study the 

formation of intramolecular interactions. We realized early on that a suitable density 

decomposition technique is a necessary requirement for calculating conformational 

deformation densities, and developed the FALDI density decomposition scheme. The first 

incarnation of the FALDI scheme was submitted in 2016, and published in early 2017, as part 

of our approach for calculating conformational deformation densities. This work is presented 

in Chapter 6. We note that this publication described additional FALDI components which we 

have not used again in subsequent publications. We followed on this work with an application 

of the FALDI conformational deformation densities on H-bond formation as a part of an invited 

article to a special edition of Structural Chemistry, and this work was published middle 2017 

and is presented in Chapter 7. 

During the development of FALDI we realized that while the scheme is a necessary 

component for the calculation of deformation densities, it could also be used to study and 
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decompose static electron density distributions. We then used the FALDI scheme to study the 

multi-centre natures of AILs and investigate the link between FALDI and molecular orbital 

bonding models, which resulted in a publication which was submitted in late 2017 and 

published early 2018. This work is presented in Chapter 4. We also noticed an alarming trend 

with regards to FALDI’s localized density distributions – that these distributions also describe, 

to a certain degree, delocalized electrons. We realized that this non-exclusivity of FALDI 

distributions is related to the manner in which QTAIM LIs and DIs are calculated. We 

addressed this issue and developed truly exclusive FALDI distributions, as well as exclusive 

LIs and DIs. This work was published early in 2018, and is presented as the penultimate work 

of this thesis in Chapter 3. Finally, we revisited our research on the nature of AILs, but using 

the extended and exclusive FALDI distributions, and a manuscript describing an indicator of 

AILs has been submitted for publication and is presented in Chapter 5. 
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Chapter 2: Theoretical background and developments 
 

Introduction 

The primary novel development of this work is the derivation and implementation of the 

Fragment, Atomic, Localized, Delocalized and Interatomic (FALDI) density decomposition 

scheme.1-4 The FALDI scheme, at its current development, has many different aspects related 

to calculation and decomposition of either deformation densities or static densities. Each of the 

aspects of FALDI and its applications are described separately, in publication form, in the 

various chapters of this thesis. This chapter serves as a consolidation of FALDI in its entirety. 

In addition, FALDI has gone through several developments as each aspect was published, with 

later developments also serving as an improvement of earlier aspects. This chapter will lay 

down a logical overview of FALDI in its current form, regardless of the historical timeline of 

its development. 

The FALDI scheme is rooted in the first- and second-order density matrices, domain-

averaged exchange-correlation electron holes, electron (de)localization, deformation densities 

and atoms-in-molecules atomic volumes. Section 2.1 of this chapter serves as a background to 

the reader, and will cover a brief background of the topics relevant to the discussion of FALDI. 

Specifically, the topics which will be covered in Section 2.1. are: (i) The electron density, (ii) 

The pair-density and electron holes, (iii) The Quantum Theory of Atoms in Molecules, (iv) 

Extended population analysis within QTAIM and (v) Domain Averaged Fermi Holes. Note 

that foundational quantum chemical theory, and specifically methods for approximating and 

calculating electronic structures will not be covered in this thesis. For interested readers we 

recommend Szabo and Ostlund5 as very good reference material. 

Section 2.2 will cover the derivation, implementation and implications of FALDI itself. 

Specifically, the topics which will be covered in Section 2.2 are, in the discussed order: (i) the 

general FALDI decomposition, (ii) FALDI exclusive (de)localization indices and distributions, 

(iii) a classification scheme for identifying FALDI components as bonding, non-bonding and 

anti-bonding, (iv) the CP(r) function, a tool for investigating the origins of atomic interaction 

lines, and (v) FALDI deformation densities. 
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2.1. Theoretical background 

2.1.1. The electron density 

The first-order electron density is a scalar distribution describing the probability of finding any 

of N electrons with arbitrary spin at a given coordinate in real-space, normalized to N. It arises 

from the probability interpretation of the square of the wavefunction, and the most general 

manner in which it can be calculated is by integrating the square of the wavefunction over all 

spin coordinates and all but one spatial coordinate and then normalizing to N: 

Eq. 1 is useful in general and illustrates the interpretation of the electron density (ED). In 

general though, the N-electron wavefunction is usually expressed in terms of a number (N) of 

1-electron functions known as spin-orbitals (also called molecular orbitals, MO), which 

themselves are expressed as linear combinations of multiple basis functions. Spin-orbitals can 

take a variety of forms, from canonical MOs expressing the wavefunction as a single Slater 

determinant through Kohn-Sham orbitals used in Density Functional Theory (DFT), to MOs 

expressed as natural orbitals for wavefunctions containing multiple Slater determinants. Using 

the Müller approximation,6 the ED can be expressed in terms of weighted spin-orbitals: 

where 𝜒𝜒𝑖𝑖(𝐫𝐫) is the ith MO, 𝜈𝜈𝑖𝑖 its occupation and NMO the total number of occupied MOs. For 

restricted Hartree-Fock and DFT wavefunctions, 𝜈𝜈𝑖𝑖 will be equal to two for all i and NMO = 

N/2. For multi-determinant wavefunctions within the natural orbital expression, 𝜈𝜈𝑖𝑖 is equal to 

the partial occupation of each spin-orbital.  

The ED is an extremely critical element of quantum chemistry. It provides a spin-

independent description of the average electron distribution in a molecule and can therefore be 

associated with a very large range of chemical phenomena. The ED is comparable to the 

wavefunction itself in that many physical properties of a specific state are inherently described 

by the ED alone. In addition, the ED is a quantum mechanical observable and can therefore be 

experimentally determined through, e.g. X-ray diffraction.  

 

 

𝜌𝜌(𝐫𝐫) = 𝑁𝑁 � Ψ∗(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)Ψ(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)𝑑𝑑𝑠𝑠1𝑑𝑑𝑥𝑥2 … 𝑑𝑑𝑥𝑥𝑁𝑁 (1) 

𝜌𝜌(𝐫𝐫) = � 𝜈𝜈𝑖𝑖|𝜒𝜒𝑖𝑖(𝐫𝐫)|2

𝑁𝑁𝑀𝑀𝑀𝑀

𝑖𝑖

 (2) 
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2.1.2. The pair density and electron holes 

One of the biggest complexities in quantum chemistry is the particle-wave duality, as it requires 

that we have to treat all the particles in a chemical system (specifically electrons within the 

Born-Oppenheimer approximation) as both particles and waves. This requirement excludes the 

consideration of an independent particle model, which would’ve greatly simplified any 

chemical modelling, but rather necessitates explicit inclusion of correlation of electron 

positions and momenta. Inclusion of electron correlation in electron structure calculations is 

well-documented, and is the raison d’être for the Hartree-Fock (HF) approximation, DFT as 

well as post-SCF methods. Here, we are specifically interested in exploring how electron 

correlation affects the distribution of electrons throughout a chemical system. 

The ED in Eqs. 1 and 2 is a first-order scalar field, which implicitly rather than explicitly 

depends on the correlated movement of electrons, i.e. if the wavefunction is correlated, the ED 

will represent the probability distribution as affected by averaged correlation effects. A 

correlated wavefunction (regardless of the degree of approximation) depends on all spatial and 

spin coordinates of all electrons simultaneously, and the position or momentum of a single 

electron will therefore simultaneously affect the distribution of all other electrons – an effect 

which is not immediately apparent in the ED. 

A second order electron density is easily defined in the same fashion as Eq. 1: 

where the integration is over all but two spin-spatial coordinates. 𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐) is known as the 

pair-density (PD) and represents the probability of finding two electrons with spins σ1 and σ2 

simultaneously at r1 and r2. Note that we have used x1 and x2 instead of r as the function’s 

variables; where the ED in Eq.1 is a spin-independent quantity, the pair-density explicitly 

depends on the spins of both electrons. Finally, the N(N – 1) normalization factor ensures that 

the PD is normalized to the correct number of electron pairs. For the remainder of this chapter, 

we will consider the PD without the effects of electron spin, unless explicitly stated, hence we 

will only consider the spinless PD obtained by integrating over the spin of two coordinates of 

Eq. 3, 𝜌𝜌2(𝐫𝐫𝟏𝟏, 𝐫𝐫𝟐𝟐) = 𝑁𝑁(𝑁𝑁 − 1) ∫ Ψ∗(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)Ψ(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)𝑑𝑑𝜔𝜔1𝑑𝑑𝜔𝜔2𝑑𝑑𝐱𝐱3 … 𝑑𝑑𝐱𝐱𝑁𝑁. 

The PD allows us to investigate the effects of electron correlation directly. It can be 

calculated from the first order EDs and a correlation factor:  

𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐) = 𝑁𝑁(𝑁𝑁 − 1) � Ψ∗(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)Ψ(𝐱𝐱1, 𝐱𝐱2, … , 𝐱𝐱𝑁𝑁)𝑑𝑑𝐱𝐱3 … 𝑑𝑑𝐱𝐱𝑁𝑁 (3) 

𝜌𝜌2(𝐫𝐫𝟏𝟏, 𝐫𝐫𝟐𝟐) = 𝜌𝜌(𝐫𝐫1)𝜌𝜌(𝐫𝐫2)[1 + 𝑓𝑓(𝐫𝐫𝟏𝟏; 𝐫𝐫𝟐𝟐)] (4) 
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If electrons were truly independent, i.e. marble-like point charges, then the PD would simply 

be equal to the product of two electrons at two spatial coordinates, independent of spin, i.e. 

𝑓𝑓(𝐫𝐫𝟏𝟏; 𝐫𝐫𝟐𝟐) = 0. The probability of finding two electrons simultaneously at r1 and r2 would be 

exactly the non-correlated product of finding each electron separately at the two coordinates, 

if electron movement was truly independent. In a correlated wavefunction, 𝑓𝑓(𝐫𝐫𝟏𝟏; 𝐫𝐫𝟐𝟐) ≠ 0 and 

the PD is either larger or smaller than the product of the first-order densities. Usually, electron 

correlation leads to a reduction of the PD, especially when r1 is close to r2. It is prudent to 

define a conditional probability, i.e. the probability of finding an electron at r1 if an electron is 

already known to be at r2: 

Again, if electrons were fully independent, then 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐫𝐫1; 𝐫𝐫2) = 𝜌𝜌(𝐫𝐫1); in other words, the ED 

at r1 would be unaffected regardless of the remaining electron positions. The difference 

between the uncorrelated and correlated 𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐫𝐫1; 𝐫𝐫2) for finding an electron at r1 describes 

how electron correlation changes the conditional probability: 

This pseudo 2nd-order distribution is known as the electron hole function, or more commonly 

as the exchange-correlation (XC) hole. The XC-hole describes how the ED is diminished or 

increased at r1 due to the presence of a reference electron at r2. Since electron correlation 

usually leads to decreased ED in the vicinity of the reference electron, the XC-hole commonly 

describes how an electron is excluded at r1 due to the reference electron. In addition, the XC-

hole results in exactly –1 when integrated over all space – that is to say, if an electron is known 

to be at r2, it cannot be found anywhere else and a single electron is entirely excluded from the 

remainder of the molecule. 

Wavefunctions built from spin-orbitals generally need to account for two types of electron 

correlation. The first is Fermi or exchange electron correlation that is a spin-dependent property 

arising from the antisymmetry of a wavefunction. Specifically, and very importantly, Fermi 

correlation applies only to electrons of the same spin. Exchange electron correlation is a purely 

quantum mechanical term, and can best be understood by investigating the PD in a 2 electron, 

antisymmetric, single determinant wavefunction. We consider first the case of a single 

determinant (SD) wavefunction containing two electrons of opposite spin: 

𝜌𝜌𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝐫𝐫1; 𝐫𝐫2) =
𝜌𝜌2(𝐫𝐫𝟏𝟏, 𝐫𝐫𝟐𝟐)

𝜌𝜌(𝐫𝐫2)
 (5) 

𝜌𝜌𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝐫𝐫1; 𝐫𝐫2) = 𝜌𝜌(𝐫𝐫1) −
𝜌𝜌2(𝐫𝐫𝟏𝟏, 𝐫𝐫𝟐𝟐)

𝜌𝜌(𝐫𝐫2)
 (6) 
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where φ(r) are spatial orbitals, α(ω) and β(ω) are spin functions and the determinant has been 

expanded. The PD – the probability of finding an electron with spin s1 at r1 and an electron 

with spin s2 at r2 – for ΨSD
𝜎𝜎1≠𝜎𝜎2 is equal to the square of the wavefunction: 

The spin-independent density can be obtained by integrating over the spins: 

where we have used the orthonormality condition for integration of two spin functions, i.e. 

⟨𝛼𝛼|𝛼𝛼⟩ = 1, ⟨𝛽𝛽|𝛽𝛽⟩ = 1 and ⟨𝛼𝛼|𝛽𝛽⟩ = 0. The PD for ΨSD
𝜎𝜎1≠𝜎𝜎2 therefore reduces to the totally 

uncorrelated product of the 1st-order EDs at r1 and r2. Therefore, in a single-determinant 

wavefunction (such as for the HF approximation), electrons of opposite spin are entirely 

independent. 

For a 2-electron wavefunction with electrons of parallel spin, ΨSD
𝜎𝜎1=𝜎𝜎2, the PD is: 

and integrating the spins out, 

is not equal to the product of 1st-order EDs at r1 and r2. Therefore, in a single-determinant 

wavefunction, electrons of the same spin are correlated, and the conditional probability of 

finding an electron at r1 if an electron of the same spin is at r2 will be less than ρ(r1).  

ΨSD
𝜎𝜎1≠𝜎𝜎2 =

1
√2

[𝜙𝜙𝑎𝑎(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫2)𝛽𝛽(𝜔𝜔2) − 𝜙𝜙𝑎𝑎(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)𝜙𝜙𝑏𝑏(𝐫𝐫1)𝛽𝛽(𝜔𝜔1)] (7) 

𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐) =
1
2

[|𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝛼𝛼(𝜔𝜔1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2|𝛽𝛽(𝜔𝜔2)|2

+ |𝜙𝜙𝑎𝑎(𝐫𝐫2)|2|𝛼𝛼(𝜔𝜔2)|2|𝜙𝜙𝑏𝑏(𝐫𝐫1)|2|𝛽𝛽(𝜔𝜔1)|2

− 2𝜙𝜙𝑎𝑎(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫1)𝛽𝛽(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫2)𝛽𝛽(𝜔𝜔2)𝜙𝜙𝑎𝑎(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)] 

(8) 

� 𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐)𝑑𝑑𝜔𝜔1𝑑𝑑𝜔𝜔2 =
1
2

[ |𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2 + |𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2 + 0] 

= 𝜌𝜌(𝐫𝐫1)𝜌𝜌(𝐫𝐫2) 
(9) 

𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐) =
1
2

[|𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝛼𝛼(𝜔𝜔1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2|𝛼𝛼(𝜔𝜔2)|2

+ |𝜙𝜙𝑎𝑎(𝐫𝐫2)|2|𝛼𝛼(𝜔𝜔2)|2|𝜙𝜙𝑏𝑏(𝐫𝐫1)|2|𝛼𝛼(𝜔𝜔1)|2

− 2𝜙𝜙𝑎𝑎(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)𝜙𝜙𝑎𝑎(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)] 

(10) 

� 𝜌𝜌2(𝐱𝐱𝟏𝟏, 𝐱𝐱𝟐𝟐)𝑑𝑑𝜔𝜔1𝑑𝑑𝜔𝜔2 =
1
2

[ |𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2 + |𝜙𝜙𝑎𝑎(𝐫𝐫1)|2|𝜙𝜙𝑏𝑏(𝐫𝐫2)|2 

                                            −2𝜙𝜙𝑎𝑎(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫1)𝛼𝛼(𝜔𝜔1)𝜙𝜙𝑏𝑏(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)𝜙𝜙𝑎𝑎(𝐫𝐫2)𝛼𝛼(𝜔𝜔2)]] 
(11) 
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Where Fermi correlation arises from the spins of electrons, Coulomb correlation arises from 

the instantaneous electrostatic repulsion between electrons. Spin-orbitals are inherently 

independent from each other, and as such, the electron-electron repulsion is calculated as an 

average between all spin-orbitals. However, in reality, electrons (regardless of spin) will 

experience both greater and weaker electron-electron repulsion than the average as they move 

around through space. Such instantaneous repulsions will change the PD – the probability of 

finding two electrons simultaneously at r1 and r2 will be much less than what the average would 

suggest if r1 and r2 were close together, independent of their spin. HF wavefunctions do not 

account for this effect at all, and only treat electron-electron repulsion in an averaged manner. 

The density distributions for HF wavefunctions are therefore entirely independent in terms of 

Coulomb correlation, whereas post-SCF corrections and multi-determinant wavefunctions 

account for Coulomb correlation in varying degrees. 

The XC-hole describes the exclusion of an electron at r1 due to an electron at r2 resulting 

from both Fermi and Coulomb correlation. Hence, the XC-hole can be decomposed into a 

Fermi hole, ℎx(𝐫𝐫1; 𝐫𝐫2) as well as a Coulomb hole, ℎc(𝐫𝐫1; 𝐫𝐫2). The Fermi hole arises due to the 

antisymmetry of the wavefunction and can be directly related to the Pauli exclusion principle. 

The Fermi hole describes the exclusion of an electron of the same spin as the reference electron, 

and integrates to exactly –1. In addition, the Fermi hole is always negative, and therefore 

always reduces the probability of finding another electron close to the reference electron. In 

this regard, the presence of the Fermi hole reduces the average electron-electron repulsion 

experienced by an electron in a spin-orbital. Such a reduction of the electron-electron repulsion 

is known as the exchange energy, and is an important component in covalent bonding. 

On the other hand, the Coulomb hole arises from electrostatic correlation, and is typically 

much more difficult to calculate (as well as approximate) than the Fermi hole. The Coulomb 

hole integrates to exactly 0. In other words, if the Coulomb hole leads to a reduced probability 

of finding an electron at r1 relative to r2, then an increased probability will be seen elsewhere 

in the molecule. Generally, the Coulomb hole also leads to reduced electron-electron repulsion, 

since regions where ℎc(𝐫𝐫1; 𝐫𝐫2) < 0 will be commonly seen when r1 and r2 are close together, 

whereas regions where ℎc(𝐫𝐫1; 𝐫𝐫2) > 0 generally occur when r1 and r2 are far apart and with a 

lesser influence on the electron-electron repulsion.  

Both Fermi and Coulomb holes can have very complex and interesting distributions, and 

often can be unexpected and counter-intuitive. However, it is important to note that ℎx(𝐫𝐫1; 𝐫𝐫2) 

and ℎc(𝐫𝐫1; 𝐫𝐫2) can interact with each other, such that ℎc(𝐫𝐫1; 𝐫𝐫2) > 0 when the Fermi hole is 
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very large. Therefore, it is only the exchange-correlation hole, as well as the total exchange-

correlation energy, which is sensible to analyse. In general however, the Fermi hole dominates 

the total XC-hole, and since the Fermi and Coulomb holes integrate to –1 and 0, respectively, 

the total XC-hole also integrates to –1. As a result, the total XC-hole always reduces the total 

electron-electron repulsion, and reduces the total molecular energy. 

Finally, it is important to note that the XC-hole can be seen as a measure of electron 

delocalization. Since the XC-hole in Eq. 6 provides the origin of the excluded electron at r1, 

i.e. ρ(r1) is reduced by the probability of an electron in volume element dr2 being found at r1. 

Therefore, by keeping r2 constant but varying r1, the XC-hole can give a pseudo-dynamic 

distribution of the electron in dr2 throughout all molecular space. Charge-weighting the XC 

hole by ρ(r2), 𝜌𝜌(𝐫𝐫2)𝜌𝜌𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻(𝐫𝐫1; 𝐫𝐫2), then gives the molecular-wide distribution of all electrons in 

dr2. 

 

2.1.3 The Quantum Theory of Atoms in Molecules 

Richard Bader developed the Quantum Theory of Atoms in Molecules (QTAIM)7 together with 

various co-workers over the course of three decades. QTAIM is an example of a theory of an 

atom-in-a-molecule; while there have been many attempts towards defining atoms in 

molecules, QTAIM has been proven to be robust, powerful and general. Bader has shown7 that 

the atomic definition within QTAIM is a form of a generalized quantum mechanics of open 

systems, of which the molecule as a whole is a special case. While we will review a few critical 

concepts from QTAIM in this section, interested readers can further consult Bader’s book7 or 

a work edited by Matta et al.8 

QTAIM defines atoms within molecules through the topology of the ED, and QTAIM has 

opened up the field of Quantum Chemical Topology (QCT).9 While the topology of the ED has 

many subtleties and fine structure, we are principally concerned with critical points (local 

maxima or minima) within the ED distribution. A critical point (CP) in the electron density at 

a coordinate rc is a local maximum, minimum or a saddle point where the first derivative (and 

each of its three components) vanishes: 

∇𝜌𝜌(𝐫𝐫c) = 𝐢𝐢
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝐣𝐣
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝐤𝐤
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

= 0 (12) 



Chapter 2: Theoretical Background and Developments. 

24 

Each CP is a local maximum or minimum along each of the three principle axes corresponding 

to maximum curvature. The type of CP can be determined by evaluating components of the 

Hessian matrix, which describe the partial second derivatives of the ED at rc: 

The Hessian matrix can be diagonalized to give three curvatures along the principle axes at rc, 

yielding three eigenvalues, λ1, λ2 and λ3, and associated eigenvectors. The sign of each 

eigenvalue reveals whether rc is a local minimum or maximum along the associated 

eigenvector, where positive and negative eigenvalues relate to local minima and maxima, 

respectively. 

Each CP can be classified according to its partial first and second derivatives, and is given 

a rank, ω, and signature, σ. The rank determines the number of non-zero curvatures 

(eigenvalues of the Hessian matrix). In other words, a rank of (+3) indicates that a CP is a local 

maximum or minimum in all three principle axes. The signature is the algebraic sum of the 

signs of the eigenvalues, and a signature of (–1) indicates that rc is a local minimum in one axis 

but a local maximum in the remaining two axes (+1 –1 –1 = –1). While many CPs of rank 1 

and 2 exist in any ED distribution, only a number of CPs of rank 3 will exist, subject to the 

Poincaré-Hopf relationship,7 and rank 3 CPs are therefore of particular use in QCT. 

The topology of the ED is generally dominated by the electrostatic attractive force between 

nuclei and electrons, and as such, every nuclear coordinate is marked by a (+3,–3) CP – a local 

maximum in all three principle axes. (+3,–1) CPs are often found between pairs of nuclei and 

are known as bond critical points (BCPs). CPs found within a ring of nuclei are (+3,+1) CPs, 

known as ring critical points (RCPs), and a CP enclosed by a number of ring critical points is 

always a (+3,+3) CP, known as a cage critical point (CCP). 

The presence of (+3,–3) CPs at nuclear positions and BCPs, RCPs and CCPs at various 

internuclear separations lead to a natural partitioning of space into subspaces, Ω, known as an 

atomic basin, with each basin Ω containing only a single nucleus. The surfaces separating 

atomic basins are uniquely defined by the gradient vector field of the ED: 

𝐀𝐀(𝐫𝐫c) =

⎝

⎜
⎜
⎜
⎛

𝜕𝜕2𝜌𝜌
𝜕𝜕𝑥𝑥2

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝑦𝑦2

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

𝜕𝜕2𝜌𝜌
𝜕𝜕𝑧𝑧2 ⎠

⎟
⎟
⎟
⎞

 (13) 



Chapter 2: Theoretical Background and Developments. 

25 

where r belongs to a surface S(Ω) beholden to the above condition, and n(r) is a unit vector 

normal to S(Ω). Eq. 14 describes a zero-flux surface, i.e. the gradient crossing S(Ω) at any 

coordinate will be equal to 0, and no gradient vector originating from any (+3,–3) critical point 

will cross S(Ω). Eq. 14 also holds for r as it approaches infinity, and S(Ω) therefore stretches 

to infinity as well.  

The atomic basins Ω provide an exhaustive partitioning of all molecular space. Bader has 

shown that the kinetic energy operator is not well-defined for any arbitrary subspace of a 

molecule, and that it is only well defined when operating on the entire molecular space or an 

atomic basin Ω. Among other proofs, including a derivation from Schwinger’s principle of 

stationary action, QTAIM atomic basins therefore provide a fundamental, quantum mechanical 

description of an atom in a molecule. As a result, QTAIM atomic basins allow for the 

partitioning of any molecular property into atomic contributions: 

where 〈𝑂𝑂�〉𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 is the expectation value of an operator 𝑂𝑂� acting on the molecular 

wavefunction. QTAIM atomic basins therefore provide an additive atomic count of any 

molecular property, including the total number of electrons, N, or the molecular charge, q. Eq. 

15 is an extremely powerful tool and link between molecular quantum chemistry, the molecular 

structure hypothesis10 and conceptual chemistry. 

QCT has revealed a peculiar property regarding the ED distribution between nuclei. A BCP 

is always observed at the interface between two zero-flux surfaces (Eq. 14) outside of the limit 

at infinity, i.e. interatomic zero-flux surfaces. Two gradient vectors originate at each of the 

enclosed nuclei and terminate at the BCP. The path defined by these two vectors is known as 

an atomic interaction line (AIL, also known as a bond path or a line path11). The ED is at a 

local maximum perpendicular to the AIL at each and every coordinate of the AIL – an AIL is 

therefore a bridge of density12 connecting two nuclei. As stated in Chapter 1, and stressed in 

the remaining chapters of this thesis, an AIL is a remarkable yet still misunderstood property 

of the ED. The collection of AILs gives rise to a molecular graph, which defines QTAIM-

based atomic connectivity. 

∇𝜌𝜌(𝐫𝐫) ∙ 𝐧𝐧(𝐫𝐫) = 0 (14) 

〈𝑂𝑂�〉𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = � 𝑂𝑂(Ω𝑖𝑖)
𝑀𝑀𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

𝑖𝑖

 (15) 
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Two of the eigenvalues of the Hessian matrix (λ1 and λ2) will be negative at each and every 

coordinate of an AIL, indicating a negative partial second derivative along the principle vectors 

perpendicular to the AIL itself. A negative partial second derivative at r, 
2

2
( )ρ∂

∂
r

r
, can be seen 

as a measure of local concentration of the ED, in that the ED at r is greater than the average of 

its neighbouring coordinates along a specific vector.7 Along the AIL, the third eigenvalue of 

the Hessian matrix (λ3) will always be positive, indicating a local depletion of ED. Generally, 

at a given coordinate r along an internuclear vector and as long the two nuclei are not part of a 

cage, λ1 < 0 and λ3 > 0. The sign of the remaining eigenvalue, λ2, then generally determines 

whether ED is concentrated at r relative to its neighbouring environment, thereby forming an 

AIL if a CP is present, or whether the ED is depleted. Such concentrations and depletions have 

been used extensively by both QTAIM and other QCT techniques, such as the Noncovalent 

Interactions (NCI) technique,13,14 to indicate ‘attractive’ or ‘repulsive’ interactions. However, 

we showed15 in Appendix 1 that measures of ED concentration utilising λ2 is only a relative to 

the local environment where it is measured. In Section 2.2.4, we will expand on the use of λ2 

as an absolute measure of ED concentration/depletion. 

 

2.1.4. QTAIM atomic overlap matrices, localization and delocalization indices 

Any exhaustive, real-space definition of an atom in a molecule, such as QTAIM’s topological 

definition through Eq. 5, provides a measure of the atomic electron population of an atom by 

integrating the ED over the atomic basin: 

where the integration is applied over Ω(A). N(A) therefore relates the average number of 

electrons which can be found in Ω(A), and, in accordance with Eq. 15, the sum of all atomic 

populations gives the total number of electrons in the molecule, N. The electron population of 

an atom is also related to the atomic charge, 𝑞𝑞(A) = 𝑍𝑍(A) − 𝑁𝑁(A), where Z(A) is the nuclear 

charge. 

Since 𝜌𝜌(𝐫𝐫) can be expressed in terms of MOs (Eq. 2), the atomic population for atom A can 

be written in terms of MOs integrated over Ω(A): 

𝑁𝑁(A) = � 𝜌𝜌(𝐫𝐫)𝑑𝑑𝐫𝐫
A

 (16) 
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The integration of the overlap between all MO pairs over Ω(A) can be written as a matrix 

associated with atom A, SA
, and is known as an atomic overlap matrix (AOM). The elements 

of an NMO by NMO atomic overlap matrix, 

provide information on how each normalized MO (diagonal elements) or a MO-pair (off-

diagonal elements) contribute to the ED distribution of atom A. The atomic population is 

therefore simply the sum of diagonal elements of the AOM weighted by the corresponding 

occupations: 

The off-diagonal elements of each AOM, however, provide valuable information regarding 

the 2nd-order density distribution across the atom, i.e. how MOs interfere (de)constructively 

within Ω(A).16,17 Such information can be used to indicate the degree of localization or 

delocalization of electrons within the atomic basin. Specifically, by integrating the pair density 

across two domains simultaneously, the total electron delocalization between electrons in each 

basin can be calculated: 

where we have used the definition for the elements of the AOM from Eq. 18. δ(A,B) is known 

as the delocalization index (DI)18,19 for atom pair A,B. Note also that the integrations can be 

swapped (dr1 over Ω(B), dr2 over Ω(A)) which will give the equivalent number of electrons, 

indicating that the number of electrons found on average in Ω(A) but delocalized into Ω(B) is 

the same as the number of electrons found on average in Ω(B) but delocalized into Ω(A); hence, 

the factor of 2 in Eq. 20.  

Similarly, the number of electrons localized in one specific basin can be calculated as well: 

𝑁𝑁(A) = � � 𝜈𝜈𝑖𝑖|𝜒𝜒𝑖𝑖(𝐫𝐫)|2𝑑𝑑𝐫𝐫
A

𝑁𝑁𝑀𝑀𝑀𝑀

𝑖𝑖

 (17) 

𝑆𝑆𝑖𝑖𝑖𝑖
A = � � 𝜒𝜒𝑖𝑖

∗(𝐫𝐫)𝜒𝜒𝑗𝑗(𝐫𝐫)𝑑𝑑𝐫𝐫
A𝑖𝑖𝑖𝑖

 (18) 

𝑁𝑁(A) = � 𝜈𝜈𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖
A

𝑁𝑁MO

𝑖𝑖

 (19) 

δ(A, B) = 2 � � 𝑑𝑑𝐫𝐫1
A

� 𝑑𝑑𝐫𝐫2
B

�𝜈𝜈𝑖𝑖𝜈𝜈𝑗𝑗�𝜒𝜒𝑖𝑖
∗(𝐫𝐫1)𝜒𝜒𝑗𝑗 (𝐫𝐫1)𝜒𝜒𝑗𝑗

∗(𝐫𝐫2)𝜒𝜒𝑖𝑖 (𝐫𝐫2)�
𝑖𝑖𝑖𝑖

 

= 2 � �𝜈𝜈𝑖𝑖𝜈𝜈𝑗𝑗𝑆𝑆𝑖𝑖𝑖𝑖
A𝑆𝑆𝑗𝑗𝑗𝑗

B

𝑖𝑖𝑖𝑖

 
(20) 
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where λ(A) is the localization index (LI) of atomic basin Ω(A).18,19 LIs and DIs therefore give 

an indication of the number of electrons either localized to a specific basin or delocalized 

between two atomic basins, and are decomposition products of the total atomic electron 

population: 

where M is the number of atomic basins in the molecule. That is, the number of electrons which 

can be found on average in Ω(A) is equal to the number of electrons which, supposedly, can 

only be found in Ω(A) (localized) and the number of electrons which can be found in all other 

atomic basins as well (delocalized). Note that in Chapter 3 the exclusivity of QTAIM-defined 

LIs is extensively investigated and we have found that these LIs quite often describe electrons 

that are significantly delocalized.2 Finally, the DI correlates well with the expected bond order 

of most covalent bonds, and is often used as such for interpretive purposes. However, this 

correlation is also strange,2 as the DI describes the number of electrons shared between two 

basins, whereas the bond order describes the number of electron pairs shared between two 

atoms. These observations are also investigated in Chapter 3. 

 

2.1.5. Domain averaged Fermi Holes 

The Domain Averaged Fermi Hole (DAFH) approach by Ponec and co-workers20,21 is a highly 

visual, interpretive technique aimed originally at exploring the distribution of an electron-pair 

where one electron is described by the averaged distribution within a specific domain in real-

space. It has evolved quite a lot since its original inception in 1997 and 1998,20,21 and in modern 

days represents a very powerful tool for analysing and visualizing electron (de)localization in 

various, physically correct and chemically sensible modes. 

The concept of DAFH is simple. Starting from the definition of the spinless XC-hole, Eq. 

6, one of the coordinates is averaged over a specific domain in real space. While the domain 

can be chosen arbitrarily, it has been shown that QTAIM-based atomic domains (given by the 

λ(A) = � � 𝑑𝑑𝐫𝐫1
A

� 𝑑𝑑𝐫𝐫2
A

�𝜈𝜈𝑖𝑖𝜈𝜈𝑗𝑗�𝜒𝜒𝑖𝑖
∗(𝐫𝐫1)𝜒𝜒𝑗𝑗 (𝐫𝐫1)𝜒𝜒𝑗𝑗

∗(𝐫𝐫2)𝜒𝜒𝑖𝑖 (𝐫𝐫2)�
𝑖𝑖𝑖𝑖

 

= � �𝜈𝜈𝑖𝑖𝜈𝜈𝑗𝑗𝑆𝑆𝑖𝑖𝑖𝑖
A𝑆𝑆𝑗𝑗𝑗𝑗

A

𝑖𝑖𝑖𝑖

 
(21) 

𝑁𝑁(A) = λ(A) + �
1
2

δ(A, B)
𝑀𝑀−1

𝐵𝐵≠A

 (22) 
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condition in Eq. 14) give chemically meaningful results.22 For the remainder of this work, we 

will always refer to DAFH as defined in terms of QTAIM-based atomic domains. The central 

quantity in DAFH, the gA(r) function, 

integrates (averages) one of the spatial coordinates of the electron hole over a chosen atomic 

basin. The electron hole is weighted by the charge density at the averaged coordinate (ρ(r2)) in 

order to evaluate the total charge at r2 rather than just a single electron.  

gA(r) gives the number of electrons excluded at r due to XC effects as a result of the 

electrons found on average in Ω(A). Since the domain-averaged XC-hole calculates the origin 

of the excluded electrons (i.e., the electrons residing in Ω(A)), gA(r) can also be interpreted as 

a pseudo-dynamic probability density of the electrons in Ω(A), and provides a normalized 

probability of finding any of the electrons found on average in Ω(A) at any given coordinate r, 

even if 𝐫𝐫 ∉  Ω(A). In other words, gA(r) gives the contribution at r by atom A as a result of 

delocalized electron distributions, which automatically leads to a complete decomposition of 

the electron density at r: 

A few interesting relationships can be drawn between DAFH’s gA(r) and the QTAIM 

populations described in section 2.1.4: 

(i) Integration of gA(r) over all molecular space yields the atomic population, N(A) (Eq. 

16): 

 Interpreting Eq. 25 can, at first, seem strange, as it suggests that the same number of 

electrons which are found, on average, in Ω(A) can also be found throughout the 

molecule. Where N(A) measures the static, first-order electron density and gives the 

average electrons found in Ω(A), gA(r) measures how these same electrons are 

delocalized throughout the molecule as a result of XC effects. gA(r) therefore 

represents a pseudo-2nd order, real-space distribution of the N(A) electrons. 

(ii) Integration of gA(r) over only Ω(A) gives the QTAIM-defined localization index, 

gA(𝐫𝐫𝟏𝟏) = � 𝜌𝜌(𝐫𝐫2)𝜌𝜌Hole(𝐫𝐫1; 𝐫𝐫2)𝑑𝑑𝐫𝐫2
A

 (23) 

𝜌𝜌(𝐫𝐫) = � gA(𝐫𝐫)
𝑀𝑀

A

 (24) 

𝑁𝑁(A) = � 𝜌𝜌(𝐫𝐫)𝑑𝑑𝐫𝐫
A

= � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
∞

−∞
 (25) 
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which, supposedly, gives the number of electrons localized to Ω(A). If N(A) 

electrons are fully localized to Ω(A), then λ(A) = N(A), gA(r) = ρ(r) for r ∈ Ω(A) 

and gA(r) = 0 for r ∉ Ω(A).  

(iii) Integration of gA(r) over any other atomic basin gives half of the QTAIM-defined 

delocalization index, as well as integrating gB(r) over Ω(A): 

Interpreting Eq. 27 is quite simple – since gA(r) gives the contribution of Ω(A)’s 

electrons at r, it therefore gives the contribution which those electrons make to other 

atomic basins’ expected number of electrons – or, in other words, the electrons of 

Ω(A) which are sufficiently delocalized to be found outside of Ω(A).  

(iv) The atomic electron population, N(A), can be decomposed in terms of DAFH 

functions: 

which is the corollary of Eq. 22. The average number of electrons in Ω(A), when 

taking XC-effects into account, is therefore equal to the contribution which atom A 

makes to Ω(A) itself (localized electrons, first term in Eq. 28) as well as the 

contribution which atom A makes to the remainder of the molecule (delocalized 

electrons, second term in Eq. 28). Alternatively, and equally true, is that the average 

number of electrons in Ω(A) is equal to the localized electrons and the number of 

electrons from all other atoms which are delocalized in Ω(A). 

The above-mentioned properties of gA(r) show that it is the equivalent of atomic electron 

population, but taking into account the dynamic distribution of electrons due to XC-effects. As 

a result, DAFH is an extremely useful tool for understanding atomic populations, delocalization 

effects, conjugation and aromaticity, as well as general properties of chemical bonding. Since 

𝜆𝜆(A) = � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
A

 (26) 

1
2

𝛿𝛿(A, B) = � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
B

= � gB(𝐫𝐫)𝑑𝑑𝐫𝐫
A

 (27) 

𝑁𝑁(A) = � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
A

+ � � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
B

𝑀𝑀−1

B≠A

 

= � gA(𝐫𝐫)𝑑𝑑𝐫𝐫
A

+ � � gB(𝐫𝐫)𝑑𝑑𝐫𝐫
A

𝑀𝑀−1

B≠A

 

(28) 
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gA(r) can be visualized as cross-sections, contour maps or isosurfaces, DAFH is also a very 

visual method and provides very useful pictures of atomic electron distributions. 

To calculate the full gA(r), as defined by Eq. 23, can be quite time-consuming since the XC-

hole incorporates the full second-order density matrix. A considerably quicker route can be 

followed using the AOM elements, as defined in Eq. 18: 

DAFH, in its current, modern form, is usually subjected to additional treatments. Firstly, 

gA(r) can be written in matrix-form and subsequently diagonalized, producing a set of 1-

electron domain natural functions and occupations associated with each atomic basin. 

Secondly, Ponec, Cooper and Kohout introduced23 Cioslowski’s isopycnic transformations24 

during the calculation of gA(r); this produces a different set of 1-electron DAFH functions (the 

sum of which still gives the same gA(r)) but which are differently localized, in chemically 

intuitive fashions. For the purposes of this work, only the general DAFH function, gA(r), is 

used and expanded upon. 

 

Section 2.2. Novel theoretical developments 

2.2.1. The FALDI density decomposition scheme 

FALDI is derived from DAFH and uses QTAIM atomic basins, although any exhaustive 

decomposition of molecular space into spatial domains can be used. In its essence, FALDI 

decomposes the total electron density (ED) at any given coordinate into one or more FALDI, 

or FALDI-derived, components: 

The FALDI components correspond to: (i) the density contribution of a chemical fragment, 

frag–ED, (ii) the density contribution of an atom, atom–ED, (iii) the density contribution of 

electrons localized to a specific atom, loc–ED, and (iv) the density contribution of electrons 

delocalized across a specific atom-pair, deloc–ED. A number of components derived from the 

above-mentioned FALDI fields will be discussed in the following sections.  

The same elementary principle applies to all FALDI components, as it applies to the DAFH 

function gA(r) discussed above – each FALDI component is a distribution in real-space of a 

gA(𝐫𝐫) = � �𝜈𝜈𝑖𝑖�𝜈𝜈𝑗𝑗𝜒𝜒𝑖𝑖
∗(𝐫𝐫)𝜒𝜒𝑗𝑗(𝐫𝐫)𝑆𝑆𝑗𝑗𝑗𝑗

A

𝑖𝑖𝑖𝑖

 (29) 

𝜌𝜌(𝐫𝐫) = � FALDI(𝐫𝐫)
𝑖𝑖

 (30) 
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corresponding QTAIM population or index. We will briefly discuss atom–ED and frag–ED 

distributions below, and then we will discuss the derivation of loc–ED and deloc–ED 

distributions. 

Atom–ED distributions are identical to DAFH gA(r) functions, discussed above in Section 

2.1.5, and therefore we use the same symbol.1 Each atom–ED distribution gives the real-space 

distribution of the electrons contained, on average, in an atomic basin Ω(A) (as calculated by 

the atomic electron population, N(A), Eq. 17). gA(r) is, in general, non-zero even outside of 

Ω(A) due to exchange-correlation effects, as discussed in Section 2.1.5. Therefore, the total 

ED at any r can be expressed in terms of the contribution each atom, as a whole, makes through 

Eq. 30: 𝜌𝜌(𝐫𝐫) = ∑ g𝑖𝑖
𝑀𝑀
𝑖𝑖 (𝐫𝐫). Frag–ED distributions, g{F}(r), are then quite simply the sum of 

multiple atom–ED distributions, corresponding to selected chemical fragments, and a frag–ED 

distribution integrated over all space will give the sum of the fragment’s electron populations, 

𝑁𝑁{F} = ∑ 𝑁𝑁(A) = ∫ g{F}(𝐫𝐫)∞ . 

While atom and fragment contributions can already provide useful insights into the total ED 

distribution of a molecule, we have found that it is quite often necessary to have a deeper degree 

of decomposition in order to understand certain phenomena. A natural decomposition of an 

atom’s electron population is the number of electrons localized to the atom itself (a 1-body 

contribution) and the number of electrons delocalized among atom pairs (2-body 

contributions). QTAIM-defined Localization indices (LI), as discussed in Section 2.1.4, 

provides a count of the contributions which the atom’s electrons make to its own basin. The LI 

can be calculated by integrating an atom–ED distribution, gA(r) over its own basin, Ω(A) (Eq. 

26), which leads to the definition of an LI in terms of AOMs (Eq. 21). For single-determinant 

restricted wavefunctions, the LI can be written as the trace of the matrix product of the AOM 

with itself: 

For multi-determinant wavefunctions, the LI can be approximated by the sum of the squares of 

all elements of the AOM. For the remainder of this chapter, we will focus on the equations 

dealing with single-determinant, restricted wavefunctions, and we will implement and test Eq. 

31 for multi-determinant wavefunctions in the future. 

                                                           
* While it might seem unnecessary to assign a new name to an already existing function, we felt it was 
necessary for consistency in the context of the entire FALDI decomposition scheme, and especially in the 
deformation density calculations using FALDI fields. 

λ(A) = 2𝑇𝑇𝑇𝑇(𝐒𝐒A𝐒𝐒A) (31) 
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In a similar fashion to the calculation of the DAFH function (Eq. 29), a distribution in 3D 

real space of an LI can be calculated: 

LA(r) is known within FALDI as a localized ED distribution for atom A (loc–ED), and 

describes the contribution to the total ED at r resulting from the electrons which are localized 

to Ω(A). Integrating LA(r) over all space gives the QTAIM-defined LI, and is therefore 

equivalent to integrating gA(r) over Ω(A). Correspondingly, QTAIM-defined DIs can also be 

calculated in terms of the matrix product of two AOMs: 

and again, Eq. 33 holds for single-determinant wavefunctions but for multi-determinant 

wavefunctions the DI is equal to the sum of the scalar products of each corresponding element 

of the two AOMs. A 3D real space distribution of δ(A,B) can be calculated as: 

D(r) is known within FALDI as a delocalized ED distribution for atom-pair A,B (deloc–ED) 

and describes the contribution to the total ED at r resulting from the electrons which are 

delocalized between Ω(A) and Ω(B). Integrating D(r) over all space gives the associated 

QTAIM-defined DI, and is therefore equivalent to integrating gA(r) over Ω(B) plus integrating 

gB(r) over Ω(A). 

Each atom–ED is decomposed perfectly into 1- and 2-body contributions: 

In other words, the contribution which each atom makes to the total ED at any given r is a 

result of the electrons localized to Ω(A) and half the electrons delocalized between Ω(A) and 

the remainder of the molecule. The FALDI decomposition products therefore provide 

significant additional analysis tools to the DAFH function. In addition, the total ED at any 

given r can be decomposed into only loc–ED and deloc–ED contributions, in order to gain 

insight on the overall localized and delocalized density distributions: 

ℒA(𝐫𝐫) = 2 � 𝜒𝜒𝑖𝑖
∗(𝐫𝐫)𝜒𝜒𝑗𝑗(𝐫𝐫)(𝐒𝐒A𝐒𝐒A)𝑗𝑗𝑗𝑗

𝑁𝑁/2

𝑖𝑖𝑖𝑖

 (32) 

𝛿𝛿(A, B) = 2𝑇𝑇𝑇𝑇(𝐒𝐒A𝐒𝐒B + 𝐒𝐒B𝐒𝐒A) (33) 

𝒟𝒟A,B(𝐫𝐫) = 2 � 𝜒𝜒𝑖𝑖
∗(𝐫𝐫)𝜒𝜒𝑗𝑗(𝐫𝐫)(𝐒𝐒A𝐒𝐒B + 𝐒𝐒B𝐒𝐒A)𝑗𝑗𝑗𝑗

𝑁𝑁/2

𝑖𝑖𝑖𝑖

 (34) 

gA(𝐫𝐫) = ℒA(𝐫𝐫) + �
1
2

𝒟𝒟A,B(𝐫𝐫)
𝑀𝑀−1

B≠A

 (35) 



Chapter 2: Theoretical Background and Developments. 

34 

Note that Chapter 6, which historically first introduced the FALDI decomposition, described 

an additional method for calculating intra-atomic and interatomic density contributions. For 

the purposes of calculating and interpreting conformational deformation densities these 

distributions proved quite useful, but since then we have opted to focus on the definitions for 

loc–ED and deloc–ED distributions described above. 

 

2.2.2. FALDI localized and delocalized natural density functions 

Each of the matrix products SASA and (SASB + SBSA) can be diagonalized in order to produce a 

set of orthogonal localized and delocalized ED functions in conjunction with Eqs. 32 and 34. 

The diagonalization is done through a unitary transformation matrix of the associated matrix 

product, collectively referred to as SASX: 

where the columns of UAX are the eigenvectors associated with SASX. The eigenvalues are 

calculated as: 

Each loc–ED and deloc–ED distribution can be expressed in terms of the eigenvectors and 

eigenvalues of Eq. 38. For the diagonalization of a loc–ED distribution: 

where 

The product of the eigenvalue and eigenvector in Eq. 39 is referred to a as a generic natural 

density function (NDF) so as not to confuse with natural orbital approaches, since an NDF 

calculates a component of the total ED rather than of the wavefunction. We also use the 

superscripts ‘AA’ to refer to eigenvalues or eigenvectors resulting from the diagonalization of 

𝜌𝜌(𝐫𝐫) = � ℒA(𝐫𝐫)
𝑀𝑀

A

+ � �
1
2

𝒟𝒟A,B(𝐫𝐫)
𝑀𝑀−1

B≠A

𝑀𝑀

A

 (36) 

𝐒𝐒A𝐒𝐒X𝐔𝐔AX = 𝑛𝑛AX𝐔𝐔AX (37) 

𝑛𝑛𝑖𝑖
AX = � 𝑈𝑈𝑗𝑗𝑗𝑗

AX(𝐒𝐒A𝐒𝐒X)𝑘𝑘𝑘𝑘𝑈𝑈𝑘𝑘𝑘𝑘
AX

𝑁𝑁MO

𝑗𝑗𝑗𝑗

 (38) 

ℒA(𝐫𝐫) = � 𝑛𝑛𝑖𝑖
AA�𝜙𝜙𝑖𝑖

AA(𝐫𝐫)�
2

𝑁𝑁MO

𝑖𝑖

 (39) 

𝜙𝜙𝑖𝑖
AA(𝐫𝐫) = � 𝜒𝜒𝑗𝑗(𝐫𝐫)𝑈𝑈𝑗𝑗𝑗𝑗

AA

𝑁𝑁MO

𝑗𝑗

 (40) 



Chapter 2: Theoretical Background and Developments. 

35 

the matrix product SASA. Finally, the NDF described in Eq. 39 is a localized NDF (loc–NDF). 

The eigenvalues, 𝑛𝑛𝑖𝑖
AA, give the electron occupation of the NDF whereas the square of the 

eigenvector, 𝜙𝜙𝑖𝑖
AA(𝐫𝐫), describes the NDFs distribution through space. Note that the sum of the 

occupations gives the total LI, 𝜆𝜆(A) = ∑ 𝑛𝑛𝑖𝑖
AA, whereas the sum of loc–NDFs gives the 

associated loc–ED distribution (Eq. 39). Note also that for each loc–ED distribution NMO (the 

number of canonical spin-orbitals in a single-determinant wavefunction) loc–NDFs will be 

produced. In addition, in restricted wavefunctions, the maximum occupation of any NDF will 

be 2 electrons, whereas in an unrestricted wavefunction it will be 1 electron. Finally, for single-

determinant wavefunctions, loc–NDF occupations will always be nonnegative, and each loc–

NDF itself will be positive throughout all space. 

Similarly, NDFs for deloc–ED distributions can be calculated in the exact same fashion, but 

using the matrix product SASX= (SASB+ SBSA) in Eq. 37 for calculating eigenvalues and 

eigenvectors: 

where 

and again, the sum of occupations gives the total DI for a specific atom-pair, 𝛿𝛿(A, B) = ∑ 𝑛𝑛𝑖𝑖
AB. 

Unlike loc–NDFs, deloc–NDFs can be either positive or negative, depending on the sign of its 

occupation. The reason for this is that a MO pair simultaneously distributed across two atomic 

basins can lead to either constructive or deconstructive overlap, resulting in a positive or 

negative deloc–NDF occupation, respectively. 

The introduction of NDFs extends the possibility of FALDI analysis quite extensively. Due 

to the nature of the eigenfunction equation in Eq. 37, the highest occupied deloc–NDFs will 

usually correlate with expected bonding modes (σ, π, etc.) whereas the highest occupied loc–

NDFs will usually correlate with core-electron distributions of specific orbital symmetry (1s, 

2s, 2px, etc.). While many localized natural orbital approaches provide similar distributions, 

they are usually holistic (molecular-wide) in nature and defined in Hilbert space. FALDI-

defined NDFs, as well as 1-electron DAFH functions, give contributions to the density in real-

space and are atom-centric. In addition, FALDI’s separation of the total atom–ED into 1- and 

𝒟𝒟A,B(𝐫𝐫) = � 𝑛𝑛𝑖𝑖
AB�𝜙𝜙𝑖𝑖

AB(𝐫𝐫)�
2

𝑁𝑁MO

𝑖𝑖

 (41) 

𝜙𝜙𝑖𝑖
AB(𝐫𝐫) = � 𝜒𝜒𝑗𝑗(𝐫𝐫)𝑈𝑈𝑗𝑗𝑗𝑗

AB

𝑁𝑁MO

𝑗𝑗

 (42) 
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2-body components provides a perfect analogy with atom- or atom-pair centred core, non-

bonded and bonded electrons. Therefore, FALDI NDFs generate an extremely useful and direct 

link between conceptual chemistry, which is intrinsically atom-centric, and quantum 

theoretical chemistry.  

 

2.2.3. FALDI exclusive localization and delocalization indices 

QTAIM LIs, despite claims in the original derivations,18,19 are not exclusive, in that the 

electrons counted by orthodox LIs cannot be said to be restricted to a single atomic basin. In 

fact, as we show and extensively investigate in Chapter 3, QTAIM LIs describe the core 

electrons (electrons which are exclusively localized to a single atomic basin), plus the non-

bonded electrons (electrons which are mostly localized to a single basin, such as lone-pairs) as 

well as a significant degree of delocalized electrons (electrons which can be found, often times 

in significant quantities, in two atomic basins). Therefore, orthodox LIs are very misleading 

and ambiguous in their descriptions. Similarly, QTAIM-defined DIs undercount the number of 

electrons delocalized amongst an atom-pair, since some of the delocalized electrons are already 

counted by QTAIM-defined LIs. This observation is the reason why orthodox DIs – a count of 

the number of electrons delocalized between two atomic basins – is often equal to the expected 

bond order – a count of the number of electron-pairs delocalized between two atomic basins. 

These interpretations are investigated and critiqued in Chapter 3, but the FALDI-based solution 

is given here as it is an additional set of tools in FALDI’s arsenal. 

Unfortunately, the loc–ED and deloc–ED distributions described by Eqs. 32 and 34 in the 

previous section are subject to the same lack of exclusivity as QTAIM-defined LIs and DIs. 

For this reason we will refer to loc–ED and deloc–ED distributions calculated in the manner 

described by Eqs. 32 and 34 as orthodox loc–ED and deloc–ED distributions. Our goal in this 

section is to define a truly exclusive loc–ED distribution, which, when integrated, gives an 

exclusive localization index (LIexcl). Generally undercounted deloc–ED distributions can then 

be suitably adjusted to give an integrated, exclusive delocalization index (DIexcl). 

In order to arrive to a definition of LIexcl and DIexcl, we first note that orthodox loc–ED 

distributions generally overlap with each other, as well as with deloc–ED distributions. Such 

overlap is even more noticeable with loc–NDFs and deloc–NDFs, where two atoms will 

possess identical loc–NDFs and the associated atom-pair will possess a very similar deloc–

NDF (all describing a specific channel of electron sharing between the two basins). Such 

overlap between loc–NDFs associated with different atomic basins can be accounted for. 
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Generally, the overlap between the ith NDF of a loc–ED distribution (ℒA
𝑖𝑖 (𝐫𝐫)) with the jth NDF 

of any other loc–ED distribution ((ℒB
𝑗𝑗 (𝐫𝐫)) can be calculated as: 

where 𝑛𝑛𝑖𝑖
AA𝑛𝑛𝑖𝑖

BB is the product of the occupations of the associated loc–NDFs and UXX is the 

eigenvector of the associated AOM product (Eq. 37). The eigenvectors of a given AOM 

product are orthonormal, but the eigenvectors of different AOM products are not, with 0 ≤

[(𝐔𝐔AA)†𝐔𝐔BB]𝑖𝑖𝑖𝑖 ≤ 1. The overlap of eigenvectors is then normalized to the square-root of the 

product of the occupations, �𝑛𝑛𝑖𝑖
AA𝑛𝑛𝑗𝑗

BB, and the overlap of an NDF with itself is therefore 

𝐬𝐬�ℒA
𝑖𝑖 ; ℒB

𝑗𝑗 � = 𝑛𝑛𝑖𝑖
AA = ∫ 𝑛𝑛𝑖𝑖

AA�𝜙𝜙𝑖𝑖
AA(𝐫𝐫)�

2
𝑑𝑑𝐫𝐫∞ . In addition, Eq. 43 describes a general equation for 

the overlap between any two NDFs; for instance, the overlap can be calculated between a loc–

NDF and a deloc–NDF: 𝐬𝐬(ℒA
𝑖𝑖 ; 𝒟𝒟A,B

𝑗𝑗 ) using the eigenvalues and eigenvectors of (SASB + SBSA), 

𝑛𝑛𝑗𝑗
AB and UAB. 

Using Eq. 43, we can now calculate the total overlap between a specific loc–NDF, ℒA
𝑖𝑖 (𝐫𝐫), 

and other loc–NDFs associated with all other atomic basins: 

where we have used Eq. 43 and LO(ℒA
𝑖𝑖 ) is the total localized overlap (LO). If the occupation 

of the ith NDF of basin A (𝑛𝑛𝑖𝑖
AA) is larger than LO(ℒA

𝑖𝑖 ) then the occupation can be adjusted 

accordingly; otherwise, the NDF is completely overlapped by other loc–ED distributions with 

contributions to the same MOs, and the occupation can be set to zero. A new occupation for 

the ith NDF of basin A is then generated by this condition. The occupation is primed in order 

to indicate that it is free of any LO (LO-free): 

After adjusted occupations have been generated for every NDF of basin A, the adjusted 

occupations can be substituted into Eq. 39, using unadjusted eigenvectors, to produce a LO-

free loc–ED distribution and LO-free loc–NDFs: 

𝐬𝐬(ℒA
𝑖𝑖 ; ℒB

𝑗𝑗 ) = �𝑛𝑛𝑖𝑖
AA𝑛𝑛𝑗𝑗

BB[(𝐔𝐔AA)†𝐔𝐔BB]𝑖𝑖𝑖𝑖 (43) 

LO(ℒA
𝑖𝑖 ) = � � 𝐬𝐬(ℒA

𝑖𝑖 ; ℒX
𝑗𝑗 )

𝑁𝑁MO

𝑗𝑗

𝑀𝑀

X≠A

 (44) 
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where, again, the loc–ED has been primed to indicate that it is LO-free. Finally, a LO-free 

localization index can be calculated by integrating the LO-free loc–ED over all space, or by 

summing the adjusted occupation values: 

The process of generating LO-free loc–NDFs removes 𝑛𝑛𝑖𝑖
AA − 𝑛𝑛′𝑖𝑖

AA electrons from the ith 

NDF, which is an indication of the component of orthodox LIs which is, in fact, delocalized 

across multiple basins. These electrons must then be added to specific deloc–NDFs. 

Specifically, the number of electrons which was removed from 𝑛𝑛𝑖𝑖
AA as a result of the overlap 

between the loc–ED distributions of basins A and B can therefore be added to the deloc–ED 

distribution of atom-pair A,B. The fraction of electrons which has to be added to the jth NDF 

of this deloc–ED distribution can be calculated as a weighted fraction of the total electrons 

removed from the ith NDF of the loc–ED distribution of basin A: 

where the weighting function, defined separately for each ℒA
𝑖𝑖  and 𝒟𝒟A,B

 𝑗𝑗  pair, is 

𝑤𝑤′�ℒA
𝑖𝑖 ; 𝒟𝒟A,B

 𝑗𝑗 � is the overlap between ℒA
𝑖𝑖  and 𝒟𝒟A,B

 𝑗𝑗  (as defined by Eq. 43) as a fraction of the 

total overlap between ℒA
𝑖𝑖  and all NDFs of 𝒟𝒟A,B

 , as well as the overlap between ℒA
𝑖𝑖  and all 

NDFs of ℒB  as a fraction of the total localized overlap of ℒA
𝑖𝑖  (as defined by Eq. 44). Eq. 49 

ensures that the removed density from a single loc–NDF as a result of localized overlap is 

added as a fraction to each relevant deloc–NDF. 𝑛𝑛′�ℒA
𝑖𝑖 → 𝒟𝒟A,B

 𝑗𝑗 � (Eq. 48) gives the adjusted, 

delocalized occupations which are transferred from ℒA
𝑖𝑖  to 𝒟𝒟A,B

 𝑗𝑗 . A LO-free deloc–ED can be 

calculated, in terms of deloc–NDFs augmented by loc–NDFs with the adjusted occupations: 

ℒ′A(𝐫𝐫) = � 𝑛𝑛′𝑖𝑖
AA�𝜙𝜙𝑖𝑖

AA(𝐫𝐫)�
2

𝑁𝑁MO

𝑖𝑖

 (46) 

𝜆𝜆′(A) = 𝜆𝜆LO−free(A) = � ℒ′
A(𝐫𝐫)𝑑𝑑𝐫𝐫

∞

−∞
 

= � 𝑛𝑛′𝑖𝑖
AA

𝑁𝑁MO

𝑖𝑖

 

(47) 

𝑛𝑛′�ℒA
𝑖𝑖 → 𝒟𝒟A,B

 𝑗𝑗 � = 𝑤𝑤′(ℒA
𝑖𝑖 ; 𝒟𝒟A,B

 𝑗𝑗 )�𝑛𝑛𝑖𝑖
AA − 𝑛𝑛′𝑖𝑖

AA� (48) 

𝑤𝑤′�ℒA
𝑖𝑖 ; 𝒟𝒟A,B

 𝑗𝑗 � =
𝐬𝐬(ℒA

𝑖𝑖 ; 𝒟𝒟A,B
𝑗𝑗 )

∑ 𝐬𝐬(ℒA
𝑖𝑖 ; 𝒟𝒟A,B

𝑗𝑗 )𝑗𝑗
∙

∑ 𝐬𝐬(ℒA
𝑖𝑖 ; ℒB

𝑘𝑘)𝑘𝑘

LO(ℒA
𝑖𝑖 )

 (49) 
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The first term of Eq. 50 is the unadjusted deloc–NDFs, as calculated by Eq. 41. The second 

term consists of loc–NDFs (corresponding to basin A and basin B, respectively), adjusted by 

the weighted electron count (Eq. 48) which was removed from the respective loc–ED 

distributions due to LO. Finally, LO-free DIs can be calculated by integrating Eq. 50 over all 

space, or as the sum of all deloc–NDF occupations and adjusted loc–NDF occupations: 

 (51) 

The procedure described above (the LO-procedure) fractionally removes any MO which 

contributes simultaneously to the LIs of two or more atomic basins. An MO which contributes 

only to a single atomic basin (i.e. a truly localized MO) will not be affected by the LO-

procedure. For any other MO spanning multiple basins, a fraction is removed from the MO’s 

contribution to the LIs of each basin and the same fraction is added to the corresponding atom-

pair’s DI. The result is LO-free LIs and DIs, expressed in terms of FALDI NDF occupations, 

and distributed in real-space through FALDI loc–ED and deloc–ED distributions and NDFs. 

Chapter 3 contains a number of examples detailing the difference between orthodox and LO-

free LIs and DIs. We have also found that where orthodox LIs contain core, non-bonded (e.g. 

lone-pairs) and some of the delocalized electrons, LO-free LIs contain only core and non-

bonded electrons. Orthodox DIs describe typically half of the number of electrons expected to 

be delocalized, hence matching the expected number of electron-pairs, whereas LO-free DIs 

typically correspond well with the expected number of electrons in bonded delocalized 

channels.  

However, LO-free LIs and DIs still do not match the hypothetical LIexcl and DIexcl, as 

described earlier in this section. Specifically, while the LO-procedure removed overlap 

between loc–ED distributions of two atoms, it did not account for overlap between loc–ED and 

𝒟𝒟′
A,B(𝐫𝐫) = � 𝑛𝑛𝑗𝑗

AB�𝜙𝜙𝑗𝑗
AB(𝐫𝐫)�

2
𝑁𝑁MO

𝑗𝑗

+ � � �𝑛𝑛′�ℒA
𝑖𝑖 → 𝒟𝒟A,B

 𝑗𝑗 ��𝜙𝜙𝑖𝑖
AA(𝐫𝐫)�

2
+ 𝑛𝑛′�ℒB

𝑖𝑖 → 𝒟𝒟A,B
 𝑗𝑗 ��𝜙𝜙𝑖𝑖

BB(𝐫𝐫)�
2

�
𝑁𝑁MO

𝑖𝑖

𝑁𝑁MO

𝑗𝑗

 

(50) 

𝛿𝛿′(A, B) = 𝛿𝛿LO−free(A, B) = � 𝒟𝒟′
A,B(𝐫𝐫)𝑑𝑑𝐫𝐫

∞

−∞
 

= � 𝑛𝑛𝑖𝑖
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𝑁𝑁MO

𝑖𝑖

+ � � �𝑛𝑛′�ℒA
𝑖𝑖 → 𝒟𝒟A,B

 𝑗𝑗 � + 𝑛𝑛′�ℒB
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𝑁𝑁MO
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deloc–ED distributions. For instance, it is entirely possible for electrons to be counted among 

only a single orthodox LI, but are still able to delocalize into other basins as a result of 

constructive or deconstructive overlap of pairs of MOs. We next present a second procedure 

which calculates the overlap of the ith NDF of a loc–ED distribution with all other electrons, 

i.e. the NDFs of all other loc–ED and deloc–ED distributions. The resulting LIs and loc–ED 

distributions are free of any localized and delocalized overlap (LDO). In principle, the LDO-

procedure operates in exactly the same manner as the LO procedure, again by calculating the 

total localized and delocalized overlap associated with a single NDF of basin A (LDO(ℒA
𝑖𝑖 ): 

where we have used the definition for the general overlap between two NDFs (Eq. 43). The 

first term in Eq. 52 is identical to the calculation of LO (Eq. 44) and describes the overlap 

between ℒA
𝑖𝑖  and all other loc–NDFs. The second term describes the overlap between ℒA

𝑖𝑖  and 

all other deloc–NDFs. LDO-free occupations for loc–NDFs can be calculated, in analogy to 

Eq. 45: 

where we have now used double primes to indicate LDO-free occupations, NDFs or FALDI 

components. Substituting 𝑛𝑛′′
𝑖𝑖
AA into Eq. 39 results in a LDO-free loc–ED distribution, 

and integrating over all space or summing the occupations gives a LDO-free LI: 

Again, the fraction of electrons which were removed from each loc–NDF is added to an 

appropriate deloc–NDF using a fractional weighting function. The occupations detailing how 

many electrons are moved from the ith loc–NDF to the jth deloc–NDF is: 

LDO�ℒA
𝑖𝑖 � = � � 𝐬𝐬�ℒA

𝑖𝑖 ; ℒX
𝑗𝑗 �

𝑁𝑁MO

𝑗𝑗

𝑀𝑀

X≠A

+ � � � 𝐬𝐬�ℒA
𝑖𝑖 ; 𝒟𝒟X,Y

𝑗𝑗 �
𝑁𝑁MO

𝑗𝑗

𝑀𝑀

Y≠A

𝑀𝑀

X

 (52) 

𝑛𝑛′′
𝑖𝑖
AA = �𝑛𝑛𝑖𝑖

AA − LDO�ℒA
𝑖𝑖 �

0
�

𝑛𝑛𝑖𝑖
AA > LDO�ℒA

𝑖𝑖 �
𝑛𝑛𝑖𝑖

AA ≤ LDO�ℒA
𝑖𝑖 �

 (53) 

ℒ′′A(𝐫𝐫) = � 𝑛𝑛′′𝑖𝑖
AA�𝜙𝜙𝑖𝑖

AA(𝐫𝐫)�
2

𝑁𝑁MO

𝑖𝑖

 (54) 

𝜆𝜆′′(A) = 𝜆𝜆LDO−free(A) = � ℒ′′A(𝐫𝐫)𝑑𝑑𝐫𝐫
∞

−∞
 

= � 𝑛𝑛′′𝑖𝑖
AA

𝑁𝑁MO

𝑖𝑖

 

(55) 
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where 

The LDO-free deloc–ED distribution can then be calculated as a sum of the unadjusted deloc–

NDFs and adjusted loc–NDFs: 

 (58) 

and LDO-free DIs can be calculated by integrating over all space, or summing all associated 

occupations: 

 (59) 

𝜆𝜆LDO−free(A) and the associated loc–ED distribution, ℒ′′
A(𝐫𝐫), represent electrons which can 

be found only and exclusively in Ω(A). 𝜆𝜆LDO−free(A) therefore corresponds to the hypothetical 

LIexcl, and is a clear indicator of truly localized electrons. We show in Chapter 3 that 

𝜆𝜆LDO−free(A) describes only core electrons, and that it can be a very useful tool to investigate 

when supposed core-electrons are actually utilized and delocalized for bonding purposes. The 

associated 𝛿𝛿LDO−free(A, B) and 𝒟𝒟′′
A,B(𝐫𝐫) distribution describes the maximum electron 

distribution which can be delocalized across multiple atomic basins, even as a result of very 

weak interference patterns.  

Orthodox, LO-free and LDO-free LIs, DIs, loc–EDs and deloc–EDs are interchangeable for 

the other FALDI analyses described in the following sections. Historically, the LO- and LDO-

procedures were discovered quite late in FALDI’s development, and as such, most of the 

𝑛𝑛′′�ℒA
𝑖𝑖 → 𝒟𝒟A,B

 𝑗𝑗 � = 𝑤𝑤′′(ℒA
𝑖𝑖 ; 𝒟𝒟A,B

 𝑗𝑗 )�𝑛𝑛𝑖𝑖
AA − 𝑛𝑛′′𝑖𝑖

AA� (56) 

𝑤𝑤′′�ℒA
𝑖𝑖 ; 𝒟𝒟A,B
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𝑗𝑗 )𝑗𝑗
∙
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𝑘𝑘)𝑘𝑘
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chapters in this thesis describe FALDI analyses on orthodox loc–ED and deloc–ED 

distributions. We are in the process of revisiting some of these applications in the future in 

order to test their utilities using significantly more (de)localized 1- and 2-body fields. Finally, 

note that the LO-free and LDO-free procedures have only been derived for single determinant 

wavefunctions. Deriving similar sets of equations for multi-determinant wavefunctions in a 

natural orbital basis is relatively simple; however, the computational load becomes far too 

demanding for our current implementation and we will revisit LO-free and LDO-free FALDI 

for multi-determinant wavefunctions after we have optimized our algorithms. 

 

2.2.4. Local bonding, nonbonding and antibonding classification of FALDI components 

The topology of the total ED, as discussed in Section 2.1.3, is quite rich in physically 

meaningful information. So too are the FALDI fields, and specifically loc–ED and deloc–ED 

distributions. However, finding patterns in the general topologies of FALDI fields can be quite 

a daunting task, considering that a large set of molecular-wide loc–ED and deloc–ED 

distributions is generated for any but the smallest systems. However, since FALDI is a 

complete decomposition of the total ED, many of the total ED’s interesting topological features 

can be decomposed into FALDI contributions. Specifically, the concentration of ED in an 

internuclear region (as discussed thoroughly in Section 2.1.3) is of particular interest to us, as 

it is used in a number of QCT techniques, such as the Non-covalent Interactions approach 

(NCI),13,14,25 and the interpretation of an atomic interaction line (AIL).12,26 As mentioned 

earlier, each point of an AIL has the specific property that ED is concentrated perpendicular to 

the AIL (as measured by the second eigenvalue of the Hessian matrix, λ2), a property which is 

often interpreted as an attractive component of chemical bonding with relation to the local virial 

theorem7 and Feynamn’s theorem.27 However, the total ED is influenced simultaneously by all 

particles within the system and, as a result, λ2 of the total ED gives the net concentration or 

depletion at a given point r. As a consequence, λ2 might change sign and with it the chemical 

interpretation, as a result of very small changes in the environment. In other words, the measure 

of concentration or depletion in a given region is extremely relative and locally dependent. If 

the second-derivative in an area of interest can be decomposed into chemically meaningful 

components, however, then the net concentration or depletion carries less importance than the 

absolute concentration or depletion of specific components. We have developed3 a scheme 

within FALDI using such a concept, described comprehensively in Chapter 4. 
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We start by considering the partial second derivatives of FALDI’s decomposed ED 

distributions. We will consider FALDI distributions which are implied to be LDO-free (as 

discussed in Section 2.2.3), but note that the following investigations can be carried out on 

orthodox or LO-free distributions as well. First, we have to consider the sign of a specific 

FALDI component’s contribution at a specific coordinate in space, r. Deloc–ED distributions 

can be positive or negative, unlike loc–ED distributions. Regions where 𝒟𝒟A,B(𝐫𝐫) > 0 represent 

a constructive interference of one or more MOs simultaneously overlapping two atomic basins 

(Ω(A) and Ω(B)) at r, leading to an increase of the total ED. Regions where 𝒟𝒟A,B(𝐫𝐫) < 0, 

however, are due to deconstructive interference of one or more MOs simultaneously 

overlapping two atomic basins at r, reducing the total ED. 

Next, we can consider the sign of the partial second derivative of the specific FALDI 

component. As discussed in Section 2.1.3, the sign of the second derivative of the ED 

determines whether the ED is locally concentrated (i.e. the ED is greater at r than at the average 

of its neighbouring points) or depleted (less than the average of its neighbouring points). 

Similarly, the sign of the partial second derivative of a FALDI component at r determines 

whether that distribution is concentrated or depleted. Along the principle axis perpendicular to 

an internuclear vector (i.e. the eigenvector associated with λ2), concentrated deloc– and loc–

ED distributions will facilitate the formation of an AIL, whereas depleted deloc–ED 

distributions will hinder the formation of an AIL. Unlike the topology of the total ED, however, 

the sign of the partial second derivative for a single deloc–ED is not directly dependent on the 

local ED environment, and gives a description of the absolute concentration or depletion of 

that distribution.  

In orthodox MO theory detailing chemical bonds, each spin-orbital can be classified in terms 

of bonding, nonbonding or antibonding with respect to a particular chemical interaction. 

Bonding orbitals are in-phase and their occupation results in an increase of ED in the 

internuclear region(s) and lowers the molecular energy as a result of constructive interference. 

Antibonding orbitals are out-of-phase and their occupation results in a decrease of ED in the 

internuclear region(s) and raises the molecular energy as a result of deconstructive interference. 

Occupation of nonbonding orbitals typically does not alter the ED distribution at the region of 

interest nor does it alter the molecular energy. Since the sign of 𝒟𝒟A,B(𝐫𝐫) is a result of MO 

interference across multiple atomic basins, each loc– and deloc–ED distribution can be labelled 

with respect to a specific interatomic region, in analogy to MO bond theory. FALDI 

distributions that concentrate ED in a specific region can be said to be bonding, distributions 
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that decrease ED can be said to be antibonding and distributions that deplete ED can be said to 

be nonbonding.  

The overall classification scheme is discussed in detail (with examples) in Chapters 4 and 

5, where we have used the scheme to show the multi-centre nature of various AIL or to 

investigate the existence of an AIL in the first place. Our classification scheme provides an 

answer to the locality dependency of most QCT approaches, provides support for the validity 

of Feynman’s theorem with respect to chemical bonding in larger molecules (including the 

description of intramolecular bonds) and creates a very strong link between conceptual MO 

bond theory and real-space approaches. 

 

2.2.5. FALDI decomposition of the gradient of the total ED 

The classification scheme of FALDI components at any given r as bonding, nonbonding or 

antibonding, as discussed in the previous section, allows for a careful investigation of the 

formation of topological features in the total ED. Since the chemical significance of AILs is 

still being questioned and their interpretation is still a topic of investigation, we now present a 

FALDI-based tool with which AIL formation can be carefully investigated. Specifically, our 

tool allows researchers to investigate and understand why an AIL and BCP is present for a 

specific interaction in one molecule but absent in a different (even very similar) system. This 

tool is described in detail in Chapter 5. 

We first define an exact coordinate to measure, r*. If a BCP is present between the nuclei 

of an interaction of interest, then r* = rc. If a BCP is not present, then we set r* to be the 

position of the geometric interaction point (GIP),15 which is defined as the coordinate on an 

internuclear vector where the ED is at a local minimum. The GIP is well-defined for any given 

atom-pair, and usually the GIP and BCP are close to each other, depending on how much an 

AIL is bent. Next, we measure the partial second derivative along the eigenvector associated 

with λ2 (henceforth referred to as the λ2-eigenvector) and classify each deloc–ED and loc–ED 

distribution as bonding, nonbonding or antibonding, as discussed in the previous section. 

FALDI components of the same nature can be summed up to give total bonding, nonbonding 

and antibonding distributions and thus providing a total decomposition of the density at r*: 

The presence or absence of a BCP is related to the first derivative – the gradient – of the 

total ED at r*. In the presence of a BCP, the gradient along the λ2-eigenvector will be zero at 

𝜌𝜌(𝐫𝐫∗) = 𝜌𝜌bonding(𝐫𝐫∗) + 𝜌𝜌nonbonding(𝐫𝐫∗) + 𝜌𝜌antibonding(𝐫𝐫∗) (60) 



Chapter 2: Theoretical Background and Developments. 

45 

r*. We can therefore decompose the gradient of the total ED at r* into the same components 

as Eq. 60: 

For a BCP to be present, the sum of the terms in Eq. 61 should be equal to zero. Let us 

ignore the effects of antibonding contributions to the slope at r* for the moment, and assume 

that it is zero. That leaves the interplay between the rates of change of the bonding and 

nonbonding contributions which will determine whether a BCP is present or not. The two 

possibilities which will lead to the formation of a CP is if i) both the slopes of bonding and 

nonbonding contributions at r* are zero, or ii) the slopes of bonding and nonbonding 

contributions at r* are equal, but opposite in sign. We already know that the signs of the partial 

second derivatives along the λ2–eigenvector for the bonding and nonbonding contributions are 

negative and positive, respectively, and for a BCP to be present, the partial second derivative 

of the total ED is also negative (λ2 < 0). Therefore, in the vicinity of a BCP, the absolute 

gradient of the bonding contribution will be greater than the absolute gradient of the 

nonbonding contributions, leading to the following conditions: 

�𝜕𝜕𝜕𝜕bonding(𝐫𝐫∗)� > �𝜕𝜕𝜕𝜕nonbonding(𝐫𝐫∗)�, in the vicinity of a BCP 

�𝜕𝜕𝜕𝜕bonding(𝐫𝐫∗)� < �𝜕𝜕𝜕𝜕nonbonding(𝐫𝐫∗)�, outside the vicinity of a BCP, and 

�𝜕𝜕𝜕𝜕bonding(𝐫𝐫∗)� − �𝜕𝜕𝜕𝜕nonbonding(𝐫𝐫∗)� = 0, at the BCP 

The second condition will hold for most interactions of interest, regardless of whether a BCP 

is present or not. If a BCP is not present, then the first and third condition will not be met. If a 

RCP is present, then the first condition will not be met. In order to evaluate the interplay of 

these effects, we propose detecting AILs and CPs when measured along the λ2–eigenvector: 

The CP(r) function simply returns the slope of the total ED (Eq. 61), but modified by the sign 

of the net slope of the nonbonding contributions. The CP(r) function will therefore also be 

equal to 0 at r*, if a BCP is present. However, in the vicinity of a BCP, a region along the λ2–

eigenvector will always exist where CP(r) is positive, in one or both directions, whereas CP(r) 

will always be negative if a BCP is absent.  

Ignoring antibonding contributions again for the moment, let us investigate the properties 

of the CP(r) function in order to understand the chemical significance of a BCP. CP(r)  will 

𝜕𝜕𝜕𝜕(𝐫𝐫∗) = 𝜕𝜕𝜕𝜕bonding(𝐫𝐫∗) + 𝜕𝜕𝜌𝜌nonbonding(𝐫𝐫∗) + 𝜕𝜕𝜌𝜌antibonding(𝐫𝐫∗) (61) 

𝐶𝐶𝐶𝐶(𝐫𝐫) = −𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝜕𝜕𝜌𝜌nonbonding(𝐫𝐫))

∙ �𝜕𝜕𝜌𝜌bonding(𝐫𝐫) + 𝜕𝜕𝜌𝜌nonbonding(𝐫𝐫) + 𝜕𝜕𝜌𝜌antibonding(𝐫𝐫)� 
(62) 
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be positive if i) the total bonding–ED and total nonbonding–ED distributions have opposite 

slopes as well as ii) the slope of the total bonding–ED is greater in magnitude than the slope of 

the total nonbonding–ED. In other words, an AIL forms when the rate of change of the bonding 

contributions is greater than the rate of change of nonbonding contributions, in the absence of 

antibonding contributions. It is very important to note that it is not the value of the bonding–

ED or nonbonding–ED contributions which determine AIL formation; it is possible that an AIL 

can be present even when the nonbonding–ED contributions are much greater in value than the 

bonding–ED contributions. However, for most accepted chemical bonds, both the slope and 

the value of the bonding–ED contributions are generally greater than the slope and the value 

of the nonbonding–ED contribution.  

We note that antibonding contributions change the interpretation somewhat, but in general 

only for non-stable molecules or excited states. Generally, the antibonding contributions (and 

especially their slopes) are negligible for most interactions and AILs which we have 

investigated. If it is present, then antibonding contributions can either facilitate or hinder AIL 

formation, depending on whether it has the same slope as the bonding contribution or not. 

The CP(r) function is a tool which we hope to use to clearly investigate the nature of both 

accepted and controversial AILs. In conjunction with the full FALDI decomposition, the CP(r) 

can be used to investigate which atoms or atom-pairs are primarily responsible for the 

formation or absence of an AIL. In addition, we discuss in Chapter 5 detailed physical and 

chemical interpretations of the bonding–, nonbonding– and antibonding–ED components and 

their slopes, thereby providing a set of general descriptive tools with which the nature of an 

AIL, as well as the ED distribution in general, can be understood. 

 

2.2.6. FALDI deformation densities 

The deformation density is a very useful and easily interpretable tool in a wide range of 

theoretical as well as experimental fields. It measures the change in density from an unbound 

state to a bound state: 

where ρ0(r) is usually the sum of the densities of a number of non-interacting promolecules. 

Promolecules can be isolated atoms (such as is often used in conjunction with X-ray diffraction 

studies),  isolated monomers or even isolated fragments (after breaking apart selected bonds in 

the final molecule). For the resulting ∆ρ(r) to be meaningful, it is necessary for the coordinate 

∆𝜌𝜌(𝐫𝐫) = 𝜌𝜌(𝐫𝐫) − 𝜌𝜌0(𝐫𝐫) (62) 
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system to be identical in the final (fin) state as well as promolecular or reference (ref) state. In 

other words, all nuclear coordinates in the fin state must be identical, or very easily transformed, 

as the corresponding nuclear coordinates in the ref state. If the ref state coordinates need to be 

transformed in order to match the fin state coordinates, then all atoms of the ref state must be 

transformed uniformly – such that the distance between each nuclear coordinate Ri and every 

general coordinate of the molecule, r, remain constant. If these conditions are met, then the 

different ED distributions in the ref and fin states are aligned so that the change between them 

is sensible. Chapter 6 discusses the deformation density, its uses and importance in detail. 

The conditions mentioned above regarding the coordinate system of fin and ref states 

restricts the use of the deformation density to the study of intermolecular interactions (such as 

the intermolecular interaction formed by the dimerization of two monomers). For the study of 

intramolecular interactions, the molecule has to be fragmented into one or more unchemical 

states in order to calculate ∆ρ(r). These states often involve the inclusion of radical species, 

which muddles the chemical information which is extractable from ∆ρ(r).  

In this section we will present a framework for calculating deformation densities using 

conformational change, rather than fully isolated promolecules. Two significant and necessary 

modifications must be made to the promolecular approach in order to calculate a 

conformational deformation density (∆ρc(r): (i) the ref state will consist of interacting (as 

opposed to non-interacting) molecular fragments, and (ii) the change in nuclear coordinates 

from a ref conformer to a fin conformer must be accounted for, with respect to aligning ED 

distributions of each state. Both of these modifications can be accounted for by using a charge 

decomposition scheme which decomposes the total ED into molecular-wide components 

corresponding to a set of molecular fragments: 

where M is the number of fragments. Such decomposition allows a comparison of the density 

contribution which each fragment makes to r in both fin and ref states, if r can be suitably 

transformed from ref to fin: 

𝜌𝜌(𝐫𝐫) = � 𝜌𝜌𝑖𝑖(𝐫𝐫)
𝑀𝑀

𝑖𝑖

 (63) 

∆𝑐𝑐𝜌𝜌(𝐫𝐫) = � 𝜌𝜌𝑖𝑖
𝑓𝑓𝑓𝑓𝑓𝑓 (𝐫𝐫)

𝑀𝑀

𝑖𝑖

− � 𝜌𝜌𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟 (𝐀𝐀𝑖𝑖𝐫𝐫)

𝑀𝑀

𝑖𝑖

 (63) 
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where Ai is a transformation matrix which transforms the ith fragment in the ref state to the 

associated coordinate system of the fin state. Each 𝜌𝜌𝑖𝑖
𝑓𝑓𝑓𝑓𝑓𝑓 (𝐫𝐫) and 𝜌𝜌𝑖𝑖

𝑟𝑟𝑟𝑟𝑟𝑟 (𝐀𝐀𝑖𝑖𝐫𝐫) pair is then 

compared separately and their contribution to the conformational deformation density is 

calculated. 

We note that both DAFH and FALDI (Eqs. 24 and 30) adhere to the condition set in Eq. 63, 

as well as a number of other decomposition schemes, such as the Source Function.28 FALDI, 

however, has the benefit of defining very clear 1- and 2-body contributions, which, as we shall 

see, is necessary for the calculation of ∆ρc(r). If we use DAFH functions, (FALDI’s atom–ED 

distributions) in Eq. 63, and with suitable transformation matrices for each nucleus, 

then we arrive to a surprisingly good first attempt at the conformational deformation density. 

However, as we have shown in Section 2.2.1, each atom–ED consists of electrons which are 

localized to the atom and electrons delocalized between the atom and all other atoms. loc–ED 

distributions, therefore, depend explicitly on the coordinates of only one nuclear centre, 

whereas deloc–ED distributions depend on the coordinates of two centres simultaneously. 

Therefore, a Ai transformation matrix will be able to match the relative position and orientation 

of a loc–ED distribution from the ref state to the fin state, but it will not be able to do the same 

for a deloc–ED distribution. Accordingly, a first-order transformation matrix for an atom–ED 

distribution, as is used in Eq. 64, will only correctly align the localized components of gA(r), 

whereas the delocalized components will be unaligned. We have to consider the transformation 

and calculation of deformation density components separately for each FALDI component. 

The change in loc–ED distributions from ref to fin is easy to calculate, and follows the same 

form as Eq. 64: 

where AAr relates the position and relative orientation of the loc–ED distribution in the ref state 

to the corresponding position and orientation of the loc–ED distribution in the fin state. AA 

transformation matrices are, at this stage, calculated by hand based on obvious conformational 

changes, but we are working towards automated procedures based on a number of different 

approaches. ∆𝑐𝑐ℒA(𝐫𝐫) then gives the change in localized, 1-body electron contributions of basin 

A and is a localized deformation density distribution (loc–DD). 

∆𝑐𝑐𝜌𝜌(𝐫𝐫) = � g𝑖𝑖
𝑓𝑓𝑓𝑓𝑓𝑓 (𝐫𝐫)

𝑀𝑀

𝑖𝑖

− � g𝑖𝑖
𝑟𝑟𝑟𝑟𝑟𝑟 (𝐀𝐀𝑖𝑖𝐫𝐫)

𝑀𝑀

𝑖𝑖

 (64) 

∆𝑐𝑐ℒA(𝐫𝐫) = ℒA
𝑓𝑓𝑓𝑓𝑓𝑓 (𝐫𝐫) − ℒA

𝑟𝑟𝑟𝑟𝑟𝑟 (𝐀𝐀A𝐫𝐫) (65) 
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Transforming the deloc–ED distributions, however, is not as easy, since each 𝒟𝒟A,B(𝐫𝐫) 

depends on the positions and relative orientations of two nuclei and therefore needs to be 

transformed using two transformation matrices simultaneously (a second-order 

transformation). There are a number of different ways to approach such a problem, and it 

should be noted that the following approach is presented as a first and very approximate 

implementation at solving this non-trivial issue. Our approach uses a linear scaling scheme 

based on projections of the internuclear vector to generate a new set of coordinates which takes 

into account the linear transformations of both basins, as described below. 

The linear transformation used to transform the loc–ED distributions (Eq. 65) can be used 

to generate new coordinates 𝐫𝐫A
ℛ and 𝐫𝐫B

ℛ for the ref state relative to the basins Ω(A) and Ω(B) in 

the fin state: 

Two parallel planes, perpendicular to the internuclear vector RAB, can be used to define which 

value of deloc–ED applies to the ref state. Any coordinate r which is outside of the area 

enclosed by the two planes, i.e. any r outside of the internuclear space, can use 𝐫𝐫A
ℛ or 𝐫𝐫B

ℛ as a 

ref coordinate. An altered value of the deloc–ED distribution for atom-pair A,B in the ref state, 

𝒟𝒟A,B
ℛ (𝐫𝐫)𝑟𝑟𝑟𝑟𝑟𝑟 , at any r which lies inside the internuclear space, can be expressed as a weighted 

combination of 𝒟𝒟A,B at 𝐫𝐫A
ℛ and 𝐫𝐫B

ℛ, thereby using a portion of 𝒟𝒟A,B
𝑟𝑟𝑟𝑟𝑟𝑟  measured at two different 

positions: 

for r between RA and RB. The weight function, 

is generated by projecting the vector from the nuclear coordinate of atom A to r, r – RA, onto 

the internuclear vector, RAB, and then taking the fraction along RAB where r is projected. The 

altered 𝒟𝒟A,B
ℛ (𝐫𝐫)𝑟𝑟𝑟𝑟𝑟𝑟 , for any r is then: 

𝐫𝐫A
ℛ = 𝐀𝐀A𝐫𝐫 

𝐫𝐫B
ℛ = 𝐀𝐀B𝐫𝐫 

(66) 

𝒟𝒟A,B
ℛ (𝐫𝐫)𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑤𝑤A(𝐫𝐫) 𝒟𝒟A,B�𝐫𝐫A

ℛ�𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑤𝑤B(𝐫𝐫) 𝒟𝒟A,B�𝐫𝐫B
ℛ�𝑟𝑟𝑟𝑟𝑟𝑟  

= 𝑤𝑤AB(𝐫𝐫) 𝒟𝒟A,B�𝐫𝐫A
ℛ�𝑟𝑟𝑟𝑟𝑟𝑟 + [1 − 𝑤𝑤AB(𝐫𝐫)] 𝒟𝒟A,B�𝐫𝐫B

ℛ�𝑟𝑟𝑟𝑟𝑟𝑟  
(67) 

𝑤𝑤AB(𝐫𝐫) = 1 −
(𝐫𝐫 − 𝐑𝐑A) ∙ 𝐑𝐑AB

|𝐑𝐑AB|2  (68) 
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In other words, the transformed value of 𝒟𝒟A,B depends on the relative position of r in the fin 

molecule. If r lies outside nuclei A and B, then we transform the ref coordinate relative to the 

nuclei to which r is the closest. If r lies inside the internuclear space defined by A and B, then 

we use a linear combination of both transformed coordinates based on how far r lies relative 

to the internuclear vector. This approximation lets us calculate a value for the deloc–ED in the 

ref state, transformed to align approximately to the fin state. The change in deloc–ED is then: 

giving a delocalized, 2-body deformation density, deloc–DD. 

The total deformation density associated with a conformational change can be given by: 

or simply the sum of all loc–DD and all deloc–DD distributions. Similarly, an atom–DD as 

well as frag–DD distributions can be easily calculated, in line with the FALDI decomposition: 

While the conformational deformation density itself, ∆𝑐𝑐𝜌𝜌(𝐫𝐫), is already quite useful, the 

decomposition (Eqs. 72 to 74) is both necessary for its calculation as well as useful for analysis. 

In Chapters 6 and 7 we show multiple applications1,4 of ∆𝑐𝑐𝜌𝜌(𝐫𝐫). In addition, Appendices 2 and 

3 both use orthodox deformation densities29,30 – calculated using fragments, which we are busy 

revisiting using the FALDI-based conformational deformation density.  

Finally, we note that orthodox, LO-free as well as LDO-free FALDI components can be 

used for the calculation of conformational deformation densities. Historically, ∆𝑐𝑐𝜌𝜌(𝐫𝐫) was 

calculated using orthodox FALDI components, as it was the application of calculating 

deformation densities related to conformational change which led us to develop the 

𝒟𝒟A,B
ℛ (𝐫𝐫)𝑟𝑟𝑟𝑟𝑟𝑟 = �

𝑤𝑤AB(𝐫𝐫) 𝒟𝒟A,B�𝐫𝐫A
ℛ�𝑟𝑟𝑟𝑟𝑟𝑟 + [1 − 𝑤𝑤AB(𝐫𝐫)] 𝒟𝒟A,B�𝐫𝐫B

ℛ�𝑟𝑟𝑟𝑟𝑟𝑟

𝒟𝒟A,B�𝐫𝐫A
ℛ�𝑟𝑟𝑟𝑟𝑟𝑟

𝒟𝒟A,B�𝐫𝐫B
ℛ�𝑟𝑟𝑟𝑟𝑟𝑟

�
0 < 𝑤𝑤AB(𝐫𝐫) < 1

𝑤𝑤AB(𝐫𝐫) ≥ 1
𝑤𝑤AB(𝐫𝐫) ≤ 0

 (70) 

∆𝑐𝑐𝒟𝒟A,B(𝐫𝐫) = 𝒟𝒟A,B
𝑓𝑓𝑓𝑓𝑓𝑓 (𝐫𝐫) − 𝒟𝒟A,B

ℛ (𝐫𝐫)𝑟𝑟𝑟𝑟𝑟𝑟  (71) 

∆𝑐𝑐𝜌𝜌(𝐫𝐫) = � ∆𝑐𝑐ℒA(𝐫𝐫)
𝑀𝑀

A

+ � � ∆𝑐𝑐𝒟𝒟A,B(𝐫𝐫)
𝑀𝑀

B=A+1

𝑀𝑀−1

A

 (72) 

∆𝑐𝑐gA(𝐫𝐫) = ∆𝑐𝑐ℒA(𝐫𝐫) + �
1
2

∆𝑐𝑐𝒟𝒟A,B(𝐫𝐫)
𝑀𝑀−1

B≠A

 (73) 

∆𝑐𝑐g{𝐹𝐹}(𝐫𝐫) = � ∆𝑐𝑐gA(𝐫𝐫)

𝑀𝑀{𝐹𝐹}

A

 (74) 



Chapter 2: Theoretical Background and Developments. 

51 

decomposition scheme initially. We have since shown that orthodox loc–ED distributions 

describe a component of delocalized density as well, which, as mentioned earlier, is dependent 

on two components simultaneously and therefore not a true 1-body contribution. As a result, 

∆𝑐𝑐𝜌𝜌(𝐫𝐫) calculated using orthodox FALDI fields can be somewhat full of artefacts, since the 

loc–ED distributions are scaled only using a single transformation matrix. LDO-free FALDI 

fields, and specifically the LDO-free loc–ED distributions produce extremely clean ∆𝑐𝑐𝜌𝜌(𝐫𝐫) 

distributions, and we will be exploring the applications of this method in the near future. 
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Chapter 3. Exact and Exclusive Electron Localization 

Indices within QTAIM Atomic Basins 
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A new method for calculating and visualizing electron (de)localization for atoms is presented. 

The resulting indices present exclusively (de)localized electrons and correspond to classically 

expected values for atoms involved with typical chemical bonds. We also show that traditional 

QTAIM-based (de)localization indices are non-exclusive and ambiguous in their physical 

meaning.   

 
 
 

Localization Index = 4.0 e-

Delocalization Index = 6.0 e-

FALDI
N2



Exact and Exclusive Electron Localization Indices
Within QTAIM Atomic Basins

Jurgens H. de Lange and Ignacy Cukrowski

Novel measures of electron (de)localization within the Quantum

Theory of Atoms in Molecules (QTAIM) atomic basins are presented

which, unlike orthodox localization indices (LIs), are fully exclusive

and can be easily visualized. This work shows that QTAIM-defined

LIs describe a portion of interatomic delocalized electrons; hence,

the chemical/physical interpretation of orthodox LIs is misleading.

Using the recently introduced Fragment, Atomic, Localized, Delo-

calized, and Interatomic (FALDI) density decomposition technique

we derive two novel sets of LIs and delocalization indices (DIs), by

accounting for the overlap between localized and delocalized

density functions. The FALDI-based LIs and DIs perfectly recover

chemically expected core and bonded electron count. Usefulness

of new (de)localization indices and their 3D representations were

demonstrated on a number of examples, including formamide and

benzene. We therefore expect that the scheme reported in this

work will provide a valuable stepping stone between classical con-

ceptual chemistry and quantum chemical topology. VC 2018 Wiley

Periodicals, Inc.

DOI: 10.1002/jcc.25223

Introduction

The concept of localized and delocalized electrons within the

atomistic ansatz is one of the most fundamental cornerstones

of conceptual chemistry. It underlies a large number of

chemical constructs such as valence and core electrons, cova-

lency, aromaticity, lone-pairs, and bond orders. It is also a

core concept in many conceptual interpretations of molecular

structure, including Lewis structures, VSEPR theory, valence

bond theory, molecular orbital theory, crystal-field theory,

and general interpretations regarding trends in the periodic

table. Computationally, however, atomic electron localization

and delocalization still represents somewhat of a challenge,

due in parts to both the ambiguity regarding the definition

of an atom in a molecule and the necessity of including

second-order density matrices in the description of electron

(de)localization. Early work by Daudel et al.[1] set the founda-

tion for the study of atomic electron (de)localization by parti-

tioning molecular space into well-defined spatial regions

which maximizes the probability of finding a fully localized

electron pair. Their work naturally led to the general field of

extended population analysis—a set of approaches which

investigate how the canonical or natural orbital distributions

or first- and second-order density matrices are distributed

across real-space domains. Since then, many different mea-

sures of localization and delocalization within atoms have

been proposed, ranging from 1- to 2-center (de)localization

indices[2–5] to multi-center electron delocalization[6–10] and

aromaticity[11–13] measures. More general (non-atomistic) mea-

sures of (de)localization are also commonly used in quantum

chemical topology fields, such as the popular electron locali-

zation function.[14] Arguably, one of the most popular mea-

sures are the localization and delocalization indices (LI and

DI)[2] of the Quantum Theory of Atoms in Molecules

(QTAIM).[15] DI, also sometimes referred to as the shared

electron delocalization index (SEDI),[16] is a measure of the

number of electrons shared between two topologically

defined atomic basins, whereas LI is a measure of the num-

ber of electrons localized to a specific atomic basin.

DI and LI, since their introduction in 1975,[2] are popular

measures of electron (de)localization, and their widespread

usage has been steadily growing. A quick Google Scholar

search reveals �19,400 hits involving terms “Delocalization

Index QTAIM,” and Scopus analytics reveal that the latter term

within only the Title, Abstracts and Keywords of listed docu-

ments have grown exponentially from a single hit in 1978 to

an average of 28 hits per year in the last 3 years. These publi-

cations are also not restricted to computational and theoretical

chemistry and include many biochemical, medicinal, and phar-

macological applications. Richard Bader’s book, “Atoms in Mol-

ecules,”[15] have garnered 16,145 citations since published in

1990, and Bader and Stephens’ original publication introducing

DIs and LIs have generated 548 citations. Recently, Matta and

coworkers have also incorporated LIs and DIs within their con-

ceptual chemical graph theory as comprehensive Localization–

Delocalization Matrices.[17] It is clear that DI and LI within

QTAIM is a very significant and robust measure of the funda-

mental concept of electron (de)localization in chemistry and

related fields.

The interpretation of LIs and DIs is, however, somewhat

strange in relation to classical chemical thinking. The DI is

commonly seen as a measure of the bond order between two

atoms, and many correlations between DI and bond order
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have been reported.[18–20] Such a correlation is remarkable but

highlights one of the inherent misunderstandings about DI:

while the DI measures the number of electrons delocalized

within two atomic basins, it is only correlated with the number

of electron pairs (bond order). For instance, in ethane, the DI

between the two carbon atoms will be �1.0, indicating that 1

electron is fully shared between the two atoms, whereas the

bond order suggests that 1 electron pair, i.e. 2 electrons are

fully shared between the two atoms. Similarly, the LI measures

the number of electrons “exclusively”[21,22] localized to a single

atomic basin, but this number does not correlate with any

conceptual measure of core and non-bonding (such as a lone-

pair) electrons. As an example, consider the H2 molecule. The

LI of each H atom is 0.5 e2 (depending on the level of theory

used), which, according to the definition of LI, indicates that

0.5 electrons on each H atom cannot be found on the other

atom. The DI between the two H atoms is usually 1.0 e2, indi-

cating that one electron is fully shared between both atoms.

In contrast, an investigation of the electronic structure would

reveal that both electrons are fully delocalized across the

entire molecule, and no electrons are localized to either

atomic basin, in line with classical chemical thinking and in

direct contrast with the quantity given by the LI. Note that the

QTAIM interpretation of H2 is discussed and critiqued in detail

later in this work.

The fact that the DI correlates almost perfectly with the

expected bond order for bonded atoms has, in our opinion,

lead to an ambiguity with regards to the interpretations of

both DIs and LIs. In this work, we will highlight the very statis-

tical nature of DIs and LIs by considering the 3D real-space

distribution of (de)localized electrons using the Fragment,

Atom, Localized, Delocalized, and Interaction (FALDI) density

decomposition technique.[23,24] We also introduce two new

sets of localization and delocalization indices calculated

through FALDI which measures and corrects for the overlap

between localized electron density distributions. Our novel

indices represent (de)localization measures which fully recover

traditional interpretations of electronic structures within QTAIM

atomic basins, but are not pigeonholed into a classical para-

digm. We present our results for orthodox and our novel LIs

and DIs, as well as associated FALDI distributions, on H2, N2,

ethene, ethylamine, formamide, and benzene. All of our results,

as well as the Theoretical Basis, are discussed in terms of

single-determinant, spin-restricted wavefunctions for simplicity.

Theoretical Basis

The number of electrons which can be found, on average, in

the QTAIM-defined atomic basin of atom A (XA) can be calcu-

lated by integrating the molecular electron density (ED) distri-

bution over the relevant atomic domain (XA):[14]

NðAÞ5
ð

A

qðrÞdr (1)

where N(A) is known as the atomic population. N(A) can also

be directly expressed in terms of the various canonical

molecular orbitals (MOs, spin-orbitals) of an electronic struc-

ture calculation:

NðAÞ5trðSAÞ (2)

where SA is known as the atomic overlap matrix (AOM) of

basin XA and its elements are given as the overlap between

all MO pairs over the atomic domain:

SA
ij 5
X

ij

ð
A

v�i ðrÞvjðrÞdr (3)

The atomic population for any given atom is therefore simply

the sum of the expectation values of each MO integrated over

the atomic domain. However, most MOs are delocalized across

multiple atomic domains and therefore a portion of the elec-

trons given by N(A) can be found elsewhere as well.

The Domain Averaged Fermi Hole (DAFH)[25,26] approach

presents an alternative for calculating N(A) and highlights the

localized and delocalized nature of the electrons found within

XA. The exchange–correlation (XC) electron hole gives the ED

which is excluded at r1 as a result of a reference electron at r2:

qHoleðr1; r2Þ5
2q2ðr1; r2Þ

qðr2Þ
2qðr1Þ (4)

where q2(r1,r2) is the electron pair density. qHole(r1;r2) is an excel-

lent measure of XC effects at r1 as a result of an electron at r2.

Since qHole(r1;r2) gives the origin of the XC effects, it can be used

as a pseudo 2nd-order probability distribution of an electron at

r2, i.e. the delocalization of an electron at r2 as measured at r1.[20]

In DAFH, the reference electron of the charge-weighted XC elec-

tron hole is averaged over an atomic domain to calculate how the

electrons in XA are distributed throughout the entire molecule:

gAðr1Þ52

ð
A

qðr2ÞqHoleðr1; r2Þdr2 (5)

gAðrÞ is the central quantity in DAFH analysis and gives the

contribution of atom A to the ED at any coordinate through-

out the molecule (both inside and outside XA), and the total

molecular ED at r is the sum of all atoms’ contributions,

qðrÞ5
P

gAðrÞ. Integrating gAðrÞ over all molecular space there-

fore recovers the atomic population from eq. (1):

NðAÞ5
ð1

21
gAðrÞdr (6)

Since gAðrÞ is generally non-zero outside of XA, eqs. (1) and (6)

neatly illustrate that the average electrons in XA (N(A)) can be

found outside of XA as well. In other words, N(A) contains

electrons which are localized to XA as well as electrons which

are delocalized (as a result of XC effects) throughout the mole-

cule. Specifically, the number of electrons localized to XA can

be calculated by integrating gAðrÞ over only XA:

kQTAIMðAÞ5
ð

A

gAðrÞdr (7)
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kQTAIMðAÞ is known as the localization index (LI) of atom A

in QTAIM, and gives the number of electrons which can be

found “exclusively” in XA.[2,22] Similarly, the number of elec-

trons delocalized between two atoms A and B can be calcu-

lated by integrating gAðrÞ over XB and gBðrÞ over XA:

dQTAIMðA; BÞ5
ð

B

gAðrÞdr1

ð
A

gBðrÞdr (8)

dQTAIMðA; BÞ is known as the delocalization index (DI) between

atoms A and B in QTAIM, and gives the number of electrons

delocalized (shared) within XA and XB.[2] Note that the two

terms on the right-hand side of eq. (8) are equal, i.e. the num-

ber of electrons of atom A which can be found in XB is equal

to the number of electrons of atom B which can be found in

XA. N(A) can therefore be written as the sum of localized and

delocalized electrons:

NðAÞ5kQTAIMðAÞ1
X
X6¼A

1

2
dQTAIMðA;XÞ (9)

LIs and DIs provide an interesting picture regarding the atomic

populations of a molecule, especially when expressed in terms

of gAðrÞ. Since gAðrÞ gives the contribution of the average

number of electrons in A to the total ED at any coordinate in

space, all contributions to coordinates within XA are consid-

ered localized and all contributions to coordinates outside XA

are considered delocalized. N(A) is therefore intrinsically a

pseudo 2nd-order quantity which is revealed by its decompo-

sition into kQTAIMðAÞ and dQTAIMðA;XÞ. The same argument can

be made, however, for kQTAIMðAÞ as well: just as the ED in XA

can be found simultaneously in other basins, the localized ED

in XA can also be found in other basins, i.e. kQTAIMðAÞ
describes electrons which are only “exclusive” on average. To

investigate such an apparent lack of true exclusivity in LIs, we

first discuss our FALDI density decomposition.

FALDI, similarly to the manner in which DAFH provides real-

space distributions of atomic populations, provides real-space

distributions of (de)localization indices.[23,24] A short descrip-

tion of the FALDI equations follows. Within FALDI, gAðrÞ is

known as an atomic ED distribution (atom-ED). In both FALDI

and DAFH schemes, gAðrÞ is usually calculated using an AOM

in terms of overlap of all MOs at r:

gAðrÞ5
X

ij

v�i ðrÞvjðrÞSA
ji (10)

where SA is the AOM describing XA [eq. (3)]. Note that eq. (10)

is specific for single-determinant wavefunctions. While it can

be easily adjusted for multi-determinant wavefunctions using

natural orbital expansions (as has been done before[16,22,27,28]),

the same cannot be said for the equations which follow. We

will restrict the remainder of this paper to derivations specific

to single-determinant wavefunctions, as it provides a much

simpler understanding of the various components involved,

and we will derive and investigate suitable general expressions

for multi-determinant wavefunctions in the future.

FALDI further defines localization and delocalization ED dis-

tributions (loc-ED and deloc-ED) in a similar fashion:

LAðrÞ5
X

ij

v�i ðrÞvjðrÞðSASAÞji (11)

DA;BðrÞ5
X

ij

v�i ðrÞvjðrÞðSASBÞji (12)

where SASA is the matrix product of SA with itself and SASB is

the sum of matrix products SASB 1 SBSA. Note that integrating

the loc-ED distribution for atom A (LA(r)) over all molecular

space recovers the total, QTAIM-defined LI, in complete anal-

ogy to eq. (6):

ð1
21
LAðrÞdr5trðSASAÞ5kQTAIMðAÞ (13)

and the same for the QTAIM-defined DI and the deloc-ED dis-

tribution between atoms A and B,
Ð1
21DA;BðrÞdr5trðSASBÞ5

dQTAIMðA; BÞ. Therefore, the FALDI fields represent real-space

distributions of orthodox LI and DIs, so that loc-ED and deloc-

ED distributions form a complete decomposition of each gAðrÞ
as well as the total ED:

gAðrÞ5LAðrÞ1
X
B6¼A

1

2
DA;BðrÞ (14)

qðrÞ5
X

A

gAðrÞ5
X

A

LAðrÞ1
X

AB

DA;BðrÞ (15)

LA(r), like gAðrÞ, is non-zero outside of XA, which shows that

the localized electrons as measured by LIs within QTAIM can

only be seen as “exclusively localized” within purely statistical

interpretations. In the Results section, we will illustrate that

the exclusivity, as indicated by orthodox LIs varies wildly and

carries little chemical information.

The general procedure to calculate either DAFH’s gAðrÞ distri-

butions or FALDI’s loc-ED distributions can be applied sequen-

tially to AOMs to generate successively more localized

distributions, i.e. kQTAIMðAÞ½ �ðnÞ5 SA
� �ðnÞ

. If the procedure is fol-

lowed ad infinitum then no electrons will be found to be local-

ized, and all electrons of an atom will be seen as delocalized.

Such a result is chemically meaningless. However, orthodox LI

and associated loc-ED distributions, which partly describe delo-

calized electrons in addition to localized electrons, are difficult

to interpret. Therefore, our aim of this work is to arrive at a mea-

sure of exclusive electron localization within QTAIM atomic

basins, i.e., an exclusive LI and loc-ED distribution (LIexcl and loc-

EDexcl) that describe electrons which can only be found within a

single atomic basin. Such an exclusive localization measure can

be derived by considering the overlap of loc-ED distributions

with other FALDI fields in 3D space. Specifically, any MO which

(i) contributes to the LI of a specific atom and (ii) spans over

multiple atomic basins needs to be accounted for when calcu-

lating LIexcl. To do so, we first express FALDI fields in a basis of

MOs as natural functions, as discussed below.

Equation (10) is usually diagonalized in the DAFH procedure,

to produce (i) a set of domain natural orbitals (DNOs), /A
i ðrÞ of
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the eigenvectors of SA in an MO basis and (ii) corresponding

occupations, nA
i :[15]

gAðrÞ5
XNMO

i

nA
i /A

i ðrÞ
� �2

(16)

where NMO is the number of MOs and the sum of the occupa-

tions recovers the electron population,
PNMO

i nA
i 5NðAÞ. The

FALDI fields, loc-ED and deloc-ED distributions, can also be

diagonalized to produce sets of orthogonal functions. This is

accomplished by diagonalizing the matrices SASA and SASB

(collectively referred to as SASX), as introduced in eqs. (11) and

(12), through a unitary transformation matrix:

SASXUAX5nAXUAX (17)

where the columns of UAX are the eigenvectors associated with

SASX. The eigenvalues (occupations) can then be calculated as:

nAX
i 5

XNMO

jk

UAX
ji ðSASXÞkjU

AX
ki (18)

Each loc-ED and deloc-ED distribution can be expressed in terms

of the eigenvectors ((de)localized DNOs) and eigenfunctions of

eq. (17). For the diagonalization of a loc-ED distribution:

LAðrÞ5
XNMO

i

nAA
i /AA

i ðrÞ
� �2

(19)

where

/AA
i ðrÞ5

XNMO

j

vjðrÞUAA
ji (20)

We refer to nAA
i /AA

i ðrÞ
� �2

as a generic natural density function

(NDF), to differentiate from natural orbital approaches. The

sum of occupations gives the total LI, kQTAIMðAÞ5
P

nAA
i . Simi-

larly, NDFs for deloc-ED distributions can be calculated by DA;B

ðrÞ5
P

nAB
i /AB

i ðrÞ
� �2

with dQTAIMðA; BÞ5
P

nAB
i . Note that NDF

occupations will always be positive for loc-ED distributions,

but can be either positive or negative for deloc-ED distribu-

tions. Various examples of NDFs and their occupations are

given throughout the Results section. We note that NDFs will

produce similar results to the DAFH functions subjected to

Cioslowski’s isopycnic transformations[29,30] in some molecules

while very different results in others. However, we also note

that our approach provides direct transferability to the total LI

and DI values with straightforward interpretations.

Using the NDFs defined in eqs. (17–20), we can now calcu-

late the overlap of loc-ED distributions with other FALDI fields.

Generally, the overlap between the ith NDF of a loc-ED distri-

bution (Li
AðrÞ) with the jth NDF of any other loc-ED (Lj

BðrÞ) dis-

tribution, in an MO basis, can be calculated as:

sðLi
A;Lj

BÞ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nAA

i nBB
j

q
ðUAAÞ

†

UBB
h i

ij
(21)

Note that the overlap is normalized to the square root of

the occupations of the NDFs. Therefore, the overlap of Li
AðrÞ

with itself will be equal to its occupation, nAA
i . The overlap

between Li
AðrÞ and an NDF of a deloc-ED distribution (Dj

A;BðrÞ),
sðLi

A;Dj
A;BÞ, can be calculated in exactly the same manner,

using the eigenvalues and eigenvectors of SASB: nAB
j and UAB.

The first step which we take toward LIexcl is to calculate the

overlap between all loc-ED distributions. Using eq. (21), the

total localized overlap (LO) of the ith NDF of LA(r) with all

other NDFs of all other loc-EDs can be calculated:

LOðLi
AÞ5

XMAtoms

X6¼A

XNMO

j

sðLi
A;Lj

XÞ (22)

If the occupation of the NDF (nAA
i ) is larger than LO(Li

A) then

the occupation can be adjusted accordingly; otherwise, the

NDF is completely overlapped by other loc-ED distributions

with contributions to the same MOs, and the occupation can

be set to zero:

n0
AA
i 5

nAA
i 2LOðLi

AÞ

0

( )
; nAA

i > LOðLi
AÞ

; nAA
i � LOðLi

AÞ
(23)

where the occupation of the ith NDF is primed to indicate

that it is LO-free. The adjusted occupations (n0AA
i ) can be

substituted into eq. (19) to produce a LO-free loc-ED

distribution,

L0AðrÞ5
XNMO

i

n0
AA
i /AA

i ðrÞ
� �2

(24)

and integrated over all space [eq. (13)] to produce a LO-free LI:

kLO-freeðAÞ5
ð1

21
L0AðrÞdr (25)

where we have used the subscript “LO-free” to distinguish

from orthodox LIs (kQTAIMðAÞ).
The occupation of a specific loc-ED’s NDF which is removed

through eq. (23) is nAA
i 2n0AA

i , and is an indication of delocal-

ized density included in an orthodox LI as a result of averag-

ing. The overlap between the loc-ED distributions of atoms A

and B can therefore be added to the deloc-ED distribution of

atom-pair A and B as a fraction of the total removed density:

n0ðLi
A ! D

j
A;BÞ5w0ðLi

A;Dj
A;BÞ nAA

i 2n0
AA
i

� �
(26)

where

w0ðLi
A;Dj

A;BÞ5
sðLi

A;Dj
A;BÞX

j
sðLi

A;Dj
A;BÞ
�

X
k

sðLi
A;Lk

BÞ
LOðLi

AÞ
(27)

is the overlap between Li
AðrÞ and Dj

A;BðrÞ as a fraction of the

total overlap between Li
AðrÞ and all NDFs of Dj

A;BðrÞ, as well as

the overlap between Li
AðrÞ and Lj

BðrÞ as a fraction of the total

overlap between Li
AðrÞ and all other loc-ED distributions [eq.
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(22)]. The weighting function in eq. (27) ensures that the frac-

tion of the removed density, nAA
i 2n0AA

i , is added to a suitable

NDF of the relevant deloc-ED distribution. The LO-free deloc-ED

distribution, in terms of NDFs, then becomes:

D0A;BðrÞ5
XNMO

j

nAB
j /AB

j ðrÞ
h i2

1
XNMO

j

XNMO

i

n0ðLi
A ! D

j
A;BÞ

�

/AA
i ðrÞ

� �2
1n0ðLi

B ! D
j
A;BÞ /BB

i ðrÞ
� �2

� (28)

where we have used the adjusted occupations from eq. (26). The

first term of eq. (28) are NDFs related to the matrix SASB and the

second term contains the contributions which was removed

from loc-ED distributions due to LO-overlap. Finally, LO-free DIs

can be calculated by integrating eq. (28) over all space:

dLO-freeðA; BÞ5
ð1

21
D0A;BðrÞdr (29)

After the procedure described above, the fraction of any MO

which contributes simultaneously to the LIs of two or more

atoms will be removed from the LIs and added to the associ-

ated DI. The result is LO-free LIs and DIs. The primed occupa-

tion (n0AA
i ) is the LO-free occupation and can be used during

the calculation of a NDF to produce a LO-free NDF, and their

sum gives the LO-free loc-ED distribution. Finally, the density

which was removed from the loc-ED NDFs, as given by

n0ðLi
A ! D

j
A;BÞ, eq. (26), is added to the jth NDF of the associ-

ated deloc-ED distribution to ensure that the total ED remains

the same after calculating the LO. In summary, accounting for

LO results in a set of loc-ED distributions (and LIs) which effec-

tively describes the core and non-bonded electrons of an

atom, i.e. the electrons which are localized only to a single

atom and cannot be found in the loc-ED distributions of other

atoms.

The LO-free LI and loc-ED distributions are still not exclu-

sively localized, however. We next present a second set of

equations which calculates the overlap of the ith NDF of a loc-

ED distribution with all other electrons, i.e. the NDFs of all

other loc-ED and deloc-ED distributions. The resulting LIs and

loc-ED distributions are free of any localized and delocalized

overlap (LDO). The same procedure for calculating LO-free indi-

ces is followed, except the overlap is calculated between both

localized and delocalized NDFs. Therefore, the total LO of eq.

(22) changes to include overlap with the delocalized density of

the molecule:

LDOðLi
AÞ5

XMAtoms

X 6¼A

XNMO

j

sðLi
A;Lj

XÞ1
XMAtoms

X

XMAtoms

Y6¼A

XNMO

j

sðLi
A;Dj

X;YÞ (30)

All other equations remain, in principle, the same, and pro-

duce new occupations for NDFs of loc-ED distributions, n00AA
i ,

given by:

n00
AA
i 5

nAA
i 2LDOðLi

AÞ

0

( )
; nAA

i > LDOðLi
AÞ

; nAA
i � LDOðLi

AÞ
(31)

Note that we have used double primes to indicate the occu-

pations of NDFs for LDO-free FALDI fields. Substituting n00AA
i

into eq. (19) gives a LDO-free loc-ED distribution,

L00AðrÞ5
XNMO

i

n00
AA
i /AA

i ðrÞ
� �2

(32)

and integrating over all space gives a LDO-free LI:

kLDO-freeðAÞ5
ð1

21
L00AðrÞdr (33)

Again, the fraction of electrons which was removed from each

NDF [eq. (31)] for each LDO-free loc-ED distribution is added

to the appropriate NDF of a deloc-ED distribution using a frac-

tional weighting function:

n00ðLi
A ! D

j
A;BÞ5w00ðLi

A;Dj
A;BÞðnAA

i 2n00
AA
i Þ (34)

where

w00ðLi
A;Dj

A;BÞ5
sðLi

A;Dj
A;BÞX

j
sðLi

A;Dj
A;BÞ
�

X
k

sðLi
A;Lk

BÞ
LDOðLi

AÞ
(35)

The LDO-free deloc-ED distribution is then given by:

D00A;BðrÞ5
XNMO

j

nAB
j /AB

j ðrÞ
h i2

1
XNMO

j

XNMO

i

n00ðLi
A ! D

j
A;BÞ /AA

i ðrÞ
� �2

�

1n00ðLi
B ! D

j
A;BÞ /BB

i ðrÞ
� �2

�
(36)

and LDO-free DIs can be calculated by integrating over all

space:

dLDO-freeðA; BÞ5
ð1

21
D00A;BðrÞdr (37)

kLDO-freeðAÞ [eq. (33)] as well as the associated loc-ED distribu-

tion [L00AðrÞ, eq. (32)] represent electrons which can be found

exclusively in only a single atomic basin, and therefore corre-

sponds to the hypothetical LIexcl and loc-EDexcl distributions

mentioned earlier. dLDO-freeðA; BÞ [eq. (37)] as well as the associ-

ated deloc-ED distribution [D00A;BðrÞ, eq. (36)] therefore

describes electrons which are delocalized (in any way)

between atomic basins.

In conclusion, kLDO-freeðAÞ is a localized electron count of

electrons which are exclusive to a single atomic basin and it

describes what chemists would typically call core electrons.

kLO-freeðAÞ is a localized electrons count of electrons which are

not necessarily exclusively localized to an atom as a whole,

but it accounts for electrons which cannot be found in the

localized distributions of other atoms. Generally, kLO-freeðAÞ
describes core as well as non-bonded electrons, such as lone-

pairs. In contrast, kQTAIMðAÞ is a statistically localized electron

count of electrons which are not exclusively found in a single

atomic basin and can be found in the localized electron
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counts of other atoms as well; kQTAIMðAÞ contains core and

non-bonded electrons as well as a significant portion of delo-

calized electrons. Note that the LO-free delocalized electrons

associated with a single atom correspond to the typical num-

ber of valence electrons chemists assign to simple organic

molecules, which is why the LO procedure is included within

this work in conjunction with the LDO procedure.

For simplicity, the following conventions in nomenclature will

be used: (i) kQTAIMðAÞ, kLO-freeðAÞ, and kLDO-freeðAÞ refer to the

uncorrected (orthodox), LO-free and LDO-free LIs, respectively,

of atom A, (ii) dQTAIMðA; BÞ, dLO-freeðA; BÞ, and dLDO-freeðA; BÞ refer

to the uncorrected, LO-free and LDO-free DIs, respectively, of

atom-pair A,B, and (iii) superscripted LIs or DIs refer to the

occupation of a specific NDF associated with that LI or DI, e.g.

k2
QTAIMðAÞ refers to the occupation of the 2nd NDF of the uncor-

rected loc-ED distribution for atom A, and d4
LDO-freeðA; BÞ refers to

the occupation of the 4th NDF of the LDO-free deloc-ED distribu-

tion for atom-pair A,B.

Computational Details

Optimizations of all structures were performed using restricted

Hartree–Fock with a 6-31111G(d,p) basis set in Gaussian 09,

rev. D.[31] Cartesian coordinates of optimized ethene and ethyl-

amine are shown in Tables S1 and S2 in the Supplementary

Information. Atomic populations, as well as AOMs, were com-

puted using AIMAll v. 17.01.25.[32] All FALDI-based calculations,

as well as orthodox LIs and DIs, were calculated with our in-

house code. Isosurfaces of FALDI fields were visualized using

VMD.[33]

Results and Discussion

The H2 molecule

The H2 molecule, using a restricted Hartree–Fock (HF) wave-

function, has 1 molecular orbital (MO) fully delocalized across

both atomic basins. Each atomic basin therefore consists of

50% of the total molecular space, and the average number

of electrons in each atomic basin is one (N(H) 5 1.0 e2). In

orthodox QTAIM population analysis, kQTAIMðHÞ is 0.5 and

dQTAIMðH;HÞ is 1.0, leading to the interpretation that, on aver-

age, 0.5 electrons will be found “exclusively” in each atomic

basin and 1 electron will be fully delocalized across both

basins. However, since only one MO is occupied, both elec-

trons have equal probability to be found in both basins. It is

therefore expected from the electronic structure that no elec-

trons are localized in H2, and that both electrons are fully

shared across the molecule. The orthodox QTAIM LIs and DIs

therefore only make sense from a purely 1st-order, statistical

point of view. FALDI allows visualization of the localized and

delocalized electrons, as shown in Figure 1a. The loc-ED distri-

bution for a single H atomic basin, which gives the probability

of finding an electron localized to the specified basin reveals

that, in fact, this supposedly “exclusively localized” electron

(kQTAIM(H1) 5 0.5 e2) is fully delocalized across both basins.

kLO-freeðAÞ and its associated loc-ED distribution, calculated

as discussed in the Theoretical Basis, gives the core and non-

bonded electrons of an atom. In the case of an H-atom in H2

there are no non-bonded electrons; hence, kLO-freeðHÞis 0.0 and

the associated loc-ED is zero throughout the molecule (as

shown in Fig. 1b). However, dLO-freeðH;HÞ is exactly 2.0 and the

associated deloc-ED distribution is equal to the total ED distri-

bution, coinciding with the electronic structure of the mole-

cule, i.e. a single electron pair fully delocalized across both

atoms.

The N2 molecule

Figure 2a shows the uncorrected loc-ED distribution associated

with a single N atom basin and deloc-ED distribution associ-

ated with the N,N atom-pair in N2. As found for a single H

atom in H2, the localized electrons of N (with kQTAIMðNÞ5 5.48

e2) are not exclusively localized at all. However, unlike H2, the

loc-ED distribution of a single N atom is much larger within

the atomic basin whereas dQTAIMðN;NÞ5 3.04 e2 is much

smaller than any of the LIs. The orthodox LI therefore

describes the core electrons, non-bonded electrons (lone-pairs)

as well as a portion of the delocalized electrons. Each LI and

DI, as well as loc-ED and deloc-ED distributions, can be decom-

posed into natural density functions (NDFs) and associated

populations, as discussed in the Theoretical Basis. The two

highest occupied loc-NDFs for a single N atom with popula-

tions of 2.0 and 1.98 e2 (Fig. 2b) contribute �4 electrons to

kQTAIMðNÞ. These distributions resemble the 1s orbital density

and lone-pair density of the nitrogen, respectively, and both

are clearly localized to the atomic basin. However, the remain-

ing loc-NDFs, with a population of 0.5 e2 each, are fully

Figure 1. Loc-ED and deloc-ED distributions for H2 for a) orthodox QTAIM

LIs and DIs and b) LO-free LIs and DIs. [Color figure can be viewed at

wileyonlinelibrary.com]
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delocalized across both basins and resemble r and p orbital

densities. In fact, these NDFs are smaller, but otherwise identi-

cal, versions of the deloc-NDFs (with a population of 1.0 e2

each). Again, the interpretation given by orthodox QTAIM pop-

ulations is somewhat difficult to comprehend: while 5.48 elec-

trons are statistically localized to an atomic basin, 1.5 of these

electrons can clearly be found on the other atomic basin.

Figure 3a shows the LO-free loc-ED distribution associated

with a single N atom basin and deloc-ED distribution associated

with the N,N atom-pair for N2. Note that kLO-freeðNÞ is 3.97 e2,

matching the number of core and non-bonded electrons from

the electronic structure, whereas dLO-freeðN;NÞ is 6.06 e2, corre-

sponding to three electron pairs forming the triple bond of N2.

The LO-free loc-ED and deloc-ED distributions therefore corre-

spond to exclusively localized and delocalized electrons, respec-

tively. LO-free loc-NDFs and deloc-NDFs are shown in Figure 3b.

It is clearly seen that (i) only two loc-NDFs are occupied that cor-

respond to the 1s orbital density and the nitrogen-atom lone-

pair and (ii) three occupied deloc-NDF (each containing 2 elec-

trons) correspond to three bonding orbital densities in N2.

The ethene molecule

Ethene is included as an example of a polyatomic molecule,

with orthodox QTAIM atomic populations calculated as

Figure 2. Uncorrected loc-ED and deloc-ED distributions a), as well as

selected uncorrected loc-NDFs and deloc-NDFs b) for N2. Orthodox LIs, DIs

as well as NDF occupations are shown. All isovalues are at 0.01 a.u. [Color

figure can be viewed at wileyonlinelibrary.com]

Figure 3. LO-free loc-ED and deloc-ED distributions a), as well as selected

LO-free loc-NDFs and deloc-NDFs b), for N2. LO-free LIs, DIs as well as NDF

occupations are shown. All isovalues are at 0.01 a.u. [Color figure can be

viewed at wileyonlinelibrary.com]
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N(C) 5 5.98 e2 and N(H) 5 1.01 e2. All atomic populations, as

well as uncorrected and LO-free LI and DI values are shown in

Tables S3 and S4 in the Supporting Information. kQTAIMðCÞ is

equal to 3.99 e2, and the loc-ED distribution of a C atom

(shown in Fig. 4a) clearly illustrates how the orthodox localized

electrons of C can be found elsewhere in the molecule. Specif-

ically, a carbon atom’s loc-ED distribution completely overlaps

its neighboring H atomic basins, and partially overlaps the

other C atomic basin. kLO-freeðCÞ, however, is equal to exactly

2.0 e2 and its associated loc-ED distribution (shown in Fig. 4b)

resembles the exclusively localized carbon 1s electrons.

Similarly, the localized electrons of one of the H atoms

(kQTAIMðHÞ5 0.45 e2) extends into one of the C atomic basins,

but kLO-freeðHÞ becomes zero, i.e., no electrons are exclusively

localized in any of the H atomic basins. Finally, the DI as well

as deloc-ED distributions for the C,C and a C,H atom-pairs are

shown in Figure 4a. The orthodox dQTAIMðC;CÞ is equal to

1.88 e2, indicative of a bond order of two, and dQTAIMðC;HÞ5
0.94 e2. dLO-freeðC;CÞ, however, is equal to 3.72 e2—corre-

sponding to slightly less than 2 electron pairs shared between

the carbon atoms, and dLO-freeðC;HÞ is 1.82 e2. The fact that

dLO-freeðC;CÞ and dLO-freeðC;HÞ is slightly smaller than what is

formally expected is understandable, because each atom

shares electrons with all other atoms. Accordingly, the portion

of N(C) which is delocalized into other atomic basins is, after

accounting for LO, equal to 4.02 e2, which is the number of

formal valence electrons of a sp3 hybridized C atom. Our LO-

free FALDI indices therefore can recover the classically

expected valence state of an atom, a quantity which is not

obtainable from orthodox QTAIM analyses.

Selected LO-free deloc-NDFs, as well as their occupations,

are shown in Figure 5; additional NDFs associated with loc-ED

and deloc-ED of ethene are shown in Figures S1 and S2 in the

Supporting Information. The results are generally as expected:

1.87 e2 and 1.64 e2 are shared between C atoms in r- and p-

bonding fashions, respectively. The least occupied deloc-NDFs

are also shown in Figure 5. The eigenvalues associated with

these functions are negative, and the presence of these func-

tions reduces the total ED. FALDI therefore recovers deloc-ED of

an “antibonding” nature, even though the virtual orbitals are

not included during calculations of atomic overlap matrices.

The “antibonding” deloc-NDFs shown in Figure 5 resemble the

LUMO and LUMO 1 1 orbital densities of ethene, and result

from deconstructive interference of MOs overlapping both

atomic basins.

Accounting for LO introduces an interesting effect regarding

the DIs. In orthodox QTAIM populations, the total dQTAIMðA; BÞ

Figure 4. a) Uncorrected and b) LO-free loc-ED and deloc-ED distributions for ethene. Orthodox as well as LO-free LIs and DIs are shown. All isovalues are

at 0.01 a.u. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 5. Selected LO-free deloc-NDFs, for atom-pair C,C in ethene. NDF

occupations are shown. [Color figure can be viewed at wileyonlinelibrary.

com]
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for any given atom-pair A,B is equally shared between both

atoms; that is, dQTAIMðA; BÞ51=2dQTAIMðA; BÞ11=2dQTAIMðB;AÞ.
In LO-free DIs, however, the electrons are unequally shared

between two atomic basins.

Table 1 shows how electrons are shared between selected

atoms of ethene. For instance, dLO-freeðC1;H2Þ is 1.92 e2. Of

these electrons, 0.85 e2 is found on H2 and 0.97 e2 is found

on C1. It is therefore expected that the electrons shared

between C1 and H2 will be found �50.5% of the time on C1

and 49.5% on H2.

The ethylamine molecule

LO-free LIs, Dis, and FALDI fields for H2, N2, and ethene have

produced results in line with typical interpretations of elec-

tronic structures. Ethylamine is included in this study to inves-

tigate the (de)localization of the lone-pair electrons on the

nitrogen atom. The uncorrected, as well as LO-free LIs and

associated loc-ED distributions for the N atom are shown in

Figures 6a and 6b, respectively (selected NDFs are shown in

Figure S3 in the Supporting Information). The computed (i)

kQTAIMðNÞ5 6.71 e2 indicates core and non-bonded electrons

as well as a portion of the delocalized electrons whereas (ii)

kLO-freeðNÞ5 3.80 e2 reflects only the core and lone-pair elec-

trons present on N (all orthodox, LO-free and LDO-free indices

are shown in Tables S5 and S6 in the Supporting Information).

The uncorrected loc-ED distribution of N shows that the

“localized” electrons are indeed somewhat delocalized, and a

significant portion of these electrons can be found on the

neighboring carbon as well as hydrogen atoms of the NH2

group. However, even after accounting for LO, the localized

electrons can still be found on hydrogen atoms as well as else-

where in the molecule. The LO procedure accounts for elec-

trons of a specific uncorrected loc-ED distribution which can

be found in other loc-ED distributions. These electrons gener-

ally form the bulk of the diagonal elements of atomic overlap

matrices. However, if significant electrons are localized or delo-

calized as a result of overlap of off-diagonal elements, the LO

procedure will not account for these electrons. This is the case

of the loc-ED distribution of N in ethylamine.

An additional step has been applied, the LDO-procedure,

taking into account the overlap of a specific loc-ED with all

other electron distributions in the molecule; i.e. other loc-ED

distributions as well as all deloc-ED distribution of the mole-

cule. The computed kLDO-freeðNÞ of 1.99 e2 reflects the core 1s

orbital density, as shown in Figure 6c. The LDO-free loc-ED dis-

tribution, from which even weakly delocalized effects have

been excluded, can be interpreted as the electrons which can-

not be found anywhere else in the molecule, and therefore

gives a complete, exclusively localized electron count.

An additional step has been applied, the LDO-procedure,

taking into account the overlap of a specific loc-ED with all

other electron distributions in the molecule; i.e. other loc-ED

distributions as well as all deloc-ED distribution of the mole-

cule. The computed kLDO-freeðNÞ of 1.99 e2 reflects the core 1s

orbital density, as shown in Figure 6c. The LDO-free loc-ED dis-

tribution, from which even weakly delocalized effects have

been excluded, can be interpreted as the electrons which can-

not be found anywhere else in the molecule, and therefore

gives a complete, exclusively localized electron count.

The difference between the LO- and LDO-free loc-ED distri-

bution of N (Figs. 6b and 6c) reveals that the lone-pair density

is not exclusively localized to the N atom, but can be found in

other atomic basins as a result of overlap of off-diagonal terms

of the AOMs. This finding is quite interesting with regards to

our understanding of lone-pairs within atoms in molecules.

While the lone-pair is predominantly localized to the N atom

in ethylamine (as evidenced by the LO-free loc-ED distribution),

the lone-pair density is “constructed” from different sets of

mutually overlapping molecular orbitals across multiple atoms.

As a result, the lone-pair density is not as strongly localized as

say the 1s density of N. This point can be further explained by

examining LO- and LDO-free DIs shown in Table 2 where

dLO-freeðN8;H9Þ for the N atom and one of its neighboring

hydrogens, H9, is 1.77 e2. These electrons are delocalized in

such a manner so that 1.18 and 0.59 e2 is found in N8’s and

H9’s atomic basins, respectively. Looking at dLDO-freeðN8;H9Þ, it

shows that a total of 2.07 e2 is shared between N8 and H9,

with 1.50 and 0.57 e2 found in N8’s and H9’s atomic basins,

respectively. The �0.3 additional electrons in dLDO-freeðN8;H9Þ

Figure 6. a) Uncorrected, b) LO-free and c) LDO-free LI and loc-ED distribu-

tions for the nitrogen atom in ethylamine. Orthodox, LO-free and LDO-free

LIs are shown. All isosurfaces are at 0.01 a.u. [Color figure can be viewed

at wileyonlinelibrary.com]

Table 1. Interatomic LO-free DI contributions to atomic populations in

ethane.

Atom A

Atom B

C1 H2 C4 H5

C1 – 0.97 1.86 0.09

H2 0.85 – 0.07 0.03

C4 1.86 0.09 – 0.97

H5 0.07 0.03 0.85 –
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as opposed to dLO-freeðN8;H9Þ therefore only contribute to the

average atomic population of N8, despite the fact that these

electrons can be found in H9 as well. The results in Table 2 (as

well as the full table of all interatomic delocalized electron

populations, Tables S6 and S7 in the Supporting Information)

show a general trend of increased interatomic delocalized

electrons for LDO-free DIs, but only increasing in N8’s atomic

basin.

Based on the findings in Figure 6 and Table 2, the “localized”

lone-pair ED on N8 is a result of molecular-wide XC effects that

leads to constructive interference exclusively in the N8 atomic

basin. This observation explains why the LO-procedure does not

account for the possibility of finding the lone-pair electrons in

other basins, whereas the LDO-procedure accounts for the delo-

calized nature of the lone-pair electrons. Such an interpretation

of a lone-pair is quite strange, but we hope that it should help

to describe the peculiar properties and reactivity of lone-pairs,

such as lone-pairs acting as good H-bond acceptors, Lewis bases

and the so-called “lone-pair effect.”

Formamide

All the above examples are well-understood chemical systems

that were calculated at HF level to demonstrate that FALDI

can recover classically expected atomic core, non-bonding and

bonding populations. Formamide, calculated at RB3LYP/6–

31111g(d,p) level, is included as an example of a highly con-

jugated system.

The carbon, nitrogen, and oxygen atoms have total atomic

populations of 4.56, 8.13, and 9.13 electrons, respectively, indi-

cating that the carbon atom is highly cationic whereas the

nitrogen and oxygen atoms are highly anionic. LDO-free loc-

ED distributions, as well as LDO-free LIs, for each heavy atom

in formamide is shown in Figure 7. The loc-ED distributions for

the nitrogen and carbon atoms match the typical 1s orbital

density. Interestingly, the number of localized electrons in C1

is slightly less than 2 electrons (kLDO-free C1ð Þ5 1.82), indicating

that it is energetically favorable to delocalize some of the core

1s electrons in C1 and utilize these electrons for interatomic

bonding. The number of core electrons in N4, however, is

close to the expected value of 2 electrons (kLDO-free N4ð Þ5
1.98), and the lone-pair on N4 is therefore highly delocalized.

Oxygen, however, contains 3.42 exclusively localized electrons,

and NDFs reveal that these electrons correspond to the 1s

orbital density (k1
LDO-free O3ð Þ5 1.99) and a partially occupied 2s

orbital (k2
LDO-free O3ð Þ5 1.44), indicating that only a small frac-

tion of the electrons forming the expected two lone-pairs are,

indeed, exclusively localized.

Of considerable more interest is the distribution of density

channels through which electrons are delocalized between

atoms. Figure 8 shows the first three occupied LDO-free deloc-

NDFs, as well as the sum of all remaining deloc-NDFs, for the

electrons delocalized between heavy atoms, and Table 3

reports the total LDO-free DI as well as NDF occupations. In all

three atom-pairs shown in Figure 8, three distinct modes of

delocalization are always seen: typical r- and p-bonding orbital

densities, as well as a second p-bonding orbital density within

the plane of the molecule. C1 and N4 shares a total of 2.86 elec-

trons, indicating a partial double bond, which is predominantly

of r character (50.5%), but with significant p1 and p2 character

as well (35.8% and 11.7%, respectively). Atom-pair C1,O3, how-

ever, present almost full double bond character (sharing a total

of 3.70 electrons), of very nearly equal contributions of r and p1

bonding modes (36.4% and 35.1%, respectively) and significant

p2 contribution as well (23.4%). Finally, the long-range delocali-

zation between atoms O3 and N4 delocalize 2.07 electrons, indi-

cating that these supposedly non-bonded atoms share slightly

more than a full electron pair. The highest occupied deloc-NDF

for this atom-pair is of p-character (47.2% of the total LDO-free

DI), but most surprising is a very significant, long-range r-delo-

calization (34.7%). The antibonding contributions, shown as part

of the remaining deloc-NDFs in Figure 8, is quite interesting as

well: atom-pair C1,N4 has antibonding contributions on O3,

atom-pair C1,O3 has antibonding contributions on N4, and

atom-pair O3,N4 displays antibonding contributions in a p fash-

ion between C1 and N4.

The LDO-free FALDI investigation of formamide challenges

the classical conceptual model of formamide somewhat. Classi-

cally, C1 and N4 is singly bonded, C1 and O3 is doubly bonded

and it is expected that a degree of delocalization exists between

N4

N4 loc-ED
λLDO-free(N4) = 1.98 e−
Isovalue = 0.001 au

C1

C1 loc-ED
λLDO-free(C1) = 1.82 e−
Isovalue = 0.001 au

O3O3 loc-ED
λLDO-free(O3) = 3.42 e−
Isovalue = 0.01 au

Figure 7. LDO-free LI and loc-ED distributions for the nitrogen, carbon and

oxygen atoms in formamide. [Color figure can be viewed at wileyonlineli-

brary.com]

Table 2. Interatomic LO-free (part a) and LDO-free (part b) delocalized

electron contributions to atomic populations in ethylamine.

Part a) LO-free DI

Atom B

Part b) LDO-free DI

Atom B

Atom

A C1 C5 N8 H9

Atom

A C1 C5 N8 H9

C1 0.98 0.12 0.02 C1 0.89 0.15 0.03

C5 0.92 0.70 0.02 C5 0.84 0.71 0.04

N8 0.20 1.33 1.18 N8 0.44 1.50 1.50

H9 0.01 0.02 0.59 H9 0.01 0.02 0.57
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O3 and N4. However, the fact that O3 and N4 shares a full elec-

tron pair, and shares these electrons in a conjugated r as well as

p fashion, is reminiscent of the classical definition of covalency.

Interestingly, this pair of electrons is shared through a 3D space

occupied by the backbone of the molecule (via C-atom) rather

than directly between O3 and N4, increasing the total density

between both atom-pairs C1,N4 and C1,O3. This observation

highlights the multi-center nature of even seemingly simple

bonds (as we have observed before[34]) and also challenges the

habit of chemists of assigning mutually exclusive diatomic

bond-orders. In addition, C1 and N4 shares a non-negligible

number of electrons in a p-bond, clearly indicating a partial

double-bond. Finally, the delocalization of electrons in a r-

fashion across all three atoms reveals the possibly larger role of

r-conjugation in highly delocalized systems.

Benzene

As a final example, we investigate benzene—a benchmark

molecule for measuring electron delocalization—using RB3LYP

and LDO-free FALDI components. We are specifically interested

in the delocalization between carbon atoms, and we define

short-range delocalization between neighboring carbon atoms

and long-range delocalization between non-neighboring car-

bon atoms. Selected LDO-free deloc-NDF distributions are

shown for each unique carbon–carbon interaction in Figure 9.

For each atom-pair (with the second atom corresponding to

the ortho, meta and para carbons), three dominant modes of

electron delocalization are again observed: channels associated

with r-, p1-, and p2-bonding orbital densities. The neighboring

atom-pair, C1,C2, delocalizes 2.31 electrons in total, to give the

expected partial double bond character. 1.41 electrons (61.2%

of the total LDO-free DI) are delocalized in a r fashion, 0.70

electrons (30.2%) in a primary p fashion due to the overlap of

2py orbitals and 0.23 electrons (9.9%) in a secondary, in-plane

p fashion, due to the overlap of 2px orbitals. Note that the p2

electrons are shared in a manner similar to the r electrons, in

the sense that the topologies at the bond critical point are

qualitatively the same. Finally, the remaining electrons show a

small r contribution between the atom-pair but antibonding

C1

O3

(C1,O3) = 1.35 e −

Isovalue = 0.005 au
(C1,O3) = 1.30 e −

Isovalue = 0.005 au
(C1,O3) = 0.87 e-

Isovalue = 0.005 au
Remainder  = 0.19 e −

Isovalue = 0.001 au

(C1,N4) = 1.45 e−
Isovalue = 0.005 au

(C1,N4) = 1.03 e −

Isovalue = 0.005 au

C1
N4

(C1,N4) = 0.33 e-

Isovalue = 0.005 au
Remainder  = 0.06 e −

Isovalue = 0.001 au

(O3,N4) = 0.98 e −

Isovalue = 0.005 au

O3N4

(O3,N4) = 0.72 e −

Isovalue = 0.005 au
(O3,N4) = 0.24 e-

Isovalue = 0.005 au
Remainder  = 0.38 e −

Isovalue = 0.001 au

a)

b)

c)

Figure 8. LDO-free deloc-NDF distributions and associated occupations for a) atom-pair C1,N4, b) atom-pair C1,O3 and c) atom-pair O4,N5 in formamide.

[Color figure can be viewed at wileyonlinelibrary.com]

Table 3. LDO-free DIs and deloc-NDF occupations for selected atom-pairs

in formamide.

Atom-pair dLDO d1
LDO d2

LDO d3
LDO %dr

LDO %dp1
LDO %dp2

LDO % Remaining

C1,N4 2.86 1.45 1.03 0.33 50.5 35.8 11.7 2.0

C1,O3 3.70 1.35 1.30 0.87 36.4 35.1 23.4 5.0

O3,N4 2.07 0.98 0.72 0.24 34.7 47.2 11.5 6.7
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density distributions on the neighboring atoms (C3 and C6)

lower the total LDO-free DI by 20.03 electrons.

The long-range delocalization patterns, between atom-pairs

C1,C3 and C1,C4, show the same delocalization channels but

at different occupations. The total LDO-free DI for atom-pair

C1,C3 is 0.30 electrons, consisting of 48.3% r, 20.8% p1, and

18.5% p2, whereas the LDO-free DI for atom-pair C1,C4 is 0.40

electrons, consisting of 16.9% r, 73.6% p1, and 30.5% p2.

Therefore, as expected, more electrons are delocalized

between C1 and the para carbon atom, and mostly through p
delocalization assisted by conjugation through the remaining

carbon atoms.

Classically, aromaticity in benzene is usually ascribed to elec-

tron delocalization along 2p orbitals, forming a p-ring above

the plane of the molecule. LDO-free FALDI allows for an in-

depth investigation, from an atomic point of view, to the clas-

sical assertion. Table 4 shows the distribution of short- and

long-range delocalized electrons in terms of their various

delocalized channels; corresponding isosurfaces are shown in

Figure S4 in the Supporting Information. In total, 16.84 elec-

trons are delocalized between carbon atoms, of which 13.85

electrons are delocalized between short-range carbon–carbon

contacts (i.e., neighboring atoms) and 2.99 electrons are delo-

calized between long-range carbon–carbon contacts. For

short-range contacts, 8.48 electrons (61.24%) are delocalized in

a r fashion, 4.18 (30.15%) in a p1 fashion and 1.37 (12.29%) in

a p2 fashion. These numbers reflect the expected CAC bond

in benzene—a primarily r-bond with partial p-character. The

electrons delocalized between long-range contacts (and the

electrons responsible for the long-range conjugation proper-

ties of benzene) display 1.07 electrons in r channels (35.69%),

1.26 electrons in p1 channels (42.00%) and 0.70 electrons in p2

channels (23.33%).

Classically, it would’ve been expected that long-range delo-

calization occurs predominantly in an above-the-plane p-ring.

However, the long-range r-delocalization is quite significant,

(C1,C2) = 0.23 e−
Isovalue = 0.0025 au

(C1,C2) = 1.41 e−
Isovalue = 0.005 au

C1

a)

C2

(C1,C2) = 0.70 e−
Isovalue = 0.005 au

Remainder  = −0.03 e−
Isovalue = 0.0005 au

C1

C3

(C1,C3) = 0.14 e−
Isovalue = 0.0025 au

(C1,C3) = 0.06 e−
Isovalue = 0.001 au

(C1,C3) = 0.06 e−
Isovalue = 0.0005 au

Remainder  = 0.04 e−
Isovalue = 0.0005 au

(C1,C4) = 0.29 e−
Isovalue = 0.0025 au

C1

C4

(C1,C4) = 0.12 e−
Isovalue = 0.001 au

(C1,C4) = 0.07 e−
Isovalue = 0.0005 au

Remainder  = −0.08 e−
Isovalue = 0.0005 au

c)

b)

Figure 9. LDO-free deloc-NDF distributions and associated occupations for a) atom-pair C1,C2, b) atom-pair C1,C3 and c) atom-pair C1,C4 in benzene.

Table 4. LDO-free DIs and deloc-NDF occupations for all carbon–carbon

interactions in benzene.

dTotal
LDO dr

LDO dp1
LDO dp2

LDO Remaining

Short-range 13.85 8.48 4.18 1.37 20.18

Long-range 2.99 1.07 1.26 0.70 20.03

Total 16.84 9.55 5.43 2.07 20.21

FULL PAPER WWW.C-CHEM.ORG

12 Journal of Computational Chemistry 2018, DOI: 10.1002/jcc.25223 WWW.CHEMISTRYVIEWS.COM

Chapter 3

65



and in addition, the p2 electrons are delocalized in-plane and

in a very similar fashion as the r electrons. Therefore, in terms

of long-range electron delocalization, r-modes (circular, in-

plane conjugation) plays a larger role than out-of-plane p delo-

calization. This observation is in line with a number of other

studies[35–37] focusing on r-delocalization, but, to our knowl-

edge, it has not been shown from a topological or atoms-in-

molecules approach before.

Conclusions

QTAIM-defined LIs and DIs, while quite popular, are somewhat

ambiguous in their description of localized and delocalized

electrons within atoms in a molecule. While the DI physically

describes the electrons delocalized across basins, its correlation

with bond order (i.e., electron pairs) has led to the term losing

some physical meaning. We have shown in this work, by

employing FALDI-defined loc-ED distributions in 3D real-space,

that LIs do not describe electrons which are “exclusively” local-

ized to an atom as each LI incorporates core electrons, non-

bonded electrons (such as lone-pairs) as well as bonded (delo-

calized) electrons.

We have introduced two novel approaches for calculating

LIs and DIs (as well as associated FALDI fields) that account for

the Localized Overlap (LO) and Localized-Delocalized Overlap

(LDO) densities. The LO procedure was designed for electrons

which are simultaneously described by two or more LIs. By

accounting for LO, the resultant (i) LO-free LIs are chemically

meaningful electron localization indices which count the core

and non-bonded electrons but do not contain any of the

bonded electrons and (ii) the LO-free DIs correlate with the

expected number of shared electrons rather than the number

of electron-pairs.

Interestingly, LO-free loc-ED distributions are not necessarily

exclusive to atomic basins, and we have shown that the lone-

pair electrons of an N atom in ethylamine are not fully local-

ized to its atomic basin. Rather, the lone-pair is formed from

multiple overlapping MOs across several basins, and is there-

fore somewhat delocalized. The LDO-procedure produces

localized electron distributions and counts (LDO-free LIs) which

contain only core electrons that are truly exclusive to a single

basin. Considering LDO-free DIs, they might be somewhat

larger than what is typically expected as they also illustrate

the delocalized nature of non-bonded electrons, such as lone-

pairs. We note that, barring errors introduced during atomic

basin integrations as well as basis set superposition errors,

LDO-free LIs are examples of fully exclusive localization indices

within QTAIM atomic basins.

We have also introduced natural density functions for FALDI

fields. Natural orbital methods, such as NBO and NOCV, have

seen widespread usage due to the simplification these meth-

ods provide to otherwise complex MO descriptions. FALDI

NDFs provide atom-centric density distributions which fully

recover conceptual orbital expectation densities, such as p-

bonds and 1s electrons, even in larger systems. We expect

that the LO- and LDO-free NDFs should provide a useful

interpretive tool in computational studies using electron den-

sity or topological approaches.

Formamide and benzene were included as examples of sys-

tems with a high degree of conjugation and electron delocali-

zation. LDO-free NDFs and their associated occupations

proved to be a useful tool to quantify and visualize both long-

range and short-range electron delocalization in various differ-

ent (e.g., r, p) modes of bonding. Our approach revealed

strong r- and p-delocalization between N and O atoms in

formamide, surmounting to more than a full electron-pair

being shared despite the atoms not being adjacent to each

other. In addition, previous notions[35–37] about the role of r-

delocalization in benzene were recovered in an easy to under-

stand, visual manner.

Finally, all the results as well as the theoretical develop-

ments were carried out at a restricted single determinant level.

The LO- and LDO-procedures presented herein can, however,

be modified for multi determinant wavefunctions using the

M€uller approximation[38] or a similar approach as described by

Cooper and Ponec,[39] and we will test such applications in the

near future.
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FALDI-Based Decomposition of an Atomic Interaction Line
Leads to 3D Representation of the Multicenter Nature of
Interactions

Jurgens H. de Lange, Daniel M. E. van Niekerk, and Ignacy Cukrowski

Atomic interaction lines (AILs) and the QTAIM’s molecular

graphs provide a predominantly two-center viewpoint of inter-

atomic interactions. While such a bicentric interpretation is suf-

ficient for most covalent bonds, it fails to adequately describe

both formal multicenter bonds as well as many non-covalent

interactions with some multicenter character. We present an

extension to our Fragment, Atomic, Localized, Delocalized and

Interatomic (FALDI) electron density (ED) decomposition

scheme, with which we can measure how any atom-pair’s

delocalized density concentrates, depletes or reduces the elec-

tron density in the vicinity of a bond critical point. We apply

our method on five classical bonds/interactions, ranging from

formal either two- or three-center bonds, a non-covalent

interaction (an intramolecular hydrogen bond) to organometal-

lic bonds with partial multicenter character. By use of 3D rep-

resentation of specific atom-pairs contributions to the

delocalized density we (i) fully recover previous notion of mul-

ticenter bonding in diborane and predominant bicentric char-

acter of a single covalent CAC bond, (ii) reveal a multicenter

character of an intramolecular H-bond and (iii) illustrate, rela-

tive to a Schrock carbene, a larger degree of multicenter MAC

interaction in a Fischer carbene (due to a presence of a het-

eroatom), whilst revealing the holistic nature of AILs from mul-

ticenter ED decomposition. VC 2018 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.25175

Introduction

The concept of multicenter bonding has been known to

chemists for almost 75 years, yet most physical properties of a

bond (such as bond lengths, dissociation and interaction ener-

gies or even degrees of atomic orbital overlap) are reported

and interpreted in terms of a two-center interaction. Multicen-

ter bonding is “paradoxically counter intuitive in chemistry”

because of chemists’ lingering tradition of representing a

bond as a line, to paraphrase Silvi.[1] Despite such conceptual

difficulties, a large number of interactions have been formally

classified (by a multitude of methods) as multicenter bonds.

For instance, the remarkable differences observed between the

structures of B2H6 and C2H6 led to the discovery of a large

number of diborane structures with multicenter bonds.[2–6]

Moreover, multiple ligands which can bridge metal–metal

bonds—such as chlorine atoms or carbonyl ligands—have

been discovered and are well-known examples of formal

M���X���M multicenter bonds.[7–11] Relatively recently, unusually

long, multicenter bonds between dimers of tetracyanoethylene

have attracted a large amount of interest,[12–14] as well as 4-

center-2-electron bonding.[15] Even metallic bonding, consist-

ing of a “sea of delocalized electrons,” has been classified as

multicenter bonding.[16]

A great number of two-center bonds with known partial

multicenter character exist, however, which are often over-

looked. Hydrogen bonding is generally accepted to be an

interaction caused by the combined effect of at least three

atoms: an H-bond donor atom (X), a hydrogen atom (H) and

an H-bond acceptor atom (Y). IUPAC suggests that the back-

bone atom bonded to Y, known as atom Z, could also be

included in the definition in specific cases,[17,18] and we

recently provided evidence[19] of the considerable role that the

atom bonded to X (atom W) plays in the formation of an intra-

molecular H-bond in b-alanine. Clearly, an H-bond involves

contributions from more than only atoms H and Y as a con-

ceptual line drawn between only these two atoms suggests.

The nature and strength of many reported non-covalent inter-

actions are greatly affected by their local environment and

neighboring atoms,[20] potentially an indication of some

degree of multicenter character (including an agostic bond in

a ruthenium complex, which has been formally characterized

as a multicenter bond[1]). Aromatic bonds in electron delocal-

ized molecular systems are examples of partially multicenter

bonding, as are any interactions involving an entire p-ring con-

sisting of overlapping p-orbitals. Finally, the important influ-

ence of heteroatoms on organometallic C@M carbene

bonds[21] is a clear indication of multicenter character on what

is normally interpreted as a diatomic “double” bond. For

instance, the presence of a heteroatom in Fischer carbene

complexes typically enhances p-backbonding from the metal

atom, as well as r-donation from the ligand in comparison to

most Schrock carbenes.

The Quantum Theory of Atoms in Molecules (QTAIM)[22] is a

widely used tool in multiple applications of computational
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chemistry. QTAIM’s molecular graphs present a topologically

condensed view of the electron density (ED) as a series of criti-

cal points, where nuclear critical points (13, 23) can be con-

nected to bond critical points, BCPs (13, 21) by atomic

interaction lines (AILs, also known as bond paths). The discov-

ery that AILs are found concomitant with every generally

accepted chemical bond is a remarkable achievement of mod-

ern chemistry, despite the somewhat controversial occurrences

of AILs being found where no chemical bond is

expected.[23–26] However, the connectivity provided by a

molecular graph is strictly a two-center viewpoint. An AIL is

present between atoms H and Y in a typical H-bond, for

instance, lending a two-center impression of the bond rather

than the multicenter interpretation as suggested by IUPAC. In

electron delocalized systems, such as benzene, a two-center

interpretation becomes problematic and raises the question:

to what extent does an AIL between two neighboring carbon

atoms in benzene represent a diatomic bonding interaction

and/or the degree of aromatic delocalization of electrons from

other atomic centers?

The extent to which a chemical interaction is multicenter

seems to be a surprisingly difficult question to answer. Silvi

suggested a density-based approach using the Electron Locali-

zation Function which is able to differentiate multicenter

bonding (such as in B2H6) from two-center bonding (such as

in C2H6).[1] Silvi’s approach, however, produces very strict cate-

gorization (i.e., an interaction is strictly either two- or three-

center) and does not provide any insight regarding partial

multicenter character (such as in the aforementioned carbon–

carbon interaction in benzene). Ponec et al.[9,27–29] have stud-

ied multicenter bonding within the QTAIM framework exten-

sively, particularly with the use of the Domain Averaged Fermi

Holes (DAFH) analysis as well as approaches based on the so-

called generalized population analysis. In the latter approach

the authors presented indices for electrons shared simulta-

neously in three or more atomic basins, which is very useful for

formal three-center bonds but can be difficult to interpret with

respect to partial multicenter bonding resulting from multiple

contributions across a molecule. The source function[30] has also

been used to investigate the multicenter nature of various inter-

actions at BCPs using QTAIM atomic basins.[31,32]

The DAFH approach presents a very generalized and power-

ful tool for investigating the delocalization over all molecular

space of the electrons found within an atomic basin. Making

use of some DAFH concepts, we recently developed a theoret-

ical framework which, among other uses, can provide a real-

space distribution of electrons delocalized between two

atomic basins.[33] In this work, we will introduce an extension

of the Fragment, Atomic, Localized, Delocalized and Inter-

atomic (FALDI) electron density decomposition scheme with

which we can identify and quantify atom-pairs contributing

significantly toward the formation of an AIL. This work does

not aim to present another multicenter bond index. Rather,

our approach allows for the investigation of the holistic, multi-

center nature of the AIL itself by decomposing the total ED

into contributions made by multiple atom-pairs. Finally, we

note that our approach is fully applicable to any point r in

molecular space; hence, it is also applicable to interacting

regions where AILs are absent, as identified by the Non-

Covalent Interaction (NCI) technique.[34]

Computational Details

All structures were optimized in Gaussian 09, Rev. D.,[35] using

B3LYP with Grimme’s D3 empirical dispersion[36] and the 6–

31111G(d,p) basis set, in the gas phase. Coordinates of all

optimized structures are given in PART 1 of the Supporting

Information. QTAIM molecular graphs, as well as atomic over-

lap matrices, were calculated using AIMAll version 16.10.31.[37]

FALDI data were calculated using in-house software, and FALDI

isosurfaces were visualized using VMD.[38] We note that prelim-

inary testing using multi-determinant wavefunctions within

the M€uller approximation[39] give the same qualitative results.

A 1-electron implementation of FALDI for correlated wavefunc-

tions should also be possible by following an approach

reported by Cooper and Ponec.[40] QTAIM and FALDI analyses

of the two carbene complexes were done for structures in the

singlet spin state only; the Fischer carbene complex is only

stable in the singlet spin state while the Schrock carbene com-

plex is approximately 10 kcal mol21 less stable in the triplet

spin state. Finally, our FALDI software is currently limited to

smaller, Gaussian basis sets due to memory constraints. We

intend to optimize it in the future to handle larger basis sets,

e.g., as suggested by B€uhl and Kabrede,[41] to more accurately

describe the transition metals, such as those used in this

study.

Theoretical Background and Development

The recently introduced FALDI density decomposition

scheme[33] provides an exhaustive decomposition of the ED at

any coordinate r in real-space into contributions from all of M

domains. These domains are usually chosen to be atomic

basins as defined by QTAIM,[42] yielding atomic contributions

to the ED throughout an entire molecular system. While our

previous work using FALDI[33] focused primarily on calculating

and decomposing conformational deformation EDs, we focus

here on the decomposition of the static ED, i.e. the ED distri-

bution of a single molecular state, regardless whether being at

equilibrium or not.

Domain averaged Fermi holes

FALDI decomposes the total ED (tot-ED) at any point r into

contributions from all atoms (domains),

qðrÞ5
XM

i

giðrÞ (1)

where gi(r) is the atomic ED (atom-ED) distribution associated

with the ith atomic basin. Calculation of gi(r) was originally

developed by Ponec and is a central concept from DAFH anal-

ysis.[43–46] gi(r) is defined by averaging the reference electron

of the charge-weighted exchange–correlation (XC) electron

hole over an atomic basin (Xi):
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giðr1Þ52

ð
i

qHoleðr1; r2Þqðr2Þdr2 (2)

where qHoleðr1; r2Þ5qðr1Þ2qcondðr1; r2Þ gives the reduced prob-

ability of ED at r1 as a result of an electron at r2, and qcondðr1;

r2Þ52q2ðr1; r2Þ=qðr2Þ gives the conditional probability of find-

ing an electron at r1 given an electron at r2. The XC hole pro-

vides the origin of the excluded electron at r1, and therefore

can be used as a pseudo-dynamic distribution of an electron

within volume element dr2. Charge-weighting the XC hole by

q(r2) [as in eq. (2)] then gives the molecular-wide distribution

of all electrons found on average in dr2.

An atom-ED distribution provides the distribution through-

out all molecular space of the electrons that are found, on

average, within a particular atomic basin. Integrating gi(r) over

all molecular space yields the QTAIM-defined atomic popula-

tion, N(Xi), and is equivalent to N(Xi) obtained by integrating

the tot-ED over an atomic basin, Xi. The atom-ED distributions

and the QTAIM atomic basins therefore describe the same

electrons, but where QTAIM produces non-overlapping, 1st-

order atomic domains, atom-ED distributions produce fuzzy,

pseudo-2nd-order fields due to the inclusion of XC effects. To

avoid the expensive integration of the pair density over multi-

ple atomic basins, gi(r) is usually calculated through elements

of atomic overlap matrices (AOM):

giðr1Þ52
XN

kr

vkðr1Þvrðr1ÞSi
rk (3)

where

Si
rk5hvrjvkii5

ð
i

vrðr1Þvkðr1Þdr1 (4)

Si
rk is an element of the AOM associated with a specific domain

Xi, and v(r) are natural molecular orbitals (which reduce to

canonical molecular orbitals in single-determinant wavefunctions).

The procedure of a full DAFH analysis includes the diagonal-

ization and subsequent isopycnic transformation of the AOMs

to produce domain-localized natural orbitals associated with

each DAFH function.[45] However, our approach uses a differ-

ent decomposition of each DAFH function, related to QTAIM

atomic populations, as discussed next.

The fragment, atom, localized, delocalized and interaction

density decomposition

FALDI decomposes each atom-ED into two components, i.e.

the density that is localized to a specific atomic basin (loc-ED,

Li(r)) and the density that is delocalized by two atomic basins

(deloc-ED, Di,j(r)), as shown in eq. (5):

giðrÞ5LiðrÞ1
XM

j 6¼i

1

2
Di;jðrÞ (5)

FALDI-generated loc-ED distributions and atom-pair deloc-ED

distributions are real-space, i.e. 3D distributions of the QTAIM-

defined electron localization index (LI, k(Xi)) and electron delo-

calization index (DI, d(Xi,Xj)), respectively. loc-ED and deloc-ED

distributions are calculated similarly to atom-ED distributions:

LiðrÞ52
XN

kr

vkðrÞvrðrÞðSiSiÞrk (6)

Di;jðrÞ52
XN

kr

vkðrÞvrðrÞðSiSjÞrk (7)

where ðSiSiÞrk and ðSiSjÞrk are elements of the matrix prod-

ucts of the AOMs associated with domain Xi with itself and

domain Xi with Xj, respectively. Note that LIðXiÞ5trðSiSiÞ, and

0:5DIðXi;XjÞ5trðSiSjÞ. Integration of a loc-ED or deloc-ED dis-

tribution over all space gives the corresponding QTAIM-

defined LI or DI term, respectively. Historically, the LI(Xi) and

DI(Xi,j) terms have been interpreted as the number of elec-

trons that are localized to the ith basin and the number of

electrons that are delocalized between the ith and jth basins,

respectively.[47–49] This interpretation implies that LI(Xi) is a

measure of the number of electrons found exclusively in Xi.

However, due to averaging involved during the calculation of

LI by QTAIM, such an interpretation is not correct, which we

will elaborate on thoroughly in near future. Due to this gen-

eral interpretation with regards to LI, which we do not agree

with, we focus here on exploring multicenter character of AILs

from only the deloc-ED distributions.

Deloc-ED distributions (Di,j(r)) can be interpreted as the

probability of finding an electron at any coordinate r which is

simultaneously correlated with two different atomic basins. 3D

isosurfaces of Di,j(r) that are calculated from FALDI analyses

therefore illustrate the molecular-wide distribution of electrons

which can statistically be found in both the ith and jth atomic

basins. These deloc-ED distributions are directly related to the

magnitude of the interatomic XC energy, with increasing inter-

atomic delocalization resulting in more stabilizing XC effects.

DIs and deloc-ED distributions can be used as a measure of

the covalency of an interaction, and DI is often used as an

indication of the bond order between two atoms connected

by an AIL.[47–49] DI is usually calculated by considering the

mutual overlap of MOs across two atomic basins, and is there-

fore a very good link between MO-theory and Quantum

Chemical Topology (QCT).[49] The full sets of LIs and DIs in a

molecule have been combined as localization–delocalization

matrices (LDMs) by Matta and coworkers[50] This approach has

been used to understand the complex network of localized

and delocalized contributions to atomic populations.[51,52]

While an LDM provides a very valuable condensed overview of

ED localization and delocalization at an atomic level, it does

not provide valuable chemical information inherent in the real-

space distributions of correlated ED. To our knowledge, FALDI

is the first technique able to calculate the distribution of DI in

real-space and we utilize this feature in this study to show

that the manner in which electrons are delocalized is equally

as important, and more informative than just the amount of

delocalized electrons.
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There is, however, a fundamental difference between the DI

term and deloc-ED distribution. DI is always an integrated, pos-

itive value. However, deloc-ED distributions can be either a

positive or negative values at a specific point r. Regions where

Di,j(r)> 0 represent a constructive interference of MOs simulta-

neously overlapping with two atomic basins Xi and Xj at r,

indicate regions in 3D space where electrons are positively

correlated between both basins. Such a constructive overlap

results in an increase in the tot-ED. Regions where Di,j(r)< 0,

however, are due to deconstructive interference at r of MOs

overlapping with two atomic basins, indicate the regions in

space where electrons are negatively correlated between the

basins, thereby reducing the tot-ED.

Partial second derivatives of deloc-ED distributions

Our FALDI decomposition produces a large set of deloc-ED dis-

tributions. Each deloc-ED is a component of the tot-ED (hence,

a contribution made by a specific atom-pair). However, only

some components of the tot-ED will contribute to the forma-

tion of an AIL. This brings us to the primary objective of this

work: isolating the components of the tot-ED that contribute

to the formation of a specific AIL, as well as quantifying and

visualizing their contributions. Each point of an AIL has the

specific property that ED is concentrated perpendicular to the

AIL (as measured by the second eigenvalue of the Hessian

matrix, k2). Therefore, the second derivative (and more specifi-

cally, k2) of any deloc-ED distribution can be determined at

any given point r. In doing so, one can precisely determine

whether a particular contribution made by a specific atom-pair

is concentrating (negative partial 2nd derivative) or depleting

(positive partial 2nd derivative) the tot-ED. Deloc-ED distribu-

tions that are concentrating the tot-ED therefore facilitate the

formation of an AIL, whereas deloc-ED distributions that are

depleting the tot-ED hinder the formation of an AIL. One must

also realize that a specific component of deloc-ED, e.g. Di,j(r),

might be concentrating in the interatomic region of Xi and Xj

but depleting in another, e.g. in the interatomic region of Xi

and Xk. The FALDI-based decomposition of the total density

distribution of a molecular state implemented in this work is

shown in Scheme 1.

In the orthodox MO theory, each orbital can be classified in

terms of a bonding, nonbonding or antibonding contribution

with respect to a particular chemical interaction; the effects of

(de)constructive interference on both the binding energies

and electron density concentration have been well docu-

mented and can be found in any textbook on electronic struc-

ture. Similarly, the sign of the partial second derivative of a

deloc-ED distribution is a result of constructive or deconstruc-

tive interference of MOs overlapping simultaneously across

two atomic basins. Therefore, in analogy to MO bonding the-

ory, we label each atom-pair’s deloc-ED distribution accord-

ingly, i.e. an atom-pair contribution to the total deloc-ED as

bonding, nonbonding or antibonding based on whether it con-

centrates (bonding), depletes (nonbonding) or reduces (anti-

bonding) ED in a specific region of space, as illustrated in

Scheme 2.

The above classification of each deloc-ED contribution to the

tot-ED allows for the identification of atom-pairs and quantifica-

tion of their contributions in the formation of a particular AIL

(bonding deloc-ED), as well as of the atom-pairs that hinder for-

mation of the AIL (nonbonding and antibonding contributions

to the total deloc-ED). The presence of multiple contributions

toward bond formation also allows us to extend the connectivity

allowed by an AIL to more than just two atoms, a conceptual

development which can have wide-ranging implications. Specifi-

cally, in our approach each AIL can be interpreted as the net

effect of a number of bonding and competing (non- and anti-

bonding) contributions. Hence, the presence of an AIL must

imply that bonding deloc-ED distributions dominate.

We note that Gatti and Baders’ source function (SF)[30] also

provides a full decomposition of q(r) at any given r into contri-

butions from all atomic basins, thereby satisfying eq. (1). The

SF has been used to interpret various chemical phenomena,[31,32]

including multicenter contributions at bond-critical points,[31]

from a QTAIM-based perspective in real-space. The second deriv-

atives of the various atomic SFs in a molecule can therefore be

calculated and classified according to how each atom facilitates

or hinders the formation of an AIL that, in some respect, is simi-

lar to the approach discussed above. The SF, which is a Green’s

function based on the Laplacian of the total ED, has the advan-

tage that it is quite quick to calculate, also from experimental

densities. One must stress, however, that in terms of atom-pair

contributions and explicit exchange–correlation effects it pro-

vides less information than the FALDI approach. Clearly, it would

be of great interest and importance to explore advantages (limi-

tations) of to both, SF- and FALDI-based, approaches and we

plan to embark on such studies in near future.

Results and Discussion

We aim to determine the multicenter nature of the AILs in five

“classical” bonding interactions from a delocalized ED perspec-

tive. Moreover, we hope to provide convincing evidence that

(i) observed BCPs from tot-ED topological analyses, as obtained

from QTAIM, should not be simply viewed or interpreted as an

indication of a favorable bonding interaction between two

atoms alone and (ii) the emergence of a BCP, and therefore

the nature of an interaction (between the atoms linked by the

associated AIL) depends on contributing (bonding) deloc-ED

coming from other/distant atoms in a molecular system.

The first structure that we selected to investigate is the low-

est energy conformer of b-alanine (1 in Fig. 1) as it presents a

very good example of a multicenter, intramolecular bonding

interaction. QTAIM calculations of 1 show that an AIL is pre-

sent between hydrogen atom H6 (H) and nitrogen atom N11

(Y) and thus BCP(H6,N11). This molecular graph alone does

not provide any information regarding the multicenter bond-

ing nature of this interaction. Moreover, it does not provide

evidence to suggest how other atoms, such as O5 (X), C8 (Z)

or C1 (W), influence (i.e., by either facilitating or hindering) the

emergence of AIL(H6,N11). To compare with 1, we decided to

investigate the interactions of two systems that, relative to

each other, should display quite opposing degrees of
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multicenter bonding nature. The interaction between a boron

(B1) and hydrogen (H7) atom in diborane, 2 in Figure 1, is

well-known as consisting of a large degree of multicenter

character.[2–6] However, the interaction between carbon atoms

C9 and C12 in n-butane, 3 in Figure 1, which is representative

of a classic single covalent CAC bond, provides an example of

a bicentric interaction. We therefore expect that our ED

decomposition scheme should be able to clearly distinguish

between the multicenter natures of these two interactions, as

well as agree qualitatively with that reported in the literature.

Lastly, we decided to compare the nature of two different

metal–carbon (MAC) carbene bonding interactions, i.e. one of

a typical Schrock carbene complex, [(Cp)2Ti@CH2], and one of

a typical Fischer carbene complex, [(CO)5Cr@C(OCH3)CH3]. The

molecular graphs of the two complexes are shown in Figure 1

(4 and 5, respectively). In the case of 5, oxygen atom O13 is

expected to yield an additional degree of deloc-ED of a bond-

ing nature to the carbene bond, since such heteroatoms are

known to facilitate p-backbonding.[21] As a consequence, this

MAC carbene bonding interaction is expected to have more

multicenter bonding character as compared to its counterpart

in 4 (no heteroatom), even though the magnitude of the tot-

ED at BCP(Cr1,C12) in 5 (q 5 0.09973 a.u.) is considerably less

than at BCP(Ti1,C22) in 4 (q 5 0.13851 a.u.). In the following

sections, we discuss results obtained from the ED decomposi-

tion along the indicated vectors whereas quantitative analyses

(decomposition of either total or delocalized EDs) are reported

at BCPs, as indicated in Figure 1.

Scheme 1. FALDI-based decomposition of the total static ED (i.e., the ED distribution of a single molecular state) implemented in this work.

Scheme 2. a) Examples of the cross-sections illustrating trends of bonding, nonbonding or antibonding ED distributions (computed for a selected atom-

pair) as well as b) their 2nd partial derivatives. [Color figure can be viewed at wileyonlinelibrary.com]
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Intramolecular H-bonding interaction in b-alanine

Figure 2a shows the FALDI-based decomposition of the tot-ED

(silver) into ED contributions that are localized (black) and delo-

calized (gold). We note that both trends have a local maximum

in the vicinity of BCP(H6,N11) and a local minimum close to the

RCP (small red sphere, 1 in Fig. 1). The decomposition of the

total deloc-ED, Figure 2b, yields the sum totals of all contribu-

tions that are of a bonding (blue line), nonbonding (green line)

and antibonding (red line) nature with respect to BCP(H6,N11).

Figure 2b clearly illustrates that the total deloc-ED (0.01102

a.u.) consists of a significant quantity of ED of a bonding nature

(0.01107 a.u.) and it is the only one, among the three types of

contributions that directly contributes toward the emergence of

BCP(H6,N11). Nonbonding and antibonding deloc-ED compo-

nents are approximately equal in magnitude but of a different

sign, at 0.00104 and 20.00109 a.u., respectively.

Atom-pair O5,N11, i.e. atoms X and Y, is mainly responsible

for the overall deconstructive electron correlation at

BCP(H6,N11). It accounts for 20.00079 a.u. (72%) of the total

antibonding deloc-ED, where it is also a local minimum along

the analysed vector. Of all five the structures studied in this

work, b-alanine is the only one to show a significant quantity

of deloc-ED of an antibonding nature at BCP of interest (see

PART 2 of the Supporting Information for deloc-ED decomposi-

tion graphs pertaining to the other four structures).

Figure 3 illustrates the 3D-isosurfaces of the major (either

summed or individual) contributions to the total deloc-ED that

are of a bonding, nonbonding or antibonding nature with

respect to BCP(H6,N11). These three real-space ED distributions

clearly illustrate how a particular atom-pair in the molecule (i)

concentrates, Figure 3a, (ii) depletes, Figure 3b (but concen-

trates ED elsewhere in the molecule) or (iii) specifically

reduces, Figure 3c, ED in the vicinity of BCP(H6,N11).

Figure 3a reveals how the atom-pairs’ contributions collectively

form a channel of constructive electron correlation between the

nuclei involved in the intramolecular interaction, thereby natu-

rally facilitating the emergence of BCP(H6,N11). deloc-ED of a

nonbonding or antibonding nature in this interatomic region,

Figures 3b and 3c, respectively, both naturally hinder the emer-

gence of this BCP and can therefore be classified as “competing

secondary interactions” according to the nomenclature of Tog-

netti and coworkers[53,54] Of the atom-pairs that deplete deloc-

ED in the vicinity of BCP(H6,N11), Figure 3b, C1,O5 and C8,N11

are the largest in magnitude; their constructive electron correla-

tion is mainly distributed all along their own covalent bonds, i.e.

C1AO5 and C8AN11, respectively.

Since our study focuses on the multicenter nature of a par-

ticular AIL, we further decompose the total deloc-ED of a

bonding nature (blue line in Fig. 2b). In doing so, we identify

and quantify the major contributing atom-pairs that concen-

trate ED at BCP(H6,N11).

From Figure 4a we note that atom-pair H6,N11 (atoms H

and Y), i.e. the two atoms linked by the AIL (which we will

henceforth refer to as the primary interaction), does not make

the largest contribution to the deloc-ED of a bonding nature.*

Figure 1. Molecular graphs of b-alanine (1), diborane (2), “linear” n-butane (3), Schrock, [(Cp)2Ti@CH2] (4) and Fischer, [(CO)5Cr@C(OCH3)CH3] (5) carbene

complexes, including the vectors along which ED decomposition analyses are done. Encircled (green) are the BCPs at which the multicenter bonding

nature of an interaction is explored. tot-ED (q) and percentage of loc-ED and deloc-ED at these BCPs is given directly below the relevant molecular graphs.

All (13,11) and (13,13) critical points in 4 have been omitted for clarity. [Color figure can be viewed at wileyonlinelibrary.com]

*In a simulated aqueous phase (using implicit solvent model PCM) the

intramolecular H-bonding distance (H6���N11) is much shorter and

the largest contribution to the deloc–ED of a bonding nature is from the

atom-pair corresponding to the primary interaction, i.e. H6,N11. The same

phenomena has been observed using the SF.[32]
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Only one-third (see the pie chart in Fig. 4b) of the total con-

structive deloc-ED at BCP(H6,N11) is made by the primary

interaction. From the FALDI-based decomposition data, the

major contribution to the deloc-ED of a bonding nature is in

fact from atom-pair O5,H6 (atoms X and H), which accounts

for 41% of the total. The third largest contribution comes from

N11,H12 and N11,H13 atom-pairs. Each one contributes �7% to

the total and thus a collective sum of 14% is yielded by the

N11–{H12,H13} “group.” All other atom-pairs made rather small

contributions—we therefore summed their individual values

together to get the “Remaining bonding” percentage, which is

13% of the total, Figure 4b. The FALDI-based decomposition of

the deloc-ED at BCP(H6,N11) has revealed quantitatively (percent-

age-wise) the multicenter bonding nature of the intramolecular

H-bonding interaction in b-alanine. Furthermore, we note that

atom-pair combinations involving the three atoms O5 (X), H6 (H)

and N11 (Y) account for the vast majority of deloc-ED of a bond-

ing nature. This is an important result, not only in terms of quan-

tifying the multicenter character (in this context, we can now

approximate this interaction as three-center), but also in that the

result is in full agreement with IUPAC’s basic recommenda-

tion[17,18] of depicting an H-bond to comprise a series of at least

three chemically bonded atoms, namely atoms XAH���Y.

Figure 5 shows the 3D-isosurfaces of the three major bond-

ing contributions (see pie chart in Fig. 4b) to the total deloc-

ED; it is clear that all of them concentrate ED in the vicinity of

BCP(H6,N11). The primary interaction, Figure 5b, forms a very

clear channel of constructive electron correlation all along

AIL(H6,N11). This particular isosurface may be related to the so-

called “privileged exchange-channel” as per thinking by Pend�as

et al.[55] However, the maximum value for this atom-pair does

not occur at the same coordinate as the BCP along the analysed

vector, Figure 4a, indicating that the overall or resultant

“privileged exchange-channel” (i.e., the AIL) is the sum of all con-

structive electron correlation contributions and hence does not

coincide with a simple two-atom interpretation of a BCP. Counter

intuitively, the electrons shared by O5 and H6 (Fig. 5a), as well

as the electrons shared by N11 and its bonded hydrogens (Fig.

5c), extend into the H6,N11 interatomic region along the AIL.

These three FALDI-based isosurfaces, when considered individu-

ally and then as a collective group (as shown in Fig. 3a), provide

a qualitative understanding of the multicenter nature of the AIL

between atoms H6 and N11 in b-alanine.

Multicenter bonding nature of a boron–hydrogen interaction

in diborane

Figures 6a and 6b show results obtained for the constructive

deloc-ED distributions in diborane with respect to BCP(B1,H7).

Additional FALDI decompositions are included in PART 2 of the

Supporting Information. The largest contribution to the bond-

ing deloc-ED comes from the atom-pair linked by the AIL, B1

and H7 (the primary interaction), and accounts for one-third

(33%) of the total. Interestingly, the ED that is delocalized

between the other boron atom with the same hydrogen, i.e.

atom-pair B4,H7, contributes approximately the same amount

(31%) of bonding deloc-ED. These two B,H atom-pairs therefore

contribute almost equally to BCP(B1,H7) and (due to

Figure 3. Deloc-ED 3D-isosurfaces of the major constructive, a) 87% of

bonding ED, comprising (O5,H6) 1 (H6,N11) 1 (N11–{H12,H13}), noncon-

structive, b) 99% of nonbonding ED, comprising (C1,O5) 1 (C8,N11) and

deconstructive, c) 72% of antibonding ED, comprising (O5,N11) electron

correlation contributing factors with respect to BCP(H6,N11) in b-alanine.

Color coding: green 5 positive, purple 5 negative. [Color figure can be

viewed at wileyonlinelibrary.com]

Figure 2. a) FALDI-based decomposition of the tot-ED (silver) into loc- (black)

and deloc-ED (gold) in b-alanine along the vector indicated in Figure 1. b)

Subsequent FALDI-based decomposition of the deloc-ED into constructive

(blue, bonding nature), nonconstructive (green, nonbonding nature) and

deconstructive (red, antibonding nature) electron correlation with respect to

the BCP(H6,N11). [Color figure can be viewed at wileyonlinelibrary.com]
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symmetry) BCP(B4,H7). Not only is this result an indication of a

3-center BAHAB interaction but it is also to a large extent

consistent with the picture of 3c2�e bonding.[6] The third and

fourth largest contributions are from atom-pairs that are not

directly linked to each other with an AIL, namely H7,H8 (9%)

and B1,B4 (6%). These two atom-pairs, together with the

remainder of the constructive deloc-ED, collectively account for

�36% of the total amount at BCP(B1,H7). This is quite a sub-

stantial figure, indicating that the B1AH7 bonding interaction

displays considerably more multicenter character than what is

suggested by the rather oversimplified 3c2�e model. This find-

ing supports earlier results by Ponec and Uhlik[56] who sug-

gested that delocalized 3-center interactions require significant

(non-vanishing) 2-center delocalization between all atom-pairs

involved. Due to the symmetry (D2h) of this diborane structure,

the same observations apply to the remaining three BAH

interactions involving H7 and H8.

Figure 7 illustrates the 3D-isosurfaces computed for four

atom-pairs that made major contributions of bonding nature to

the total deloc-ED at BCP(B1,H7). The deloc-ED distributions for

atom-pairs B1,H7 and B4,H7 are remarkably similar, Figures 7a

and 7b. Both distributions extend fully in-between the atomic

basins of B1, H7 and B4, clearly indicating the tricentric manner

in which electrons are shared across these centers. Note that

Ponec and coworkers[27–29] have previously shown (within the

framework of DAFH) that a boron atom’s ED distribution takes

place across the B���H���B region. However, FALDI clearly shows

the three-center nature of each BAH delocalized channel.

The ED that is delocalized between atom-pair H7,H8 occurs

largely through the associated B,H BCPs (explaining why this

atom-pair contributes to deloc-ED concentration at all four BCPs

related to B1, B4, H7 and H8), as well as through a direct chan-

nel between their own nuclei, Figure 7c. Finally, the manner in

which electrons are shared between atoms B1 and B4 occurs pri-

marily through the channel between atoms H7 and H8, Figure

7d. This is quite an unexpected finding, revealing that boron

atoms share ED “through bond” (i.e., by means of or via the two

bridging hydrogen atoms) rather than “through space” (i.e., in a

direct manner). Interestingly, based on IQA-defined interatomic

exchange–correlation energies (VA;B
XC ), Pend�as and coworkers[57]

have previously shown that an AIL between atoms H7 and H8 is

more likely to form than between atoms B1 and B4, but less

likely than the existing AIL-linked H-atoms. Their results can eas-

ily be rationalized with the isosurfaces in Figures 7c and 7d; they

show that the manner through which electrons are delocalized

contributes cooperatively to the H-atoms linked by an AIL as

well as the AIL-free interaction between H7 and H8.

All the above analyses demonstrate that atom-pairs which

made major contributions at BCP(B1,H7) delocalize a substan-

tial quantity of their ED in regions other than directly between

each other, highlighting the large multicenter character of

most AILs in diborane.

Typical carbon–carbon covalent bonding interaction in

“linear” n-butane

Figures 8a and 8b show the FALDI-based decomposition of

the constructive electron correlation in “linear” n-butane (with

Figure 4. a) FALDI-based decomposition, along the indicated vector for 1 in Figure 1, of the constructive electron correlation (blue line in Figure 2b, bond-

ing nature) with respect to the BCP(H6,N11) in b-alanine, into the major contributing atom-pairs. b) Pie-chart summarizing percentage-wise the major con-

tributing atom-pairs at the BCP(H6,N11). [Color figure can be viewed at wileyonlinelibrary.com]

Figure 5. Deloc-ED 3D-isosurfaces of the major constructive electron corre-

lation contributing atom-pairs with respect to the BCP(H6,N11) in b-alanine:

a) DO5,H6 (41%), b) DH6,N11 (33%) and c) DN11–{H12,H13} (14%). Color coding:

green 5 positive, purple 5 negative. [Color figure can be viewed at wileyonline-

library.com]
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respect to BCP(C9,C12)). Additional FALDI decompositions are

included in PART 2 of the Supplementary Information. Unsur-

prisingly, atom-pair C9,C12 contributes by far the greatest

amount of deloc-ED of a bonding nature, accounting for 84%

of the total. This result is in agreement with the general inter-

pretation of a covalent “single” bond as being a two-center

interaction. A 3D-isosurface of atom-pair C9,C12 deloc-ED dis-

tribution is shown in Figure 9a; it reveals a clear XC-channel

generally confined within the C9,C12 interatomic region. The

C9,C12 deloc-ED distribution is therefore qualitatively very dif-

ferent from that of the atom-pair B1,H7 in diborane (Fig. 7a).

Interestingly, our FALDI analyses reveal that this carbon–carbon

interaction is not entirely bicentric. Note that 16% of the total

deloc-ED resulting from constructive electron correlation at

BCP(C9,C12) is due to other (secondary) atom-pairs. These sec-

ondary contributions come mostly from (i) the sum of four

equivalent “carbon atom-hydrogen atom” atom-pairs, abbrevi-

ated as CAH (i.e., C9–{H13,H14} plus C12–{H10,H11}), account-

ing for 7% and (ii) the four “carbon atom-carbon atom” atom-

pairs (i.e., C2–{C9,C12} plus C3–{C12,C9}) accounting for 6% of

the total. 3D-isosurfaces of these contributions, Figures 9b and

9c, reveal how atom-pairs of these “distant” interactions also

concentrate ED along AIL(C9,C12). In this context, the C9AC12

covalently bonded interaction, as measured at its associated

BCP, can only be approximated as two-center.

Comparison of two different MAC bonding interactions in

carbene complexes

The differences between MAC bonding interactions in

Schrock, Fischer and several other types of carbene complexes

have been a constant focal point of inorganic chemistry

research for a number of decades.[21] It is generally accepted

that heteroatoms bonded directly to the carbene carbon atom

in Fischer carbene complexes (such as an oxygen, 5 in Fig. 1)

enhance p-backbonding from the metal atom, as well as r-

donation from the ligand. From a QTAIM, i.e. tot-ED topology

perspective, however, the MAC bonds of the Schrock and

Fischer carbene complexes appear to be almost identical, as

both consist of (i) an AIL connecting the metal and carbon

atoms, (ii) a positive Laplacian value at BCP, (iii) a |V|/G ratio

larger than one and (iv) a DI in the range of 1.0<DI(M,C)< 1.5

(shown in PART 3 of the Supplementary Information). It was

then of interest and importance to find out whether the

approach presented in this work can quantify the degree and

point correctly at the reason for the difference of multicenter

bonding characters of the two MAC AILs in the Schrock and

Fischer (4 and 5, respectively, in Fig. 1) carbene complexes.

Figures 10a and 10c show the FALDI-based decomposition

of concentrated deloc-ED in 4 and 5 with respect to the

Figure 6. a) FALDI-based decomposition of the constructive electron correlation (i.e., deloc-ED of a bonding nature) with respect to BCP(B1,H7) in diborane,

along the indicated vector for 2 in Figure 1, into the major atom-pair contributions. Inset: magnified trends for atom-pairs H7,H8 and B1,B4. b) Pie-chart

summarizing percentage-wise the major contributing atom-pairs at the BCP(B1,H7). [Color figure can be viewed at wileyonlinelibrary.com]

Figure 7. deloc-ED 3D-isosurfaces of the major constructive electron corre-

lation contributing atom-pairs with respect to BCP(B1,H7): a) DB1,H7 (33%),

b) DB4,H7 (31%), c) DH7,H8 (9%) and d) DB1,B4 (6%). [Color figure can be

viewed at wileyonlinelibrary.com]
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relevant MAC BCPs. Additional FALDI decompositions are

included in PART 2 of the Supporting Information. Figures 10a

and 10c show that the general shapes of the trends pertaining

to structures 4 and 5 are similar as they only differ in relative

magnitude. The primary MAC interaction in 4 accounts for

comparatively more (80%) of the total deloc-ED of a bonding

nature as compared to that in 5 (63%).

Clearly, the AIL linking the M and carbene C atoms in the

Schrock complex is considerably more bicentric than in the

Fischer complex. Importantly, the heteroatom O13 is indeed

mainly responsible for the comparatively larger degree of mul-

ticenter bonding character in 5 (Fig. 10b), in accord with com-

mon knowledge. Two atom-pairs containing atom O13, that

with the carbene carbon atom (qBCP 5 0.00309 a.u.) and with

the carbene metal atom (qBCP 5 0.00096 a.u.) account for a sig-

nificant 12% of the total constructive electron correlation at

BCP(Cr1,C12). In comparison, atom-pair combinations of the

non-heteroatoms H23 or H24 (equivalent due to symmetry of

the molecular structure) in 4, with the carbene carbon atom

(q 5 0.00200 a.u.) and with the carbene metal atom

(q 5 0.00134 a.u.) account for a much smaller 7% of the total

deloc-ED of a bonding nature at BCP(Ti1,C22).

3D-isosurfaces of the major contributions to the deloc-ED of

a bonding nature in both carbenes are comparable, showing

similar features as found in the n-butane; they are included in

PART 4 of the Supporting Information together with short

discussion.

Comparative analysis

A comparison of the relative contributions made to the total

deloc-ED of a bonding nature by the primary, largest second-

ary and sum of remaining interactions at BCPs associated with

the five investigated bonding interactions is shown in Figure

11. The most striking observation one can make is the fact

that “pure” (i.e., 100%) bi-center interactions might not exist at

all, except in an isolated diatomic molecules; note a significant

(16%) contribution made by atom-pairs other than the

C9AC12 interaction (a classical single covalent bond) in n-

butane.

The second surprising observation is the comparable degree

of multicenter character discovered for the well-known case of

diborane (as discussed in detail for atom-pair B1,H7) and classi-

cal intramolecular H-bonding interaction in b-alanine. In both

cases, the primary interactions (atom-pairs H6,H11 and B1,H7

in b-alanine and diborane, respectively) account for just 33%

of the total deloc-ED of bonding nature. It is important to

stress that in the gas phase the largest secondary interaction

(the atom pair O5,H6, or the XAH bond) contributed more

(41%) to the concentrated deloc-ED at BCP(H6,N11) in b-

alanine than the primary interaction (Fig. 4). However, the

reverse trend holds in the aqueous phase. Considering dibor-

ane’s most significant secondary contribution to the bonding

deloc-ED at BCP(B1,H7), it amounts to 31%, which is nearly the

same as found for the primary interaction. This nicely exempli-

fies the predominant tricentric character of a B,H AIL.

Figure 8. a) FALDI-based decomposition of the constructive electron correlation (i.e., deloc-ED of a bonding nature) along the indicated vector for 3 in Fig-

ure 1, in “linear” n-butane, into the major contributing atom-pairs. b) Pie-chart summarizing percentage-wise the major contributing factors at the

BCP(C9,C12). [Color figure can be viewed at wileyonlinelibrary.com]

Figure 9. deloc-ED 3D-isosurfaces of the major constructive electron corre-

lation contributions with respect to BCP(C9,C12) in “linear” n-butane: a)

DC9,C12 (84%), b) DCAH (7%) and c) DCAC (6%). [Color figure can be viewed

at wileyonlinelibrary.com]
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Finally, relative to the Schrock carbene, a larger degree of

multicenter character of the MAC bonding interaction was

fully confirmed in the Fischer carbene (atom-pair Cr1,C12). Pos-

sibly surprisingly, we have discovered that the degree of bicen-

ter MAC bonding interaction in the Schrock carbene is

comparable to that found for the classical single covalent

bond in n-butane; we found that the primary interactions,

Ti1,C22 and C9,C12, contributed 80% and 84%, respectively, to

the total concentrated deloc-ED at the respective BCPs.

All these results show how the presence of an AIL, connect-

ing only two nuclei, can be misleading in multi-atomic mole-

cules. In fact, our results reveal that AILs are surprisingly

holistic in nature, despite their simple connectivity within a

molecular graph. Figure 11 clearly illustrates that there are

many atom-pairs that contribute significantly to the total

deloc-ED in a constructive (concentrating) manner, hence facili-

tating the emergence of the AIL. This clearly demonstrates

that care should be taken whenever an AIL is used to indicate

and interpret the interaction between just two atoms. This

comment applies, of course, to any method based on ED con-

centration, including NCI.

Conclusions

The concept of two-center interatomic interactions is, for the

most part, a chemist’s simplification within a molecular collec-

tion of nuclei and electrons interacting holistically and simulta-

neously. The AIL, which is also a physical observable, is usually

interpreted as the result of a two-center interaction and is

commonly followed by an analysis of topological properties at

a specific BCP to describe a di-atomic interaction. While many

multicenter indices have been reported in the literature, which

can recover the multicenter nature of interatomic interactions,

none of these indices address the real-space AIL itself.

Our FALDI density decomposition scheme, which measures

the ED contributions of atoms and atom-pairs throughout all

molecular space, provides the tools that are necessary to

understand AILs on a holistic level. We have extended FALDI in

this work by decomposing one of the fundamental ED proper-

ties of interatomic interactions—the concentration, depletion

or reduction of ED—into contributions from all atomic pairs

Figure 10. a) Comparison of the FALDI-based decompositions of the constructive electron correlation (i.e., deloc-ED of a bonding nature) with respect to

the MAC BCPs in the Schrock and Fischer carbene complexes, into the major contributions made by the indicated atom-pairs. b) Pie-charts summarizing

percentage-wise the major contributions at the MAC BCPs in 4 and 5. [Color figure can be viewed at wileyonlinelibrary.com]

Figure 11. Comparison of the relative degree of multicenter bonding char-

acter of the five bonding interactions investigated in this study. Values of

specific atom-pair deloc-ED contributions to the total bonding deloc-ED at

a relevant BCP are expressed as percentages. Primary contributions indicate

the deloc-ED associated with an indicated atom-pair that is connected by

an AIL. [Color figure can be viewed at wileyonlinelibrary.com]
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within the molecule. Such an approach allows a quantification

and visualization of how the atoms of a primary interaction

(atoms linked by an AIL) contribute to ED relative to all other

atom-pairs, thereby arriving at a multicenter interpretation of

an AIL. We have investigated five simple interactions linked by

an AIL, ranging from formal two-center to formal three-center

as well as interactions with partial multicenter character. Our

results are fully consistent with general interpretations of mul-

ticenter bonding, despite focusing on the multicenter charac-

ter of the AIL as measured in the vicinity of a BCP. We also

note that our approach is not limited to atoms linked by an

AIL, and can be used in conjunction with other QCT techni-

ques, such as NCI.

AILs have previously been interpreted as “privileged

exchange channels” by Pend�as et al.[55] This interpretation has

been tested by Tognetti and Joubert[53,54] by comparing the

QTAIM-defined DI or the IQA-defined interatomic XC energy of

the primary interaction (linked by an AIL) with the largest

competing secondary interaction. While they could show that

the primary interaction is indeed privileged (i.e., larger DI or

XC energy than competing interactions) for strong interactions,

they identified a number of cases where their approach did

not give consistent results. We have shown that, unlike the

total integrated DI (as defined in QTAIM), real-space distribu-

tions of FALDI-defined deloc-ED can be negative in certain

regions of space. The sign of deloc-ED at any given coordinate,

as well as the sign of its partial second derivative, is a result of

constructive, nonconstructive or deconstructive simultaneous

overlap of MOs across two atomic basins. Some of these

atom-pairs’ delocalized ED concentrates ED in the same inter-

atomic region, thereby facilitating the formation of an AIL,

whereas some atom-pairs’ delocalized ED depletes or reduces

ED, thereby hindering and competing against the formation of

an AIL. This observation led to our labels of bonding, nonbond-

ing or antibonding of any specific atom-pair’s deloc-ED in a

given region of space in analogy to MO bonding theory.

Therefore, any AIL, hence also a “privileged exchange channel,”

is not simply a bridge of ED linking two atoms but rather the

result of multiple bonding contributions that compensate over

the competing nonbonding and antibonding contributions.

This can be seen as a new interpretation of a “privileged

exchange channel” that does not impose largest contribution

to be made by the atom-pair linked by an AIL. As a matter of

fact, the intramolecular H-bonding in b-alanine fully supports

this, as the primary interaction (linked by an AIL) contributed

significantly less when compared with a secondary one. Fur-

thermore, because our approach also has the capability for the

visualization and quantification of “privileged exchange

channels” (e.g., Fig. 9) we noted, by inspecting deloc-ED isosur-

faces, that most of the secondary bonding contributions inves-

tigated in this work occur through the primary interaction, i.e.

along the AIL, as opposed to forming direct channels through

space.

Cort�es-Guzm�an and Bader have previously stated[49] that

QTAIM and MO theories are fully consistent, with the primary

link between the two being the DI. We note, however, that

only through the visualization in real-space of FALDI’s deloc-ED

distributions can the information inherent in MO theory be

fully expanded within the realms of QTAIM. For instance, DIs

alone do not recover the manner in which atom-pair O5,H6

concentrates deloc-ED at BCP(H5,N11) in b-alanine, nor the

manner in which electrons shared between atoms B1 and H7

in diborane are delocalized almost equally across the entire

B���H���B region. In addition, DI values are always positive

whereas, as shown in Figure 3c, due to deconstructive electron

correlation, the electrons shared between two atoms can

reduce the tot-ED, leading to a different energetic consequence

for an interaction. Importantly, the decomposition of the total

deloc-ED in the vicinity of a BCP in terms of bonding, non-

bonding and antibonding is consistent with both Bader’s as

well as MO theories.

The ability for chemists to understand and quantify the

holistic nature of AILs should help alleviate conceptual chal-

lenges within QCT, especially for controversial AILs, since the

properties of the ED at a BCP are commonly used in the classi-

fication and evaluation of interatomic interactions. Our asser-

tion that the manner in which electrons are delocalized

between atoms (deloc-ED distributions) is as important as the

total amount of delocalized electrons (DI), should also aid the

distillation of the wealth of information within MOs and the

wavefunction into an atom-centric, density-based view of

chemical bonding.
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A novel quantum chemical function is introduced which can be used to study and understand the 

presence or absence of a density bridge in an internuclear region. The CP(r) function uses the 

gradients of bonding, nonbonding and antibonding density contributions from the FALDI density 

decomposition scheme in order to assess the origin and nature of density bridges for inter- and 

intramolecular interactions in equilibrium and non-equilibrium structures. 
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Abstract 

The total electron density (ED) along the λ2-eigenvector is decomposed into contributions 

which either facilitate or hinder the presence of an electron density bridge (DB, often called 

an atomic interaction line or a bond path). Our FALDI-based approach explains a DB 

presence as a result of a dominating rate of change of facilitating factors relative to the rate of 

change of hindering factors; a novel and universal criterion for a DB presence is thus 

proposed. Importantly, facilitating factors show, in absolute terms, a concentration of ED in 

the internuclear region as commonly observed for most chemical bonds, whereas hindering 

factors show a depletion of ED in the internuclear region. We test our approach on four intra-

molecular interactions, namely (i) an attractive classical H-bond, (ii) a repulsive O⋅⋅⋅O 

interaction, (iii) an attractive Cl⋅⋅⋅Cl interaction and (iv) an attractive C–H⋅⋅⋅H–C interaction. 

(Dis)appearance of a DB is (i) shown to be due to a ‘small’ change in molecular environment 

and (ii) quali- and quantitatively linked with specific atoms and atom-pairs. The protocol 

described is equally applicable (a) to any internuclear region, (b) regardless of what kind of 

interaction (attractive/repulsive) atoms are involved in, (c) at any level of theory used to 

compute the molecular structure and corresponding wavefunction, and (d) equilibrium or 

non-equilibrium structures. Finally, we argue for a paradigm shift in the description of 

chemical interactions, from the ED perspective, in favour of a multicenter rather than 

diatomic approach in interpreting ED distributions in internuclear regions. 

  



85 
 

Introduction 

From a general chemist’s perspective, conceptual understanding of a chemical bond is an 

amalgamation of various chemical bond theories, empirical observations and intuition. 

Existing chemical bond theories are, for the most part, deductive inferences on calculations 

and experiments performed on very small and simple systems. Even modern developments in 

the field will almost always develop from a bottom-up approach, and our conceptual 

understanding of a chemical bond is therefore always much clearer for di- or few-atomic 

molecules. As it stands, there is no general and universal theory of a chemical bond and terms 

such as ‘chemical bonding’ rather than ‘a chemical bond’ dominate titles of chapters in two 

dedicated books1,2 published recently. 

Unfortunately, complexity in chemical systems scales exponentially with an increasing 

number of atoms and bonds, and so does the difficulty of interpreting chemical bond models. 

For instance, both molecular orbital (MO) and valence bond (VB) theories are simple to 

understand and interpret for diatomic molecules, but their interpretation becomes increasingly 

convoluted as the number of MOs or allowable states increase. The same problem applies to 

many modern theoretical and computational approaches, such as calculations of bond 

dissociation energy and deformation densities. One of the biggest hurdles facing chemical 

bond theory is that the current paradigm places immense focus on bonds as a diatomic 

property of a molecule, whereas the wavefunction and changes within the wavefunction 

occur on a molecular-wide, hence a polyatomic scale. The irreducible cornerstone of a bond – 

that a chemical bond requires energy to break – is usually exemplified through measurements 

of energy differences between an interacting and non-interacting states. Such experiments 

study the process assumed to be a single diatomic, intra- or intermolecular, bond formation 

and do not consider the intrinsic property of a molecule as a collection of atoms interacting 

simultaneously with each other. The usage and interpretation of binding energies particularly 

fails in the case of the interpretation of intramolecular interactions, as it always involves more 

than just two atoms and requires breaking multiple bonds.  

Quantum Chemical Topology (QCT)3 encompasses a range of approaches which, in 

principle, do not suffer from the above-mentioned complexity scaling. The most prominent 

QCT method is Bader’s Quantum Theory of Atoms in Molecules (QTAIM).4 QTAIM’s 

molecular graphs – a series of electron density bridges (DBs, but also commonly called 

atomic interaction lines, line paths5,6 or bond paths7) – are equally applicable to simple, small, 

large, hence complex molecules. Historically, the interpretation of a DB was associated, by 
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induction, with a chemical bond: remarkably, a DB is observed wherever chemists can 

unanimously agree that a chemical bond should exist. Since the first observations of the 

equivalence between a DB and a chemical bond,7,8 many questions regarding the validity and 

universality of a DB as an indicator of a chemical bond lead to a fierce scientific 

discourse,5,6,9-15 which will be discussed shortly. However, the large degree of correspondence 

between the presence of a DB and the general chemist’s chemical bond is the impetus for 

continued research into the nature and interpretation of a DB. A range of properties of a DB, 

and specifically topological and energetic properties at the (3,–1) critical point (CP, 

commonly known as a bond critical point) associated with a DB, have been linked to and 

successfully applied in describing chemical phenomena, e.g., bond strengths,16,17 open- and 

closed-shell natures of interactions,17 bond orders, degrees of π-bonding,18 and many more.  

The critique that cautions the over-interpretation of DBs, critique that has been growing 

steadily over the last two decades, focuses on the two cases which places doubt on the 

universality of the interpretation of a DB as a bond path: (i) cases where a DB is observed but 

no chemical bond is expected,9-13 and (ii) cases where a chemical bond is expected but no DB 

is observed.19,20 The most prominent example of the former situation is of DBs which exist 

between H-atoms in a wide range of molecules and lead to a long series of debates regarding 

the chemical nature of CH⋅⋅⋅HC interactions.11-13,15,21,22 The existence of a DB in these and 

other non-conventional types of interactions, many of which can be attractive or repulsive in 

nature, have placed considerable doubt on the conceptual homeomorphism between QTAIM 

molecular graphs and the lines which chemists draw to indicate bonds. For the inverse case – 

where a chemical bond is expected but no DB is observed – researchers have found evidence 

from other descriptors, such as the Non-covalent Interactions (NCI) technique,23,24 the 

source-function and delocalization indices that indicate the presence of some form of 

chemical interaction but it is not supported by a (3,–1) CP on a DB.19,20 These examples 

further illustrate that the relationship between various theoretical approaches and the 

topology of the electron density (ED) is not fully understood yet. In addition, the presence or 

absence of DBs is often seemingly inexplicable, which adds to the ambiguity regarding the 

interpretation of a DB. For instance, we have previously shown14 that the presence of a DB is 

strongly subjected to effects of the local environment, proving that the nature of an 

interaction might remain the same regardless of the presence or absence of a DB.  

The interpretation of a DB has evolved somewhat over time as well. Originally, Bader had 

all but suggested that a DB and a chemical bond are synonymous.7,8,25 Later on, he stressed 
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that DBs are not chemical bonds, but rather represent ‘bonding interactions’15,16 – a 

mechanism of the molecular ED distribution that serves to lower the molecular energy. 

Pendás et al. presented an alternative interpretation by postulating that a DB represents a 

‘privileged exchange channel’.26 Their concept of a DB was further explored by Tognetti and 

Joubert27,28 (TJ). TJ studied a number of intramolecular interactions where a DB was present 

in some but not other molecules, and investigated whether the presence of a DB could be 

linked with ‘privileged exchange’. Their approach involved calculating the IQA-defined29 

interatomic exchange correlation (XC) energies, X,Y
XCV , of the interaction between two atoms 

of interest (the ‘primary interaction’) as well as neighbouring ‘secondary interactions’. They 

found that if the ratio, β = primary
XCV / secondary

XCV > 1.59 (where secondary refers to a pair of atoms 

for which the X,Y
XCV  term is largest among all secondary interactions) then a DB was always 

present whereas for β < 1.35 no DB was observed. β-ratios between 1.35 and 1.59 were 

found to be ambiguous – DBs might or might not be present in this range. TJ interpreted the 

presence of a DB as (i) evidence of privilege in support of Pendás et al’s ideas26 and (ii) the 

primary interaction being successful in competing against various exchange channels of the 

secondary interactions. Unfortunately, the ambiguity inherent in their β-ratios suggests that 

either (i) not all DBs represent ‘privileged exchange channels’, (ii) the exclusive use of the 

integrated X,Y
XCV  for just a diatomic interaction is not ideal for measuring privilege, or (iii) 

possibly, the concept of ‘privileged exchange channels’ in predicting the presence/absence of 

a DB is incorrect. 

All previous interpretations of a DB step into the same ‘trap’ as for the interpretation of 

chemical bonds – that the interaction between atoms in a molecule can be reduced to 

bicentric nature (i.e. line structures) that is subconsciously re-enforced by DBs linking two 

(and only two) nuclei at a time. However, the ED (as well as critical points in the ED) is a 

field influenced by all particles of a molecule, and therefore the notion that a DB is a 

diatomic property is false. In fact, we have previously shown30 that the ED at a (3,–1) CP is a 

result of contributions from delocalized electrons arising from multiple atoms, thereby 

concluding that a DB is inherently multicenter in nature even in the case of a classical 

covalent bond. A similar problem facing existing interpretations of a DB is the use of the 

second eigenvalue of the Hessian matrix as a measure of electron concentration for the 

fulfilment of Feynman’s theorem31 (the basis for Bader’s interpretation15,16 as well as the 

interpretation of other methods such as NCI23,24). This approach is flawed,14 as it only 
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measures the local, relative electron concentration rather than the absolute, and resultantly 

shows a large dependence on the local environment. Our own Fragment, Atom, Localized, 

Delocalized and Interatomic (FALDI) density decomposition scheme30,32-34 provides absolute 

measures of electron concentration for 1- and 2-centre ED distributions. Hence, FALDI 

provides a much more trustworthy measure30 with regards to a concentration (and its origin) 

of ED within an internuclear region. 

This work presents a new theoretical methodology that provides meaningful explanation 

of the presence (or absence) of a DB. Although our approach appears as simple in its final 

implementation, it required a paradigm shift in searching for the origin and meaning of a DB. 

Our approach comes from a realization that the nature of a DB is inherently not chemical, 

only its interpretation. Hence, the main focus should be on the ED itself and the elementary 

conditions required for the presence of a DB, rather than a direct link to chemical concepts 

such as atoms and linking the bonds. We propose here a set of topological criteria; with the 

gradient of the ED (along the eigenvector associated with the λ2 eigenvalue of the Hessian 

matrix) determining if a critical point is present and the second derivative of the ED 

determining which type of critical point is present. To link the mathematics of DB presence 

with chemical meaning, we decompose the gradient of the ED (which in itself is difficult to 

interpret from a chemist’s point of view) into components with clear chemical and physical 

interpretations. In principle, this approach can be taken with a large number of established 

ED decompositions. However, we have chosen our recently developed FALDI density 

decomposition scheme,30,32-34 as FALDI is (i) inherently linked to QTAIM atomic basins and 

populations, and (ii) FALDI can provide visualisation and quantify electron exchange-

correlation channels in real 3D space.  

Our primary aim in this work is to derive and introduce the tools necessary to detect and 

explain the presence or absence of a DB. We will refrain from providing in depth and 

universal interpretations of a DB in terms of chemical bonding. This is because a sound 

interpretation of a DB should be extremely robust, general, predictive and physically and 

chemically meaningful – an endeavour which is not taken lightly. Rather, we will provide a 

general criterion for the presence of a DB in terms of the gradients of our FALDI 

decomposition components, culminating in an approach that we hope ourselves or others can 

use to understand the difficult relationship between the ED distribution and chemical 

bonding. We present our approach with four case studies focusing on intramolecular 

interactions, as possibly they represent the most difficult case for chemists to interpret. 
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However, our approach is of general nature; it applies equally to inter- and intramolecular, 

weak and strong interactions. In three of the case studies, two similar molecules are 

investigated, and in each system a non-local perturbation results in the appearance of a DB 

linking atoms involved in an interaction of interest. Our case studies include an attractive 

intramolecular H-bond, a repulsive O⋅⋅⋅O interaction, an attractive Cl⋅⋅⋅Cl interaction and 

lastly, an attractive CH⋅⋅⋅HC interaction. 

Theoretical Background 
A critical point (CP) in the ED at a coordinate rc is a local maximum, minimum or a saddle 

point where the first derivative, and each of its three components, vanish:4 

0)( c =
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ρρρρ kjir  (1) 

The unit vectors in Eq. 1 are the principle axes at rc, and are determined by the eigenvectors 

of the matrix of partial second derivatives (the Hessian matrix) of the ED at rc. The type of 

CP can be determined by evaluating the eigenvalues (λ1, λ2 and λ3) of the Hessian matrix. A 

CP found wherever a DB is present is a local minimum along one of the axes and local 

maxima along the other two axes, labeled as (+3,–1), where the rank (+3) denotes the number 

of non-zero eigenvalues at rc and the signature (–1) is the algebraic sum of the signs of the 

eigenvalues. A (+3,–1) CP has historically been called a number of names, from Bader’s 

original bond critical point4 to more recent line or edge critical point5,6. In this work, we will 

only refer to this CP as (3,–1) CP in order to reduce as much secondary and implied meanings 

as possible. For the case of a (3,–1) CP, λ1 and λ2 are negative (local maxima) whereas λ3 is 

positive (local minimum) and, by convention, λ1 ≤ λ2 ≤ λ3. A CP close to a nucleus is a (+3,–

3) CP (a local maximum along all three axes) where all eigenvalues are negative. Therefore, 

in an interatomic region between two nuclei, λ3 will always be positive, corresponding to a 

region of local minimum ED along the internuclear vector. Furthermore, unless the two 

nuclei are part of a cage, λ1 will always be negative, corresponding to a local maximum along 

one of the axes perpendicular to the internuclear vector. The sign of the remaining 

eigenvalue, λ2, corresponding to the other perpendicular axis, determines whether the CP is 

of (3,–1) (λ2 < 0, a local maximum) or a (3,+1) (λ2 > 0, a local minimum), also called a ring 

critical point. The sign of λ2 therefore contains very valuable information regarding the 

nature of the CP at rc. In addition, the second derivative of the ED is a measure of density 

concentration (∇2ρ(r) < 0) or depletion (∇2ρ(r) > 0). At any coordinate of a DB the ED is 
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therefore depleted along the internuclear vector (λ3 > 0) but concentrated along all 

perpendicular vectors (λ1 < 0, λ2 < 0). It is for this reason that a DB is often called a ‘bridge 

of density’.15 

A DB will always exist if an associated (3,–1) CP is present, and therefore it is enough to 

investigate when such a CP may (or may not) be present. Since the presence of a CP depends 

on the gradient of the ED rather than the ED itself or components of its second derivative, it 

is important to understand the directional first derivatives of the ED along principle axes in 

an internuclear region in both the presence and absence of a (3,–1) CP. Note that all 

derivatives – including components of the Hessian matrix as well as its eigenvalues and 

eigenvectors – can be calculated at any coordinate r regardless of whether a critical point is 

present at r or not. A local minimum in the ED along the internuclear vector is always present 

between two (3,–3) CPs of atomic basins that share an interatomic surface, hence the 

directional derivative of the ED along the internuclear vector will always vanish at some 

coordinate regardless of the presence or absence of a (3,–1) CP. Generally, the principle axis 

along which this derivative vanishes is the direction of the eigenvector associated with λ3. 

We label such a local minimum on the internuclear vector as a geometric minimum density 

point (MDP, previously also called a geometric interaction point14). The internuclear vector, 

an MDP and the direction of the 3rd eigenvector of the Hessian matrix at the MDP is shown, 

as an illustrative example, for the internuclear region between two H-atoms in close contact 

(i.e. H1 and H6) in cis-2-butene in Figure 1(a). Figure 1(b) shows the ED along the 

internuclear vector, clearly illustrating the local minimum in the ED and demonstrates how an 

MDP can easily be found. The perpendicular principle axes at the MDP correspond to the 

directions of the eigenvectors associated with λ1 and λ2. As mentioned above, λ1 is usually 

negative unless the internuclear region is part of a cage, and in most cases, the directional 

derivative along the direction of the eigenvector associated with λ1 will vanish or be close to 

vanishing at the MDP, as shown in Figure 1(c). That leaves the directional derivative along 

the direction of the 2nd eigenvector of the Hessian matrix as the deciding factor for the 

presence or absence of most (3,–1) CPs. If this derivative vanishes, then the slope of the ED 

will be zero and a (3,–1) CP will be present. If this derivative does not vanish, then a (3,–1) 

CP will be absent regardless of the fact that the ED at the MDP is a local maximum and 

minimum along the directions of the 1st and 3rd eigenvectors of the Hessian matrix, 

respectively. Hence, in order to understand when a DB may be present between two atoms 

that share an interatomic surface, the component of the slope of the ED along the principle 
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axis λ2 in the interatomic region should be investigated. Note that the position of the MDP 

and a (3,–1) CP, if present, does not always coincide, leading to bent DBs, but the deviation 

between MDP and (3,–1) CP always occurs on the direction of the 2nd eigenvector of the 

Hessian matrix, as measured at the MDP. The example showed in Figure 1(a) displays a (3,–

1) CP quite far removed from the MDP between H-nuclei, but Figure 1(d) clearly illustrates a 

local maximum in the ED at the (3,–1) CP and vanishing directional derivative along the 

direction of the 2nd eigenvector of the Hessian matrix.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Part (a) - a molecular graph of energy optimised cis-2-butene showing a (3,–1) CP as a 
small green sphere on a density bridge between H1 and H6 atoms, RCP = (3,+1) CP as a small red 
sphere, and a minimum density point (MDP) on line geometrically linking 3D-coordinates of H1 and 
H6 nuclei. Part (b) - the total ED computed along the line geometrically linking 3D-coordinates of H1 
and H6 nuclei with the MDP located at the minimum. Part (c) – variation in the total ED along the λ1-
eigenvector. Part (d) – change in the total ED along the λ2-eigenvector also showing locations of the 
(3,–1) CP (at the maximum of ED) and MDP. 

 

In a diatomic molecule, the slope of the ED along the eigenvector associated with λ2 

(henceforth referred to as the λ2–eigenvector) will always vanish at some r on the 
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internuclear vector, hence a DB and (3,–1) CP will always be present. However, in the 

presence of other (3,–1) CPs (in any polyatomic molecule), the slope of the ED along the λ2–

eigenvector is not guaranteed to vanish, and thus a (3,–1) CP will not be present between 

every nuclear pair. The presence of such CPs in polyatomic molecules depends on the 

environment. Typically, a strong interaction (such as a covalent bond) contains highly 

concentrated ED perpendicular to the internuclear vector, and a (3,–1) CP exists despite the 

presence of factors that hinder its presence. On the other hand, weak interactions (such as an 

intramolecular H-bond) have significantly less concentrated ED perpendicular to the 

internuclear vector, and a (3,–1) CP will only appear if the environment is favorable (i.e. in 

the absence of dominating factors which topologically hinder the presence of a (3,–1) CP). 

Regrettably, the precise chemical conditions required to foretell the presence of a (3,–1) CP 

(particularly for weak interactions) are not yet known exactly, despite previous attempts,27,28 

and therefore the chemical significance of a DB is difficult to determine. 

The slope of the ED along the λ2–eigenvector is an exact predictor for the existence of a 

(3,–1) CP and is easy to measure in most systems. In order to determine when a (3,–1) CP 

may form from a chemical point of view, however, one must understand first the physical 

factors which lead to a given ED distribution. To achieve that, the ED must be decomposed 

along the λ2–eigenvector into chemically and physically meaningful components in order to 

understand the ED distribution on a fundamental level. Specifically, provided that the 

contribution made to the total ED (tot-ED) by a primary interaction as well as by all other 

ones can be quantified, then it should be possible to determine whether a (3,–1) CP will exist 

in a given environment based on criteria other than the topology of the tot-ED. Subsequently, 

the components giving rise to a (3,–1) CP could then be scrutinized analytically in order to 

understand why the CP exists. Finally, if and only when the components themselves carry 

chemical significance, such information could be useful in determining the chemical 

conditions necessary for the existence of a (3,–1) CP and, therefore, a presence of a DB could 

be meaningfully interpreted in terms of chemical bonding. 

We present in this work a scheme that determines components of the molecular system 

tot-ED that either facilitate or hinder the presence of a (3,–1) CP in the interatomic region of 

an interaction of interest. We also measure the exact contribution made by each component to 

arrive at a criterion which explains the presence or absence of a (3,–1) CP. We first describe a 

suitable tot-ED decomposition technique, followed by a classification scheme which 
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determines whether a decomposition component facilitates or hinders the presence of a DB, 

and finally we introduce an index to condense the information. 

The FALDI density decomposition scheme 
We recently introduced the Fragment, Atomic, Localized, Delocalized and Interatomic 

(FALDI) ED decomposition scheme.30,32,34 FALDI uses concepts from the Domain Averaged 

Fermi Hole (DAFH)35,36 approach in order to calculate pseudo-2nd order contributions arising 

from electrons within QTAIM-defined atomic basins. FALDI decomposes the tot-ED at any 

coordinate r into 1- and 2-centre contributions: 
1

A A,B
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where M is the number of QTAIM-defined atomic basins. LA(r) is known as a 1-centre 

localized ED (loc–ED) distribution, and describes the ED that is localized exclusively within 

an atomic basin ΩA, as shown in Eq. 3, 
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where N is the number of MOs, AA ( )iφ r  is a natural density function (NDF) obtained by 

diagonalizing the product of the atomic overlap matrices, SASA. AAn i′′  is the occupation of the 

associated NDF that is double-primed to indicate that it is free of any localized-delocalized 

overlap, as previously described.34 DA,B(r) is known as a 2-centre delocalized ED (deloc–

ED) distribution, and describes the ED that is delocalized between the atomic basins ΩA and 

ΩB:
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where AB ( )jφ r  is an NDF obtained by diagonalizing the product of atomic overlap matrices, 

SASB, and DA,B(r) is corrected in the second term of Eq. 4 by any overlap that it has with 

NDFs of associated loc–ED (Eq. 3). Specifically, the degree of overlap which the ith NDF of 

a loc–ED distribution ( A
iL ) has with the jth NDF of a deloc–ED distribution ( A,B

jD ) is 

calculated by the function A A,B( )i jn′′ →L D , which relates the relative overlap between A
iL  
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and A,B
jD  to the total overlap of A

iL  with the remainder of the molecule’s NDFs, as detailed 

in our previous work.34 

From the particular ED decomposition expressed by Eq. 2 it follows that the loc–ED 

distributions describe the core (not shared) electrons of each atomic basin while the deloc–

ED distributions then describe the electrons shared between two atoms (corresponding to 

valence electrons of the two atomic basins). Integrating loc–ED and deloc–ED distributions 

over all molecular space yields the associated exclusive localization and delocalization 

indices (LIexcl and DIexcl); these distributions are similar to orthodox QTAIM (de)localization 

indices but intentionally designed to be free of any mutual overlap between loc–ED and 

deloc–ED distributions. To this effect, e.g., in ethane (i) the loc–ED for each carbon atom 

describes the core 1s ED; it yields exactly 2 electrons when integrated over entire molecular 

space, and (2) the deloc–ED for the two carbon atoms describes the σ-bond ED shared 

between them (yielding exactly 2 electrons when integrated over molecular space).  

We have previously used FALDI loc–ED and deloc–ED distributions for calculating 

deformation densities,32,33 multicenter interactions30 as well as re-evaluating QTAIM-based 

localization and delocalization indices.34 Eq. 2 therefore provides a complete decomposition, 

at any coordinate, of the 1-centre contributions from each atom as well as the 2-centre 

contributions from each atom-pair.  

Classification scheme for ED components 
We previously described a classification scheme for each deloc–ED contribution relative to 

r.30 We have expanded the scheme for the purposes of this study as it was necessary to also 

account for loc–ED contributions.  

Firstly, let us define a specific coordinate of interest, r*: (i) if a (3,–1) CP is present with 

associated a DB linking the nuclei of the interaction under investigation, then r* = rc, and (ii) 

when a (3,–1) CP, hence also a DB, are absent, then we set r* to be the position of the MDP. 

The MDP is used as it is at specific coordinates that are well-defined for any atom-pair 

sharing an interatomic surface, regardless of the presence or absence of a (3,–1) CP. We 

would also like to make it clear and stress that these two points, MDP and (3,–1) CP, belong 

to distinctively different paths: (i) MDP is located at a density minimum along a geometric 

straight (hence shortest) line linking two nuclei and (ii) (3,–1) CP is located on a real and 

physical DB (experimental observable) that links two nuclei. It is for this reason why we also 

would rather not use the term ‘line critical point’ to describe (3,–1) CPs, as it intuitively 
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indicates the MDP rather than the CP. We also recommend to exclusively use the MDP at r* 

in experiments where the geometry is continuously perturbed in order to avoid discontinuities 

when a (3,–1) CP (dis)appears.  

Each FALDI component (any particular loc–ED or deloc–ED distribution) can then be 

classified at r* according to its sign as well as the sign of its partial second derivative along 

the λ2–eigenvector. Specifically, if a FALDI component concentrates ED along the λ2–

eigenvector in the vicinity of r* (implying negative partial second derivative), it facilitates 

the presence of a (3,–1) CP and can be said to be of a bonding nature (bonding-ED). On the 

other hand, if a FALDI component depletes ED along the λ2–eigenvector in the vicinity of r* 

(positive partial second derivative applies), it hinders the presence of a (3,–1) CP and can be 

said to be of a nonbonding nature (nonbonding-ED). Note that the sign of the component 

itself is positive, regardless of a bonding or nonbonding nature. It is important to note, 

however, that FALDI components can also be negative due to deconstructive interference of 

molecular orbitals. Accordingly, these components are labeled as antibonding regardless of 

the sign of the partial second derivative (antibonding-ED). Antibonding components can 

either facilitate or hinder the presence of a (3,–1) CP (in terms of topology), but regardless, 

these distributions decrease the amount of ED in the region of interest. 

From the above it follows that each FALDI component can be classified as bonding, 

nonbonding or antibonding at any coordinate r. Therefore, a FALDI component can be 

bonding in one region (such as the deloc–ED of two covalently bonded carbon atoms within 

their internuclear space) but nonbonding in another (such as in the internuclear space of a 

different nearby interaction, or a pair of atoms). For the purpose of the present work, we 

classify each FALDI component in terms of their topologies relative to r*, i.e., at the (3,–1) 

CP or MDP of interest. Hence, the decomposition of the tot-ED (Eq. 2) at a (3,–1) CP or 

MDP can therefore be rewritten as: 

)()()()( gantibondinnonbondingbonding r*r*r*r* ρρρρ ++=  (5) 

The decomposition of the gradient in bonding, nonbonding and antibonding 
terms 
While the above classification pertains to the sign of the second derivative of a FALDI 

component at r*, it is obvious that the presence or absence of a (3,–1) CP is solely related to 

the gradient of the tot-ED at the vicinity of r*. As mentioned above, the gradient of the tot-

ED along the λ2–eigenvector vanishes at r* when a (3,–1) CP is present. To achieve our goal 
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and understand the chemical (physical) conditions necessary for the existence of a (3,–1) CP, 

one must re-write the gradient (Eq. 1) in terms of the bonding, nonbonding and antibonding 

classification discussed in details above (Eq. 5): 

)()()()( gantibondinnonbondingbonding r*r*r*r* ρρρρ ∂+∂+∂=∂  (6) 

Although it is obvious, we want to make it absolutely clear that for a (3,–1) CP to be present, 

the sum of the terms in Eq. 6 must be zero.  

From our experience it follows that antibonding distributions and their slopes at a MDP or 

(3,–1) CP are generally very small; hence, we will ignore the effects of their contributions for 

the moment. Eq. 4 then reduces to the sum of the rates of changes in just the bonding- and 

nonbonding-EDs along the λ2–eigenvector. In such a case, for a (3,–1) CP to be present, these 

two terms must be equal but have opposite sign at r* to meet the 0)r*( =∂ρ requirement. 

However, the partial second derivatives of the bonding- and nonbonding-EDs are always 

negative and positive, respectively. Therefore, due to the partial second derivative of the tot-

ED being negative (λ2 < 0) the following must hold: (i), the absolute slope of the sum (total) 

of all bonding-ED contributions must be greater than the absolute slope of the sum (total) of 

nonbonding-ED contributions in the vicinity of a (3,–1) CP ( nonbondingbonding ρρ ∂>∂ ) and (ii) 

exactly at the (3,–1) CP, 0nonbondingbonding =∂−∂ ρρ . As such, a complex interplay takes place 

between the two components in the inward and outward directions making an interpretation a 

bit awkward. To ease and aid the interpretation of bonding-ED and nonbonding-ED we 

propose the following CP(r) function for detecting DBs when measured along the λ2-

eigenvector:    

nonbonding bonding nonbonding antibonding( ) ( ( )) ( ) ( ) ( )CP sign ρ ρ ρ ρ = − ∂ ∂ + ∂ + ∂ r r r r r  (7) 

The CP(r) function returns the slope of the tot-ED, but with an adjusted sign depending on 

the sign of the slope of the nonbonding-ED contribution. Since the sign of the directional 

derivative in one dimension depends on the direction in which it is measured, the 

nonbonding( ( ))sign ρ− ∂ r  factor is used in order to enforce the CP(r) function to be negative 

throughout except for regions where the sum of the gradients bonding ( )ρ∂ r  and antibonding ( )ρ∂ r  is 

(i) greater, in absolute value, than nonbonding ( )ρ∂ r  and (ii) has an opposite sign than 

nonbonding ( )ρ∂ r . Furthermore, like the slope of the tot-ED, the CP(r*) function is equal to zero 

at a (3,–1) CP. However, there will always be a region along the λ2–eigenvector close to a 
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(3,–1) CP where CP(r) is positive, in one or both directions. By contrast, in the absence of a 

(3,–1) CP, CP(r) will be negative throughout.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Hypothetical ED distributions showing bonding- and nonbonding-ED distributions as well 
as their gradients resulting in the presence (part a) or absence (part b) of the (3,–1) CP. 
 

As an example, consider two hypothetical distributions in Figure 2, displaying bonding-

and nonbonding-ED distributions in a system with a (3,–1) CP either present (part a) or 

absent (part b). In both Figures 2(a) and 2(b) a region exists where the gradient of bonding-

ED is opposite in sign than the gradient of nonbonding-ED. Figure 1(a) illustrates a region 

where the CP(r) function is positive, however, due to a larger magnitude of bonding-ED than 

nonbonding-ED gradient. When a (3,–1) CP is absent (Figure 2(b)), the CP(r) function is 

negative throughout because the bonding-ED gradient is smaller in magnitude than the 

nonbonding-ED gradient.  

Note that in this hypothetical example, the total gradient (not shown in Fig.1) and the 

CP(r) function (dotted line in Figure 1) are identical; however, more complex systems can be 



98 
 

found where this is not the case. In addition, the CP(r) function remains the same regardless 

of the direction in which the gradient is measured. The CP(r) function therefore provides an 

additional criterion for the existence of a DB: if CP(r) is positive anywhere on the λ2-

eigenvector for a given internuclear region, then a (3,–1) CP as well as a DB will be present. 

Note that in the case of an intramolecular interaction, the presence of (3,–1) CP must be 

accompanied by a (3,+1) CP (commonly called a ring CP) and this is shown in Figure 1(a). 

Furthermore, the CP(r) function is only well-defined in a region along the λ2–eigenvector 

where the directional first derivative of the total nonbonding–ED does not change sign, which 

would indicate a different nature of some of the components of the nonbonding–ED 

distribution relative to an internuclear region other than the region of interest.  

Clearly, the presence of a DB, and the associated (3,–1) CP, is an interplay between 

facilitating and hindering factors; to gain an insight on the origin of these factors, each term 

in Eq. 7 can be decomposed into individual FALDI components, such as the valence ED 

delocalized across two atomic basins or the core ED localized to a particular atomic basin. 

Doing so reveals exactly which atoms or atom-pair interactions are important towards the 

presence of a DB, or which atoms and interactions hinder the presence of a DB. To this end 

the often-times strange presence of a DB can be investigated at a fundamental level, and the 

physical and chemical significance of a DB can be studied much more efficiently than in the 

past.  

Physical and chemical interpretations of FALDI components 
While the CP(r) function (as well as further decomposition) can be used to understand the 

interplay of various 1- and 2-centre contributions towards the presence of a DB, it gains 

significantly more value if the various decomposition terms can be interpreted in a 

meaningful manner. The decomposition of ED at any coordinate r into bonding-, 

nonbonding- and antibonding-ED contributions (Eq. 5) can be interpreted from both physical 

and chemical points of view. Below, we present interpretations that can be inferred from the 

mathematical derivation of FALDI; however, like all interpretations of mathematical 

formulae, these can (and should be) thoroughly tested, refined and generalized before they 

can be accepted as universal interpretations of FALDI fields. We nevertheless present these 

interpretations as suggestions towards a better understanding of ED distributions pertaining to 

chemical interactions. 
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Physically, each term of Eq. 5 represents a measure of the absolute concentration, 

depletion or reduction of various FALDI components (1- and 2-centre) along the λ2–

eigenvector. Bonding-ED distributions contain all the FALDI components that (i) increase the 

tot-ED and (ii) concentrate the tot-ED at r. Concentration of ED can be viewed in terms of 

Feynman’s theorem,31 as explored by Bader:15,16 a concentration of ED can maximize the 

attractive forces acting on a nuclei, thereby facilitating a “bonding interaction”. The use of 

the FALDI decomposition removes the dependency of the second partial derivative of the 

Hessian matrix on its local environment – each FALDI component is measured absolutely 

relative only to itself. In contrast, nonbonding-ED distributions contain all the FALDI 

components that (i) increase the tot-ED, but (ii) deplete the tot-ED at r, thereby hindering the 

attractive forces acting on nuclei. Finally, antibonding-ED distributions always reduce the 

tot-ED at r.  

Chemically, each term of Eq. 5 can be interpreted in terms of MO overlap. The FALDI 

components are derived from the overlap of all MOs and MO pairs simultaneously across 

atomic basins and at any coordinate r. Bonding-ED distributions arise from MOs or MO pairs 

overlapping a single basin (in the case of loc–ED distributions) or simultaneously 

overlapping two basins (in the case of deloc–ED distributions) in a constructive fashion, 

thereby increasing and concentrating ED at r. In orthodox MO bond theory, such phenomena 

can be linked with chemical bonding in model systems. Nonbonding-ED distributions, on the 

other hand, describe MOs or MO-pairs overlapping in a non-constructive fashion, thereby 

reducing the concentration of ED at r. Finally, antibonding-ED distributions describe MOs or 

MO-pairs that interfere deconstructively at r, thereby reducing the tot-ED. 

Clearly, each FALDI component can therefore be interpreted from both physical and 

chemical points of view. From a physical point of view, a DB can be linked to a larger rate of 

change of 1- and 2-centre components that concentrate ED (and therefore maximize the 

forces acting on nuclei) in the internuclear region. From a chemical point of view, a DB can 

be linked to a larger rate of change of MOs that simultaneously overlap one and two atomic 

basins in a constructive fashion. While these interpretations are only aspects of chemical 

bonding, they can be used to investigate the properties of ED distributions in multicenter 

chemical interactions in a descriptive manner. We will explore the utility of these 

interpretations for the four case studies throughout the results section. 
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Computational Details 
All structures were optimized in Gaussian 09, Rev. D.,37 using B3LYP with Grimme’s D3 

empirical dispersion38 with 6-311++G(d,p) in the gas phase. QTAIM molecular graphs, as 

well as atomic overlap matrices, were calculated using AIMAll v. 16.10.31.39 FALDI data 

was calculated using in-house software, and FALDI isosurfaces were visualized using 

VMD.40 Tables of cartesian coordinates for all optimized structures are given in Section 1 of 

the supplementary information (SI). 

Results and discussion 
To link our study with work by TJ,27,28 we will use their term of ‘primary interaction’ that 

refers to an interaction of an atom-pair of interest. TJ defines a ‘secondary interaction’ as a 

neighbouring interaction between one of the atoms involved in the primary interaction and an 

atom that is linked by a DB to the second atom involved in the primary interaction. 

Secondary interactions in TJ’s approach are seen as ‘competing’ against the presence of a DB 

between the nuclei of the primary interaction. The secondary interaction with the largest 

absolute interatomic XC energy is then used for calculating TJ’s β-ratio. Due to the holistic 

nature of our approach, we consider all interactions in our analysis, including the primary, 

secondary and all other atom-pairs. In addition, unlike TJ, we consider the possibility that any 

of the primary, secondary and other interactions can facilitate or hinder the presence of a DB. 

Furthermore, all molecular structures are presented as molecular graphs to illustrate the 

presence or absence of a DB between atoms of the primary interaction.    

H-bonding interaction in neutral and protonated ethylenediamine 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Molecular graphs of equilibrium structures of a neutral (1) and a protonated (2) 
ethylenediamine also showing the directions of λ2–eigenvectors crossing either the minimum density 
point (black small sphere in (1)) or (3,–1) CP on density bridge (green small sphere in (2)). 
Percentage-slope contributions made by atom-pairs that facilitate and hinder the presence of a 
DB(N7,H11) are shown as of bonding (b) and non-bonding (nb) nature, respectively.   
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Figure 3 shows that a DB between atoms N7 and H11 (primary interaction investigated) is 

present only in the protonated ethylenediamine (2) even though d(N7,H11) < {sum of van der 

Waals (vdW) radii, N = 1.55 Å, H = 1.20 Å}41 in both equilibrium structures with d(N7,H11) 

= 2.5893 and 1.9912 Å in structure (1) and (2), respectively. 

From the IQA perspective, there is no qualitative difference in the nature of the primary 

interaction in both structures; atoms H11 and N7 are involved in highly attractive interactions 

( H11N7,
intE  = –46.6 and –104.3 kcal/mol in (1) and (2), respectively) that are predominantly of 

an ionic nature.  

The computed TJ’s β-ratios,27,28 N7,H11 N7,N10
XC XCV V  of (–3.16)/(–3.62) = 0.87 for (1) and (–

16.7)/(–9.1) = 1.84 for (2), not only predict the absence of a DB in (1) correctly, but also are 

within the respective ranges, namely: no DB for β < 1.35 and DB present for β > 1.59. The 

FALDI-based decomposition of the tot-ED along the λ2–eigenvectors passing through the 

MDP(N7,H11) in (1) and (3,–1) CP(N7,H11) in (2) (Figure 2) yields the distributions of total 

bonding- and nonbonding-EDs shown in Figure 3. We note that (i) qualitatively trends are 

similar in both structures and, focusing on values at MDP(N7,H11) in (1) and (3,–1) 

CP(N7,H11) in (2), (ii) the amount of tot-ED, bonding-ED as well as the ratio of bonding-

ED/nonbonding-ED are always larger in (2) where a DB(N7,H11) is observed.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Comparison of the total bonding- and total nonbonding-ED along the λ2–eigenvector 
passing through the MDP(N7,H11) of neutral ethylenediamine (1) and the (3,–1) CP(N7,H11) of 
protonated ethylenediamine (2). 

 

It is quite clear from the shapes of the tot-ED distributions in Figure 4 that a (3,–1) CP 

(and therefore a DB) is present in (2) but absent in (1), providing a good opportunity to 

explore the use of our CP(r) function. We note again that there are no antibonding-ED 
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contributions present anywhere on the λ2-eigenvectors of (1) and (2), as for all structures 

studied in this work.  

It is immediately seen in Figure 5 that the CP(r) function (dotted line) is negative in the 

entire region in (1) whereas it is positive in the inward region and zero at r* – the position of 

the (3,–1) CP(N7,H11) where the change in bonding- and nonbonding-ED is opposite but 

equal in value. As a matter of fact, the curves in Figure 5 serve as a nice and convenient 

pictorial representation of our CP(r) function computed along relevant λ2–eigenvectors. Just 

as an example, see how slope of bonding-ED dominates that of nonbonding-ED in (2), 

thereby meeting the criteria for the (3,–1) CP(N7,H11) and explaining the presence of the 

DB(N7,H11) in the protonated form of ethylenediamine. The trend observed in (1) are 

exactly opposite, hence no DB is present.  

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Comparison of the 1st derivative curves of the total bonding- and total nonbonding-ED, as 
well as the CP(r) function, along the λ2–eigenvector passing through the MDP(N7,H11) in (1) and the 
(3,–1) CP(N7,H11) in (2).  
 

Atom-pairs that made most significant contributions towards tot-ED at r* are included in 

Tables 1 and 2; a full set of data is included in Tables S7 and S8 in the SI. There are several 

important observations we would like to make: 

(1) The atom-pair N7,H11 (H-bond acceptor and H-atom) involved in the primary 

interaction has not made the largest contribution to the ED at r* in both structures, (1) and 

(2), just 4.8 and 14.1% of the tot-ED, respectively. This is not entirely surprising, as we have 

noted similar observation in another case of a classical intramolecular H-bond.27  

(2) The N10,H11 (H-bond donor and H-atom) atom-pair is the largest contributor to the 

tot-ED at r* in both structures, namely 20.7% and 16.5% in (1) and (2), respectively.  

 



103 
 

Table 1. Selected contributions made to MDP(N7,H11) in ethylenediamine. Percentages refer to 
contributions towards the tot-ED and its slope. 

Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
N10,H11 0.00229 (20.7%) 0.00006 (1.0%)  -   -  
N7,H9 0.00081 (7.3%) 0.00011 (1.8%)   
N7,H8 0.00060 (5.5%) 0.00002 (0.3%)   
N10,H12 0.00054 (4.9%)  -0.00027 (4.6%)  -   -  
N7,H11 0.00053 (4.8%) 0.00003 (0.5%)  -   -  
N7,N10 0.00030 (2.7%)  -0.00010 (1.6%)  -   -  
C4,N7  -   -  0.00097 (8.8%)  -0.00090 (15.2%) 
C1,N10  -   -  0.00079 (7.1%)  -0.00165 (27.9%) 
C1,C4  -   -  0.00021 (1.9%)  -0.00081 (13.7%) 
Total 0.00826 -0.00042 0.00278 -0.00444 

 
Table 2. Selected contributions made to (3,–1) CP(N7,H11) in protonated ethylenediamine. 
Percentages refer to contributions towards the tot-ED and its slope. 

Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
N10,H11 0.00628 (16.5%)  -0.00156 (13.5%)  -   -  
N7,H11 0.00537 (14.1%) 0.00122 (10.5%)   
N7,N10 0.00135 (3.6%) 0.00043 (3.7%)   
N10,H13 0.00096 (2.5%) -0.00072 (6.2%)   
N10,H12 0.00085 (2.2%)  -0.00042 (3.6%)  -   -  
N7,H9 0.00257 (6.8%) 0.00044 (3.8%)  -   -  
N7,H8 0.00243 (6.4%) 0.00064 (5.5%)  -   -  
C4,N7 0.00316 (8.3%)  -0.00093 (8.1%)  -   -  
C1,N10 0.00115 (3.0%)  -0.00117 (10.1%)  -   -  
C1,C4  -   -  0.00041 (1.1%)  -0.00003 (0.2%) 
Total 0.03743 0.00063 0.00056 0.00006 

 

(3) The functional groups that essentially serve as a proton donor, N10H2 in (1) and 

N10H3
+ in (2), contributed most to the tot-ED in a bonding fashion, 25.6 and 21.2%, 

respectively.  

(4) The N7H2 functional groups that essentially serve as a proton acceptor in (1) and (2), 

made second largest bonding-ED contributions to the tot-ED, 12.8 and 9.4%, respectively. 

(5) The nature of the contribution made by atom-pairs C1,N10 and C4,N7 changed from 

the largest nonbonding-ED component in (1) to a bonding-ED component in (2).  

(6) In both structures, the strongest ‘competing’ secondary interaction involving N7,N10 

atom-pair has made constructive, hence a bonding-ED contribution of 2.7 and 3.6% in (1) 

and (2), respectively, to the tot-ED. 
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(7) There are numerous secondary interactions that contributed in a constructive manner to 

the tot-ED at r*, i.e., MDP(N7,H11) in (1) and (3,–1) CP(N7,H11) in (2); hence, they must 

not be seen as competing interactions. 

The FALDI-based investigation reveals that a DB is a holistic, multicenter phenomenon30 

that, in the case of structures (1) and (2), involves the entire skeleton and both terminal 

functional groups (nearly entire molecules) in contributing to the ED in the internuclear 

region of the primary interaction. Furthermore, upon protonating (1), multiple atom-pairs 

either concentrated ED in a much stronger fashion, or concentrated ED in (2) even though 

they were depleting ED in the neutral structure. In this regard, the intramolecular interactions 

in (1) and (2) differ qualitatively: (i) physically, in that we expect stronger attractive forces to 

act on the N7, N10 and H11 nuclei due to increased ED concentration from multiple sources, 

and (ii) chemically, in that we expect greater constructive interference in the N7, N10 and 

H11 internuclear regions due to simultaneous MO overlap over a number of atomic basins. 

The MO overlap pattern is significantly different in (1) and (2) as well.  

The added advantage of FALDI is in that makes it possible to extract separate 

contributions to the slope of the total bonding- and nonbonding-EDs in any structure. 

Analysis of data in Tables 1 and 2 reveals some surprising observations:  

(a) There is no direct correlation between the ED contributed by an atom-pair to the 

primary interaction and this contribution’s slope at r*; this observation equally applies to 

bonding- and nonbonding-ED contributions. Just as an example: (i) the largest bonding-ED 

contribution in (1) was made by N10,H11 (20.7% of the tot-ED), but this ED did not vary 

significantly in the proximity of MDP resulting in just 1% of the total slope at the 

MDP(N7,H11); (ii) the largest nonbonding-ED contribution in (1) was made by C4,N7 but its 

slope at MDP(N7,H11) of 15.2% was largely ‘outperformed’ by the second largest 

nonbonding-ED contribution (C1,N10) that contributed 27.9 % to the slope of the total 

nonbonding-ED at MDP(N7,H11).  

(b) The change (or slope) of bonding-ED contributions made by primary interactions in 

both structures at r* is not the most significant in terms of their contribution to the final 

slopes of the tot-ED. Hence, the primary interactions have no control over the 

presence/absence of a (3,–1) CP or DB in these two molecules.  

(c) Finally, we note that the most significant in value secondary interaction between N7 

and N10, constructively contributed to the internuclear region of the primary interaction in 
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both structures, by adding ED and increasing the slope of bonding-ED. Clearly, this is not a 

competing interaction and this finding is in direct contrast to TJ’s interpretation.27,28  

Highly repulsive oxygen-oxygen interaction in similar organic molecules 
The molecular graphs of two structurally similar organic structures, (3) and (4), are shown in 

Figure 5. The atom neighbouring C1 is different in these two equilibrium structures: element 

2 in (3) is a F-atom and in (4), a H-atom. Atoms O6 and O8 of primary interaction (vdW 

radius of O = 1.52 Å) are not linked with a DB in (3), (d(O6,O8) = 2.8892 Å), but a DB is 

present in (4) (d(O6,O8) = 2.8838 Å).  

 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Molecular graphs of equilibrium structures (3) and (4) in the gas phase, including the λ2–
eigenvectors. Blue and red colourings indicate selected individual atom-pairs that facilitate and 
hinder, respectively, the presence of DB(O6,O8) as well as their percentage-slope contributions.  

There is no qualitative difference in the nature of the primary interaction from the IQA 

perspective as atoms O6 and O8 are involved in a highly repulsive and comparable in value 

interactions with O6,O8
intE  in (3) and (4) of +125.8 and +120.4 kcal mol–1, respectively. The 

computed TJ’s β-ratios,27,28 O6,O8 O6,C4
XC XCV V  of (–5.56)/(–3.42) = 1.63 for (3) and (–6.07)/(–

4.29) = 1.41 for (4), yield very inconclusive results: 

(a) Structure (3) has a β-ratio in the specified range in which a primary (3,–1) CP is 

predicted to be due to β > 1.59, but no DB is present.  

(b) The trend of the β-ratio criterion does not hold for these molecules as the 

comparatively smaller β-ratio in structure (4) does yield a DB. 

This implies that either the DB(O6,O8) in (4) is of a different nature (i.e. not a “privileged 

exchange channel”) or that the β-ratio does not represent an accurate criterion for the 

presence of a DB.  
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Figures 7(a) and 7(b) show the values and trends (along the λ2–eigenvectors) computed for 

structures (3) and (4), respectively, shown in Figure 6. The respective bonding- and 

nonbonding-ED trends of the two structures are nearly identical, suggesting that the nature of 

the multicenter O6⋅⋅⋅O8 interaction in the two structures are highly comparable from an ED 

perspective. 

 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Comparison of the total bonding- and total nonbonding-ED along the λ2–eigenvector 
passing through the MDP(O6,O8) and (3,–1) CP(O6,O8) of the structures (3) and (4). 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Comparison of the 1st derivative curves of the total bonding- and total nonbonding-ED 
along the λ2–eigenvector passing through the MDP(O6,O8) in (3) and the (3,–1) CP(O6,O8) in (4). 
- 

Figures 8(a) and 8(b) depict the gradients of the total bonding- and total nonbonding-ED 

values along the λ2–eigenvectors in (3) and (4), respectively, as well as the CP(r) functions 

computed for both structures. CP(r) exhibits an almost identical shape for both structures, but 

is positive in a small region only in (4), where the slope of the bonding-ED is greater in 
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magnitude than the slope of the nonbonding-ED. The rate of change of the nonbonding-ED is 

slightly smaller in magnitude in (4) than in (3), whereas the rate of change of bonding-ED is 

almost identical in both structures. However, this small difference results in a positive CP(r) 

in (4) and, hence, the presence of a DB. 

We have also tested the CP(r) function’s reliability at larger basis sets (aug-cc-pvqz), as 

shown in Section 3 of the SI. It is important to note that a DB between O atoms is absent in 

both (3) and (4) at this basis set and, correspondingly, our CP(r) function is negative 

throughout in both structures. This nicely illustrates sensitivity of the CP(r) function that was 

able to explain the presence/absence of a DB regardless of extremely small variations in 

topological differences generated by basis sets used in the calculations. 

Tables 3 and 4 show selected contributions in (3) and (4), respectively, to the tot-ED and 

its gradient at the MDP(O6,O8) and (3,–1) CP(O6,O8); a full set of data is included in Tables 

S9 and S10 in the SI. The most pertinent results from this comparison are: 

(1) The ED delocalized between the atoms of the primary interaction (O6⋅⋅⋅O8, a 

repulsive, closed-shell interaction) is predominantly of a bonding nature in both (3) and (4), 

regardless of the presence or absence of a DB. 

(2) Interestingly, there is no specific atom or atom-pair which is decisively responsible for 

the presence of a DB in (4) or absence of one in (3). 

(3) Components that facilitate the presence of a DB between O6 and O8 are generally 

from the neighbouring atoms, whereas the carbon backbone generally hinders DB presence. 

(4) The atom-pair O6,O8 involved in the primary interaction has not made the largest 

contribution to the ED at r* in both (3) and (4), just 7.1 and 7.7% of the tot-ED, respectively. 

(5) Interactions that might be interpreted as ‘competing’ (such as C4⋅⋅⋅O6) in fact facilitate 

the presence of a DB between O6 and O8. 

(6) The C1,O6 atom-pair is the largest contributor to the tot-ED at r* in both structures, 

namely 15.2 and 13.4% in (3) and (4), respectively. 

(7) The factors that hinder or facilitate the presence of a DB(O6,O8) in (4) are the same as 

in (3). 

(8) Numerous small differences in the magnitudes of the various factors’ contributions are 

such that the slope of the nonbonding-ED in (3) is slightly greater than in (4), and as a result, 

a DB doesn’t appear in (3). 
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Table 3. Selected contributions made to MDP(O6,O8) in (3). Percentages refer to contributions 
towards the tot-ED and its slope. 
Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
C1,O6 0.00138 (15.2%)  -0.00048 (9.8%)  -  - 
O6,O8 0.00065 (7.1%) 0.00020 (4.1%)  -  - 
C4,O6 0.00024 (2.7%) 0.00012 (2.4%)  -  - 
O6 loc 0.00021 (2.3%) 0.00046 (9.4%)  -  - 
C1,C3  -  - 0.00023 (2.5%)  -0.00072 (14.7%) 
C3,C4  -  - 0.00022 (2.4%)  -0.00064 (12.9%) 
Total 0.00818 0.00114 0.00094 -0.00189 

 

Table 4. Selected contributions made to (3,–1) CP(O6,O8) in (4). Percentages refer to contributions 
towards the tot-ED and its slope. 
Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
C1,O6 0.00123 (13.4%)  -0.00041 (8.8%)  -  - 
O6,O8 0.00071 (7.7%) 0.00024 (5.2%)  -  - 
C4,O6 0.00027 (3.0%) 0.00010 (2.2%)  -  - 
O6 loc 0.00021 (2.3%) 0.00039 (8.5%)  -  - 
C1,C3  -  - 0.00022 (2.4%)  -0.00060 (12.8%) 
C3,C4  -  - 0.00022 (2.4%)  -0.00056 (12.0%) 
Total 0.00828 0.00173 0.00087 -0.00168 

 

The above analyses of bonding- and nonbonding-ED distributions (Figure 6) and their 

slopes (Figure 7) as well as the IQA-defined interaction energies show that the physical 

nature of the two multicentre O6⋅⋅⋅O8 interactions is fundamentally the same. However, the 

bonding-ED contribution at the (3,–1) CP(O6,O8) in (4) is slightly larger than at 

MDP(O6,O8) in (3) (0.00071 and 0.00065 a.u., respectively) as well as its rate of change 

along the λ2-eigenvector. Therefore, we expect that the attractive forces acting on the nuclei 

to be greater in (4) than in (3) – a statement corroborated by a slightly less repulsive IQA 

interaction energy, by 5.4 kcal⋅mol–1 in (4). From a chemical point of view, we expect 

increased constructive interference from MO overlap across both O6 and O8 atomic basins – 

again, corroborated by slightly greater O6,O8
XCV  term of the interaction energy, by 0.5 kcal⋅mol–

1) in (4). Furthermore and importantly, our analysis shows that the ED in the internuclear 

region is of multicenter nature; hence, all contributions need to be taken into account in order 

to fully understand this interaction in both molecules. This is possibly why TJ’s β-ratio fails 

to correctly predict the DB(O6,O8) in (4).   

In summary and to conclude, the total bonding-ED (as well as its rate of change) increases 

from (3) to (4), whilst the total nonbonding-ED (as well as its rate of change) decreases in 

magnitude from (3) to (4). Therefore, it seems likely that the multicenter intramolecular 

O6⋅⋅⋅O8 interaction is slightly less repulsive in (4) than in (3) (from both physical and 
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chemical points of view), due to manner in which ED is distributed. The consequence of 

these changes is the presence of a DB in (4). However, the changes between (3) and (4) are 

extremely small, and this case study clearly demonstrates that a DB can appear due to almost 

insignificant changes that have no bearing on the overall interpretation of an interaction on a 

fundamental level.  

Attractive chlorine-chlorine interaction in di- and hexa-chloroethane 
The third case study involves the comparison of a Cl⋅⋅⋅Cl interaction in eclipsed 

conformations (non-equilibrium structures) of chlorine-substituted ethane. The molecular 

graphs of di- and hexachloroethane (C2H4Cl2 (5) and C2Cl6 (6)) in Figure 8 show that a DB is 

present between each pair of eclipsed chlorine atoms only in (6). The interaction between Cl4 

and Cl6 atoms in both structures is characterised by rather small in value, repulsive in nature 

classical term that is compensated over by the Cl4,Cl6
XCV  term. As a result, these atoms are 

involved in an overall attractive interactions, with Cl4,Cl6
intE = –5.29 kcal mol–1 ( Cl4,Cl6

XCV  = –

9.87 kcal mol–1) in (5) and Cl4,Cl6
intE  = –12.34 kcal mol–1 ( Cl4,Cl6

XCV = –13.70 kcal mol–1) in (6) 

even though one can see them as being involved in a steric clash as d(Cl4,Cl6) = 3.2142 and 

3.0196 Å, respectively, in (5) and (6) (vdW radius of Cl = 1.75 Å). 

 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Molecular graphs of eclipsed conformations of C2H4Cl2 (5) and C2Cl6 (6) structures in the 
gas phase, including the λ2–eigenvectors. Blue and red colourings indicate selected individual atom-
pairs that facilitate and hinder, respectively, the presence of DB(Cl4,Cl6) as well as their percentage-
slope contributions. 
 

The computed TJ’s β-ratios,27,28 Cl4,Cl6 Cl4,C1
XC XCV V  of (–9.87)/(–5.06) = 1.95 for (5) and (–

13.70)/(–4.79) = 2.86 for (6), are both larger than the specified upper limit value of 1.59; 

hence the β-ratio incorrectly predicts a DB linking Cl4 with Cl6 in both structures.  

Furthermore, Cl4,Cl6
XCV  in (5) is almost twice as large as that of the largest secondary 
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interaction, and therefore this interaction is considered privileged in such a context, yet no 

DB is present. This must raise some questions regarding the arbitrariness of TJ’s 

interpretation of Pendás et al.’s concept of privileged exchange channels.26  

Figures 10(a) and 10(b) show the FALDI-based ED decomposition of the total bonding- 

and nonbonding-ED along the λ2–eigenvectors indicated in Figure 9. In this case study we 

see some very large differences in the ED distributions. While the tot-ED distributions in the 

vicinity of the MDP(Cl4,Cl6) in (5) and (3,–1) CP(Cl4,Cl6) in (6) are comparable in 

magnitude, the ratio of bonding- to nonbonding-ED in (6) is much larger. Furthermore, we 

note in (5) that nonbonding-ED dominates the negative range of the eigenvector (a direction 

‘towards’ the carbon backbone) whereas in (6) it makes rather small (nearly negligible) 

contribution throughout entire region.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Comparison of the total bonding- and total nonbonding-ED along the λ2–eigenvector 
passing through the MDP(Cl4,Cl6) in (5) and (3,–1) CP(Cl4,Cl6) in (6). 
 

Slopes of the total bonding- and total nonbonding-ED distributions, as well as the CP(r) 

function, with respect to the λ2–eigenvector, are plotted in Figures 10(a) and (b). The 

criterion and mechanism leading to a DB existence using the CP(r) function once again 

holds, in that CP(r) is always negative between Cl4 and Cl6 atoms in (5) but displays a 

positive region in (6). This provides an evidence that the CP(r) function is equally applicable 

and successful in its predictive ability for either equilibrium or non-equilibrium structures. 

The substitution of H-atoms in (5) for Cl atoms in (6) has a very significant influence on 

the bonding- and nonbonding-ED distributions, as well as their slopes, between Cl-atoms. 

 

https://www.bestpfe.com/
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Figure 11. Comparison of the 1st derivative curves of the total bonding- and total nonbonding-ED 
along the λ2–eigenvector passing through the MDP(Cl4,Cl6) in (5) and the (3,–1) CP(Cl4,Cl6) in (6). 

 

The largest contributions to are shown in Tables 5 and 6; a full set of data is included in 

Tables S11 and S12 in the SI. There are several important observations we would like to 

make: 

(1) In contrast to previous molecules, the atom-pair Cl4,Cl6 involved in the primary 

interaction made the largest contribution to the ED at r* in both structures (5) and (6), 14.9 

and 12.3% of the tot-ED, respectively. 

(2) Atom-pairs C1,C2 and C2,Cl4 hinder DB(Cl4,Cl6) presence in (5) (on average by 

~16% of the total slope, nonbonding) but C2,Cl4 facilitates DB(Cl4,Cl6) presence in (6) 

(~18% of total slope, bonding) whereas C1,C2 atom-pair’s nonbonding-ED contribution 

decreased by about 50%. 

(3) Long-range Cl⋅⋅⋅Cl interactions present in (6), such as from atom-pair Cl3,Cl4, 

facilitate the presence of DBs between eclipsed Cl-atoms. Each of the long-range Cl⋅⋅⋅Cl 

interactions contributes ~3.7% to the total slope at the (3,–1) CPs in a bonding fashion; in 

total, they contribute ~24% to the total slope and ~35% to the tot-ED at, e.g. the (3,–1) 

CP(Cl4,Cl6). 

(4) The ED delocalized amongst various Cl atom-pairs (both eclipsed and non-eclipsed) is 

therefore distributed in a manner that concentrates ED between all eclipsed Cl⋅⋅⋅Cl contacts, 

as a result of molecular-wide MOs that show constructive interference between neighbouring 

Cl atoms.  
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Table 5. Selected contributions made to MDP(Cl4,Cl6) in (5). Percentages refer to contributions 
towards the tot-ED and its slope. 
Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
Cl4,Cl6 0.00182 (14.9%) 0.00122 (10.9%)  -  - 
C1,Cl4 0.00085 (6.9%) 0.00078 (6.9%)  -  - 
C2,Cl4  -  - 0.00176 (14.4%)  -0.00169 (15.1%) 
C1,C2  -  - 0.00053 (4.3%)  -0.00197 (17.6%) 
Total 0.00658 0.00465 0.00563 -0.00653 

 
Table 6. Selected contributions made to (3,–1) CP(Cl4,Cl6) in structure (6). Percentages refer to 
contributions towards the tot-ED and its slope. 
Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
Cl4,Cl6 0.00218 (12.3%) 0.00066 (7.4%)  -  - 
C1,Cl4 0.00095 (5.4%) 0.00058 (6.6%)  -  - 
C2,Cl4 0.00193 (10.9%)  -0.00163 (18.4%)  -  - 
Cl3,Cl4 0.000991 (5.6%) 0.000328 (3.7%)   
C1,C2  -  - 0.00041 (2.3%)  -0.00058 (6.6%) 
Total 0.01611 0.00153 0.00129 -0.00115 

 

Clearly, from the MOs perspective, interactions between eclipsed Cl-atoms in (5) and (6) 

might be seen as distinctively different even though, from the IQA perspective, they are 

nearly identical. It is therefore not the Cl⋅⋅⋅Cl interaction itself which is different between the 

two structures, but rather a remarkably different environment in (6) which leads to a 

predominantly multicenter interaction involving considerable bonding-ED contributions. 

These additional bonding-ED contributions in (6) result in a relative increase in the slope of 

the factors that concentrate ED in the Cl4,Cl6 internuclear region, and as a result, a 

DB(Cl4,Cl6) is observed. 

 

H--H steric contact in cis-2-butene 

Finally, as requested by one the reviewers, analysis of the H--H steric contact, with d(H1,H6) 

= 2.1150 Å < sum of vdW radii, was performed using exactly the same approach as discussed 

for the remaining molecular systems – the molecular graph and λ2–eigenvector is shown in 

Figure 1a. Importantly, from NBO-based analysis it was recently concluded42 the H•••H 

interaction in the cis isomer of 2-butene is repulsive and responsible for this conformer higher 

energy relative to the trans-conformer. Looking at trends shown in Figure 12, however, it is 
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apparent that the presence of a DB and the associated (3,–1) CP(H1,H6) is the result of the 

same fundamental process that lead to DBs in molecules discussed above:  

a) The total ED peaks at the (3,–1) CP is dominated by bonding contributions (part a). 

b) The CP(r) function is positive in the region between RCP and (3,–1) CP(H1,H6) (part b) 

and this is a result of the larger slope computed for the bonding-ED relative to nonbonding-

ED – Table 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Comparison of the 1st derivative curves of the total bonding- and total nonbonding-ED 

along the λ2–eigenvector passing through the the (3,–1) CP(H1,H6) in cis-2-butene. 

Data in Table 7 provides further and important insight when atom-pairs’ main 

contributions are considered: 

1) The largest contributions of a bonding nature came from C2,H1 (C5,H6) atom pairs 

(0.00268 a.u. each and when combined constitutes 52.2 % of the tot-ED) that is an order of 

magnitude larger when compared with contribution (also of bonding nature) made by the 

H1,H6 atom-pair. This (i) correlates perfectly well with these two fragments’ stabilizing 

contributions made to the molecular energy of cis-2-butene when the trans- to cis-conformer 

structural change took place43 and (ii) strongly suggests that a for-atom notation, CH•••HC, 

for this kind of interaction is most representative. 

2) Major contributions of nonbonding nature came from atom-pairs of the molecular 

backbone, among them the middle C3,C4 atom pair that became somewhat strained when in 

cis-conformer.43 
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Table 7. Selected contributions made to (3,–1) CP(H1,H6)  in cis–2–butene. Percentages refer to 
contributions towards the tot-ED and its slope. 

Component ρbonding(r*) ∂ρbonding(r*) ρnonbonding(r*) ∂ρnonbonding(r*) 
C2,H1 0.00268 (26.1%) 0.00066 (16.3%)  -   -  
C5,H6 0.00268 (26.1%) 0.00066 (16.3%)   
H1,H6 0.00030 (2.9%) 0.00007 (1.7%)   
C2,H7 0.00031 (3.1%)  -0.00004 (0.9%)  -   -  
C2,C3  -   -  0.00032 (3.1%)  -0.00061 (14.9%) 
C4,C5  -   -  0.00032 (3.1%)  -0.00061 (14.9%) 
C3,C4  -   -  0.00010 (1.0%)  -0.00029 (7.1%) 
C3,H12  -   -  0.00003 (0.3%)  -0.00007 (1.8%) 
Total 0.00925 0.00178 0.00103 -0.00178 

 
 
Conclusions 

A set of analytical quantum chemical tools were developed in order to study and understand 

the presence or absence of a DB linking two atoms on a molecular graph. Applicability and 

usefulness of the tools was successfully tested on four very different case studies involving 

intramolecular interactions: (1) a classical H-bond, (2) a highly repulsive O⋅⋅⋅O interaction, 

(3) an attractive Cl⋅⋅⋅Cl interaction and (4) an attractive CH⋅⋅⋅HC interaction. The first three 

case studies involved two similar molecules showing either an absence or presence of a DB.  

We have consistently shown that the presence or absence of a DB cannot be solely linked 

to the β-ratio of IQA-defined X,Y
XCV  terms of the interaction of interest (the so-called ‘primary 

interaction’) and the X,Y
XCV  terms of ‘competing’ neighbouring interactions (‘secondary 

interactions’). Rather, we showed that all of the DBs studied in this work displayed very 

large degrees of multicenter character, illustrating that a simple bicentric approach for 

introducing a criterion for the presence of a DB represents a grossly misleading picture of the 

topology of the ED. In fact, in all four systems studied in this work, the atom-pair of the 

interactions that display a DB only contributed a relatively small fraction of the tot-ED as 

well as its slope at the (3,–1) CP. While Pendás et al’s concept of DBs as “privileged 

exchange channels”26 might still hold, it must be redefined within a framework of multiple 

exchange channels resulting in a single density bridge. 

Using the FALDI ED decomposition scheme, we have shown that for a specific 

internuclear region, multiple atoms and atom-pairs can either facilitate or hinder the presence 

of a DB due to the manner in which (de)localized ED is distributed across the molecule. We 
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have labelled each component as bonding, nonbonding or antibonding, related to each 

components’ partial second derivative along the λ2-eigenvector. In all of our model systems 

we noticed multiple, unexpected bonding or nonbonding contributions to an internuclear 

region of interest; for instance, multiple Cl,Cl atom-pairs facilitate the presence of DBs 

between eclipsed Cl,Cl contacts in hexachloroethane (6), a factor which is missing in 

dichloroethane (5). Ultimately, we showed that the relative slopes (rates of change) of 

bonding-, nonbonding- and antibonding-ED determines the presence of a DB, and in the 

absence of antibonding-ED, a DB will always exist if the slope of the bonding-ED is greater 

in magnitude than the slope of the nonbonding-ED in a given internuclear region. Since each 

FALDI component can be interpreted from a physical (i.e. in terms of the forces acting on 

nuclei) and chemical (i.e. in terms of interference patterns of MOs overlapping multiple 

atoms) points of view, we present a criterion that provides a very useful and descriptive 

language for interpreting QTAIM’s molecular graphs.  

Analysis of the ED distributions of our model systems revealed that many contributions of 

a bonding nature are present regardless of whether a primary interaction is (i) linked by a DB 

(ii) repulsive or attractive, and/or (iii) considered as chemically bonded. As such, we cannot 

suggest using the presence of a DB as a condition for any chemical phenomena. That said, the 

presence of a DB proves that some ED contributions in an internuclear region are of a 

bonding nature; hence any (multicenter) interaction with a DB present displays a degree of 

bonding character, thereby strengthening or weakening attractive or repulsive interatomic 

forces, respectively. 

Our observations point towards a necessary paradigm shift in the relationship between ED 

distributions in internuclear regions and chemical bonding, especially for the description of 

intramolecular interactions. While we hope, as many chemical theoreticians do, for the 

discovery of a universal, general theory of the chemical bond, we suggest that, perhaps, it is 

necessary to fully understand the inherently multicenter characteristics of bonding, 

nonbonding and antibonding in terms of ED distributions first, regardless of whether a 

chemical interaction can ultimately be considered as bonded or not. 
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A novel methodology for calculating deformation densities for intramolecular interactions 

without the need for radical fragments is presented.  A density decomposition scheme is 

introduced (FALDI) which is used to calculate and transform the density contributions of atoms, 

fragments and interatomic interactions of a molecule undergoing structural or conformational 

change.  The FALDI scheme also provides visualization of atomic and interatomic density in 

real-space, and is a useful analysis tool applicable on static electron densities, conformational 

and fragment-based deformation densities. 
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Toward Deformation Densities for Intramolecular
Interactions without Radical Reference States Using the
Fragment, Atom, Localized, Delocalized, and Interatomic
(FALDI) Charge Density Decomposition Scheme

Jurgens Hendrik de Lange and Ignacy Cukrowski *

A novel approach for calculating deformation densities is pre-

sented, which enables to calculate the deformation density

resulting from a change between two chemical states, typically

conformers, without the need for radical fragments. The Frag-

ment, Atom, Localized, Delocalized, and Interatomic (FALDI)

charge density decomposition scheme is introduced, which is

applicable to static electron densities (FALDI-ED), conformational

deformation densities (FALDI-DD) as well as orthodox fragment-

based deformation densities. The formation of an intramolecular

NH���N interaction in protonated ethylene diamine is used as a

case study where the FALDI-based conformational deformation

densities (with atomic or fragment resolution) are compared with

an orthodox EDA-based approach. Atomic and fragment defor-

mation densities revealed in real-space details that (i) pointed at

the origin of density changes associated with the intramolecular

H-bond formation and (ii) fully support the IUPAC H-bond repre-

sentation. The FALDI scheme is equally applicable to intra- and

intermolecular interactions. VC 2017 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24772

Introduction

Recent years have seen a large resurgence in research investi-

gating the chemical nature of many weak intermolecular and

intramolecular interactions. Some of these interactions have

been known to chemists for decades, but new theoretical evi-

dence suggests that their chemical nature and properties

might not be as clear as classical chemistry thought. Examples

include the classically repulsive homopolar hydrogen–hydro-

gen contacts,[1–5] dihydrogen interactions,[6–8] and the large

number of different hydrogen bonds.[9–13] Conversely, investi-

gations into the nature of known interactions have also led to

the discovery of new interactions which might be of interest

to chemists, such as halogen bonding,[14–16] anion–anion inter-

actions,[17] and chalcogen bonds.[18] While many debates relat-

ed to weak interactions are ongoing in the theoretical

community (e.g., the debates regarding the nature of hydro-

gen–hydrogen contacts[19–27]), research into these areas of

interest have revealed how underdeveloped our theoretical

understanding of all chemical bonds still is. Specifically, despite

many excellent treatises on the physical events on bond for-

mation,[28] there is still a scientific need to shed more light on

the nature of many intramolecular interactions commonly

found in experimental conditions, and how a network of intra-

molecular interactions contributes to the chemical properties

and reactivity of a molecular system. To this end, many tools,

techniques, and methodologies have been developed over the

last few decades which are able to probe specific aspects of

intramolecular interactions. Many of these can be classified as

decomposition and transformation of (i) the molecular energy,

including FAMSEC,[29] EDA,[30] ETS,[31] IQA,[32] and SAPT,[33] or

(ii) the molecular charge density distribution, including

QTAIM,[34] FMO,[35] NBO,[36] NCI,[37] and NOCV.[38] Some of

these methods have been combined, such as ETS-NOCV,[39] to

give a holistic viewpoint toward the energy and electron den-

sity phenomena regarding intermolecular and intramolecular

interactions. While many of these techniques provide clear

insights with regards to intermolecular bonding, discussions

involving intramolecular interactions are generally much more

muddled. Hence, obtaining a better understanding of intramo-

lecular bonding is a very desirable goal, due to the extreme

prevalence of intramolecular interactions in many physical

sciences.

Bader’s quantum theory of atoms in molecules[34] (QTAIM)

and his concept of a bond path (BP) or atomic interaction line

(AIL) have experienced significant success. This is because a

relatively inexpensive calculation is required to identify and

classify intermolecular and intramolecular interactions. Many of

his claims regarding the chemical significance of BPs have

been questioned,[25–27] leading to unorthodox interpretations

of an AIL,[22] improvements of QTAIM’s charge decomposition

scheme, including the noncovalent interaction[37] (NCI)

approach as well as a proposal to change the Bader’s nomen-

clature from a bond path to a line path.[40] The interpretation

of both QTAIM’s AILs and NCI’s ‘attractive regions of density

concentration’, as well as the interpretation of most charge
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decomposition analyses, is inherent in one of Feynman’s theo-

rems,[41] that the most attractive forces on atoms are observed

when an influx of charge is seen in the interatomic region. It

is generally accepted that an accumulation of electron density

within the interatomic region of two or more atoms is indica-

tive of an interaction with a predominantly bonding character.

However, it was shown that accumulation of density with an

accompanying AIL is also observed when atoms are involved

in a repulsive interaction even when a molecular system is at

a true equilibrium state.[27] Moreover, the manner in which an

accumulation of electron density is measured differs signifi-

cantly between different methods, leading to inconsistent

interpretations and conclusions. For instance, we have previ-

ously shown that the measure of charge concentration

(whether it be AILs or regions of concentration as used by

QTAIM and NCI, respectively) cannot be used to consistently

differentiate between IQA-defined attractive and repulsive

intermolecular interactions in water dimers[42] or intramolecu-

lar interactions in metal complexes.[43]

The question then arises as to which specific measure of

charge concentration gives the correct description of the

nature of an interaction. To this end, the simplest and clearest

measure of an accumulation or depletion of electron density is

the deformation density, also known as the difference density,

DqðrÞ. It is defined at any given co-ordinate r [eq. (1)] as the

change in electron density in real space between the final (fin)

and initial (or reference, ref ) state,

DqðrÞ5qðrÞ2q0ðrÞ (1)

where

q0ðrÞ5
XM0

i

q0
i ðrÞ (2)

describes the contribution at r to the fin state of density com-

ing from an i number of noninteracting promelecules M0. In

such an approach, for the resulting DqðrÞ to be meaningful, it

is necessary for the co-ordinate system to be identical in the

fin as well as ref state of a molecular system. In other words,

all nuclear positions in the fin system must be the same as in

promolecular state, with the only difference that each promo-

lecule contains a subset of the total number of nuclei. The

result is such that the distance between each nuclear co-

ordinate Ri and each co-ordinate r, dRi,r remains constant, but

different electron distributions in the different states lead to

the change in density between promolecules and a final mole-

cule, DqðrÞ.
The deformation density is an extremely valuable and easily-

interpretable tool. Not only does DqðrÞ give the change (accu-

mulation or depletion) of density within the bonding region of

an interaction (in a manner directly in line with Feynman’s the-

orem), but also the change in density outside of the bonding

region, revealing the various polarizations and charge transfers

resulting from the formation of an interaction. Moreover, DqðrÞ
is often used in conjunction with the so-called interaction

energy (or bond formation energy, defined as the energy

difference between promolecular and molecular states). This is

the central approach of many EDA schemes, such as the

extend transition state coupled with natural orbitals for chemi-

cal valence (ETS-NOCV) approach,[39] because visualizing and

investigating electron density changes is a powerful tool in

explaining bond formation energies.

Using DqðrÞ works well when intermolecular interactions are

investigated because each separate molecule of a molecular

system constitutes a well-defined and chemically viable refer-

ence state. Unfortunately, molecular reference states are usual-

ly not available in the case of intramolecular interactions and

it is necessary to fragment the molecule into one or more

unchemical states (usually radicals). Even though such radical

states are physically and mathematically well-defined, extract-

ing specific chemical information for intramolecular interac-

tions can be troublesome. For instance, on reconstructing a

molecule, formation of a covalent bond must unavoidably dis-

tort a picture related to the formation of a much weaker intra-

molecular bond/interaction. In addition, the presence of a

radical in the reference state will affect the charge distribution

on all atoms, which can lead to a distorted interpretation

regarding formation of an intramolecular bond. Finally, it is

extremely difficult to extract information regarding the density

changes on atoms not involved in the formation of an intra-

molecular bond (such as a carbon backbone) using orthodox

DqðrÞ calculations. This is because the density changes related

to the formation of new covalent bonds tends to mask any

other, causal changes. Nonetheless, due to the extreme useful-

ness of DqðrÞ, ETS-NOCV and other theories based on DqðrÞ
have been used to study intramolecular interactions and, with

careful attention to the choice of reference state and final

interpretation, have yielded some interesting results.[44,45] The

use of unchemical reference states, however, has also been

the cause for a few strong and critical arguments.[46] Since the

use of any reference state carries a degree of ambiguity,

whether the reference is chemically viable or not, it is obvious

that any approach which can utilize nonradical reference states

will be a welcome complement to the orthodox DqðrÞ studies

involving intramolecular interactions.

This article is primarily focused on providing an alternative

methodology which can utilize nonradical reference states. To

this effect, a novel approach is presented to approximate the

deformation density resulting from a structural change of a

molecule involving physically and chemically sound states, typ-

ically conformers. We use a few concepts originating from the

domain averaged Fermi hole (DAFH)[47,48] method to decom-

pose the electron density into fragment, atomic, localized,

delocalized, and Intra- as well as interatomic contributions,

hence arriving at the fragment, atom, localized, delocalized,

and interatomic (FALDI) charge density decomposition scheme.

These decomposition products are computed for each con-

former. When individual changes are summed up, a FALDI-

deformation density (DD) distribution in real space for a rele-

vant ref ! fin structural change is obtained. Moreover, all

components of the FALDI-DD distribution can be examined

individually to gain an additional insight and aid interpretation

of more complex systems. Applicability and usefulness of the
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FALDI-DD approach is demonstrated using two conformers of

protonated ethylenediamine (Hen1). The linear, higher energy

conformer is used as a ref state. The formation of an intramo-

lecular H-bond in spontaneously formed fin state of Hen1 is

investigated by different modes of FALDI. Results obtained are

compared with an orthodox DqðrÞ approach involving a num-

ber of partitioning schemes of the fin state of Hen1. We con-

clude this work by pointing at possible applications of the

FALDI charge decomposition scheme as well as future exten-

sion(s) toward more accurate description of conformational

deformation density distributions in real chemical systems.

Theoretical Development

Framework for conformational deformation densities

For the deformation density resulting from a conformational

change of a molecule (reference to final state, ref ! fin) to be

calculated in real space, two significant and necessary modifica-

tions must be made to the basic approach described by eq. (1): (i)

molecular fragments in the ref state must be interacting to elimi-

nate partitioning of a molecule to radical state fragments and (ii)

the change in the co-ordinate system, caused by variation in

nuclear distances and relative orientations on the ref! fin struc-

tural change, must be accounted for. These modifications can

both be addressed using a suitable charge partitioning scheme

in computing the density distributions of both ref and fin states

into smaller components. Next, each component should be sepa-

rately transformed to allow for a change in the co-ordinate sys-

tem, while still be interacting in both ref and fin.

Many different density partitioning schemes satisfy a general

expression

qðrÞ5
XM

i

qiðrÞ (3)

where the molecular density is recovered by summing up con-

tributions made by M fragments or atoms. For instance,

exhaustive and nonoverlapping schemes, such as the partition-

ing of the molecular density into atomic basins Xi separated

by zero-flux surfaces (as used in QTAIM[34]), can be used to

decompose the density completely in a set of M domains, Xi,

eq. (4):

qiðrÞ5
qðrÞ

0

( )
r 2 Xi

r 62 Xi

: (4)

It is important to note, however, that the shape and volume

of each domain Xi changes from the ref to fin state. This

results in regions of space for which the change in density

cannot be uniquely attributed to a specific fragment, render-

ing a nonoverlapping scheme, such as QTAIM, unsuitable for

conformational deformation density calculations. From this fol-

lows that the desired density decomposition scheme in eq. (3)

needs to be based on molecular-wide distributions for each

qiðrÞ and with qiðrÞ 6¼ 0 for all r. In other words, whereas

QTAIM partitions the molecular electron density into exclusive

and rigid domains, with the electron density associated with

an atom or fragment given as an average count of all the elec-

trons found from the nucleus up to the domain surface, we need

a scheme which rather gives the electron density associated with

an atom as a distribution across the entire space. We have found

that the DAFH analysis, first developed by Ponec,[47,48] provides a

density decomposition satisfying this requirement.

DAFH-based density decomposition

DAFH analysis evolved around the concept of the exchange-

correlation electron hole, which arises from the correlated

movements of electrons

Cðr1; r2Þ52q2ðr1; r2Þ2qðr1Þqðr2Þ (5)

where Cðr1; r2Þ is the correlation function,[49] which relates the

degree to which the pair density deviates from the completely

uncorrelated product of first-order densities. The exchange-

correlation electron hole function, located at r2 and evaluated

at r1 is expressed in eq. (6)

qHoleðr1; r2Þ5qðr1Þ2qcondðr1; r2Þ (6)

where

qcondðr1; r2Þ5
q2ðr1; r2Þ

qðr2Þ
(7)

is the conditional probability of finding an electron at r1 if an

electron is already present at r2. The electron hole function

[eq. (6)] always integrates over the molecular system to 21

and is used to measure the degree to which the electron den-

sity is reduced (or rather excluded) at r1 due to correlated

movement with an electron at r2. By substituting eqs. (6) and

(7) into eq. (5) one obtains

Cðr1; r2Þ5q2ðr1; r2Þ2qHoleðr1; r2Þqðr2Þ (8)

giving the correlation function in terms of the electron hole

weighted with the charge density at r2. Since the hole calcu-

lates the origin (r2) of the excluded electron (at r1), plotting

eq. (8) by varying r1 but keeping r2 constant is effectively plot-

ting the pseudo-dynamic probability density distribution of a

single electron at r2.[50]

If we vary r1 over all space, it then gives the total,

molecular-wide density distribution of the electrons which can

be found in a volume element dr2. Finally, r2 can be averaged

across a domain Xi (through integrating the correlation func-

tion through dr2 over a domain Xi) to reduce the second-

order electron hole and correlation functions to pseudo-

second order distributions,

giðr1Þ52

ð
Xi

Cðr1; r2Þdr2 (9)

which gives the DAFH quantity, giðrÞ associated with domain

Xi. In principle, therefore, in the same way that the correlation
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function [eq. (8)], when plotted as a function of varying r1

gives a probability distribution of an electron currently in dr2

(due to exchange-correlation effects), so does giðrÞ, when plot-

ted as a function of varying r, by giving a probability distribu-

tion of the electrons found on average in Xi across entire

space. The giðrÞ quantity, therefore, is of critical importance in

this work, as it gives us the contribution made to any co-

ordinate r by electrons found on average in a domain, or,

alternatively, the portion of the electron density at any co-

ordinate r associated with a specific domain Xi. This concept

is shown visually in Figure 1. Figure 1a shows the QTAIM-

defined electron population for a carbon atom in ethane, rep-

resented as an isosurface, and completely contained within

the atomic domain defined by a set of zero-flux surfaces.

On average, 0.5809 electrons are found within the carbon

atomic basin, which is calculated by integrating the electron den-

sity over only the basin. It is important to note that the isosurface

shown in Figure 1a contains the electrons localized to C1’s atomic

basin as well as electrons delocalized to C1’s basin from other

basins. Correspondingly, the DAFH electron population (shown

in Fig. 1b) is identical to the QTAIM-defined population, but it is

calculated by integrating giðrÞ over the entire molecule and

shows how the 0.5809 electrons are delocalized throughout the

molecule. In other words, Figure 1b displays the probability distri-

bution of finding an electron anywhere in the molecule which

can also be found, on average, in C1’s atomic basin.

It is obvious that selection of the domains Xi is, in principle,

an arbitrary choice. We have decided to use QTAIM atomic

basins for the reasons stated by Bultinck et al.,[51] however, we

will investigate different specifications of atoms in molecules

in future studies. We also use the absolute values of giðrÞ, for

practical reasons when dealing with the deformation density.

In addition, we restrict ourselves to spin-independent func-

tions, although it is not difficult to define spin-dependent var-

iants of eq. (9).[50] Finally, to avoid the expensive integration of

the correlation function over irregular QTAIM basins, we calcu-

late giðrÞ through comparison of the elements of various

atomic overlap matrices (AOM)

giðr1Þ52
XN

kr

/kðr1Þ/rðr1ÞSX
rk (10)

where

SXi

rk5h/rj/kiX5

ð
Xi

/rðr1Þ/kðr1Þdr1 (11)

and SXi

rk stands for elements of the AOM associated with a spe-

cific domain Xi. In single determinant wavefunctions, using the

elements of all AOM’s related to each domain, giðrÞ is calculat-

ed exactly and corresponds to the actual correlation function.

However, for more correlated wavefunctions, this does not

hold true anymore and it is either necessary to calculate and

integrate the exact correlation function in eq. (5) or approach

Coulomb correlation in an approximate manner. We have opted

for the latter option through the use of the M€uller approximation

by linearly expanding the first-order density matrix with partial

occupation numbers.[52] However, we note that multiple meth-

ods have been suggested for more accurate and efficient treating

of Coulomb correlation in DAFH analyses, and it is something we

will incorporate in our own scheme in the future.

In traditional DAFH analyses, giðrÞ is expressed as a matrix

equation that is diagonalized to decompose giðrÞ into N one-

electron functions. Such an approach is counter-productive

when the conformational deformation density is concerned, as

the relative order of the one-electron DAFH functions might

change within a matrix when the ref ! fin structural change

takes place, creating additional difficulties. Furthermore, in this

work we are more interested in the concept of giðrÞ, which we

take from DAFH, rather than the full natural orbital approach.

General properties of the DAFH

It is important to point at a number of properties of giðrÞ that

are relevant to constructing conformational deformation densi-

ty distributions:

1. giðrÞ is a complete decomposition of the molecular elec-

tron density, at any point r, into contributions from all M

domains, as shown in eq. (12),

qðrÞ5
XM

i

giðrÞ: (12)

Figure 1. Average electron density associated with a carbon atom in ethane. a) QTAIM-defined electron population, and b) DAFH-defined electron popula-

tion. [Color figure can be viewed at wileyonlinelibrary.com]
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Therefore, giðrÞ satisfies eq. (3), but is not limited by the

restriction in eq. (4); hence, it is well-suited for studying

the change of density associated with a specific domain.

2. Integration of giðrÞ over the entire molecular space yields

the associated average density within a specific domain Xi:

NðXiÞ5
ð

Xi

qðrÞdr5

ð1
21

giðrÞdr (13)

where N(Xi) is the QTAIM-defined electron population of the

domain. Integrating the electron density over the volume of

Xi, or integrating giðrÞ over the entire molecular system gives

the same result. In this regard, the change in the atomic elec-

tron population from a ref to a fin conformer, DN(Xi), is recov-

ered whether q(r) or giðrÞ is used. Importantly, however,

using giðrÞ to calculate deformation density does not

depend on changing domain shapes and volumes.

3. Integration of giðrÞ over only a single domain Xi leads to

the often used localization index, (LI), eq. (14)

kðXiÞ5
ð

Xi

giðrÞdr (14)

giving the number of electrons localized to a single atom-

ic basin, whereas integration over any other domain Xj

leads to the halved delocalization index (DI), eq. (15),

dðXi;XjÞ5
ð

Xj

giðr1Þdr11

ð
Xi

gjðr2Þdr252

ð
Xj

giðr1Þdr1 (15)

giving the number of electrons delocalized between two

atomic basins. The LI and DI are related to the electron

population of domain Xi through

NðXiÞ5kðXiÞ1
XM

X 6¼i

1

2
dðXi;XXÞ: (16)

Note that the contribution which giðrÞ makes at r (regard-

less if it is toward the localized or delocalized density of

Xi) depends only on whether r � Xi. Hence, eq. (16) can

be rewritten in terms of giðrÞ as:

NðXiÞ5
ð

Xi

giðrÞdr1

ð
Xj

giðrÞdr (17)

4. The distribution of giðrÞ can be interpreted as the proba-

bility of finding any one of N(Xi) electrons (contained on

average in Xi), at any r. Also, giðrÞ can be visualized as the

distribution of the electrons of Xi over the molecular sys-

tem through electron delocalization (exchange-correlation)

effects. If giðrÞ5 0, then none of the electrons in Xi can

be found at r and if all r 62 Xi, then the electrons of Xi are

fully localized and q(r) 5 giðrÞ for r � Xi).

Introducing the FALDI density decomposition scheme

The properties of giðrÞ make it ideal for the calculation of con-

formational deformation densities. This is because density at

any co-ordinate r in a final molecular state can be decom-

posed into atomic contributions and compared to relevant

giðrÞ at transformed r05 Air in a reference state,

DcqðrÞ5finqðrÞ2 ref qðAirÞ5
XM

i

fingiðrÞ2
XM

i

ref giðAirÞ (18)

where we have introduced DcqðrÞ to signify the conformation-

al deformation density, M is the total number of atoms and Ai

is the relevant transformation matrix relating the translation

and rotation of the ith atom’s co-ordinates in the fin state to

the ref state. The difference between each fingiðrÞ and ref giðAirÞ
pair results in the deformation density associated with a specific

atom (or domain) Xi, and hence we introduce here the first two

terms in our FALDI decomposition scheme, an atomic electron

density (atomic-ED, AED) distribution, defined as the static giðrÞ
for the ith atom in a conformer, and when used in the deforma-

tion density context, an atomic deformation density (atomic-DD,

ADD) distribution, defined for the ith atom as fingiðrÞ2ref giðAirÞ
from two states.

The sum of various atomic-ED and atomic-DD distributions

gives rise to the next two terms in our FALDI decomposition

scheme, a fragment electron density (fragment-ED, FED) distri-

bution, defined as the sum of giðrÞ for any number of atoms

forming a molecular fragment, and a fragment deformation

density (fragment-DD, FDD) distribution, defined as the sum of

{fingiðrÞ2ref giðAirÞ} changes resulting from two states. The sum

of FDD distributions computed for all fragments a molecule is

made of (or the sum of all atomic-DD distributions) gives the

total (molecular) deformation density (total-DD, TDD) distribu-

tion DcqðrÞ defined in eq. (18). We want to stress again that

atomic- and fragment-DD distributions require a separate trans-

formation matrix (Air) for each atomic basin Xi as this is critical

for the calculation of DcqðrÞ. Finally, they are very useful sepa-

rate analysis tools in exploring the origin of the total change in

density between two states at either atomic or fragment level.

Decomposing atomic-ED distributions into localized,

delocalized, and interatomic contributions

The conformational deformation density calculated by eq. (18)

can be difficult to interpret for certain systems and molecular

transformations. The reason for this is the manner through

which density shared between two atomic basins is trans-

formed from the ref to the fin conformer: density delocalized

between two atomic basins (Xi and Xj) with different transfor-

mation matrices (Ai and Aj) should be uniquely and separately

transformed to take into account its dependence on two

transformation matrices, as opposed to density localized to

one atom (which only depends on Ai). As it stands though,

DcqðrÞ calculated through eq. (18) presents the interatomic

delocalized density simultaneously as half transformed via the

transformation matrix of one atom (Ai) and half through the

transformation matrix of the other atom (Aj). As an example of

this problem, consider a system with two atoms, A and B,

where A is transformed from ref to fin via AA and B remains

untransformed (AB 5 1). The density localized only to the basin
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of A in ref is correctly transformed through AA and compared

with the density localized to the basin of A in fin. However,

half of the density delocalized between A and B in ref is trans-

formed relative to A through AA and compared to the inter-

atomic delocalized density in fin, resulting in an apparent

density change as if B was also transformed through AA. Corre-

spondingly, half of the density delocalized between A and B in

ref remains untransformed, and results in an apparent density

change as if A remained untransformed. When another atom C

is transformed in the same manner as A (with AA 5 AC, if A

and C are parts of the same fragment) then the density shared

by A and C is correctly transformed from ref to fin, but not so

the density shared between C and B. This problem of density

delocalized across atoms with different transformation matrices

appears as apparent artefacts on the total-DD distribution, and

although DcqðrÞ can still be interpreted correctly with some

care, it becomes very difficult with anything but the simplest

molecules. Note that the apparent artefacts in DcqðrÞ are self-

eliminating in that DcqðrÞ integrated over all space is 0 because

regions where the delocalized density apparently increases due

to the problem described above is cancelled out by regions

where the delocalized density apparently decreases.

We present next an approximation to the way in which

DcqðrÞ is calculated, which greatly aids the interpretation of

DcqðrÞ while keeping DcqðrÞ integrated over all space to 0. Since

it is only the density shared between atomic basins which is

affected by incorrect transformation, we first develop expressions

for two additional decompositions of the static density into (i)

atomically localized and interatomically delocalized contribu-

tions, and (ii) intra-atomic (self ) and interatomic contributions.

These expressions form the final terms of our FALDI density

decomposition and they will be discussed below. We then devel-

op a method to approximate a process of transforming delocal-

ized density distributions from ref to fin through multiple

transformation matrices.

We start with expressions for localized and delocalized distri-

butions in real-space in atomic resolution. The number of elec-

trons delocalized across two basins, known as the

delocalization index in QTAIM, can be calculated in terms of

atomic overlap matrices as

dðXi;XjÞ5di;j52

����2XN

kr

SXi

krS
Xj

rk

���� (19)

giving the overlap of the elements of each AOM for domains

Xi and Xj. Alternatively, the delocalization index can be calcu-

lated as the trace of the product of each domains’ AOM:

di;j52tr Sij
� �

(20)

where

Sij5SXi SXj (21)

The real-space distribution of the electrons at r shared

between basins Xi and Xj can be calculated similarly to the

calculation of giðrÞ in eq. (10):

di;jðrÞ522
XN

kr

/kðrÞ/rðrÞS
ij
rk (22)

using the product of the atomic overlap matrices as defined in

eq. (21). The distribution of the absolute value of di;jðrÞ gives

the real-space distribution of electrons shared between the ith

and jth basins, and is known within the FALDI decomposition

as delocalized electron density (delocalized-ED, DED) distribu-

tions. Integrating di;jðrÞ over entire space gives the total delo-

calization index defined in eqs. (19) and (20):

di;jðrÞ5
ð1

21
di;jðrÞdr (23)

The electrons localized on average to an atomic basin, known

as the localization index in QTAIM terminology, can be calcu-

lated in a similar fashion to eqs. (19) and (20):

kðXiÞ5ki5

����2XN

kr

SXi

krSXi

rk

����5trðSiiÞ (24)

Then, similarly to eq. (22), the real space distribution of elec-

trons localized to the ith basin at r can be calculated as

kiðrÞ52
XN

kr

/kðrÞ/rðrÞSii
rk (25)

and kiðrÞ is known in the FALDI decomposition as localized

electron density (localized-ED, LED) distributions, and, similarly

to eq. (23), integrates to the exact localization index:

ki5

ð1
21

kiðrÞdr (26)

Each atomic giðrÞ can therefore be decomposed into a respec-

tive localized-ED distribution and the sum of all delocalized-ED

distributions involving the ith basin:

giðrÞ5kiðrÞ1
XM

X 6¼i

1

2
di;XðrÞ (27)

Finally, the total electron density at r can be fully decomposed

into atom-localized and interatomically delocalized contribu-

tions, as

qðrÞ5
XM

i

kiðrÞ1
XM21

i

XM

j5i11

di;jðrÞ (28)

The above approach is an exact and elegant decomposition of

the electron density into 1- and 2-center contributions and

relates well to often-used QTAIM parameters. However, an

alternative decomposition of the total as well as atomic elec-

tron densities in terms of the direct overlap between atomic

distributions can also be introduced as
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qðrÞ5
XM

i

giðrÞgiðrÞq21ðrÞ12
XM21

i

XM

j5i11

giðrÞgjðrÞq21ðrÞ (29)

and, accordingly, the giðrÞ distribution of each atom can be

decomposed by

giðrÞ5giðrÞgiðrÞq21ðrÞ1
XM

j 6¼i

giðrÞgjðrÞq21ðrÞ5ciðrÞ1
XM

X 6¼i

ji;jðrÞ

(30)

This decomposition calculates the fraction of the electron den-

sity which any atom contributes at r (giðrÞ/qðrÞ), weighted

with either the same atom’s contribution [as in the first term

in eq. (30)] or another atom’s contribution [the second term in

eq. (30)]. The result is a full decomposition of the electron

density [eq. (29)] or the atomic density contribution [eq. (30)]

at a specific co-ordinate r in terms of intra- (giðrÞgiðrÞq21ðrÞ)
and interatomic (

PM
j 6¼i giðrÞgjðrÞq21ðrÞ) density. These two

terms, ciðrÞ and ji;jðrÞ in eq. (30), are known in our FALDI

decomposition scheme as self and Interatomic Electron

Density (self-ED or SED, and interatomic-ED, IED) distributions,

respectively.

Both decompositions (either through localized and delocal-

ized density or through self and interatomic density) sum up

to the same atomic or total electron density. In addition, both

decompositions, when used to calculate the conformational

deformation density, give the same DcqðrÞ distribution. Howev-

er, the interpretation of the individual terms is different as it

depends on the kind of decomposition used. Whereas kiðrÞ
and di;jðrÞ (localized and delocalized density) distributions give

the real-space representations of the analogous QTAIM locali-

zation and delocalization indices, ji;jðrÞ (interatomic density

distribution) gives the contribution which each diatomic inter-

action makes to the density, in terms of mutual atomic overlap

and irrespective of their delocalization patterns. ciðrÞ (intraa-

tomic or self-density) distributions are then the remaining,

non-overlap density of each atom. We have found that

interatomic-ED and self-ED distributions reveal very distinct

features of atomic interactions, especially in noncovalent inter-

actions and interactions involving more than two atoms, such

as H-bonds. Examples of delocalized and interatomic density

distributions are given for a covalent CAC bond in ethane as

well as for a van der Waals (vdW) interaction between O���H in

a water dimer in Figure 2. Note that for both interactions,

interatomic- and delocalized-ED distributions present very

unique topologies, clearly illustrating the difference in delocali-

zation patterns (delocalized-ED) and interaction contributions

(interatomic-ED). We will be employing primarily localized- and

delocalized-ED distributions in the remainder of this work, but

note that the alternative decomposition in terms of self- and

interatomic-ED distributions can be used in the exact same

fashion for the calculation of identical conformational deforma-

tion densities; both approaches carry a unique and useful

interpretation.

Having introduced a suitable decomposition of the atomic

giðrÞ distributions in 1- and 2-center contributions, we will

now discuss how the decomposition terms can be used to cal-

culate conformational deformation densities. The change in

the localized density distribution, kiðrÞ, for two different states,

DkiðrÞ5fink iðrÞ2ref k iðAirÞ, gives the deformation of the density

localized to an atom, which we call a localized deformation

density (localized-DD, LDD) distribution.

As mentioned at the beginning of this section, the localized

density of an atom (a LED distribution) in the ref state is easily

transformed via Air and compared to the fin state to generate

a localized-DD distribution. Conversely, interatomic delocalized

density (a DED distribution) needs to be transformed using

two transformation matrices simultaneously to calculate delo-

calized deformation density (delocalized-DD, DDD) distributions.

While there are a number of different ways to approach this prob-

lem of asymmetrical 2-center transformation, we have opted to

use (as a very first and approximate solution) a scaling scheme

based on projections of the internuclear vector to generate r0

from the transformed co-ordinates of domains Xi and Xj, r0i and

r0 j. The derivation of this approach is discussed below.

Given the transformations for r to the relevant r0 i and r0 j of

two atomic basins Xi and Xj,

r0 i5Air

r0 j5Ajr
(31)

we can calculate the value of di;jðrÞ in the ref state at r as a

weighted combination of di;j at r0 i and r0 j, as shown in eq. (32),

r ef d0 i;jðrÞ5wiðrÞr ef di;jðr0 iÞ1wjðrÞr ef di;jðr0 jÞ5wijðrÞr ef di;jðr0 iÞ
1½12wijðrÞ�r ef di;jðr0 jÞ

(32)

The weighting factors wij can be generated, eq. (33), by projec-

ting the vector from the nuclear co-ordinate of the ith atom Ri

to r, r – Ri, onto the internuclear vector, Rij, and calculating

the fraction along Rij where r is projected,

wijðrÞ512
ðr2RiÞ � Rij

jRijj2
(33)

Figure 2. Interatomic-ED and delocalized-ED distributions for a CAC bond

in ethane, isovalue 5 0.01 au, and an O���H interaction in a water dimer, iso-

value 5 0.001 au. [Color figure can be viewed at wileyonlinelibrary.com]
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For co-ordinates r between Ri and Rj,
ref d0 i;jðrÞ can be calculat-

ed as a weighted combination of ref d i;jðrÞ in terms of r0 i and

r0 j, whereas outside of Ri and Rj
ref d0 i;jðrÞ depends only on r0 i

or r0 j:

r ef d0 i;jðrÞ5
wijðrÞr ef di;jðr0 iÞ1½12wijðrÞ�r ef di;jðr0 jÞ

r ef di;jðr0 iÞ
r ef di;jðr0 jÞ

8>><
>>:

9>>=
>>;

0 < wijðrÞ < 1

wijðrÞ � 1

wijðrÞ � 0

(34)

This approximation lets us calculate ref d0 i;jðrÞ at r, (where the

prime indicates the use of the approximation) and compare

directly to find i;jðrÞ, which gives the change in interatomic or

interfragment density contributions resulting from two states.

This protocol generates approximated transformed

delocalized-DD distributions for all interactions. We wish to

emphasize that the above linear scaling approach is fairly arbi-

trary, and is only a first approximation to solving the asymmet-

rical diatomic transformation problem. However, this approach

serves to illustrate how the FALDI decomposition can be used

to calculate deformation densities, and we fully expect to

improve on this approach in the future. In the following final

section, we will put all of the FALDI terms together to form

expressions for calculating conformational deformation

densities.

Conformational deformation densities using the FALDI-DD

decomposition

The total conformational deformation density, using the

approximation for ref d0 i;jðrÞ, is then

DcqðrÞ5DckðrÞ1DcdðrÞ (35)

where

DckðrÞ5
XM

i

fink iðrÞ2 ref k iðAirÞ
h i

(36)

gives the total localized density change for each atomic basin

Xi (a LDD distribution), and

DcdðrÞ52
XM21

i

XM

j5i11

find i;jðrÞ2 ref d0 i;jðrÞ
h i

(37)

gives the total delocalized density change for each unique

atomic pair Xi and Xj (a DDD distribution). Note that the sum

of all DDD distributions associated with atom Xi gives the

complete delocalized density distribution of atom Xi

Dcdi;XðrÞ5
XM

j 6¼i

Dcdi;jðrÞ (38)

and the sum of the atomic delocalized- and localized-DD dis-

tributions of atom Xi gives the atomic-DD distribution

DcgiðrÞ5DckiðrÞ1Dcdi;XðrÞ: (39)

The sum of all atomic-DD distributions for atoms within a frag-

ment {F} gives the fragment-DD distribution

DcgfFgðrÞ5
XMfFg

i

DcgiðrÞ: (40)

where M{F} is the total number of fragments.

Each FDD distribution can also be decomposed into the

density localized to a fragment, as well as the density delocal-

ized between different fragments

DcgfFgðrÞ5Dck
fFgðrÞ1Dcd

fFgðrÞ (41)

where

Dck
fFgðrÞ5

XMfFg

i

DckiðrÞ12
XMfFg21

i

XMfFg

j5i11

Dcdi;jðrÞ (42)

and

Dcd
fFgðrÞ5

XMfFg

i

XM

k

Dcdi;kðrÞ (43)

where k 62 fFg.
Finally, the sum of all M FDD distributions gives again the

conformational deformation density, as defined in eq. (35)

DcqðrÞ5
XfMg

i

DcgfigðrÞ (44)

where {M} is the total number of fragments.

Note that, as mentioned earlier, the total deformation densi-

ty calculation can be performed with the alternative decompo-

sition involving the intra-atomic (self ) and interatomic density

distributions instead of localized and delocalized distributions.

Both approaches lead to the same total deformation density

but reveal different information regarding the contributions

made by atomic interactions.

Scheme 1 shows the full decomposition scheme, and

Scheme S1 in the Supporting Information shows the alterna-

tive decomposition in terms of self- and interatomic-DD. With

regards to our proposed nomenclature, we will use (1) FALDI-

ED, where ED can stand for either fragment, atomic, localized,

delocalized, intra (self ) or interatomic electron density (FED,

AED, LED, DED, SED, or IED, respectively) to describe the FALDI

decomposition when it is applied to the static electron density

distribution of a single molecule, and (2) FALDI-DD, where DD

can stand for either FDD, ADD, LDD, DDD, SDD, and IDD to

describe the FALDI decomposition when it is applied to the

change in density arising from a conformational change.

Lastly, we wish to note that the same decomposition is

applicable to an orthodox fragmentation of the molecular sys-

tem that involves promolecular deformation densities by set-

ting ref d i;jðrÞ5 0, Ddi;jðrÞ5find i;jðrÞ and Ai 5 1 for all i. The
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FALDI-DD scheme can therefore be used to interpret and ana-

lyse orthodox deformation densities, as well as compare vari-

ous FALDI-DD terms of both orthodox and conformational

deformation densities. Hence, our decomposition scheme can

be used in conjunction with the very useful natural orbital

expansion of the various components of DqðrÞ (as is imple-

mented in ETS-NOCV), to provide additional insight to the

changes occurring during bond formation.

Computational Details

All systems were optimized in Gaussian 09, rev.D,[53] using

RB3LYP-D3/6-31111G(d,p) in gas-phase. AIMAll version

16.05.18[54] was used to calculate atomic overlap matrices for

all systems, using suitable wavefunction files generated by

Gaussian and at the same level of theory and basis set. Atomic

overlap matrices were used to perform the FALDI decomposi-

tion and conformational deformation densities using in-house

software. All FALDI isosurfaces were visualized using VMD.[55]

Orthodox deformation density calculations were performed

and visualized with ADF 2014,[56] using RB3LYP-D3/ATZP; how-

ever, similar calculations were also performed in Gaussian and

visualized with VMD for comparison. Gaussian co-ordinates for

all optimized molecules as well as promolecules are included

in Section S1 of the Supporting Information.

Results and Discussion

Our focus is on gaining an insight on the density changes

associated with the formation of an intramolecular interaction

from the FALDI perspective and, as a case study, we will ana-

lyse a classical intramolecular H-bond in the lowest energy

conformer of protonated ethylenediamine (Hen1) used here as

a fin state of Hen1. The N8AH11���N7 bond (Fig. 3), with

d(N7,H11) 5 2.110 Å, is formed spontaneously and, relative to

a linear conformer, used here as a ref state, the molecular

energy decreases, for example, by 24.1 kcal�mol21 at the

MP2/6-31111G(d,p) in aqueous solution. In sections that fol-

low we will perform a brief comparative analysis between an

orthodox approach, using various fragmentation schemes, and

the FALDI method reported in this work. Furthermore, we will

demonstrate some unique features of FALDI by exploring

deformation densities resulting from a ref ! fin structural

change with a main focus on the H2N8AH11���N7H2AC1

region.

Total deformation density from orthodox Dq(r) and FALDI

Dqc(r)

An orthodox decomposition approach requires partitioning of

a molecule to promolecules (or fragments). Four partitioning

schemes were tested here where (i) Hen1 was cut in the mid-

dle, which resulted in two, ACH2NH2 and ACH2NH1
3 fragments

(2F1 scheme), (ii) NH2 group was cut off, hence ANH2 and

ACH2CH2NH1
3 fragments were formed (2F2 scheme), (iii) NH1

3

group was cut off resulting in two, ANH1
3 and ACH2CH2NH2

fragments (2F3 scheme), and (iv) both terminal groups were

Scheme 1. Proposed FALDI-DD decomposition of the deformation density.

Figure 3. Molecular graphs of linear Hen1 (ref ) and equilibrium Hen1 (fin) conformers for the calculation of conformational deformation densities using

FALDI. The ref conformer is rotated around the N7,C1,C4,N8 dihedral angle. Atoms’ numbering is also shown. [Color figure can be viewed at wileyonlineli-

brary.com]
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cut off generating three, ANH2, ACH2CH2A and ANH1
3 frag-

ments (3F scheme; this is pictorially presented in Scheme S2 in

the Supporting Information). Each scheme was chosen in such

a way as to describe the formation of the N8AH11���N7 intra-

molecular interaction.

As expected, these four partitioning schemes generated

quite different pictures of the total deformation density (exam-

ples obtained from 2F1 and 3F partitioning schemes are shown

in Fig. 4) because each fragmentation had to break different

covalent bonds. This had a significant impact not only on den-

sity changes associated with the formation of the same

N8AH11���N7 intramolecular interaction, but also throughout a

molecule—a full set of total deformation densities computed

from four partitioning schemes is shown in Figure S1 in the

Supporting Information. Clearly, selecting a specific fragmenta-

tion scheme is not always a trivial exercise as it might be very

impactful with regards to a final interpretation of energetic

components, such as binding energy or Pauli, orbital and elec-

trostatic terms of an interaction, computed from EDA. Most

likely, from a visual inspection and analysis of energy terms

computed, one would select the total deformation density

generated from the 2F1 scheme. This is because it resulted in

the picture visualizing deformation densities within a region of

the intramolecular interaction best when related to chemist’s

general knowledge—Figure 4a. Such a heuristic approach is an

easy choice for well-understood interactions, such as classical

H-bonds, but is much more difficult to determine for unknown

or controversial interactions, such as CH���HC. Unavoidably, an

additional and dominating contribution to the deformation

density is observed which resulted from reconstruction of the

covalent CAC bond when two promolecules, ACH2NH2 and

ACH2NH1
3 , were brought together from an infinite separation.

It is clear from Figure 4 that the use of promolecular refer-

ence states has a somewhat undesirable yet unavoidable effect

on the intramolecular interaction of interest. The extent of this

effect has been difficult to determine. Clearly, it is desirable to

be able to obtain deformation densities for intramolecular

interactions without needing to use radical reference states,

which is the primary justification for this work. To achieve

such deformation densities, FALDI makes use of real, chemical-

ly viable reference states, here from a linear to equilibrium

conformer of Hen1—Figure 3.

Figure 4. Total deformation densities: (a) and (b) computed in ADF using indicated partitioning scheme, (c) from FALDI, using the conformational approach.

Red and blue regions indicate a decrease and increase in density, respectively, relative to the radical fragments in (a) and (b) and on the ref ! fin structural

change of Hen1 in (c). All isosurfaces are at 0.0025 au. [Color figure can be viewed at wileyonlinelibrary.com]
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A 3D isosurface for the total deformation density (TDD)

resulting from the conformational FALDI approach is shown in

Figure 4c. Comparing the two pictures in Figure 4a (EDA) and

4c (FALDI) reveals that there are similar features in the

H2N���HNH1
2 region, namely (i) an accumulation of density is

observed for N7 and N8 whereas H11 is losing density and (ii)

polarization of terminal groups is observed which appears to

be more significant for AN7H2 from ETS-NOCV whereas FALDI

points at AN8H1
3 . However, the FALDI-generated picture

reveals additional regions that experienced a change in the

density on a linear ! equilibrium structural change. Impor-

tantly, these regions correspond to the atomic population

changes well as, for example, we obtained from QTAIM

DN 5 115, 28, 259, and 221 me for C1, C4, H2, and H3,

respectively (both H-atoms of the C1H2 group). Such a picture

is difficult to recover from an orthodox approach because it is

largely distorted by the deformation density of a covalent

bond formation.

To conclude our analysis of the intramolecular interaction

region from the total deformation density perspective, it is

clear that the FALDI-based approach displays similar features

as those obtained from an orthodox approach, but without

using radical reference states and without the potential pitfalls.

Furthermore, FALDI density decomposition can also be applied

on any number of fragments generated in an orthodox fash-

ion, by cutting a molecule to radical-state promolecules (at

this stage, this is limited to wavefunctions generated by Gauss-

ian). Although we are not going to extensively use the FALDI-

on-promolecules approach in this work, it is important to

stress that we were able to recover ADF-generated images of

the total-DD using four partitioning schemes mentioned

above; this is illustrated in Figures S2 in the Supporting Infor-

mation. This gives us an assurance that our approach is work-

ing well and no major bugs are present in the in-house

developed software package. Finally, a full set of fragment

deformation densities (FDD), calculated by the FALDI-on-

promolecules approach, was obtained for the ACH2CH2A and

H2N���HNH1
2 fragments. It is presented in Figure S3 and S4 in

the Supporting Information, showing how pictures recovered

depend on a particular partition scheme used; for illustration

purposes, FDDs obtained from 2F1 and 3F are shown in Figure

5. Summing up fragment-DDs from, for example, the 2F1 parti-

tioning scheme, one obtains the total-DD shown in Figure 4a.

This demonstrates that the FALDI decomposition can provide

additional insight to orthodox deformation density studies by

uncovering the origin of computed total-DD distribution.

Atomic FALDI deformation densities

It is important to realize that the total deformation density

computed from the FALDI scheme, Figure 4c, does not depict

details related to individual atoms or functional groups. This is

because the total-DD distribution is the sum of either atomic-

Figure 5. FALDI-on-promolecules generated Fragment-DD from the 2F1 and 3F partitioning schemes for AC4H2AC1H2A and combined terminal groups

using orthodox promolecules as a reference state. All isosurfaces are at 0.0025 au. [Color figure can be viewed at wileyonlinelibrary.com]

FULL PAPERWWW.C-CHEM.ORG

Journal of Computational Chemistry 2017, 38, 981–997 991

Chapter 6.

130

http://wileyonlinelibrary.com
http://onlinelibrary.wiley.com/


and/or fragment-DD distribution. Hence, to uncover the origin

of the conformational, from ref to fin state, deformation densi-

ty in Hen1, in terms of individual atoms’ contributions, we

computed atomic deformation densities (ADDs) for each atom

- a full set of FALDI-generated atomic-DDs is shown in Figure

S5 in the Supporting Information, and for selected atoms in

Figure 6. According to the IUPAC recommendation,[13] a wide

range of H-bonds should be represented as XAH���YAZ, where

XAH represents the hydrogen bond donor and, in the case of

an intramolecular H-bond, YAZ represents a molecular frag-

ment acting as the acceptor, where Y is bonded to Z.

Moreover, a classical intramolecular H-bond is commonly inter-

preted using the XAH���Y notation when H is bonded to

electronegative atom, O, N or F.[57] Following this recommen-

dations, we have analyzed X 5 N8, H 5 H11, Y 5 N7, and

Z 5 C1 as this selection affords us both notations and it was of

great interest to find out if there are specific features of these

atoms’ atomic-DDs (Fig. 6) which could be linked with 4- and/

or 3-atom representation. Comparing data shown in Figure S5

in the Supporting Information reveals that by far, in terms of

3D spaces occupied, the most significant changes in density

were indeed obtained for atomic-DDs of C1, N7, H11, and N8.

Figure 6. ADD distributions and changes in QTAIM atomic net charges and atomic populations (both in e) obtained for indicated atoms on the ref ! fin

structural change. Isosurfaces for C4, H10, and H13 are presented at 0.001 au; all other isosurfaces are at 0.0025 au. [Color figure can be viewed at wileyon-

linelibrary.com]
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As a matter of fact, these atoms are the only ones in Hen1 for

which the ADD is delocalized toward more than one neighbor-

ing atom. This is indicative of their most important contribu-

tions made to the conformational total-DD distribution change

and can be used as a textbook example in support of the

IUPAC recommendation that also illustrates, in 3D space, atom-

ic contributions on the formation of a classical intramolecular

bond.

The nature and mechanism of a classical intermolecular H-

bonding, as XAH���Y, was studied extensively for years. It has

been established from, for example, EDA,[30] DFT,[58] and IQA

studies[59] that on formation of a XAH���Y bond some charge

transfer (CT) from Y (here N7) to XAH (here N8AH11) always

takes place. FALDI recovers this notion fully as atomic density

of N7 is delocalized to the N8AH11 as well as N7���H11 bond-

ing region. In the latter case, density is placed close to H11

along the AIL which must facilitate formation of the AIL. How-

ever, we also see in Figure 6 that N7 is also delocalizing some

density in the N7AC1 region and this is counteracted by C1

which is removing its density from this bonding region and

placing it mainly in the C1AH2 interatomic region. A signifi-

cant interplay in density redistribution between N7 and C1 in

combination with large space occupied by C1’s atomic-DD fur-

ther supports the 4-atom IUPAC notation.

An interesting picture is observed for N8 of the hydrogen

bond donor. This atom is placing its density in the H11AN8

bonding region as well as on N7 (a proton acceptor) by

removing it from H11 which is accompanied by charge redis-

tribution, hence polarization of its own atomic basin. Further-

more, changes in density attributed to N8 near N7 and H11

are well separated and localized along the AIL.

It is known that H (H11) is losing charge and the FALDI-

generated picture suggests that this atom’s density is being

delocalized by removing it not only from its own basin but

also from the entire bonding region of the hydrogen bond

donor H11AN8, as well as from the non-bonding region of N8.

Noticeably, the removed density is placed entirely on the pro-

ton acceptor N7 and, importantly, it is located mainly along an

AIL, facilitating N7���H11 bonding even further.

All these atomic density rearrangements provide the origin

of polarization effects observed in Figure 4c in the entire

N8AH11���N7AC1 region. However, it appears that pictures

obtained for N7, H11, and N8 in Figure 6 also provide some

support for the XAH���Y representation of a classical H-

bonding. To this effect, we note that atomic-DDs of these

atoms are mainly delocalized in the N8AH11���N7 region and,

importantly, the two N atoms are the only ones which, not

being neighbors, donated density through space to each

other.

To complete the analysis of deformation densities computed

for individual atoms, we would like to note that, excluding

atoms of the N8AH11���N7AC1 bond, all other atoms show

highly confined atomic-DDs which are placed almost entirely

along a single covalent bond. To illustrate this, examples for

C4 (to compare it with C1), H10, and H12 of the ANH2 and

ANH1
3 terminal groups, respectively, are shown in Figure 6.

Finally, an atomic-DD computed for C1 from the 2F1

partitioning scheme, marked as FALDI on 2F1, is also shown in

Figure 6. It is immediately noticeable that FALDI-generated

conformational atomic-DD for C1, when the ref ! fin structur-

al change took place, is extremely different from that obtained

using a FALDI-on-promolecules approach employing the 2F1

partitioning scheme. Whereas FALDI shows that the atomic-DD

is delocalized in the immediate vicinity of C1 and neighboring

atoms, totally unexpected, much larger and almost throughout

a molecule atomic-DD was obtained from the FALDI-on-

promolecules approach. Such an atromic-DD distribution nicely

illustrates how reconstructing a CAC covalent bond has a det-

rimental impact on the picture recovered, especially in terms

of its impact on the intramolecular NH���N interaction of inter-

est. Furthermore, relative to the linear conformer of Hen1,

deformation density of C1 from 2F1, when the FALDI-on-

promolecules approach was used, has resulted in the change

of the net atomic charge, Dq(C1) 5 10.099e which is totally

different in value and trend when compared with 20.015e

computed from QTAIM.

Fragment FALDI deformation densities

Atomic resolution implemented in the FALDI scheme provides

an invaluable insight on atoms’ involvement in bonding. How-

ever, formation of an intramolecular interaction can also be

explored from the perspective of functional groups. As

showed in Figure 4c, formation of the intramolecular bond is a

holistic, molecular wide event in terms of a charge redistribu-

tion and resultant polarisation effects. Hence, one would

expect that the picture recovered using functional groups

(FGs) should provide an additional and, to some extent, more

general description. Atoms involved in H-bonding are mem-

bers of three FGs and they all were used as fragments in FAL-

DI’s scheme; 3D representation of fragment-DDs attributed to

the AC1H2A, AN7H2, and AN8H1
3 FGs is shown in Figure 7.

A comparative analysis of fragment-DDs computed for the

AN7H2 and AN8H1
3 functional groups (Fig. 7) with ADDs of

N7, H11, and N8 atoms in Figure 6 leads to the conclusion

that there are similar, in principle identical in nature, features

for both atomic and fragment resolution. This means that our

interpretation of atomic deformation densities can be entirely

extended to fragment-DDs. This finding is of fundamental sig-

nificance as it provides additional information on the origin of

the total-DD shown in Figure 4c by providing evidence of a

negligible contribution made by H-atoms not directly involved

in the bond formation (H9 and H10 of AN7H2, H12, and H13

of AN8H1
3 ). The only difference is observed in the region of H-

atoms of the AC1H2A fragment and the computed depletion

of density correlates well with the largest decrease in the

atomic population among all atoms of Hen1 found for H2

whereas H11 experienced second largest outflow of density.

The combined deformation densities for two terminal

groups, as NH2NH1
3 , produced a picture which is also consis-

tent with a general description of a classical intermolecular

XAH���Y bond. We observe a combined charge redistribution

which resulted in larger(smaller) charge accumulation on a

proton accepter N7(donor N8) and density depletion on H11,
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a common feature also found from the IQA studies of a num-

ber of dimers using the full-valence CAS/6-311 1 G(d,p) wave-

function.[59] Moreover, a general trend in the atomic

population change, when the structure of Hen1 changed from

the linear to equilibrium conformer, DN(X)> |DN(H)|>DN(Y)

obtained here at B3LYP/6-31111G(d,p) is the same when

compared with that computed as a difference in atomic popu-

lations between monomers and dimers.[59] This shows that

general features of the charge redistribution, here nicely illus-

trated by the fragment-DDs, and trends in computed atomic

population changes are comparable and representative,

regardless of level of theory used and the kind of classical H-

bonding, either intermolecular or intramolecular.

In conclusion, the atomic- and fragment-based analyses of

deformation densities provided an invaluable fundamental

insight on the mechanism of an interaction formation. Further-

more, atomic- and fragment-DDs, by providing the origin, are

extremely helpful in understanding and interpreting the over-

all picture obtained from the total deformation density.

Regarding the two different representations (XAH���YAZ and

XAH���Y) of the hydrogen bond, it appears that the four atom

N8AH11���N7AC1 description represents the intramolecular

bonding better, because the atomic-DD distribution for C1

(Fig. 6) revealed that C1 also and significantly contributes to

the density within the NH���N bonding region. Such a result

cannot be obtained from a charge decomposition scheme,

such as QTAIM, and is only revealed through FALDI’s distribu-

tions in real space.

Diatomic and intrafragment interactions from the FALDI

perspective

In the FALDI scheme, each atomic or fragment distribution can

be decomposed into 1– and 2– center contributions, either

through localized and delocalized distributions (LDD and DDD,

respectively), or into intra-(self )atomic and interatomic contri-

butions (SDD and IDD, respectively). The latter decomposition

is particularly useful to investigate the changes on formation

of a noncovalent and multi-center interaction. This is of special

interest to us as it should provide a unique insight on a num-

ber of aspects of an interaction formation. Our main focus is

on the N8AH11���N7AC1 hydrogen bond (observed in the

equilibrium structure of Hen1) which is characterized by the

presence of Bader’s AIL. Figure 8 displays the overall contribu-

tions (including delocalized density) made by diatomic interac-

tions (interatomic-DD isosurfaces), computed for four most

relevant diatomic interactions. Figure S6 Supporting Informa-

tion displays the relevant interatomic delocalized density con-

tributions to the deformation density, showing the real-space

distributions of QTAIM-defined delocalization indices.

It is important to stress that in the IQA world all diatomic

fragments are treated on equal footing and we wondered

whether our analysis, based on interaction deformation densi-

ties, can show us unique features one could link with the for-

mation, or an absence, of a BP. From a general inspection of

isosurfaces in Figure 8 it is immediately seen that red(blue)

isosurfaces representing a decrease(increase) in density in the

Figure 7. FDD distributions obtained for indicated fragments on the ref ! fin structural change. All isosurfaces are at 0.0025 au. [Color figure can be

viewed at wileyonlinelibrary.com]
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interatomic region correlate perfectly well with the sign, nega-

tive(positive), of the delocalization indexes.

Because we analyze the outflow (red) and inflow (blue iso-

surface) of density from an interatomic region, it immediately

appeals to the exchange-correlation (XC) term of the IQA-

defined interatomic (or intrafragment) interaction energy.

Looking at pictures recovered for the diatomic interaction in

Figure 8 we note that the DI decreased for {C1,N7} and

{N8,H11} fragments with the latter correlating perfectly well

with our general knowledge, and (ii) increased for the

{N7,H11} as well as {N7,N8} fragments, where the result

obtained for the former corresponds to the formation of an

intramolecular interaction in the form of Bader’s BP. The above

trends are fully supported by the computed VA;B
XC terms for rel-

evant diatomic interactions, as we obtained DVA;B
XC 5 16.57 and

118.80 kcal�mol 2 1 for {C1,N7} and {N8,H11} interactions, and

216.59 and 28.02 kcal�mol 2 1 for {N7,H11} and {N7,N8} frag-

ments, respectively. The interaction-DD distributions, however,

allow for investigation of the changes which each interaction

contributes to the deformation density throughout all space.

Comparing the IDDs for the {N7,H11} and {N7,N8} fragments

provides an important hint. The N7���N8 interaction-DD distri-

bution extends through the N8AH11 bond and N7���H11 inter-

action. However, there is a fundamental difference between

interaction-DD distributions of {N7,H11} and {N7,N8}: whereas

the former has a BP the latter does not have a channel-like

feature of the N7���H11 interaction-DD distribution even

though the density shared between N7 and N8 shows a large

maximum exactly at the geometric middle point between the

two atoms. In general, this correlates very well with density

topology recovered from QTAIM and the concept of QTAIM-

defined bond paths as privileged exchange channels proposed

by Pend�as et al.[22] Importantly, it appears that defined here

interaction- as well as delocalized-DD distributions might pro-

vide a powerful tool to investigate the underlying delocaliza-

tion and interatomic density patterns corresponding to a

presence/absence of a BP in real-space. One must recall that

an attempt of using the value of the delocalization indices

came short in some instances in supporting (or explaining) a

presence/absence of BP.[60] It is our intention to explore this

area in future studies.

Conclusions

The simplicity and extreme usefulness of the general deforma-

tion density in revealing how charge is accumulated or deplet-

ed on the formation of an intermolecular interaction is

unfortunately marred by a number of difficulties in interpret-

ing intramolecular interactions using orthodox deformation

densities. A necessity of breaking existing bonds to study the

formation of an intramolecular interaction severely limits any

EDA-based scheme to using radical reference states. This work

introduces and implements fragment, atomic, localized, delo-

calized and intra- as well as interatomic contributions that are

computed within the novel FALDI charge decomposition

scheme as an alternative methodology which is not limited to

Figure 8. IDD distributions obtained for the indicated diatomic and intrafragment interactions. Red and blue regions indicate a decrease and increase in

density, respectively, relative to the reference conformer. All isosurfaces are at 0.0025 au. Changes in QTAIM-defined delocalization indices are indicated.

[Color figure can be viewed at wileyonlinelibrary.com]
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potentially unchemical reference states in studying intramolec-

ular interactions. The FALDI scheme is a result of a paradigm

shift from analyzing molecular deformation density obtained

from reconstructing a molecule from radical fragments to

computing decomposed density distributions in two structural

states (final and reference) of a molecule which are then used

to generate atomic, fragment as well as total deformation den-

sities resulting from the structural ref!fin transformation. To

achieve that we have made use of few concepts originating

from the DAFH[47,48] method and introduced a complete

decomposition of the electron density into 1- and 2-center

contributions, including direct distributions of QTAIM-defined

localization and delocalization indices in real-space. To account

for asymmetrical transformations of 2-center distributions, we

arbitrarily implemented a first approximation to show that

FALDI can be used for deformation density calculations, on

which can be improved in the future.

As such, the derived expressions for the atomic, fragment

and total deformation densities for any state of a molecule

(giving static density distributions) can be used on EDA-

generated fragments as well. Importantly, in the latter case,

which we call FALDI-on-promolecules approach, EDA-

generated deformation densities are fully recovered providing

validation of the protocol developed in this work. In principle,

applying our approach on the same intramolecular interaction

revealed a picture with similar features as found from the

orthodox EDA approach. However, because FALDI eliminates

the interference of the reconstructing of a nearby covalent

bond, the conformational deformation density isosurfaces dis-

played a number of details involving the H-bond which were

either missing or masked when promolecular approaches were

used.

As a case study, we used linear (as a ref state) and the low-

est energy conformer (as a fin state) of protonated ethylenedi-

amine, Hen1. The mechanism and origin of spontaneously

formed intramolecular interaction in fin, NAH���N, was uncov-

ered using deformation densities on atomic and molecular

fragment levels. We have shown, for the first time in real

space, how four atoms contribute to the resultant molecular

deformation density on the interaction formation. Interestingly,

these atoms’ contributions can be used as a textbook example

in support of the IUPAC recommendation, namely XAH���YAZ

(NAH���NAC in the case studied here), in representing intra-

molecular H-bonding. We also uncovered the influence of the

Z atom (here C1) on the density distribution in the bonding

region of H���N, a result which was previously difficult to

obtain when the CAC or other bonds were cut in an orthodox

deformation density experiment. Furthermore, we also found

unique features which explain the commonly used NAH���N
notation; the atomic deformation densities of these atoms are

mainly delocalized in the entire N8AH11���N7 region and,

importantly, the two N atoms are the only ones which, not

being neighbors, donated density through space to each oth-

er. A 3D picture of the deformation density computed for the

N8AH11���N7 fragment nicely explains why a BP is only

observed between the H-atom and the proton acceptor N-

atom even though both N-atoms delocalize their densities to

each other. Whereas there is a continued increase in density in

the bonding region of H11���N7, which is recovered by the

presence of a BP between them, the interatomic region

between N-atoms not only does not show such a channel of

increased density but also a resultant (final) depletion in densi-

ty is observed close to N8-atom along the trajectory between

N8 and N7.

The added advantage of the FALDI scheme is in its ability of

obtaining the total deformation from either atomic or/and

fragment contributions. Such approach provides an invaluable

insight on the origin and mechanism leading to or associated

with the deformation density computed for an intramolecular

interaction. This is of a fundamental significance as it should

allow gaining an insight on the role played by a molecular

environment (presence/absence of specific functionalities) in

terms of density deformation leading to an intramolecular

interaction. It is our conviction that FALDI might explain, on a

fundamental level, the nature and origin of so many kinds of

interactions. As a matter of fact, this is not limited to intramo-

lecular ones as expressions derived can be equally used to

understand all kinds of chemical bonds either in a final prod-

uct or on the formation of these bonds, hence providing an

insight on a mechanism leading to density sharing. Further-

more, delocalized as well as interatomic deformation densities

(specifically defined within the FALDI scheme) should shed

some light on the presence or absence of Bader’s atomic inter-

action lines (or bond paths) that, in some instances, became a

subject of heated debates when interpreted in terms of bond-

ing or nonbonding character from a classical chemist’s per-

spective. To this effect, the real-space nature of FALDI’s

delocalized density isosurfaces computed for the NAH���N
region corroborated fully with the interpretation of AILs as

privileged exchange channels[22] and can provide significant

support to this unorthodox interpretation; we are convinced

that FALDI provides a promising method with which one

should be able to elucidate the fundamentals behind the pres-

ence/absence of AILs and their interpretations in terms of

chemical bonding. Plotting interatomic delocalized density in

real space also opens up additional avenues for studying con-

cepts such as aromaticity, resonance and long-range atomic

communication. Finally, we must stress that the FALDI decom-

position also provides a strong density-based investigative tool

for both deformation as well as static electron densities, which

we hope will find use with both experimentalists as well as

theoreticians.
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Chapter 7. Exploring fundamental differences between red- 

and blue-shifted intramolecular hydrogen bonds using 

FAMSEC, FALDI, IQA and QTAIM. 

Published in: 
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Fundamentally distinct mechanisms of intramolecular red- and blue-shifted H-bonds in β-alanine 

are revealed using the FALDI electron density and FAMSEC energy decomposition techniques. 

Contributions made by atoms other than the standard IUPAC notation are shown to be important 

to the molecular electron density distributions as well as energy components.  
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Abstract We have discovered, using developed by us recent-
ly FALDI and FAMSEC computational techniques, funda-
mentally distinct mechanisms of intramolecular red- and
blue-shifted H-bond formation that occurred in different con-
formers of the same molecule (amino-acid β-alanine) involv-
ing the same heteroatoms (O–H⋅⋅⋅N and N–H⋅⋅⋅O).
Quantitative topological, geometric and energetic data of both
H-bonds obtained with well-known QTAIM and IQA meth-
odologies agree with what is known regarding H-bonding in
general. However, the FALDI charge and decomposition
scheme for calculating in real space 3D conformational defor-
mation densities provided clear evidence that the process of
electron density redistribution taking place on the formation of
the stronger red-shifted H-bond is fundamentally distinct from
the weaker blue-shifted H-bond. Contributionsmade by atoms
of the X–H⋅⋅⋅Y–Z fragment (IUPAC notation) as well as dis-
tinct atoms on the H-bond formation were fully explored. The
FAMSEC energy decomposition approach showed that the
atoms involved in formation of the red-shifted H-bond interact
in a fundamentally different fashion, both locally and with the
remainder of the molecule, as compared with those of the
blue-shifted H-bond. Excellent correlations of trends obtained

with QTAIM, IQA, FAMSEC and FALDI techniques were
obtained. Commentary regarding IUPAC recommended defi-
nition of an H-bond and validity of observed AILs (or bond
paths) of the two H-bond kinds is also discussed.

Keywords Intramolecular hydrogen bond . FALDI .

FAMSEC .Chemical bond .Deformationdensity . Interacting
quantum fragments

Introduction

Amino acids are biologically important organic compounds
that consist of three major components, including an amine
(–NH2) and carboxyl (–COOH) functional group and a side
chain (or so-called R group) according to which they are clas-
sified. Due to their significance in natural biological systems,
amino acids have been studied extensively, mostly from an
analytical and synthetic perspective [1, 2]. β-amino acids,
having the –NH2 group chemically bonded to the second car-
bon atom in the side chain relative to the –COOH group, are
attractive building blocks in protein-protein and protein-RNA
studies [1, 2]. β-alanine (or 3-aminopropanoic acid as per
IUPAC definition) is most well-known for its use as a
performance-enhancing supplement by athletes.

Although a recent computational study related to β-alanine
has been reported by Waingeh et al [3], the focus was on
obtaining conformational energies and determining solvent
effects of β-peptides structures, i.e. the polymer products that
may form in addition reactions of β-amino acid monomers.
Furthermore, the studies utilised Hartree-Fock and unspeci-
fied Density Functional Theory methodology only to report
the basic structural features of the compounds. However, their
studies showed that, relative to the gas phase calculations, the
inclusion of an implicitly simulated aqueous solvent (a variety
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of known biological processes involving β-amino acids occur
naturally in water) generally stabilised the conformers.
Importantly, they concluded that ‘intramolecular hydrogen
bonding may play a significant role in the stability of the
conformations.’ Furthermore, a combined experimental
(spectroscopic) and computational study byEugenia Sanz et al
[4] unambiguously confirmed the presence of intramolecular
hydrogen bonds (H-bonds) in the gas phase molecular struc-
tures of abundant conformers of β-alanine. Besides the
abovementioned reports [3, 4], other recent computational
studies of β-alanine have focused on topics unrelated to the
nature of, or influence that intramolecular H-bonding interac-
tions may have in (de) stabilising different conformers [5, 6].

An important feature of the formation of an H-bond is the
change that occurs for the X–H (where X is the H-bond donor)
stretching frequency [7].1 Most reported H-bonds are associ-
ated with a decrease of the X–H frequency and are therefore
appropriately known as ‘red-shifted’ or ‘proper’ H-bonds.
However, there are also numerous examples where the X–H
frequency increases upon H-bond formation [8–36]. This un-
usual phenomenon was first reported in the 1950s [8, 9] but
has only been investigated more rigorously since the nineties
[10–36]. To distinguish them from classical H-bonds, names
such as Banti-hydrogen bond^ and Bimproper blue-shifting
hydrogen bond^ have been used. In the vast majority of re-
ported blue-shifted H-bonds, the X atom is carbon, i.e. the
donor group is C–H [10, 12, 13, 16, 19, 26–33]. Moreover,
we note that (i) most reported blue-shifted H-bonds are
intermolecular, although not exclusively [10, 34] and (ii)
we are not aware of any study where red-shifted and
improper blue-shifted H-bonds were identified in a sin-
gle molecule.

Studies related to interpretation of blue-shifted H-bonds are
currently in agreement that competing interactions ultimately
determine the direction of the X–H frequency change. It is
only on the nature of the competing interactions where there
is some disagreement. For example, based on molecular orbit-
al theory, Joseph and Jemmis proposed a ‘unified explanation’
of H-bonds [35]. They divided factors affecting X–H bonding
in all X–H···Y (where Y is the H-bond acceptor) interactions
into two parts: (i) enhanced electrostatic attraction between
atoms X and H in the presence of Y facilitates contraction of
the X–H bond and (ii) the competing electrostatic attraction
between H and Y that facilitates elongation of the X–H bond.
More recently, from the study based on valence-bond theory,
Chang et al concluded that H-bonding is dominated by elec-
trostatic interaction, while polarisation plays the secondary
role [36]. According to their results, it is the competition be-
tween the covalent and ionic components of an H-bond that

determines the direction of the X–H frequency change, with a
comparatively stronger covalent structure favouring blue-
shifted X–H frequencies.

Most importantly, however, the current consensus is that
there is no fundamental difference (except X–H frequency
change) between proper and improper H-bonds [31, 35–47].
According to literature reports, it is the relative dominance of
one interaction above another which is responsible for either
elongation (red shift) or contraction (blue shift) of the X–H
bond, regardless of the interpretation of the exact nature of
competing interactions.

Many techniques used for the study of intermolecular H-
bonds are not suitable for the study of intramolecular H-
bonds due to the lack of well-separated reference states. For
instance, in order to calculate the binding energy for an intra-
molecular H-bond (as well as perform typical charge and
energy decomposition analyses [48–50]), a different covalent
bond is usually cut. This approach generates reference states
containing radicals and inevitably influences the description
of the intramolecular H-bond. Therefore, the study of intra-
molecular H-bonds in different conformers of, e.g., β-alanine,
requires the use of a suitable reference molecule, ref, in which
there is clear evidence that intramolecular H-bonding is ab-
sent. There are numerous documented examples of how a
reference molecule(s) can be utilised in order to estimate the
energy of an intramolecular H-bond [51–57]. While the ob-
jective of this study is related to the relative strength of dif-
ferent intramolecular H-bonds, it is not the main objective.
Our main focus is rather on understanding, on a fundamental
level, the nature of intramolecular H-bonding and its influ-
ence on all the atoms in the molecule. To this effect, we will
compare structures of β-alanine conformers in terms of de-
formation densities computed within the framework of the
recently developed Fragment, Atomic, Localized,
Delocalized and Interatomic (FALDI) electron density and
deformation density decomposition technique [58]. This ap-
proach will allow us to understand the manner in which elec-
tron density is redistributed among atoms and molecular frag-
ments upon conformational change leading to the H-bond
formation. Additionally, by employing the Fragment
Attributed Molecular System Energy Change (FAMSEC) en-
ergy decomposition [59], we will perform quantitative energy
analysis to determine how the presence of an intramolecular
interaction influences stability of (i) the entire molecule, (ii)
‘local’ fragments involved in the H-bond and (iii) the remain-
der of the atoms of the molecule, i.e. the atoms that are distant
from the intramolecular interaction. To achieve our main
goal, namely to explore and understand the fundamental
nature of proper and improper H-bonding using interac-
tions in β-alanine as a case study, we will also make use
of the descriptors defined by the Interacting Quantum
Atoms (IQA) [60] energy decomposition and Quantum
Theory of Atoms in Molecules (QTAIM) [61].

1 The IUPAC recommendation to depict classical (intra- and intermoleculear)
H-bonding is symbolically represented as a series of four chemically–bonded
atoms X–H···Y–Z
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Theoretical Background

QTAIM [61] provides a thorough description of an open quan-
tum system and is central to each of the methodologies used in
this work. Similarly, IQA [60] partitions the energy of a mol-
ecule, E, into various intra- and interatomic components (one-
and two-body components), including the intra-atomic (self)
energy of an atom A, EA

self , the interatomic energy of an inter-

action between atoms A and B, EA;B
int , as well as electrostatic

(classical) and exchange-correlation components of the latter,

VA;B
cl and VA;B

XC . However, we will not discuss QTAIM or IQA
in any detail as these theories are well-established and thor-
oughly described in the literature.

We utilize two new approaches developed by us recently.
The first gives expressions for a fragment attributed molecular
system energy change (FAMSEC) [59] and is deeply rooted in
the IQA framework and the theory of electronic separability of
McWeeny [62]. FAMSEC describes the energy changes
which a fragment G (made up of two or more atoms) un-
dergoes when a reference, ref, chemical state changes to its
final, fin, state. FAMSEC defines the energy change localized
to the fragment G as,

EG
attr−loc ¼ ΔEG

sel f þΔEG
int ð1Þ

and the energetic effect the fragment G makes with respect to
the entire molecule by:

EG
attr−mol ¼ EG

attr−loc þΔ ∑
X∈H

EG;X
int ð2Þ

where the sum in the final term runs over all atoms not
contained in G; they constitute the molecular fragment H.
‘Partitioning’ of a molecular system (without cutting any
existing bonds) into two (or more) fragments is free of any
restrictions; it is simply dictated by the choice of a G fragment
of interest.

The loc-FAMSEC term (Eq. 1, EG
attr−loc ) accounts for both

bonding and non-bonding regions within a fragment and gives
an indication of how a fragment is directly affected (in terms
of the self-energies of the atoms contained in the fragment and
the intrafragment interactions between them) when a structur-
al change occurs. On the other hand, the mol-FAMSEC term

(Eq. 2, EG
attr−mol ) gives the energy contribution which a frag-

ment makes to a molecular system when ref changes to fin. It
is important to stress that EG

attr−mol must not be confused with
the change in IQA additive atomic energies nor the strength of
an intramolecular interaction between two or more atoms.

Rather, EG
attr−mol can be used to probe the contribution to the

molecular energy from the perspective of any combination of
atoms upon a chemical or physical change, both in terms of

local fragment changes, EG
attr−loc, as well as the non-local effect

which a fragment has on the remaining atoms of a molecule,

Δ ∑
X∈H

EG;X
int . Using these terms one can probe the contribu-

tions made by various fragments of various sizes in order to
elucidate the energetic consequences of a change from ref to
fin. More information on the calculation and interpretation of
FAMSEC terms can be found in our previously published
works [59, 63].

The second theory of ours partitions the electron density at
any point r in real 3D–space into fragment, atomic, localized,
delocalized and interatomic (FALDI) [58] contributions.
FALDI decomposition products can then be separately trans-
formed using suitable transformation matrices to compute the
change in electron density (i.e. the deformation density) from
a ref to fin state. FALDI is therefore able to calculate deforma-
tion densities even for intramolecular interactions without the
need to ‘cut’ the molecule into separated fragments, which are
often chemically not viable due to the presence of free
radicals.

FALDI utilizes a concept from Domain Averaged Fermi
Hole (DAFH) analysis [64] related to the real-space distribu-
tion of the electron hole averaged over a QTAIM-defined
atomic basin. However, whereas DAFH diagonalizes such a
distribution to produce natural orbitals, FALDI uses the distri-
bution directly in order to give the contribution of each atom
to the total electron density at any given point r:

ρ rð Þ ¼ ∑
M

i
gi rð Þ ð3Þ

The gi(r) term stands for an atomic electron density distri-
bution (atom-ED) associated with the ith atomic basin. By
integrating gi(r) over entire molecular space the QTAIM-
defined atomic population, N(Ωi), is obtained that is equiva-
lent to N(Ωi) obtained by integrating the total electron density
over a domain Ωi. Atom-ED distributions are therefore the
real-space distributions of the electrons found on average in
an atomic domain. Importantly, FALDI decomposes each
atom-ED further into electrons localized to the corresponding
basin (localized-ED) and electrons delocalized between the
corresponding basin and all other atomic basins
(delocalized-ED):

gi rð Þ ¼ λi rð Þ þ ∑
M

X≠i

1

2
δi;X rð Þ ð4Þ

Localized-ED distributions (λi(r)) integrated over all
space give the QTAIM-defined localization index (λ(Ωi))
whereas integrating diatomic delocalized-ED distributions
(δi,X(r)) over all space gives the QTAIM-defined diatomic
delocalization index (δ(Ωi,ΩX). FALDI therefore not only
provides real-space distributions of all the QTAIM-
defined population statistics but can also reveal additional
information on the density distribution of a chemical sys-
tem that is not provided by their QTAIM counterparts.
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The details on how these terms are calculated can be
found in our recently published work [58].

FALDI also provides a novel scheme for calculating the
deformation density resulting from a ref to fin conformational
transformation using the terms in Eqs. 3 and 4; this kind of
deformation density has been impossible to calculate directly
previously. Since each atom as well as each interatomic inter-
action resides in different relative orientations and environ-
ments in two different chemical states, localized-ED and
delocalized-ED distributions can be measured in a fin con-
former and compared to uniquely transformed corresponding
distributions in a ref conformer, giving localized deformation
density (localized-DD) and interatomic delocalized deforma-
tion density (delocalized-DD) distributions:

Δcλ rð Þ ¼ ∑
M

i

finλi rð Þ − refλi Airð Þ� � ð5Þ

and

Δcδ rð Þ ¼ 2 ∑
M−1

i
∑
M

j¼iþ1

finδi; j rð Þ − refδi; j Ai; jr
� �h i

ð6Þ

where Ai and Ai,j are unique transformation matrices relating
the relative position and orientation of each atom or interac-
tion in ref to fin. The total, conformational deformation den-
sity is then simply the sum of all localized-DD and
delocalized-DD terms. While the terms defined in Eqs. 5
and 6 are used for the calculation of total deformation density,
they are also extremely useful for understanding the density
changes between two different conformational states.

Finally, we present here for the first time a visualization of
Pendás et al’s concept of privileged exchange channels [65]
using FALDI. A FALDI-based privilege indicator is calculat-
ed by taking the delocalized-ED value of an interaction of
interest (the primary interaction) at any coordinate r and
subtracting the value of (i) the largest competing secondary
delocalized-ED interaction at r, or (ii) the largest delocalized-
ED interaction other than the primary interaction at r. The
result is a distribution in real-space of where the delocalized
density associated with the primary interaction is dominant
with regards to either secondary interactions or all other
interactions.

Computational details

All geometry optimizations (using very tight convergence
criteria) and electronic structure calculations were performed
in Gaussian 09, revision D [66] at the RMP2/aug-cc-pvdz and
RB3LYP/aug-cc-pvdz level of theory using an implicit sol-
vent model (PCM) in water. Empirical dispersion corrections
of Grimme (GD3) [67] were included in all B3LYP geometry

optimisations and frequencies calculations. All six geometry
optimized structures correspond to energy minima as no neg-
ative frequencies were obtained. Cartesian coordinates for all
optimized molecules as well as promolecules are included in
Tables S1–S6 in PART 1 of the Supplementary Information
(SI). AIMAll version 16.10.31 [68] was used to calculate to-
pological properties, QTAIM molecular graphs and atomic
populations as well as IQA descriptors in case of B3LYP
wavefunctions. In case of the MP2-optimised structures,
IQA analyses were conducted using TWOe-14 program [69,
70] developed by Polestshuk; the BBC1 approximation [71]
of the two-electron density matrix (2EDM) was used to com-
pute IQA-defined Vee energy contributions (intra- and inter-
atomic, VA

ee and VA;B
ee , respectively). FAMSEC parameters

were generated from IQA data using in-house software.
AIMAll was also used to calculate atomic overlap matrices
for all systems at the B3LYP level. Atomic overlap matrices
were used to perform the FALDI decomposition and confor-
mational deformation densities calculations using in-house
software. All FALDI isosurfaces were visualized using
VMD [72].

All results, unless stated otherwise, are presented at MP2
level, with corresponding B3LYP data in the PART 2 of the SI.
FALDI calculations are very time consuming for MP2
wavefunctions. For this reason all FALDI data has been cal-
culated on B3LYP atomic overlap matrices; however, we have
found excellent agreement between B3LYP andMP2 trends in
IQA, QTAIM and FAMSEC results.

Finally, we utilize an approach described previously [73] to
analyse the density cross-section of a bond. This approach
simply involves calculating the Hessian matrix at the bond
critical point (BCP), following along the 2nd eigenvector by
set increments (usually 0.1 Bohr) and then recalculating the
Hessian and repeating the process. We use in-house software
for this approach.

Results and discussions

We decided to explore and compare the mechanism leading to,
and properties of, two intramolecular X–H···Y–Z bonding in-
teractions that are present in different conformers of β-
alanine; the four atoms are O–H···N–C and N–H···O–C in
the lower- and higher energy conformer (LEC2, and HEC),
respectively. These two fin states of β-alanine in water (PCM)
are similar to the gas phase structures reported by Eugenia
Sanz et al [4] and are presented as molecular graphs in
Table 1, whereΔE=finE–refE, X–H stretching frequencies, in-
teratomic distances and angles in the vicinity of the H-bonding
and electron densities at selected BCPs are also shown.

2 LEC is also the lowest energy conformer (global energyminimum structure)
of β–alanine (MP2 level).
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The interatomic H···Y distance in LEC (1.6326 Å) is sig-
nificantly smaller, by 1.1174 Å, than the sum of the van der
Waals (vdW) radii of H and N.3 The H···Y distance in HEC
(2.4387 Å) is only 0.2813 Å smaller in magnitude than the
sum of the vdW radii of atoms involved. This result, together
with the observed atomic interaction line (AIL) between H
and Y for both conformers and all descriptors shown in
Table 1, provides very clear evidence that (i) intramolecular
H-bonds are present in both cases and (ii) strongly suggests
that the red-shifted H-bond in LEC is significantly stronger
than the blue-shifted H-bond in HEC – descriptors in Table 1
are discussed in detail in PART 3 in the Supplementary
Information (SI) where the molecular graph of the ref structure
(a ‘linear’ conformer of β-alanine, Lin) is also shown,
Figure S4.

Exploring the changes of the atomic electron population
and bond charge polarization

To gain insight on how the formation of LEC andHEC com-
pares in terms of charge transfer, we analysed the changes in
atomic electron population, ΔN(A) = N(A)fin – N(A)ref; the
MP2 data is shown in Fig 1.

It is clear that atoms of LEC experienced much larger
change in the electron charge transfer/distribution; note that
only N11 (Y) and atoms of the methylene bridge (C2, H3 and
H4, which are relatively distant from the vicinity of the H-
bonding) show minimal changes in their electron population.
By contrast, the major changes observed inHEC occur distant
from the intramolecular H-bonding (atoms H9 and C2) and
are rather small in magnitude relative to the changes observed
in LEC. Comparing ΔN(A) for the W–X–H···Y–Z atoms of
LEC and HEC, i.e. in the vicinity of the intramolecular3 vdW radii taken as H = 1.20 Å, N = 1.55 Å and O = 1.52 Å [74].

Table 1 Molecular graphs and selected geometric features and properties of fin structures of β-alanine investigated in this work. a

a All values were obtained at the MP2 level.ΔE is the difference in molecular electronic energies, finE – refE, where the ref structure is shown in Fig. S4
in PART 3 of the SI. The values given in brackets refer to the change that occurs when going from ref to fin
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interaction, we see that significant differences between LEC
andHEC, in terms of atomic electron population changes, i.e.
|ΔΔN(A)| = ΔN(A)fin –ΔN(A)ref, have occurred:

& atom W; an outflow/inflow of electrons in LEC/HEC
took place and the difference in magnitude is large, i.e.
|ΔΔN(A)| = 37 me,

& atom X; an inflow of electrons in both conformers is ob-
served, but the relative increase in LEC is much larger
with |ΔΔN(A)| = 53 me,

& atom H; an outflow of electrons by approximately the
same magnitude of ± 12 me (|ΔΔN(A)| = 3 me) in both
conformers is observed,

& atom Y; the change is very small and comparable
(|ΔΔN(A)| = 2 me) in both conformers,

& atom Z, electron population increased in LECmuch more
as we obtained |ΔΔN(A)| = 42 me.

Importantly, the dissimilarities in the changes observed for
W, X and Z atoms strongly suggest that they might play an
important role with regards to the type of intramolecular H-
bond formation in these two conformers of β-alanine.
Considering the entire terminal functional groups of LEC,

the electron population of the donor –COOH increased by
+38 me whereas the acceptor –NH2 group decreased by –61
me. By contrast, these two moieties’ electron population in
HEC changed slightly; a decrease by –5 me is observed in
the case of the donor –NH2 group and negligible increase, by
+2 me, was found for the acceptor –COOH group.

We have also analysed the extent to which the ‘chemical
bonds’ became charge-polarised, on structural transformation
and the MP2 data of interatomic charge polarisation, as
Δ|Q(A) – Q(B)|, for each ‘chemical bond’ in LEC and
HEC (relative to ref structure Lin) is shown in Fig 2 By far
larger changes took place in the case of LEC where the sum
total of charge polarisation of all the ‘chemical bonds’ (ex-
cluding the H···Y interaction), ∑(Δ|Q(A) – Q(B)|) =+104 me,
indicates that the molecule as a whole has become much more
polarised. On formation of HEC, the sum total is a small
negative value (–3 me), indicating that the molecule has be-
come slightly less charge-polarised

The bond charge polarisation with regards to theW–X–H···
Y fragment increased by +177 me in LEC and in case of the
Y–Z bond it decreased by –41 me. Very different values are
observed in HEC, where the W–X–H···Y fragment experi-
enced a small increase of +23 me due to small (–3me) charge

Fig. 1 Molecular graphs of fin structures of LEC andHEC showing the
changes (at MP2) in atomic electron population,ΔN(A), on the ref (Lin)
to fin structural change. Colour coding: blue and solid frame = increase,
red and dashed frame = decrease, no colour and solid frame = no change

Fig. 2 Molecular graphs of fin structures of LEC andHEC showing the
changes (at MP2) in charge polarisation between chemically bonded
atoms, Δ|Q(A) – Q(B)|, on the ref (Lin) to fin structural change. Colour
coding: blue and solid frame = increase, red and dashed frame = decrease
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polarization decrease found for the W–X bond (+88 me was
found inLEC). It is notable here that, relative toLin, the X–H
bond becomes more charge-polarised on formation of both H-
bonds, ‘red-shifted’ inLEC (increased bond length, decreased
ρBCP) and ‘blue-shifted’ in HEC (decreased bond length, in-
creased ρBCP) despite them having strikingly opposite features
to each other, Table 1.

FALDI-based atomic deformation densities
of the W–X–H···Y–Z fragment

The FALDI approach, as discussed in the Theoretical
Background (Section 2), allows a real-space visualization of
the contributions of each fragment and atom as well as local-
ized and delocalized density to the total deformation density.
We have decided to focus on the atomic and interatomic
delocalized contributions of the X–H⋅⋅⋅Y interaction, as well
as the atomic contributions made by the adjacent carbon atoms
(Wand Z) of the fin conformersLEC andHEC, relative to the
ref structure, Lin.

Figure 3 shows 3D isosurfaces of the FALDI-defined atom-
ic contributions to the deformation density (atom–DD) for
atoms X, H and Y at B3LYP level. These isosurfaces are a
direct visualization in real-space of the total change in
QTAIM-defined atomic population and presents considerably
more information than the scalar net change in population
ΔN(A), Fig. 1. Atom X = O5 in LEC gains an overall net

+57mewhen the intramolecular X–H⋅⋅⋅Y (H-bond) is formed.
Importantly, however, Fig. 3 reveals that atom X is extremely
polarized, with large increase in density along the W–X bond
as well as outside of the X–H⋅⋅⋅Y interatomic region. Atom X
also increases the density at the H-bond accepter, atom Y =
N11. On the other hand, X decreases the total density along
the X–Hbond as well as along the H⋅⋅⋅Yinteraction. AtomX=
N11 inHEC shows several similar patterns as in LEC, name-
ly it (i) decreases density along the H⋅⋅⋅Y interaction, (ii) in-
creases density along the W–X bond, (iii) increases density
outside of the H⋅⋅⋅Y interatomic region and (iv) increases den-
sity in the lone-pair region of atomY. However, there are a few
distinct and fundamentally important differences. Unlike in
LEC, atom X in HEC increases density along the X–H
(N11–H12) bond and decreases density along its other bonded
hydrogen atom. In addition, atom X in HEC shows consider-
ably more delocalized changes throughout the carbon back-
bone of the molecule. As a result of these differences, atom X
(N11) inHEC gains considerably fewer electrons (+5me) and
is far less polarized than atom X (O5) in LEC.

Atom H shows very similar patterns in LEC and HEC in
that a comparable number of electrons are lost in both con-
formers, a common feature of H-bonding. Figure 3 shows that
the loss of electrons occurred along the X–H bond and despite
increase of density from H in the lone-pair region of atom Y.

The change that occurred at atom Y shows some similari-
ties in the two fin conformers in that it decreases density
around its own nucleus, specifically at its own lone-pair re-
gion. In LEC, Y = N11 increases density along the H⋅⋅⋅Y
interatomic region in a channel fashion as well as along the
X–H bond. In HEC, however, Y = O7 only increases density
along the X–H bond and has a considerably lesser effect at the
H⋅⋅⋅Y interatomic region, in that no discernible channel is ob-
served (even at much lower isosurfaces). We therefore see that
atom Y interacts with X and H in a very different fashion in
HEC as compared to LEC. Note also that atom Y in HEC
loses some density due to an interaction which was present in
the Lin structure but is absent in theHEC structure – a feature
which is easy to miss with traditional QTAIM analyses. This
loss of density is, in principle, unrelated to the H-bond forma-
tion but still decreases the total population change of atom Y.
Interestingly, while the net population change of the Y atoms
in both conformers is relatively small in comparison to atom
X, FALDI reveals that the net population change of atom Y is
the result of large but opposing changes in atomic charges.

3D isosurfaces of the FALDI-defined atom–DD for the W
and Z carbons bonded to X and Y are shown in Figure S5 in
PART 4 of the SI. AtomW in LEC loses a significant –27me
relative to Lin. FALDI reveals that, despite an increase of
density along the W–X bond, this net loss is mostly due to a
decrease in density along the carbon backbone. On the other
hand, atom W in HEC, with an increase in population by +9
me, does not significantly affect the density of the W–X bond

LEC HEC

X : H-bond
donor 

H : Hydrogen 
atom

Y : H-bond
acceptor 

Fig. 3 Relative to Lin, FALDI atomic deformation density isosurfaces
for selected atoms in LEC and HEC and changes in atomic populations
calculated at the B3LYP level.
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or the carbon backbone. Atom Z in LEC gained +44 me
mostly due to an increase with its bonded carbon neighbour
(within the carbon backbone), and decreased density along the
Z–Y bond. The influence of atoms Z and W in LEC therefore
seem to be exact opposite of each other – whereas atom W
removes density from the backbone but places it along theW–
X bond, atom Z removes density from the Z–Y bond but
places it in the backbone. By contrast, neither atom W nor
atom Z in HEC seems to alter the density of the W–X and
Z–Y bonds significantly.

In summary of the atom–DD distributions, we note a few
interesting features of the H-bonding interactions which are
uncovered by FALDI. Firstly, the opposing donations, (back-
donations) and polarizations of atoms X, H and Y of the X–
H⋅⋅⋅Y interatomic region leads to increased electrostatic polar-
ization throughout the molecule. For instance, inLEC atomX
decreases density near atom H but increases density near its
own nucleus and near atom Y. Atom H removes density near
its own nucleus but increases density near atom Y. Atom Y
removes density from its own nucleus but increases density at
atom X and along the X–H bond. Secondly, we note that atom
Y seems to be mostly responsible for the formation of a den-
sity channel along the H⋅⋅⋅Y interaction, a channel which
forms inLEC but not inHEC. Thirdly, the influence of atoms
W and Z is clearly revealed with FALDI. In LEC, W rein-
forces the W–X bond whereas Z removes density from the Z–
Y bond, features which do not occur in HEC. We will inves-
tigate these features more in the following sections, starting
with 3D isosurfaces of the interatomic delocalized deforma-
tion density.

FALDI-based interatomic delocalized deformation
densities of X–H···Y fragment

Figure 4 shows 3D isosurfaces of the FALDI-defined
delocalized deformation densities (delocalized–DD) for all di-
atomic interactions of the X–H⋅⋅⋅Y interaction for both LEC
andHEC; they were computed at the B3LYP level relative to
the Lin structure.

The delocalized–DD distributions are real-space distribu-
tions of QTAIM-defined delocalization indices and can be
interpreted as the density analogue of IQA-defined ex-

change-correlation (XC) interaction energies, VA;B
XC ; for con-

venience and to facilitate the discussion these terms are in-
cluded in Fig. 4.

The first set of isosurfaces in Fig. 4 displays the change in
delocalized density between atoms H and Y, i.e. the region
where H-bonding takes place. In LEC, a clear XC channel
(a blue isosurface linking H and N atoms) is formed, resulting
in an increase of 167 me shared between these atomic basins

and an associated XC stabilization,VH6;N11
XC = −26.4 kcal⋅mol−1.

The formation of such a channel is very reminiscent of Pendás

et al’s concept of the AIL as Ba privileged exchange channel^
[65]. To our knowledge, FALDI is the first technique which can
detect and visualize these channels as delocalized density dis-
tributions in real space. Note that the channel ex- tends just
between H6 and N11 and a small amount of delocalized density
is removed close to atom X. In stark contrast to LEC, the
change in density delocalized between atoms H and Y in
HEC (i) does not form a channel between H12 and O7 (even
at very low isovalues) but rather (ii) increases den- sity along
the X–H and Z–Y bonds. In comparison withLEC, the amount
of density shared is an order of magnitude smaller (27 me) and
the XC stabilization is only −3.1 kcal⋅mol−1. We see therefore
that the manner in which density is shared between atoms of the
X–H⋅⋅⋅Y fragment is fundamentally different in the two
conformers.

The remainder of the delocalized–DD isosurfaces are qual-
itatively quite similar for the two conformers, although at
much different magnitudes. For example, density delocalized
between atoms X and H generally decreases along the X–H
bond (by −154 and −22 me) and, as a result, XC destabiliza-

tion is observed with VO5;H6
XC = +25.80 and VN11;H12

XC =
+6.2 kcal ⋅mol−1 in LEC and HEC , respectively.
Furthermore, an increase in long-range delocalization between
atoms X and Y is also observed (by −130 and −28 me,

Fig. 4 FALDI interatomic delocalized deformation density isosurfaces
for selected interactions in LEC and HEC relative to Lin. Changes in
delocalization indices as well as IQA interatomic exchange-correlation
energies are shown; all calculated at the B3LYP level
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resulting in VO5;N11
XC = −12.3 and VN11;O7

XC =−3.3 kcal⋅mol−1 for
LEC and HEC, respectively) mostly with increased density
along the X–H bond and close to the Y nucleus but without
the presence of any form of an interatomic XC channel.

Delocalized–DD isosurfaces for the W–X and Z–Y inter-
actions are shown in Figure S6 in PART 4 of the SI. Notably,
atoms W and X experience increased delocalized density in
LEC along the W–X bond (by 46me and XC stabilization by
−8.4 kcal⋅mol−1) whereas they experience decreased, as well
as highly polarized, delocalized density in HEC (by −2 me
and XC destabilization by +0.9 kcal⋅mol−1). Atoms Z and Y
experience decreased delocalized density between them in
both conformers, i.e. along the Z–Y bond (by −27 and −6
me for LEC and HEC with XC destabilization by +6.2 and
+0.7 kcal⋅mol−1, respectively).

From the atom–DD and delocalized–DD distributions
(Figs. 2, 3, 4 and Figs. S5-S6 in PART 4 of the SI) it is clear
that the manner in which density is either accumulated, de-
pleted or delocalized along the W–X–H⋅⋅⋅Y–Z fragment is
significantly different in the red- and blue-shifted H-bonds
of LEC and HEC, respectively. In order to elucidate the na-
ture of these differences, we now turn to a more quantitative
approach, by analyzing 1D cross-sections of the FALDI-based
deformation density decomposition terms of selected
interactions.

1D FALDI cross-sections of X–H···Y interactions

Relative to Lin, the change in QTAIM properties (at B3LYP
level) at the BCP of the X–H bond for each conformer, are
detailed in Table 2. The electron density at the BCP decreased
by −0.0539 e for the red-shifted X–H bond in LEC, and in-
creased by 0.0010 e for the blue-shifted X–H bond in HEC.
These changes, ΔρBCP, are exactly as expected for the red-
and blue-shifted H–bonds [7]. For LEC, the positive change
in the Laplacian and negative change in the |V|/G ratio indi-
cates a less open-shell, less covalent, hence more electrostatic
interaction [75–77]. This is corroborated with changes in the

IQA-defined energy terms, (i) destabilizing ΔVA;B
XC =

+25.8 kcal⋅mol−1, (ii) stabilizing ΔVA;B
cl = −15.8 kcal⋅mol−1)

a n d ( i i i ) d e c r e a s i n g d e l o c a l i z a t i o n i n d e x ,
ΔDI(A,B) = −0.1543e. The resultant weakening of the X–H
bond, consistent with red-shifted H-bonds, is reflected well

with the destabilizing in nature change in the diatomic inter-

action energy, ΔEA;B
int = +10.1 kcal⋅mol−1. However, a set of.

interesting results is seen for the blue-shifted X–H bond in
HEC, namely a small increase in the ρBCP value is observed
(+0.0010 e), a decrease in the Laplacian and an increase in the
|V|/G ratio; this suggests a more covalent, more open-shell,
hence less electrostatic interaction. Contrary to this finding,

the DI has decreased (−0.0224 e), the ΔVA;B
XC term is

destabilizing (+2.6 kcal⋅mol−1) and the ΔVA;B
cl term is stabi-

lizing (−4.7 kcal⋅mol−1). It would appear as if the X–H (N11–
H12) bond in HEC became stronger (as expected for a blue-
shifted H-bond) with more covalent and less electrostatic char-
acter, even though the overall XC energy and the number of
shared electrons between atoms X and H decreased and the
electrostatic attraction increased. These changes appear to be
quite contradicting and in search for the origin of these trends
we made use of 1D FALDI cross-sections discussed below.

Figure 5 shows the total deformation density and its
FALDI-based decomposition. The cross-sections start at the
BCP between atoms X and H ofHEC and LEC. Atomic and
delocalized deformation densities are measured against the
exactly transformed vectors in the ref state, Lin. The cross-
section follows the λ2-eigenvector, as described in the
Computational Methods (Section 3). The position of the
BCP is at 0.0 on the X–axis as indicated by a green line and
positive values were obtained by following the vector in the
outward of molecule direction. The top two graphs give the
total deformation density, as well as the contributions to the
deformation density made by atoms X, H and Y. The bottom
two graphs illustrate the delocalized interatomic contributions
which the X–H, X⋅⋅⋅Y and H⋅⋅⋅Y interactions as well as their
sum made to the deformation density.

First and foremost, we notice that the total deformation
density (total-DD) at the BCP is negative for the X–H bond
in LEC but very slightly positive inHEC. This is in line with
the changes in electron density at the BCP presented in
Table 2. Importantly, FALDI can decompose the total-DD
and discover its origin. We notice that in both conformers
atom H decreases while atom Y increases density at the
BCP. However, we discovered a fundamentally different
mechanism at the atom X; it decreases in LEC but increases
density at the BCP inHEC, leading to resultant decreased and
increased deformation density computed for LEC and HEC,

Table 2 Changes in QTAIM properties at the BCP of the X–H bond at B3LYP level

Form ΔρBCP
(X–H)

Δ∇2ρBCP
(X–H)

Δ|V|/
G

ΔDI
(X,H) ΔEX;H

int ΔVX;H
XC ΔVX;H

cl

au kcal⋅mol−1

LEC (O5,H6) –0.0539 0.5717 −3.110 −0.1543 +10.2 +25.8 –15.8

HEC
(N11,H12)

0.0010 −0.0134 0.152 −0.0224 −2.1 +2.6 −4.7
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respectively. Hence, the increased electron density observed at
the BCP of the X–H bond previously shown for blue-shifted
H-bonds [34] therefore seems to originate from both atoms, X
and Y, which is a novel finding.

Secondly, we see large differences in the manner in which
electron density is delocalized at the BCP of the X–H bond. In
both conformers, the density delocalized directly along the X–
H bond is removed from the BCP, whereas density shared
between atoms X and Y as well as between atoms H and Y
is increased. In other words, both the X⋅⋅⋅Y long-distance and
H⋅⋅⋅Y direct interactions increased density along the X–H
bond. The ratio of increased and decreased delocalized density
differs for the two conformers, however, with the X⋅⋅⋅Y inter-
action contributing, relative to the other interactions (shown in
Fig. 5), much more inHEC conformer than in LEC conform-
er. The X⋅⋅⋅Yinteraction is therefore largely responsible for net
increase in total density at the X–HBCP inHEC. This finding
provides new evidencewith regards to the mechanism of blue-
shifted H-bonds.

Figure 6 shows the cross-section along the λ2-eigenvector
originating from the BCP between atoms H and Y directly
involved in the intramolecular H-bond formation. We note
first a very important fundamental difference: the total-DD
increases in LEC but decreases inHEC, despite the presence
of an AIL in both conformers. We have previously shown [73]

that the deformation density is a much better measure of the
concentration of density in terms of Feynman’s theorem [78]
during the formation of an inter- or intramolecular interaction.
Therefore, despite the formation of an AIL between atoms H
and Y in both conformers, only the AIL inLEC can be seen as
a true, or purposeful, accumulation of electron density on a
spontaneous intramolecular bond formation whereas the AIL
inHEC can be seen as a resultant, or residual, density that has
not been removed on a spontaneous intramolecular bond for-
mation (note that HEC is a stationary point on the potential
energy surface without negative imaginary frequencies). This
statement is supported by the isosurfaces in Figs. 3, 4, which
clearly show the formation of the XC channel between atoms
H and Y for LEC but not for HEC.

The origin of the total-DD at the H⋅⋅⋅Y BCP can be inves-
tigated by analysing the atom-DDs shown in Fig. 6. The
mechanism leading to the total-DD appears to be very much
the same in both conformers; atomX decreases density where-
as atoms H and Y increase density at the BCP. Clearly, it is the
ratio of these contributions which determines the sign of the
total-DD at the BCP. A comparatively small increase from
atoms Y and H relative to a large decrease from atom X in
HEC leads to the observed negative deformation density.

Finally, we look at the changes in delocalized-DD at the
H⋅⋅⋅Y BCP. The only factor increasing density in this region is

LEC HECFig. 5 Cross-sections along the
path defined by the λ2 eigenvector
at the BCP of the X–H bond of
LEC and HEC conformers, as
shown by the blue line in the ball-
and-stick representation at the top.
The total deformation density as
well as the change in selected
FALDI atomic density, relative to
Lin, is shown in the middle, and
the change in selected FALDI
interatomic delocalized densities
is shown at the bottom; all
calculated at the B3LYP level
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the density shared directly between atoms H and Y, whereas
the density shared by atoms X,H and X,Y decreases the den-
sity. Relative to HEC, more significant contribution comes
from the H⋅⋅⋅Y interaction in LEC and this leads to an overall
much larger delocalized density at the BCP in this conformer.
Again, these findings corroborate very well the observed XC
channel between interacting atoms of H and Y only in the
LEC.

Validity of the AIL between atoms H and Y

The results described above place some doubt regarding the
presence of the H⋅⋅⋅YAIL in both LEC and HEC. The ortho-
dox interpretation of an AIL – that it represents a bonding
interaction – has been slowly replaced during recent years
by an interpretation given by Pendás et al that an AIL repre-
sents a privileged exchange channel [65]. Tognetti and Joubert
have found [79] a correlation between the presence of an AIL
and the ratio of the IQA-defined XC interaction energy of the
primary interaction (here H⋅⋅⋅Y) and the largest (in absolute
value) XC interaction energy of any competing secondary
interaction, called by them a β parameter. In their systems,
they found that a β parameter larger than 1.35 was

consistently found with the presence of an AIL. Following
their approach, we have calculated the β parameter for the
H⋅⋅⋅Y interaction in LEC to be 2.14 and in HEC to be 1.07.
The H⋅⋅⋅Y interactions in β-alanine conformers are quite dif-
ferent from the interactions studied by Tognetti and Joubert;
hence, we probably cannot use the same cut-off ofβ > 1.35 for
the presence of an AIL. It is clear, however, that the H⋅⋅⋅Y
interaction in HEC is much more contested and less
privileged than the corresponding interaction in LEC. As an
alternative to the approach by Tognetti and Joubert, we can
compute and visualise privilege using FALDI-defined the
delocalized electron density distribution of the H⋅⋅⋅Y interac-
tion relative to either a selected single competing interaction, a
set of selected secondary interactions (here X⋅⋅⋅Y, X⋅⋅⋅Z,
W⋅⋅⋅Y, X⋅⋅⋅H, and W⋅⋅⋅H) or all remaining interactions. This
approach is detailed in the Theoretical Background
(Section 2). Such visualizations of privilege are shown in
Fig. 7 (relative to all secondary interactions) and Fig. S7 in
PART 4 of the SI, and as mentioned previously, to our knowl-
edge, FALDI is the first approach which can directly visualize
Pendás et al’s concept of privilege. In both molecules we see
that the H⋅⋅⋅Y delocalized density is dominant (privileged) at
or near the H⋅⋅⋅Y BCP, relative to competing secondary

LEC HECFig. 6 Cross-sections along the
path defined by the λ2 eigenvector
at the BCP of the H⋅⋅⋅Yinteraction
of LEC and HEC conformers.
The total deformation density as
well as the change in selected
FALDI atomic density, relative to
Lin, is shown at the top, and the
change in selected FALDI
interatomic delocalized densities
is shown at the bottom. Positions
of the BCP and ring critical point
are indicated by a green and red
line, respectively; all calculated at
the B3LYP level
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interactions. Since an AIL is present between H and Y atoms
in both conformers, finding privileged delocalized density
from FALDI’s perspective supports Pendás et al’s AIL inter-
pretation.We note, however, that the H⋅⋅⋅Yinteraction inLEC
forms a privileged channel, whereas in HEC only the region
corresponding to the lone pair of atomY is privileged (and to a
much lesser extent, noting the difference in the isovalues). In
comparison to all other delocalized–ED distributions in the
molecule (Fig. S7 in PART 4 of the SI), the H⋅⋅⋅Y interaction
in LEC is only dominant close to the lone-pair region of atom
Y whereas it is not dominant at all in HEC.

We conclude this section by stating that the AIL between
atoms H and Y in LEC is a result of (i) an inflow of density in
the bonding region and (ii) a privileged channel of delocalized
electron density across both basins that truly signifies a strong
covalent aspect of intramolecular H-bonding. On the other
hand, the observed AIL inHEC is most likely merely a topo-
logical phenomenon, despite an outflow of density and gen-
eral lack of a channel of privileged density. Therefore, the H-
bond in HEC shows comparatively little to no covalent char-
acter, mostly due to the fact that atom X donates more density
into the X–H bond than into the H⋅⋅⋅Y bonding region. This is
a fundamental difference between the red-shifted

intramolecular H-bond in LEC and the blue-shifted intramo-
lecular H-bond inHEC, a novel finding given that both inter-
actions are found in the same molecular system.

FAMSEC-based interpretation of the W–X–H···Y–Z
region

The FALDI-based analysis has revealed in real space the
atoms and molecular fragments that experienced most signif-
icant changes in density and this, in turn, has an influence on
computed FAMSEC energy terms. This is becauseΔN(A) and
Δcδ(r) descriptors will contribute (indirectly) to the computed

changes in self-atomic, hence self-fragment (ΔEG
sel f ) and di-

atomic, hence intrafragment interaction energies (ΔEG
int) when

a conformational change from ref to fin takes place.
Accordingly, we selected most relevant fragments containing
atoms that indeed experienced most significant changes in
both conformers, LEC and HEC, and computed FAMSEC-
defined energy terms are indicated in Table 3.

At first glance it is immediately clear that data in Table 3
reflects the differences between the red- and blue-shifted H-
bonding discussed in details in previous sections.
Furthermore, there are many excellent correlations between
trends in the computed FAMSEC energy terms and FALDI-
as well topological-based analyses. To this effect, note that
values obtained for the LEC (with ‘proper’ H-bond) are larg-
er, in some cases almost an order of magnitude, when com-
pared with those computed for the HEC (with ‘improper’ H-
bond). Furthermore, the larger change in atomic populations

found in LEC are reflected in larger ΔEG
sel f values for all

molecular fragments in Table 3. Similarly, most significant
interatomic deformation densities in LEC are reflected by
much larger intrafragment interaction energy changes, the

ΔEG
int term, in this conformer.
We will focus now on most important differences between

red- and blue-shifted H-bonds from the FAMSEC perspective.
To this effect let us consider the G = {X,H} fragment and we
note that:

a) (ΔEG
sel f )LEC >> (ΔEG

sel f )HEC and this correlates well with
trends found for changes in (i) atomic electron population
ΔN(A), Fig. 1 and (ii) atomic deformation densities of
O- and N-atoms in LEC and HEC, respectively, shown
in Fig. 3.

b) The intrafragment interaction energy changed
unfavourably for LEC but became more attractive in
HEC reflecting the fact (discussed in details in the pre-
vious sections) that the X–H bond became weaker in
LEC but stronger in HEC.

c) This fragment’s contribution to the energy of β-alanine
was significant and of stabilizing nature only in the case of
the LEC. This can be linked with large polarization

LEC

HEC

Fig. 7 FALDI-defined privilege of the H⋅⋅⋅Y interaction, relative to local
secondary interactions (X⋅⋅⋅Y,X⋅⋅⋅Z,W⋅⋅⋅Y,H⋅⋅⋅WandH⋅⋅⋅Z) forLEC and
HEC calculated at the B3LYP level
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effects that must facilitate the strengthening of interac-
tions with remaining atoms of the LEC, as reflected by

the large and negative (attractive) ΔEG;H
int value.

d) As one wou ld expec t , due to (ΔEG
sel f )LEC

> > (ΔEG
sel f )HEC, the {X,H} fragment became sig-

nificantly more destabilized in the LEC as mea-
sured by the loc-FAMSEC term.

Besides clear differences, there must be several similarities
because these two interactions represent an intramolecular H-
bonding taking place in the same molecule and involve the
same electronegative atoms, O and N. Indeed, FAMSEC re-
covers this notion fully as we observe similar trends in some
energy terms in both conformers. Focusing on most important
findings we note that:

a) In case of the G = {H,Y} fragment, (i) ΔEG
int < 0 and is

several times larger (in absolute term) in LEC; this corre-
lates very well with the interatomic delocalised deforma-
tion density (Fig. 4), which is also several times larger in
LEC; (ii) this fragment was stabilizedmuchmore inLEC
as we found loc-FAMSEC of about −95.9 and
−27.3 kcal⋅mol−1 for LEC and HEC, respectively. This
fragment became stabilized in both conformers because in
each case the favourable diatomic interaction energy

change (ΔEG
int < 0) compensated over an increase in

self-atomic energies (ΔEG
sel f > 0). This is consistent with

the presence of an AIL in both conformers and correlates
well with the relative strength of the two H-bonds.

b) The G = {X,H,Y} fragment representing the often used
three atom notation, X–H···Y, as expected, stabilized the
molecule and contribution made in LEC is several times
larger with mol-FAMSEC of about −63.3 and

−12.9 kcal⋅mol−1 for LEC and HEC, respectively. This
fragment itself became destabilized on H-bonding and the
loc-FAMSEC term is positive and of comparable value in
both conformers.

According to IUPAC, the X, H, Y and Z atoms should be
consideredwhen describing anH-bond. It was then interesting
to find out how this representation recovers the nature of the
red- and blue-shifted H-bonds from the FAMSEC perspective.
The 4-atom IUPAC fragment for LEC yields a local destabi-
lization of +22.8 kcal⋅mol−1 but an overall molecular stabili-
zation of −55.4 kcal⋅mol−1. It is clear that including atom Z
with the X–H⋅⋅⋅Y fragment does not significantly change the
local energetics of the H-bond, and slightly decreases the mo-
lecular stabilization from the perspective of the fragment.
Hence, a general description of H-bonding and conclusions
arrived at are very much the same regardless whether X–H⋅⋅⋅Y
or X–H⋅⋅⋅Y–Z representation is used; note that all five descrip-
tors in Table 3 are similar for the two molecular fragments. A
very different picture emerged in the case of HEC where 4-
atom representation changed not only the values but also signs
of most of the FAMSEC terms. Possibly most unexpected is
the change from stabilizing to destabilizing molecule contri-
bution made by the blue-shifted H-bond when 3- and 4-atom
(IUPAC) representation was used, respectively. It appears that
the IUPAC recommendation is not suitable for blue-shifted
intramolecular H-bond in this case.

As discussed in preceding sections, we found the W-atom
to be largely affected by the formation of the intramolecular
H-bond in the LEC. Hence, we decided to consider FAMSEC
computed energy components of the four-atom fragment W–
X–H···Y. In contrast to the X–H⋅⋅⋅Y–Z fragment, the W–X–
H ⋅ ⋅ ⋅Y fragment is highly stabilized in LEC ( loc-

Table 3 Energy components used for the interpretation of selected important molecular fragments in LEC and HEC a

Molecular fragment G
ΔEG

sel f ΔEG
int ΔEG

attr�loc Δ ∑
X∈H

EG;X
int ΔEG

attr�mol

LEC

{O5,H6} X–H 39.0 4.2 43.3 −69.8 –26.5

{H6,N11} H···Y 37.2 –133.1 −95.9 125.0 29.1

{O5,H6,N11} X–H···Y 64.4 –42.2 22.1 −85.5 –63.3

{O5,H6,N11,C8} X–H···Y–Z 57.9 –35.2 22.8 −78.1 –55.4

{C1,O5,H6,N11} W–X–H···Y 80.5 –150.5 −70.1 57.5 –12.5

HEC

{N11,H12} X–H 8.0 –1.8 6.2 −4.5 1.8

{H12,O7} H···Y 5.8 –33.1 −27.3 50.0 22.7

{N11,H12,O7} X–H···Y 10.4 7.7 18.2 −31.0 –12.9

{N11,H12,O7,C1} X–H···Y–Z 10.6 –11.0 −0.4 2.2 1.8

{C8,N11,H12,O7} W–X–H···Y 8.3 3.1 11.4 −21.5 −10.1

a All values in kcal⋅mol−1 at MP2
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FAMSEC = −70.1 kcal⋅mol−1). This is mostly a result of very
favourable local or intrafragment interaction stabilization
which can be linked with large charge-polarization taking
place on the H-bonding. This fragment also contributes to
molecular stabilization (mol-FAMSEC = −12.5 kcal⋅mol−1)
and is the only fragment involving atoms H and Y to show
both local and molecular stabilization in LEC showing again
the importance of the W-atom. By contrast, this atom has not
been influenced by the blue-shifted H-bond formation. This is
also seen from FAMSEC analysis; the addition ofW to the X–
H···Y fragment had no significant influence on the magnitude
of all indices and their sign remained unchanged.

A few notable conclusions regarding the energetic changes
(both local and non-local) of H-bond formation in β-alanine
are evident from the discussion above:

1. The G ¼ {X,H} fragment is locally destabilised in both
conformers, but considerably less so in HEC. However,
this fragment contributes to molecular stabilization only
in LEC.

2. The three atoms directly involved in H-bonding, X,H and
Y, are locally strained in both conformers by similar
amount. Due to favourable interactions of the {X,H,Y}
fragment with the remaining atoms of the molecule, how-
ever, formation of the H-bond exerts an overall stabilizing
influence on the entire molecular system that is much
larger in the case of the red-shifted H-bond.

3. Including atom Z as a part of the H-bonding fragment
does not significantly change the molecular energetics in
LEC, but leads to molecular destabilization in HEC.

4. Including atom W as a part of the H-bonding fragment
results in a very large local stabilization as well as an
overall molecular stabilization in LEC, whereas in HEC
it does not significantly change the energetics.

Clearly, upon formation of the H-bond the atoms involved
in the red-shifted H-bond interact in a fundamentally different
manner, both locally as well as with the rest of the molecule, in
comparison with the blue-shifted H-bond.

Conclusions

We have presented a rare example of a molecule, the amino
acid β-alanine, which can form a red- or blue-shifted intramo-
lecular H-bond, depending on the fin conformer that is
formed; in both cases the same heteroatoms are involved, O
and N, acting as either an H-bond donor (O–H or N–H) or as
H-bond acceptor and vice versa. We have shown that both the
lower energy conformer (LEC) and the higher energy con-
former (HEC) are stabilized relative to the fully linear mole-
cule (Lin) and that intramolecular H-bonds are formed; a red-
shifted H-bond is observed for LEC and a blue-shifted H-

bond is observed forHEC. Interestingly, the energy difference
between LEC and HEC is quite large (−4.9 kcal⋅mol−1, as
calculated by MP2), despite many reports in literature which
state that there is no fundamental difference between red-
shifted and blue-shifted H-bonds. We have therefore investi-
gated, using newly developed methods, the charge-
distribution and energetic consequences of the H-bond forma-
tion in β-alanine in order to determine whether the nature of
the observed H-bonds is fundamentally equivalent.

We have found several similarities between the red-shifted
H-bond in LEC and the blue-shifted H-bond in HEC, all of
which generally agrees with literature and the IUPAC recom-
mended criteria to define an H-bond. Both H-bonds (i) show
the presence of an AIL, (ii) are dominated by electrostatic
interactions (as measured by the components of the IQA-
defined diatomic interaction energy) and (iii) show distinctive
changes in QTAIM-defined atomic populations at the H-bond
donor (X), hydrogen atom (H) and H-bond acceptor (Y).
Specifically, a large inflow of density is seen at atom X, a
large outflow of density is seen at atomH, and atomY remains
generally unchanged, for both LEC and HEC relative to the
Lin conformer. We have also evaluated the observed H-bonds
in terms of a number of descriptors and criteria for H-bonding
listed by IUPAC; according to the computed properties obtain-
ed, both were found to be in full agreement with the recom-
mended IUPAC definition.

We have, however, found quite a large number of interest-
ing and fundamental differences between these two H-bonds,
including different charge rearrangement and delocalization
patterns along the (i) H⋅⋅⋅Y interaction as well as (ii) the X–
H bond, and (iii) a different manner of interaction of the X–
H⋅⋅⋅Y fragment with the remaining atoms in the molecule,
specifically the carbon atoms bonded to X and Y (W and Z,
respectively).

The newly developed FALDI charge decomposition
scheme for calculating conformational deformation densities
was utilized to investigate the changes in electron density and
delocalization patterns of the two fin conformers. FALDI re-
vealed a very distinctive difference between the red- and blue-
shifted H-bonds in terms of the manner in which electrons are
redistributed when the H-bond is formed: whereas atom Y
donates density into the interatomic regions of the H⋅⋅⋅Y inter-
action as well as the X–H bond in LEC, atom Y of HEC
donates density predominantly into the X–H bond, with a
negligible contribution into the H⋅⋅⋅Y bonding region
(Figs. 3 and 6). Similarly, the manner in which density is
delocalized between atoms H and Y upon H-bond formation
was found to be very different: a channel of delocalized den-
sity is clearly formed along the H⋅⋅⋅Y interaction in LEC,
whereas density between atoms H and Y in HEC is mostly
delocalized along the X–H bond and the Y lone-pair region
(Figs. 4 and 6). Due to these differences, a net influx of density
is seen along the H⋅⋅⋅Y interaction of the red-shifted H-bond,
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which is consistent with an interaction of increasing covalent
character, whereas an outflow of density is seen between
atoms H and Y for the blue-shifted H-bond. We have also
investigated the privilege of the exchange-correlation interac-
tion between atoms H and Y (Figs. 7 and S7 in PART 4 of the
SI), in line with the concept of Pendás et al. of the AIL as a
privileged exchange channel. We found that the red-shifted H-
bond in LEC is privileged relative to all other interactions in
the molecule, while this feature is clearly lacking for the blue-
shifted H-bond in HEC. For these abovementioned reasons,
we regard the blue-shifted intramolecular H-bond in HEC to
have a very small covalent component and show a fundamen-
tally different change in charge distribution as compared to the
red-shifted H-bond in LEC, leading to a weaker intramolec-
ular H-bond in HEC.

We have also found that, according to changes in various
QTAIM descriptors at the BCP of the X–H bond (Table 2), the
red-shifted X–H bond becomes weaker and more electrostatic
and the blue-shifted X–H bond becomes stronger and more
covalent. However, in both conformers the number of elec-
trons shared by X and H decreases, together with a decrease in
IQA exchange-correlation stabilization. Therefore, the in-
crease in covalency, bond strength and the origin of the
blue-shift of the X–H bond in HEC is a result of increased
density from atom Y, rather than from atom X, which is a
novel discovery realizable by FALDI.

Finally, using the FAMSEC energy decomposition ap-
proach, we have shown that the relative strength of the red-
shifted H-bond in LEC is not only a result of local changes
among atoms X, H and Y, but also non-local changes in the
interactions of the 3-atom fragment with the remaining atoms
of the molecule. In both H-bonds investigated, a local desta-
bilization of the X–H⋅⋅⋅Y fragment is observed of roughly the
same magnitude. However, this fragment shows very
favourable interactions with the remainder of the molecule,
resulting in an overall molecular stabilization, but consider-
ably more so for LEC than for HEC. Importantly, FAMSEC
therefore reveals that the molecular stabilization afforded by
the formation of an intramolecular interaction is not a local
event but rather inclusive of the entire molecule. Specifically,
FAMSEC data shows that for the H-bond in LEC, the W
carbon bonded to atom X plays a very important role in sta-
bilizing the molecule. This is a counter-intuitive result which
we will investigate more thoroughly in the future, since
IUPAC recommends that atom Z, rather than atom W, might
be important in certain H-bonds. FALDI also shows consider-
ably different charge rearrangements of the carbon backbone
for LEC andHEC, as well as different delocalization patterns
across the W–X and Z–Y bonds. Finally, changes in diatomic
polarization reveals that formation of the H-bond in LEC
results in an overall polarization of both the X–H⋅⋅⋅Y fragment
as well as the carbon backbone, whereas HEC becomes
slightly less polarized overall. Stronger electrostatic

interactions throughout the entire molecule is observed in
LEC, providing a possible explanation for the considerably
stronger interactions of the X–H⋅⋅⋅Y fragment with the remain-
der of the molecule as observed by FAMSEC. Therefore, we
note that the red-shifted H-bond in LEC interacts in a funda-
mentally different fashion with the remainder of the molecule
in comparison with the blue-shifted H-bond in HEC, leading
to a considerably stronger intramolecular H-bond and more
stable molecule overall.

In conclusion, we observe very different mechanisms of
formation for different H-bonds that occur in two different
conformers of β-alanine. While we cannot yet show whether
these are general differences between red- and blue-shifted
intramolecular H-bonds or whether it is specific for β-alanine,
we have shown the usefulness of FALDI and FAMSEC in
providing a novel view of H-bonding and providing critical
information regarding the origin of density and energetic
changes in the formation of intramolecular interactions.
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Chapter 8: Conclusions 

Summary 

The primary novel development of this work is the derivation and implementation of the 

Fragment, Atomic, Localized, Delocalized and Interatomic (FALDI) electron density 

decomposition. FALDI is a quantum chemical analytical scheme that is atom-centric and 

density-based. The FALDI scheme decomposes the electron density at any given coordinate 

into various 1- and 2-centre contributions related to the correlated probability of finding two 

electrons simultaneously at two coordinates – the electron pair density. At its base level, 

FALDI provides real-space, molecular-wide distributions of electrons localized to a single 

atom or electrons delocalized amongst two different atoms, thereby providing a holistic 

approach to a quantum mechanical definition of an atom in a molecule. 

This thesis discussed and derived the basic concept underlying FALDI as well as various 

implementations and applications of the theory. Generally, the work can be divided into two 

aspects: FALDI analysis of static (single state) electron density distributions, and FALDI 

analysis of deformation (two state) density distributions.  

Three different topics regarding static electron density analysis using FALDI were covered. 

The first concerned the description of localized and delocalized electrons of an atom in a 

molecule. In Chapter 3, we showed that the popular localization indices (LIs)1,2 of the Quantum 

Theory of Atoms in Molecules (QTAIM)3 is inherently flawed and misinterpreted. Using 

visualizations of FALDI’s localized electron density (loc–ED) distributions, we proved that 

QTAIM LIs describe a certain degree of delocalized electrons as well. We then developed an 

approach to calculate exclusively localized and delocalized electrons. We showed that our 

approach not only recovers classically expected core, non-bonded and valence electron counts 

for simple molecules, but also shed some classically unexpected light on the nature of aromatic 

electrons in benzene and the involvement of core electrons in formamide. In addition, our 

diagonalized FALDI distributions provide a very clear, atom-centric and density-based 

analytical tool to quantify and visualize electrons distributed in various modes, such as σ- and 

π-bonding distributions. 

We also addressed a major issue regarding the measurement of electron density 

concentration. In Appendix I, we showed that the formation of an atomic interaction line (AIL) 

is strongly dependent on its local environment, and therefore cannot be used as a measure of 
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molecular stabilization in line with Feynman’s theorem4, as Bader often argued it could.3,5,6 In 

Chapters 4 and 5, we showed that a much more exact measure of concentration can be made 

via the partial second derivatives of FALDI localized and delocalized density components. 

Such a measure of concentration is inherently non-relative and holistic, and does not suffer 

from a dependence on the local environment as an AIL. In this regard, we managed to develop 

a methodology for classifying each FALDI component as whether it concentrates, depletes or 

lowers the electron density, relative to a specific coordinate. We showed that the origin of any 

concentration or depletion is associated with the interference patterns of molecular orbitals 

simultaneously overlapping two or more atomic basins. We thus concluded that our 

classification scheme can be linked to molecular orbital bond theory, and we therefore 

established a strong link between quantum chemical topology (QCT)7 and conceptual 

molecular orbital theory. We were therefore justified in labelling each of our FALDI 

components as bonding, non-bonding and anti-bonding, relative to a specific coordinate in 

space. 

Using this classification, we investigated the multi-nature character of a number of AILs 

describing conventional interactions in Chapter 4. We recovered the classical 3-atom nature of 

an H-bond, and also showed the role which other atoms and atom-pairs play in the electron 

density description of an intramolecular H-bond. We also fully recovered the three-centre 

nature of B–H–B bonds in diborane, but also showed how electrons delocalized between the 

H⋅⋅⋅H contact as well as between the B⋅⋅⋅B contact contribute to the AILs between B and H 

atoms. Finally, we also illustrated the comparatively larger multi-centre character of a C=M 

bond in a Fischer carbene than a Schrock carbene. 

We extended our bonding, non-bonding and anti-bonding classification scheme further in 

Chapter 5, where we developed a tool with which one can investigate why an AIL is present in 

some interactions but absent in others. The proposed CP(r) function is an AIL indicator that 

takes into account which FALDI components facilitate or hinder formation of an AIL. Using 

the CP(r) in three case studies, we showed that the presence of an AIL is a result of an increased 

rate of change of facilitating (FALDI’s bonding density distributions) relative to the rate of 

change of depleting and ‘disruptive’ (FALDI’s nonbonding and antibonding distributions, 

respectively). Our criterion provides an additional understanding of an AIL, as well as the 

general electron density distributions in internuclear spaces. Since we can also link FALDI’s 

bonding, nonbonding and antibonding distributions to trends in molecular orbital interference 
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patterns as well as the forces acting on nuclei, we hope that the CP(r) function will provide a 

strong and interpretive tool in the future to investigate chemical bonding. 

In Appendix 1, we suggested that the deformation density – the change in electron density 

between a bound and unbound state – is also a better measure of the accumulation of density 

in an internuclear region for the fulfilment of Feynman’s theorem.4 However, orthodox 

deformation densities is only truly sensible for the study of intermolecular bonds, where a well-

defined reference state is chemically viable. Using the FALDI decomposition, we developed a 

scheme for the calculation of deformation densities resulting from conformational change 

rather than fragmentation. We derive our conformational deformation density approach in 

Chapter 6, and demonstrate that it is necessary to have molecular-wide 1-centre and 2-centre 

contributions, which can be separately transformed from a reference state to a final state, in 

order to calculate a sensible change in density. We compare orthodox, fragment-based 

deformation densities with our FALDI-based approach for the formation of an intramolecular 

H-bond in ethylene diamine, and showed that while both approaches capture the essential 

charge changes related to H-bond formation, the orthodox approach displays a large degree of 

interference due to the use of radical reference states. We also note that our approach can be 

used in conjunction to the popular Extended Transition State coupled with Chemical Valence 

(ETS-NOCV) approach,8 for validating as well as extending ETS-NOCV results. The ETS-

NOCV approach is used in Appendices 2 and 3 for the study of gold-hydride bonds as well as 

elucidating the nature of carbene bonds. 

Finally, Chapter 7 applies our FALDI-based conformational deformation density on the 

formation of a red-shifted and a blue-shifted intramolecular H-bond in the amino acid β-

alanine. In conjunction with the Fragment Attributed Molecular System Energy Change 

(FAMSEC) energy decomposition,9 we elucidated the effect of W and Z atoms in describing a 

multi-centre, WX–H⋅⋅⋅YZ H-bond. In addition, we showed that the fundamental nature of the 

red-shifted H-bond is significantly different than the nature of the blue-shifted H-bond, a 

hypothesis contrary to some literature suggestions. 

The FALDI decomposition, as a whole, represents an extension of Baders’ concept of a 

quantum atom in a molecule. Through the FALDI decomposition, an atom in a molecule 

defined by the topological condition of a zero-flux surface3 consists of (i) a nucleus signified 

by a local maxima in the electron density, (ii) a set of core electrons localized exclusively to 

the atomic basin, (iii) a set of non-bonded electrons, predominantly localized to the basin 

through constructive interference of molecular-wide functions and (iv) a set of delocalized 
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electrons that can be found in other atomic basins as well. Each of the electronic components 

can be quantified, either as an integrated total or along a 1D vector as well as visualized in 3D 

real-space using FALDI. In addition, each electronic component can be decomposed in a 

number of partially occupied functions, giving exact orbital density occupations such as core 

2p or π-bonding electron counts. The density of each atom, as well as the density shared by 

each atom-pair, can contribute to the concentration, depletion or removal of electron density 

throughout the entire molecule as a result of (de)constructive interference of molecular orbitals 

overlapping two atomic basins simultaneously. Therefore, the exact manner in which an atom 

or an atom-pair contributes to the bonding, non-bonding or antibonding modes of any chemical 

interaction can be elucidated, and the manner in which multiple atoms or atom-pairs contribute 

simultaneously, i.e. the multi-centre nature of an interaction, can be determined. Finally, the 

density that is shared by two atomic basins can be visualized in real-space, and often resembles 

channels of delocalized density. Such channels are reminiscent of a relatively recent 

interpretation of an AIL, Pendás et al’s concept of privileged exchange channels.10 

We suspect that we have only barely touched the surface of the topics that can be 

investigated using the FALDI decomposition. We hope that it will provide additional analytical 

tools for theoretical and computational researchers, as well as establish a stronger bridge 

between conceptual and theoretical chemistry. 

Implications

As mentioned in Chapter 1, the divide between quantum chemistry (an intrinsically holistic 

science) and general, experimental chemistry (an intrinsically atomistic science) is quite large 

and deceptively difficult to bridge. Specifically, the cornerstones of chemistry – atoms and 

bonds – are ill-defined in molecular quantum chemistry. A strong and universal quantum theory 

of an atom in a molecule provides a very good link between quantum and conceptual chemistry. 

FALDI provides an extension of QTAIM’s atoms, in that the holistic nature of electrons 

within a molecule is fully taken into account. FALDI provides a detailed view of how electrons 

found on average within an atomic basin are distributed throughout a molecule, whether they 

are localized or delocalized, and how they are distributed relative to chemical interactions. 

FALDI therefore strengthens the link created by the inception of QTAIM between conceptual 

chemistry and molecular quantum chemistry. FALDI also provides a very detailed description 

of electron density distributions with relation to chemical interactions, viz. chemical bonding, 

from a fully atomic and quantum mechanical perspective. 
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We note, however, that a severe paradigm shift is associated with the electron density 

distributions in internuclear regions and chemical bonding, as discussed in Chapters 4 and 5. 

FALDI analyses in this thesis have revealed the very prominent role of multicenter descriptions 

of chemical interactions, even for seemingly ‘pure’ diatomic bonds. If we are to arrive at a 

universal theory of chemical bonding, then it is very likely that predominantly diatomic bond 

models will become archaic.  

Future Work

While this thesis explores a large number of topics related to both the FALDI decomposition 

scheme as well as QTAIM, most of the topics can be further explored as well as applied to a 

larger set of systems. That said, there are a few technical details related to the implementation 

of FALDI which is of quite a high priority to us. 

Most importantly is the implementation of FALDI using multi-determinant wavefunctions. 

Currently, the orthodox FALDI decomposition scheme can be applied to any wavefunction 

using canonical orbitals or partially occupied, natural orbitals.11 However, Localized-

Delocalized-Overlap (LDO, Chapter 3) free loc–ED and deloc–ED distributions are currently 

limited to Hartree-Fock or Density Functional Theory wavefunctions. While the full 

implementation of FALDI for multi-deterimnant wavefunctions should be relatively straight-

forward (following along the lines of the correlated implementations of Domain Averaged 

Fermi Holes12-15), it will require significant re-design of the current computational algorithm 

that we have implemented. 

Our FALDI code itself was developed in various stages throughout the development of the 

FALDI scheme. While the code has been parallelized, as well as compiled on both UNIX and 

Windows, the memory-handling of the code is not optimized for scaling to larger molecular 

systems. We therefore hope to redesign our software in order to fully incorporate all of the 

features of FALDI in a computationally efficient manner. 

In terms of the development of the theory itself, we wish to further investigate the topology 

of specific FALDI components. Topological analysis is a useful tool to condense information 

and reveal trends across multiple systems, and topological analysis of specific FALDI 

components might reveal fundamental properties of these distributions. We also want to extend 

the FALDI scheme to the decomposition of other scalar fields related to the electron density, 

such as the kinetic energy density or Bader’s virial field.3 We hope that such developments can 

lead to improved tools with which concepts, such as chemical bonding, can be explored. 
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The conformational deformation density introduced in this thesis show quite some promise 

for the study of intramolecular bonds, or for calculating changes in density related to 

conformational changes (such as along normal modes, or for perturbed geometries in excited 

states). While orthodox, fragment-based deformation densities have been used before to study 

such systems, we wish to revisit many previous studies using our conformational approach. In 

addition, we wish to explore the full range of our approach in an applied fashion in conjunction 

with experimental studies. 

The FALDI scheme inherently allows for a careful investigation of long-range atom 

communication, specifically in terms of through-space or through-bond mechanisms. Long-

range communications are particularly prevalent in projects involving semi-conductors and 

photochemical applications. Therefore, we expect the FALDI approach to provide very useful 

information where long-range communication is important. 

Finally, we aim to use FALDI in exploring some fundamental and conceptual aspects of 

atoms in molecules and interactions between atoms. Concepts such as aromaticity, resonance 

and valency are relatively well-understood at a conceptual level, but difficult to express using 

molecular quantum mechanics. We expect FALDI to be able to provide some insight regarding 

many general chemistry concepts fundamentally related to an atom or the bonds between 

atoms.  
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The internuclear electron density distributions of various inter- and intramolecular interactions 

were investigated using QTAIM, IQA and NCI techniques. A novel method for examining cross-

sections of the electron density along the vector defined by the second eigenvalue of the Hessian 

matrix is introduced. The existence of atomic interaction lines is shown to be extremely 

dependent on the local environment and is mostly independent of the nature of the interaction. 

The deformation density is suggested as a more trustworthy measure of electron accumulation in 

terms of chemical bonding than the concentration of electron density as used to define QTAIM 

“bond paths” or NCI “regions of attraction”. 
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Nine kinds of inter- and intramolecular interactions were investigated by exploring the topology of elec-
tron density in the interatomic regions using standard protocols of QTAIM, IQA and NCI techniques as
well as in-house developed cross-sections of the electron and deformation density distributions. The first
four methods provide the properties of the resultant density distribution in a molecular system whereas
the later illustrates the process, inflow or outflow of density from fragments to the interatomic region of
an interaction on its formation in a molecular system. We used (i) the QTAIM-defined atomic interaction
line, AIL (presence or absence), (ii) IQA-defined interaction energy, EA;B

int , and its components, classical VA;B
cl

and exchange–correlation VA;B
XC term, (iii) NCI-defined isosurfaces to identify local regions of accumulated

(k2 < 0) or depleted (k2 > 0) density relative to immediate environment, and (iv) deformation density for
which Dq(r) > 0 indicates an inflow or otherwise an outflow of density on the interaction formation to
explore the nature of the interactions. We found (i) AILs for highly attractive and repulsive interactions,
regardless whether an inflow (Dq(r) > 0) or outflow of density into the interatomic region, (ii) no corre-
lation between the signs of k2 and EA;B

int ; both, highly repulsive and attractive, interactions might have
locally depleted density and vice versa, (iii) locally accumulated density (k2 < 0) does not imply that this
is the result of an inflow (Dq(r) > 0) of density and this equally applies to attractive and repulsive inter-
actions either with or without an AIL. Results obtained demonstrate that the molecular environment can
change the character of an interaction radically, from (i) attractive to repulsive, (ii) k2 < 0 to k2 > 0, or (iii)
Dq(r) > 0 to Dq(r) < 0; hence, none of the topological indices used here, either separately or combined,
can be used to definitely predict the (de)stabilizing nature of an interaction except highly repulsive ones
for which the absence of AIL, interatomic density depletion and outflow of density on interaction forma-
tion are observed.

� 2014 Elsevier B.V. All rights reserved.
1. Introduction

The analysis of the topology of the electron density, for instance
as it is used in the Quantum Theory of Atoms in Molecules (QTAIM)
[1] and the more recent Non-Covalent Interactions (NCI) [2–4]
method, is commonly used to identify and classify inter- and intra-
molecular interactions in molecular systems. Due to the relatively
low computational costs, these methods (under the umbrella of
Quantum Chemical Topology (QCT) [5]) have found widespread
use in all fields of chemistry, ranging from drug-design [6] to catal-
ysis [7] to large biological systems [8]. In QTAIM, the presence of a
bridge of maximal electron density between two atoms, commonly
referred to as a bond path or an atomic interaction line (AIL), is
observed for most cases where a classical chemist would expect
a chemical bond. Consequently, many chemists commonly use
the presence of an AIL as an indication of a chemical bond [9–12]
or, at the very least, a bonding interaction [13,14]. Numerous cases
exist, however, where either (i) classical chemists expect a bonding
interaction (or it is shown through other methods, such as energy
decomposition schemes) but no AIL is present [15], or (ii) steric
repulsion is believed to exist, but an AIL is seen regardless
[16–26]. These problem cases have resulted in a very long debate,
questioning on one hand the validity and interpretation of QTAIM
results [27–31] and on the other hand the nature of classical chem-
ical concepts, such as steric repulsion [32–36]. The chemical bond
itself also came into question since, as Bader put it, ‘Why should a
bond path, which recovers all Lewis structures, not be associated with
bonding in other cases?’ [28]. Although many regard the debate to

http://crossmark.crossref.org/dialog/?doi=10.1016/j.comptc.2014.10.005&domain=pdf
http://dx.doi.org/10.1016/j.comptc.2014.10.005
http://dx.doi.org/10.1016/j.comptc.2014.10.005
http://www.sciencedirect.com/science/journal/2210271X
http://www.elsevier.com/locate/comptc
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be stale [37,38], new papers are still being published regarding the
interpretation and physical nature of AILs [39–46].

NCI managed to solve one branch of QTAIM-associated prob-
lems, by showing that the absence of an AIL does not imply that
electron density cannot be concentrated in the bonding region of
an interaction. NCI identifies inter- and intramolecular interactions
by finding regions of low electron density between atoms where
the reduced density gradient (RDG) tends to zero [2]. These regions
are then classified as either ‘‘stabilizing’’, when electron density is
concentrated, or ‘‘destabilizing’’, when electron density is depleted
[2–4,47,48]. NCI therefore supplements typical QTAIM analysis in
three ways: (i) it identifies an interaction in 3D space, whereas
QTAIM only shows bridges, (ii) it can detect electron density
concentration, despite the absence of an AIL, and (iii) it can also
identify interactions due to regions of electron depletion. NCI can
also be used to approximately analyse interactions based only on
the geometries (without the need for an electronic structure
calculation) thereby allowing it to be used for very large systems.
However, NCI will always show a region of concentration wherever
an AIL is present [49], and is thus marred by the same problem of
interpretation with regards to controversial interactions (such as
the CH� � �HC interactions in the bay of biphenyl). Both NCI and
QTAIM are very attractive tools for a computational chemist to
use, for their relative simplicity, insight and low computational
cost but interpreting the results of these methods, especially in
the realm of potentially new and not-yet-understood interactions,
is still very unclear.

The so-called orthodox interpretation of an AIL, as given by
Bader [50], is that it signals a bonding interaction, and only at equi-
librium geometries (when no net forces are acting on the atoms) it
can be related to a chemical bond. Bader arrived [50] to this state-
ment by first pointing out that the sign of the eigenvalues k1, k2 and
k3, of the Hessian matrix (the ordered matrix of second derivatives
in 3D space), as well as the sum of eigenvalues, the Laplacian
(r2q(r)), can be related to the concentration or depletion of elec-
tron density in a specific axis or at a point, respectively. Specifi-
cally, when r2q(r) > 0, the second-order change in the electron
density is positive at r, the density at r is less than the average
of its surrounding density, and the electron density is said to be
depleted; similarly, electron density is concentrated at r when
r2q(r) < 0. The same applies to the individual component eigen-
values of the Hessian matrix, but along a specific axis. The topolog-
ical condition for an AIL to be present is that density is depleted
along the AIL (k1 > 0), but concentrated across it (k2 and k3 < 0).
By convention, k1 P k2 P k3, and k1 > 0 between any two atoms,
hence k2 is of particular importance because its sign will determine
whether electron density is concentrated or depleted across an
interaction; this is also the base of classification used by NCI. Bader
then linked [1,50] the concentration of density (as measured by the
second-derivative of the electron density) through the local
statement of the virial theorem, to a concept of bonding: that a
‘‘build-up’’ of charge is observed in the bonding region upon for-
mation of a chemical bond [51–55]. Through this reasoning Bader
then suggested that a concentration and depletion of electron den-
sity is stabilizing and destabilizing, respectively, and therefore that
the presence of an AIL (a maximal concentration of density) can be
regarded as a bonding interaction. The same interpretation was
then applied in NCI, with regions of concentration deemed as
stabilizing and attractive, and regions of depletion often referred
to as steric strain [2,47–49].

While there have been debates with regards to the nature of the
energetic stabilization which occurs upon bond formation
(whether it is potential [1,51,52] or kinetic in origin [56,57]), there
can be little doubt that one of the key features of any form of
chemical bonding is increased charge density in the bonding
region. This is true even for atoms bound only by dispersion,
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where, as Feynman [53] puts it, ‘‘each atom is attracted to the distor-
tion, centred in the bonding region, of its own charge density’’, as well
as very electrostatic or ionic interactions, where the increased den-
sity is mainly localized to one atom (but still more so within the
bonding region). However, it is not clear how this ‘‘build-up’’ of
charge can be measured. Is the concentration or depletion of den-
sity, as used by the orthodox interpretation of an AIL or NCI regions
of interactions, truly indicative of increased or decreased electron
density in the bonding region, respectively, and thus synonymous
with energetic stabilization or destabilization? Is it a measure of
the electron density of a small region relative only to its environ-
ment, or can it be linked with the electron density relative to an
unbound state? Finally, Pendás et al. [38] have provided an alterna-
tive interpretation of an AIL, which suggests that an AIL signals a
privileged exchange–correlation channel. Their interpretation pro-
vides an elegant alternative to the orthodox QTAIM interpretation
of AILs as bonding interactions. Their interpretation has been put
to the test by Tognetti and Joubert [58] who measured the
QTAIM-defined delocalization indices as well as the exchange–
correlation contribution to the IQA-defined diatomic interaction
energy between competing (close) pairs of atoms, and found that
Pendás’ interpretation holds with a small margin of ambiguity.

In this work we will investigate Bader’s claim, as it is commonly
used in QTAIM and NCI literature, by careful investigation of the
electron density and its changes in a wide range of interactions
in various molecular systems, ranging from equilibrium to non-
equilibrium geometries, as well as several controversial CH� � �HC
interactions in different environments. QTAIM and NCI analyses,
as well as the changes observed with changing geometries and
environments, will be compared with results from the Interacting
Quantum Atoms [59,60] (IQA) energy decomposition technique,
as well as investigated carefully with one dimensional cross-sec-
tions of the electron density. We also investigate the use of the
deformation density as an alternative measure of the ‘‘build-up’’
of charge in the bonding region.
2. Methods and computational details

All geometry optimizations and electronic structure calcula-
tions were performed in Gaussian 09, revision D [61] at the
RMP2/6-311++G(d,p) level of theory in solvent (PCM/UFF) except
water dimer where RMP2/6-31+G(d,p) in the gas phase was used.
QTAIM and IQA analyses were carried out in AIMAll [62] using
the Proaim integration algorithm with very high angular quadra-
ture outside the beta sphere for IQA calculations. NCI calculations
were carried out using NCIPlot 2.0 [4] and corresponding isosurfac-
es were visualized in VMD 1.9.1 [63]. Finally, one-dimensional
cross-sections of the electron and deformation densities along k2

eigenvectors were performed using in-house software.
In order to calculate the cross-sections of the electron and

deformation densities, the geometric interaction point (GIP) was
determined which corresponds to the point of lowest density
directly between two nuclei. The eigenvector corresponding to
the k2 eigenvalue of the Hessian matrix was then calculated, and
two new coordinates were generated at a specific distance (usually
0.05 au) in both directions along this vector. The electron densities
were then recorded at these points and new coordinates generated
based on the eigenvectors corresponding to the k2 eigenvalues at
these points. This process was repeated until a pre-determined
length (usually 2 Å in both directions) was reached. For brevity,
the entire path followed through this process is referred to the
k2-eigenvector. The k2-eigenvector therefore will always originate
from the GIP (which occasionally may coincide with a QTAIM-
defined bond critical point, BCP) and will pass through any corre-
sponding NCI-defined interaction critical point (ICP) or BCP, ring
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critical point (RCP) and cage critical point (CCP). However, in
congested molecules the k2-eigenvector corresponds to the cross-
sections of multiple interactions and in such cases the path fol-
lowed for the cross-section was calculated as a straight line along
the initial k2-eigenvector at the GIP. In order to calculate the cross-
sections of the deformation density, the electron density for each
fragment was calculated along the same k2-eigenvector as for the
cross-section of the molecular electron density. The cross-section
of the molecular density was then subtracted from the sum of frag-
ment densities to give the cross-section of the deformation density.

To generate a wide range of structures for water dimers in four
different conformations, selected interatomic distances in each
conformer were fixed at preselected values and the structures
were optimized with geometrical constrains shown in Table S1 of
the SI. The deformation density was generated from single point
calculations (SPCs) carried out on each monomer.

Two conformers of (un)protonated 2,20-bipyridine were gener-
ated by keeping the N,C,C,N dihedral angle (DA) fixed at
DA(N,C,C,N) = 0� and 180�, corresponding to s-cis and s-trans forms,
respectively. Deformation densities were calculated by fragment-
ing each structure into two radical pyridine fragments and carrying
out SPCs at UMP2 level with duplet multiplicities, as shown in
Fig. S1 of the SI.

A conformational analysis of nitrilotri-3-propionic acid (NTPA)
was carried out using Spartan ’10 [64] and the MMFFaq force field.
Deformation densities were obtained from SPCs carried out on four
radical fragments, three duplet �(CH2)2COO� and one quartet
N-tom fragment as shown in Fig. S2 of the SI.

Deformation densities of monoprotonated aliphatic polyamine,
thriethylenetetramine (2,2,2-tet) were calculated by fragmenting
each conformer into three radical fragments (corresponding to
two duplet fragments, �(CH2)2(NH3) and �(CH2)2(NH2), and a triplet
�(NH)(CH2)2(NH)� fragment, as shown in Fig. S3 of the SI.

Cross-sections of the electron and deformation densities of
selected interactions were calculated along the k2-eigenvector at
the GIP except water dimers for which BCP was used to generate
the initial value of the eigenvector.
3. Results and discussion

3.1. Water dimers

Fig. 1 shows four water dimers, d1 to d4, where water mole-
cules were arranged in various relative configurations to test dif-
ferent competing intermolecular interactions. Dimer d1
represents the lowest energy equilibrium structure, with the mol-
ecules bonded with a classical intermolecular O–H hydrogen bond.
The remaining dimers were selected with the aim to simulate
intermolecular interactions in a crowded (strained) environment:
(i) dimer d2 was prepared to test an O� � �O interaction, with hydro-
gens (and oxygen lone-pairs) arranged in a perpendicular manner,
(ii) dimer d3 was constructed to study the competition between
O� � �H and O� � �O interactions in the same space, with water mole-
cules approaching in the plane, and (iv) in dimer d4, the head-on
approach of hydrogens in a planar arrangement allowed for study-
ing H� � �H interactions. In each dimer, the distance of the primary
d2 d1 

Fig. 1. Ball-and-stick representation of w
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interaction was varied: d(H5---O1) in d1, d(O1---O4) in d2 and
d3, and d(H2---H4) = d(H5---H6) in d4.

3.1.1. Energy profiles and molecular graphs
The electronic energy of dimer d1 exhibits a global minimum at

d(O- - -H) = 1.946 Å but the electronic energy of dimers d2, d3 and
d4 (as shown in Fig. 2) continuously increases as d(A---B)
decreases, demonstrating that these dimers are truly in unfavour-
able conformations (with constraints removed in the optimization
operations, dimers d2–d4 revert to the d1 configuration). The var-
iation in QTAIM-defined molecular structures is also shown in
Fig. 2. AILs are found for the O� � �H and O� � �O interactions in d1
and d2, respectively. Whilst the AIL between O1 and H5 in d1 is
entirely expected and easily interpreted as a classical (stabilizing)
H-bond, the interaction between O1 and O4 in d2 is clearly desta-
bilizing the dimer, hence the significance of the AIL between these
atoms is difficult to interpret. It is important to note that the gen-
eral feature of topology of the electron density between A and B in
d1 as well as in d2 remains essentially the same at all d(A---B) dis-
tances – a single AIL is always observed. A different picture is
observed for d3 where initially a single and straight AIL is seen
at d(O---O) < �2.4 Å, which splits into two AILs at d(O---O)
�2.4 Å and as a result two BCPs and a RCP are present.

However, regardless of the interatomic distance, AILs are
always linking oxygen atoms. Finally, in d4, AILs are initially
observed for the H� � �H interactions at d(H---H) 6 �2.0 Å, with a
RCP between oxygen atoms in the middle of the intermolecular
six-membered ring. At distances larger than about 2.0 Å, AILs are
rather seen between oxygen atoms; initially, at d(H---H) �2.4 Å
a bifurcated AIL (including RCP) is observed which changes to a
single AIL at d(H---H) P 2.8 Å.

It is fairly clear from Fig. 2 that the presence of AILs and their
interpretation is not quite obvious. This is because (i) AILs seem
to appear between atoms involved in both, classically attractive
and repulsive, interactions and (ii) in the case of d3 and d4, the
change in the molecular graphs does not seem to correlate with
any significant change in the electronic energy which decreases
monotonically throughout. Also, the appearance of bifurcated AILs
in d3 and d4 cannot be easily explained, although (following Bader
[1]) they might be examples of ‘‘catastrophe points’’ signalling
unstable metafolds. The traditional interpretation of Bader, which
states that AILs signify ‘‘bonding’’ interactions [50], is difficult to
apply to most of these interactions; it is only for the equilibrium
structure of d1 where the AIL can be truly interpreted as resem-
bling a chemical bond. We therefore turn to NCI for additional
insight.

3.1.2. NCI analysis
The NCI regions of interaction (colour-coded blue for k2 < 0 and

red for k2 > 0) for each water dimer at selected d(A---B) values are
shown in Fig. 3; for a full set of NCI plots see Figs. S4–S7 in the SI.
Superficially, NCI correlates well with the molecular graphs: an AIL
is seen when k2 < 0 and the density is said to be concentrated (in
the QTAIM and NCI terminology). This is not surprising and has
been pointed out before [50]. The spatial property of NCI-regions
expands the analysis and is of great help in monitoring variation
d3
d4 
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Fig. 3. NCI isosurfaces (with RDG isovalue = 0.9 au) for water dimers: d1) d(O---
H) = 2.0 Å; d2) d(O---O) = 1.6 Å; d3) d(O---O) = 2.4 Å; d4) d(H---H) = 2.0 Å. Isosur-
faces are coloured from blue to red by �0.03 6 q(r) � sign(k2) 6 +0.03 au. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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in the electron density distributions throughout a molecular sys-
tem. For instance, in d3 at d(O---O) = 2.4 Å, a very small region is
seen directly between O-atoms where k2 > 0, whereas large
regions, with k2 < 0, are seen between the H� � �O interactions. This
observation clearly shows that, even though the AIL always links
O-atoms for all d(O---O) in d3, AIL might be influenced by the
k2 < 0 regions involving the H� � �O interactions which, in turn, can
give rise to features such as bent AILs as well as splitting at
d(O---O) = 2.4 Å (see Fig. 2c). Furthermore, regions where k2 < 0
are seen for the H� � �H interactions, with a clear region of k2 > 0
for the O� � �O interaction in d4 and in this case it correlates with
the presence of AILs linking H-atoms at short distances. However,
as d(H---H) increases, the region where k2 > 0 vanishes and is
replaced by a homogeneous k2 < 0 region, which is spread out
between the H� � �H and O� � �O interactions as shown in Fig. S7 of
the SI.

A clear interpretation of NCI-defined isosurfaces in terms of
bonding interactions might be confusing because regions where
164
(i) k2 < 0 have been described as ‘‘concentrating’’, ‘‘stabilizing’’ or
‘‘attractive’’, whereas (ii) k2 > 0 are referred to as ‘‘depletion’’,
‘‘strain’’ or ‘‘destabilization’’ [2–4,47–49]. It appears that, in the
NCI interpretations, the locally increased density became synony-
mous with attractive and stabilizing interaction (opposite interpre-
tation applies to k2 > 0). Using these interpretations, however, one
would have to attribute both the O� � �H (in d1) and O� � �O (e.g., in
d2), as ‘‘attractive’’ interactions. Hence, it is reasonable to question
whether it is correct to state that a concentration of density (imply-
ing k2 < 0) is indeed attractive or stabilizing and to gain further
insight we now turn to the IQA method.

3.1.3. IQA analysis
Table 1 shows the interaction energies, EA;B

int , as well as its com-
ponents, the electrostatic term VA;B

cl and exchange–correlation
term, VA;B

XC . A few interesting patterns are observed within the
IQA analysis of the water dimers: (i) all O� � �H interactions, espe-
cially the AIL-linked O1� � �H5 interaction in d1, are highly attractive
ðEA;B

int < 0Þ and electrostatic in nature ðjVA;B
cl j � jV

A;B
XC jÞ, (ii) all O� � �O

and H� � �H interactions are repulsive and (iii) except for the O� � �H
interactions in d1 and d3, IQA and NCI results do not correlate.
The last observation shows that when k2 < 0 in the bonding region
of an interaction, it does not necessarily result in the two atoms
being physically attracted towards each other. To support this,
let us consider interactions in d4 as an example. At d(H---H) =
1.6 Å, IQA shows a repulsion of +62.0 kcal/mol between each
hydrogen pair, despite k2 = �0.0210 au. On the other hand, one
observes k2 = 0.0176 au in the bonding region for the O� � �O inter-
action and this correlates well with a large repulsion of
+166.9 kcal/mol at d(H---H) = 1.6 Å as well as with a common per-
ception of steric hindrance even though O-atoms are not involved
in a direct contact. However, at d(H---H) = 2.8 Å, the large repul-
sion between oxygens is still present (+126.7 kcal/mol) but now
we observe k2 < 0 in the bonding region as well as an AIL.

The interpretation that AILs and NCI regions of density concen-
tration are stabilizing in nature [1,2,50] rests upon the concept that
an increase in charge density in the bonding region of an interac-
tion is associated with typical bonding mechanisms. Hence, the



Table 1
Analysis of interactions in water dimers, d1–d4, in terms of interaction energies and electron density in the interatomic bonding region.

Dimer Distance Interaction EA;B
int

a VA;B
cl

a VA;B
XC

a AIL q(r) � sign(k2)b Dq(r)GIP
c

Å A� � �B

d1 1.946 O1� � �H5 �126.1 �116.3 �9.8 Yes �0.0240 +0.0010
O1� � �O4 158.4 163.3 �4.9 No – –

d2 2.6 O1� � �O4 157.2 168.6 �11.4 Yes �0.0178 �0.0036
O1� � �H5 �76.2 �76.1 �0.1 No – –

d3 2.0 O1� � �O4 154.1 191.0 �36.9 Yes �0.0524 �0.0094
O1� � �H5 �121.3 �117.3 �4.0 No �0.0406 �0.0069

d4 1.6 H5� � �H6 62.0 64.7 �2.6 Yes �0.0210 +0.0007
O1� � �O3 166.9 175.5 �8.6 No +0.0176 �0.0015
O1� � �H5 �103.0 �100.3 �2.7 No �0.0233 �0.0001

2.4 H5� � �H6 45.2 45.5 �0.5 No �0.0032 +0.0002
O1� � �O3 140.0 141.8 �1.8 Yesd +0.0037 +0.0001
O1� � �H5 �78.7 �78.2 �0.4 No �0.0036 +0.0002

2.8 H5� � �H6 39.6 39.7 �0.2 No �0.0013 +0.0001
O1� � �O3 126.7 127.6 �0.8 Yes �0.0016 +0.0001
O1� � �H5 �70.0 �69.7 �0.1 No �0.0015 +0.0001

a Diatomic interaction energies and decomposed components, all in kcal/mol.
b Values in au at GIP.
c The deformation density in au at GIP.
d The AIL is bifurcated into two O� � �O AILs, with 2 BCPs and a RCP.
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sign of k2 gives an indication of bonding interactions for the most
commonly accepted chemical bonds, such as the O� � �H interaction
in d1. However, since the sign of k2 gives strictly the local density
increase (or decrease) relative to adjacent density regions, one
might wonder whether its interpretation in terms of attractive
(or stabilizing) contribution is equally applicable for all interac-
tions. Specifically, in highly congested systems (such as the d3
and d4 water dimers) or isolated interactions in non-equilibrium
geometries (such as the O� � �O interaction in the d2 water dimer)
the use of the sign of k2 only shows a local maximum, minimum
(or inflection point) of electron density, but does not give any indi-
cation of an increase due to an inflow (or decrease caused by an out-
flow) in the density upon the formation of an interaction.

Hence, we decided to investigate two aspects of the density dis-
tribution with closer focus on: (i) the resultant distribution of den-
sity at a specific state or geometry of a molecular system and (ii)
the processes which transform the density from the initial (non-
interacting fragments) to final topology of molecular state under
consideration. Within this framework, a resultant electron concen-
tration shows where the electron density is at a local maximum,
whereas the processes at work show how the density contribution
came to be. In order to study these phenomena, we report here the
1D density cross-sections of specific interactions in the water
dimers, as well as the 1D cross-sections of the deformation density
of each dimer, using water monomers as initial constructor states,
according to the methodology set out in Section 2.

3.1.4. Density cross section and deformation density analysis
Fig. 4(a) shows the density cross-sections of the O� � �H and

O� � �O interactions in d1 and d2. Remarkably, there is no qualitative
difference between the density cross-sections perpendicular to the
A---B axis of the d1 and d2 dimers: a local maximum is seen
directly between atoms involved. Because of that, the observed
topology generates a point in space where the first order change
crosses zero, resulting in a bond critical point, and a region where
the second-order change is negative, as shown in Fig. S8 of the SI.
Furthermore, an almost identical variation obtained for the first
and second order changes in d1 and d2 indicates that the resultant
electron density distribution is qualitatively identical for these two
radically different interactions. However, the deformation density
(Dq(r)) cross-sections, shown in Fig. 4b, uncover the different nat-
ure of these two interactions. In d1, forming the O� � �H interaction
resulted in Dq(r) > 0 with an inflow of electron density into the
16
bonding region which is consistent with the concept of chemical
bonding On the other hand, forming the O� � �O interaction in d2
resulted in a negative deformation density. This appears to corre-
late well with the repulsive nature of this interaction for which it
is favourable for electron density to be removed (dissipated) from
the bonding region of the O� � �O interaction. The deformation den-
sity thus shows two very different processes which give rise to
similar final density distributions.

The understanding and interpretation of NCI plots, as well as
molecular graphs, for dimers d3 and d4 is facilitated greatly by
cross-sections of the electron density shown for d4 in Fig. 5 and
for d3 in Fig. S9 in the SI. At short d(H---H), e.g., 1.6 Å, the cross-
section of the electron density in d4 shows two clear peaks,
corresponding to the BCPs between hydrogen atoms, and a local
minimum, corresponding to the RCP between oxygen atoms. As
d(H---H) gradually increases, the density at BCPs corresponding
to the H� � �H interactions shows a faster decline than density attrib-
uted to the RCP of the O� � �O interaction. Finally, at d(H---H) P
2.8 Å, a single local maximum is observed which corresponds to
the BCP of the O� � �O interaction. The patterns observed in the first-
and second-order changes in the electron distribution of d4 show
very much what one would expect from the above analysis: the first
order change crosses the X-axis three times at short d(H---H), cor-
responding to two BCPs and a RCP, and the second order change
shows clear regions of concentration between H-atoms and a region
of depletion between O-atoms. As d(H---H) increases, the first order
change reduces to one critical point, and only a region of concentra-
tion (spanning over all three interactions) is seen in the 2nd order
change. Strikingly, the general pattern of topology remains rela-
tively constant across all values of d(H---H); only the relative values
differ in the second order change at d(H---H) = 2.8 Å (where only
concentration is observed) and at d(H---H) = 1.6 Å showing that
the same mechanisms governing the electron distribution are pres-
ent for the range of d(H---H) examined in this study; the second
order change is always lowest between H-atoms. This point is
emphasized by examining the cross-sections of the deformation
density for d4, as shown in Fig. 6 (and for d3 in Fig. S10 in the SI).
At short d(H---H), a clear inflow and outflow of density is observed
for the H� � �H and O� � �O interaction, respectively. As d(H---H)
increases, the interplay between an outflow of density from the
interatomic region of the H� � �H interactions and inflow of density
into the bonding region of the O� � �O interaction, gradually brings
the accumulation peaks closer together which finally results in a
5
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net overall accumulation at d(H---H) = 2.8 Å. It seems that the
deformation density patterns (as well as the resulting patterns
observed in the second order change of the molecular electron
density) are primarily a result of the kind of atoms involved, with
the distance between them only determining the density at critical
points and the net observed effect.

From the above considerations and data shown in Table 1 it is
clear that the presence of an AIL does not necessarily mean that:

(a) Atoms are involved in an attractive (or stabilizing) interac-
tion with EA;B

int < 0; only in the case of O1 and H5 of d1 we
observe an AIL and EA;B

int < 0.
(b) The interaction is strongest among all, as measured by EA;B

int ,
e.g., in d4 with d(H5---H6) = 1.6 Å, an AIL is observed
between H-atoms involved in the weakest and repulsive
interaction even though there is highly attractive and stron-
ger interaction present in this molecular system (O1� � �H5
with EA;B

int ¼ �103 kcal=mol).
(c) A positive density deformation (which shows an inflow of

density into an interatomic region on the formation of an
interaction) should be expected, e.g., (i) in the case of d2,
an outflow of density, Dq(r) < 0, is observed between
O-atoms linked by an AIL at any d(O1,O4), or (ii) in the case
of d3 at d(O1,O4) = 2.0 Å, one observes AIL between O1 and
O4 while Dq(r) < 0. Note that these two interactions exhibit
highly repulsive character.

The analysis of deformation density, Dq(r), provides not only an
important insight on the mechanism of density distribution in the
final structure of a molecular system but also might be more intu-
itive for a classical chemist in interpreting interactions in terms of
bond formation. However:

(a) The sign of Dq(r) cannot be used to predict the character of
an interaction in the final structure as there is no correlation
between the signs of Dq(r), EA;B

int and k2. For instance, an
inflow of density, Dq(r) > 0, and accumulated density in
the interatomic region, k2 < 0 (both indices are synonymous
166
with a formation of a chemical bond or bonding interaction)
is observed in (i) d4 for highly repulsive interactions
H5� � �H6 at any distance and O1� � �O3 at d P 2.8 Å, as well
as (ii) d1 for highly attractive O1� � �H5 interaction, a classical
intermolecular H-bond.

(b) An outflow of density, as predicted by Dq(r) < 0, is not syn-
onymous with either the repulsive interaction or a local
resultant depletion in the density as indicated by k2 > 0. For
instance, for Dq(r) < 0 we still observe k2 < 0 for two interac-
tions in d3, namely for highly repulsive O1---O4 with an AIL
and highly attractive ðEA;B

int ¼ �121 kcal=molÞ O1� � �H5 with-
out an AIL.

3.2. Bipyridine

We change our focus from inter- to intramolecular interactions
in s-cis and s-trans forms of bpy (L) and its protonated forms, HL
and H2L (signs are omitted for simplicity), because they provide
many contacts of different nature which will allow us to examine
the electron density distributions in different molecular as well
as immediate environments. From the data shown in Table S2
and Fig. S11 of the SI it follows that there are two genuine equilib-
rium structures among those examined here, namely s-trans L and
s-cis HL. This means that we will be able to compare properties of
intramolecular interactions formed by spontaneous change in the
configuration of a molecule against forced-to-be contacts in non-
equilibrium conformers obtained by rotating the rings along the
N,C,C,N dihedral angle.

As shown in Fig. 7, the molecular graphs do not exhibit AILs
for all close contacts even though a distance criterion, d(A---B)
< sum of the van der Waals radii, is met in all cases. From the
NCI perspective (as shown in Fig. 8 and Fig. S12 of the SI), all
contacts show regions where the reduced density gradient
approaches zero, indicative of atoms being involved in an
interaction.

It was then of importance to examine the cross-sections of the
electron density and results obtained for selected interactions
without an AIL are shown in Fig. 9a, and those with AIL are shown



0.00

0.01

0.02

ρ(
r)

 / 
au

Distance along λ2 / Å

1.6 Å

2.0 Å

(a)

0.000

0.001

0.002

0.003

0.004

ρ(
r)

 / 
au

Distance along λ2 / Å

2.4 Å

2.8 Å

(a)

-0.0015

-0.0010

-0.0005

0.0000

0.0005

0.0010

0.0015

Distance along λ2 / Å

1.6 Å

2.0 Å

(b)

BCP

RCP

1s
t
or

de
r c

ha
ng

e 
in

 ρ
(r

) /
 a

u

-0.0003

-0.0002

-0.0001

0.0000

0.0001

0.0002

Distance along λ2 / Å

1.6 Å (c)

2.0 Å

2n
d

or
de

r c
ha

ng
e 

in
 ρ

(r
) /

 a
u

-0.00002

-0.00001

0.00000

0.00001

0.00002

Distance along λ2 / Å

2.4 Å
(c)

2.8 Å

2nd
or

de
r c

ha
ng

e 
in

 ρ
(r

) /
 a

u
-0.0002

-0.0001

0.0000

0.0001

0.0002

Distance along λ2 / Å

2.4 Å

2.8 Å

(b)

BCP

RCP (2.4 Å)
BCP (2.8 Å)

1s
t
or

de
r c

ha
ng

e 
in

 ρ
(r

) /
 a

u

-2 -1 -1 0 1 1 2 -2 -1 0 1 2

-2 -1 0 1 2

-2 -1 0 1 2 -2 -1 0 1 2

-2 -1 0 1 2

Fig. 5. Cross-section of the (a) electron density, (b) its first and (c) second order changes, along the k2 eigenvector for d4 for indicated distances of d(H---H). The origin of the
cross-section is either RCP or BCP between O1 and O3 atoms.

-0.002

-0.001

0.000

0.001

Δρ
(r

) /
 a

u

Distance along λ2 / Å

1.6 Å

2.0 Å

0.0000

0.0001

0.0002

-2 -1 0 1 2 -2 -1 0 1 2

Δρ
(r

) /
 a

u

Distance along λ2 / Å

2.4 Å

2.8 Å

Fig. 6. Cross-section of the deformation density along the k2 eigenvector for indicated distances of d4. The origin of the vector is either RCP or BCP between O1 and O3 atoms.

66 I. Cukrowski et al. / Computational and Theoretical Chemistry 1053 (2015) 60–76

Appendix 1
in Fig. 9b (corresponding first- and second-order changes are
shown in Figs. S13 and S14 of the SI). Focusing on contacts without
AILs, the CH� � �N interaction in s-trans L shows a clear concentra-
tion in the bonding region, but it is not sufficient to increase the
density relative to a preceding point, hence no AIL is observed; this
is a common feature for all interactions where density is locally
increased but an AIL is not present. A very useful picture is
obtained for the N� � �N interaction in s-cis L; it can be seen that
16
exactly in the bonding region the density is only depletive and it
increases somewhat outside the ring and this correlates well with
the relevant NCI isosurface shown in Fig. 8.

Regarding interactions with AILs, we always observe an
increased density in the bonding region; this is clearly visible for
the NH� � �N (most pronounced change) and CH� � �HC interactions
in s-cis L, but only a very slight increase is seen for the NH� � �HN
interaction in s-cis H2L. One can also observe that the maximum
7



Fig. 7. Molecular graphs of the s-cis and s-trans forms of (a) bipyridine, L, (b) HL and (c) H2L.

Fig. 8. NCI isosurfaces of the s-cis forms of bpy (L) and HL, with a RDG isovalue = 0.5 au and isosurfaces coloured from blue to red using �0.03 6 q(r) � sign(k2) 6 +0.03 au.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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density (which correlates with a BCP) is shifted inside the respec-
tive ring from the GIP - point of lowest density directly between
two nuclei.

The most informative picture is again observed for the
cross-sections of the deformation density, although some care
must be taken in the case of intramolecular interactions, since
the fragments used to generate the deformation density (in this
168
case, radical pyridine fragments) are unphysical reference states.
However, even using fragments which are unlikely to exist in
reality, the protocol used here is similar to that employed in fre-
quently utilized energy decomposition techniques, such as ETS
[65] and EDA [66]; hence, it should provide sufficient information
to make qualitative conclusions related to the nature of these
interactions.
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Fig. 10(a) shows the deformation densities for the CH� � �N and
N� � �N interactions in s-trans and s-cis bpy, respectively, which
are not linked by an AIL; an outflow of density from the bays as
well as from the bonding interatomic regions is observed. The very
repulsive N� � �N interaction shows a maximum decrease in density
within the N� � �N bonding region, clearly showing that it is prefer-
able to remove density from the electron-rich N� � �N interaction
upon its formation. This observation correlates well with the nat-
ure of this interaction as well as chemists’ intuition, hence gives
some credibility of this analysis, even though unphysical reference
states were used. On the other hand, for the CH� � �N interaction, the
density depletion is greatest between the N1 and C10 atoms of the
bay, and is approaching zero outside the bonding region.

Considering the deformation density cross-sections in Fig. 10b
for the CH� � �HC, NH� � �HN and NH� � �N interactions, all with an
AIL present, an slight inflow of density is observed in the bonding
region. This shows that, upon their formation, it is favourable to
increase the density within these regions and in general, correlates
well with the picture obtained from the analysis of the electron
density cross-sections and the presence of AILs. However, using
pyridine radical reference states, it is impossible to state with
certainty whether density truly increases between these atoms in
their interaction regions, but it is reasonable to infer that no signif-
icant density changes occur upon the formation of these interac-
tions. On the other hand, it is important to note that a much
larger and significant outflow of density takes place in the inter-
atomic regions of neighbouring C- and N-atoms of the bay, as
shown in Fig. 10(b); this observation suggests that these atoms
play larger roles than what is typically expected in the overall den-
sity distribution of the bay. In addition, the outflow of density in
these neighbouring regions will significantly change the curvature
of the electron density for the intramolecular interactions of inter-
est, thereby possibly facilitating the appearance of AILs and regions
of concentration. This concept is illustrated for the CH� � �HC inter-
action in s-cis bpy in Fig. S15 of the SI.

Finally, it is informative to discuss collated results shown in
Table 2. There is only one case, the N� � �N interaction in s-cis bpy,
for which a fully consistent description emerges; it is characterized
by a large repulsive interaction energy of +255.9 kcal/mol, absence
of an AIL, a region of depleted density directly in the bonding
region between the N-atoms (k2 > 0) and an outflow of density
takes place on its formation, Dq(r) < 0. When these indices are
combined, this interaction might be seen as a classic case of intra-
molecular repulsive steric contact. However, if this set of indices is
used as a reference then the very electron-poor NH---HN contact
in s-cis H2L (also with EA;B

int � 0Þ does not conform to this criterion
because density in the interatomic region is accumulated (k2 < 0),
an inflow of density takes place on the formation of this contact
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(Dq(r) > 0) and an AIL is linking H-atoms. It is obvious that using
general chemical wisdom and intuition, these two contacts must
be seen as destabilizing a molecule.

Let us analyse the CH---HC contacts which are often also
seen as steric hindrance and became a subject of heated scientific
debate when their nature in, e.g., biphenyl goes
[16,17,27–29,33,34]. We note with interest that in all three s-cis
(de)protonated forms of bpy these contacts are characterized by
the presence of AILs, favourable and XC-dominated interaction
energy ðEA;B

int < 0Þ, an increased density in the interatomic region
(k2 < 0) and an inflow of density on these contacts formation;
remarkably, this is exactly the same set of indices as observed
for a spontaneous formation of a classical intermolecular H-bond
in the water dimer d1.

Considering the CH� � �N interactions, we found that they are
characterized by a different set of descriptors when compared with
those discussed for the CH---HC or NH---HN contacts. Also, the set
of descriptors has not changed for the CH� � �N interaction when
going from the equilibrium s-cis L to non-equilibrium s-trans HL.
Even though the CH� � �N interactions contribute significantly more,
when measured by the EA;B

int term, to the overall stability of a mol-
ecule than the CH� � �HC ones:

(a) Atoms involved in the interaction are not linked by an AIL
even though density is accumulated, k2 < 0.

(b) An outflow of density takes place on the contact formation,
Dq(r) < 0.

An analysis of data shown in Table 2 also shows an influence of a
molecular environment on the nature and strength of an interac-
tion. For instance, we observe weakening of the CH� � �HC interac-
tions when going from unprotonated ðEA;B

int ¼ �2:9 kcal=molÞ to
diprotonated bpy ðEA;B

int ¼ �1:5 kcal=molÞ and this is almost entirely
due to an increase in a classical term from virtually zero in L to
+1.2 kcal/mol in H2L. More apparent change, also mainly caused
by an increase in the value of VA;B

cl , involves the CH� � �HN interaction
which changed its nature from attractive in HL ðEA;B

int ¼
�0:7 kcal=molÞ to repulsive in H2L ðEA;B

int ¼ þ3:7 kcal=molÞ even
though in both cases Dq(r) > 0 and k2 < 0 are observed between
H-atoms involved with the VA;B

XC term virtually unchanged.
In general, as observed for the water dimers, (i) there is no

direct correlation between all indices discussed here, e.g., EA;B
int < 0

or EA;B
int > 0 is not synonymous with the presence or absence of

AIL, respectively, (ii) locally increased density, as identified by
NCI, does not imply that this is the result of the density inflow into
the interatomic region and also (iii) different mechanisms, through
which electron density is distributed between atoms, also take
place in case of intramolecular interaction.
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Table 2
Analysis of interactions in bpy and its protonated forms in terms of interaction energies and electron density in the interatomic region.

Molecule Form Interaction Distance Å EA;B
int

a VA;B
cl

a VA;B
XC

a AIL q(r) � sign(k2)b Dq(r)GIP
c

bpy s-cis CH� � �HC 1.98 �2.9 0.0 �3.0 Yes �0.0123 +0.0004
N� � �N 2.72 255.9 264.4 �8.5 No +0.0177 �0.0054

s-trans CH� � �N 2.47 �14.7 �10.4 �4.3 No �0.0139 �0.0010
Hbpy s-cis CH� � �HC 2.19 �1.5 0.4 �1.9 Yes �0.0083 +0.0004

N� � �HN 2.08 �128.3 �123.0 �5.4 Yes �0.0255 +0.0005
s-trans CH� � �HN 1.96 �0.7 1.1 �1.7 Yes �0.0111 +0.0009

CH� � �N 2.43 �25.4 �20.9 �4.4 No �0.0149 �0.0008
H2bpy s-cis CH� � �HC 1.98 �1.5 1.2 �2.6 Yes �0.0116 +0.0007

NH� � �HN 1.95 41.4 42.2 �0.9 Yes �0.0095 +0.0006
s-trans CH� � �HN 1.94 3.7 5.4 �1.7 Yes �0.0118 +0.0009

a Diatomic interaction energies and decomposed components, all in kcal/mol.
b Values in au at GIP.
c The deformation density in au at GIP.
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3.3. NTPA

This common tetradentate ligand, has some conformational
space in its free form but must undergo preorganization to form
complexes with transition metals. It is known that on the complex
formation the CH---HC steric contacts are present and this is com-
monly used to reason why NTPA forms weaker complexes with
most metal ions than the slightly smaller (and less congested)
NTA (nitrilotriacetic acid) [67–69]. We decided to examine here
two, the lowest and highest energy, conformers of the free and
deprotonated NTPA (LEC and HEC, respectively) and found several
CH---HC contacts in both conformers but only one with an
AIL – see Fig. 11.

The number of the CH� � �HC interactions presenting concen-
trated density within its bonding region was expanded upon NCI
analysis (Fig. 12) which also revealed two CH� � �HC interactions
in HEC which show only depletion. We therefore selected three
examples of the CH� � �HC interactions: (i) CH2� � �H18C in LEC,
which contains concentrated density but no AIL (note that there
are three almost identical interactions of this type in LEC), (ii)
CH16� � �H19C in HEC, which contains concentrated density as well
as an AIL, and (iii) CH2� � �H9C in the HEC, which shows no AIL and
only presents an NCI region of density depletion.

Interestingly, the IQA data (Table 3) reveals that all three inter-
actions are attractive, with EA;B

int ¼ �3:3;�3:2 and � 1:6 kcal=mol,
respectively, and similarly to the CH� � �HC interactions in all forms
of bpy, they are dominated by the VA;B

XC component.
Cross-sections of the electron density, as shown in Fig. 13,

revealed a few very interesting features. The electron density at
GIP for each CH� � �HC interaction is almost identical, with
q(r) � 0.01 au. However, the topology of the interactions differ,
H19 H6

H10

H17
H2

H18

(a)

Fig. 11. Molecular graphs of (a) the lowest an
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predominantly in the region preceding the GIP. In CH16� � �H19C,
where an AIL is present, the neighbouring region shows the largest
depletion, followed by CH2� � �H18C, the interaction without an AIL
but showing concentration in the bonding region. Finally,
CH2� � �H9C in HEC shows a mostly uniformly declining electron
density, with no shoulder in the bonding region (and hence no con-
centration), but also no valley in the neighbouring regions (hence
no AIL). It is thus clear that the appearance of concentration
regions for these interactions is mostly dependant on the density
distribution of the local environment.

Fig. 14 shows the deformation density for the three CH� � �HC
interactions of NTPA. Surprisingly, all three interactions show
somewhat negative deformation densities with the largest outflow
from the bonding region of CH2� � �H9C in HEC where identified by
NCI depletion in density is observed but, like the CH� � �HC interac-
tions in bpy, the largest changes occur in neighbouring regions.
Regardless of the different mechanisms, however, in all cases these
interactions exhibit EA;B

int < 0 and are almost entirely dominated by
the VA;B

XC term.
In general, there is no obvious correlation between the presence

(or absence) of AIL and the signs of Dq(r), k2 and EA;B
int (as also

observed for all other molecular systems discussed above), hence,
the properties of topologies discussed here cannot be used to con-
clusively describe the chemical character of the CH---HC contacts
or their impact on the stability of a molecule. Interestingly,
however, these contacts exist already in the LEC of NTPA where,
in principle, they could be avoided by just a slight rotation of the
–CH2– fragments but clearly that would result in some energy pen-
alty: (i) either even larger strain than that caused by these contacts
or (ii) the loss of three stabilizing CH� � �HC interactions in LEC,
amounting to �10 kcal/mol.
H19

H9

H16

H2

(b)

d (b) highest energy conformer of NTPA.



H19 H6

H10

H17
H2

H18

(a)

H16
H19

H2 H9

(b)

Fig. 12. NCI isosurfaces of (a) the lowest and (b) highest energy conformer of NTPA with a RDG isovalue = 0.5 au and isosurfaces coloured from blue to red using
�0.03 6 q(r) � sign(k2) 6 +0.03 au. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Table 3
Analysis of interactions in the LEC and HEC of NTPA in terms of interaction energies and electron density in the interatomic region.

Form Interaction Distance (Å) EA;B
int

b VA;B
cl

b VA;B
XC

a AIL q(r) � sign(k2)b Dq(r)GIP
c

LEC CH2� � �H18C 2.11 �3.3 0.1 �3.4 No �0.0105 �0.0007
HEC CH16� � �H19C 2.13 �3.2 0.1 �3.2 Yes �0.0103 �0.0012

CH2� � �H9C 2.27 �1.6 0.2 �1.8 No +0.0105 �0.0035

a Diatomic interaction energies and decomposed components, all in kcal/mol.
b Values in au at GIP.
c The deformation density in au at GIP.
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3.4. 2,2,2-Tet

Triethylenetetramine (trien,) is a member of the homologous
series of linear aliphatic polyamines (LAP), most of which are found
in living organisms and play important roles in regulating cell pro-
liferation and differentiation [70,71]. It is also a well-known copper
chelator and has been used extensively in the treatment of
Wilson’s disease [72,73]. Due to the large conformational space
available to this molecule, as well as the possibility of various
intramolecular interactions (e.g., NH� � �N, CH� � �HC, etc.) forming
upon its protonation, we have found it suitable to study the
electron density distributions of intramolecular interactions.

Fig. 15 shows the molecular graphs of the lower (L1) and higher
(L2) energy conformers. Both of them show a very strong (or lead-
ing) classical intramolecular NH� � �N hydrogen bonds, with an AIL
present, but these conformers differ in the overall congestion of
the molecule. As a result, L1 forms an additional NH� � �N interaction
(with an AIL) and both conformers have additional CH� � �HC and
CH� � �N interactions.
17
The NCI-plots for each conformer, shown in Fig. 16, disclose an
abundance of intramolecular interactions involving N-and
H-atoms. Focusing on the CH� � �HC interactions, it can be seen that
besides those with the presence of AILs, there also exist interac-
tions just showing regions of concentration as well as regions of
depletion.

Cross-sections of the electron density for the NH� � �N, CH� � �N
and CH� � �HC interactions are shown in Fig. 17(a–c). A clear concen-
tration and local maximum in the density is seen in L1 for the lead-
ing NH29� � �N28 interaction, whilst only a slight increase in the
density is observed for the weaker NH2� � �N27 interaction; both
maxima correspond to the observed BCP.

The difference between these two interactions, in terms of den-
sity cross-sections, might be rationalized in terms of the local envi-
ronment; NH29� � �N28 is on the ‘outskirts’ of a molecule, whereas
NH2� � �N27 occurs within the congested ring in the presence of
numerous other interactions. For both interactions Dq(r) > 0, but
influence of the environment on the shape of the deformation
1
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Fig. 15. Molecular graphs of (a) the lower energy L1 and (b) higher energy L2 conformer of 2,2,2-tet.
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Fig. 16. NCI isosurfaces of (a) the lower L1 and (b) higher energy L2 conformer of 2,2,2-tet with a RDG isovalue = 0.5 au and isosurfaces coloured from blue to red using
�0.03 6 q(r) � sign(k2) 6 +0.03 au. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 17. Cross-sections of the electron density along the k2-eigenvector for indicated (a) H� � �N interactions with an AIL, (b) XH� � �N interactions without an AIL and (c) CH� � �HC
interactions in the lower energy conformer, LEC, of 2,2,2-tet.
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densities can be easily deduced from Fig. 18(a). Two other H� � �N
interactions, CH19� � �N26 and NH29� � �N26 in L2, but without AILs
present, are presented in Fig. 17b. Regions of concentration and
172
depletion are observed, respectively, but the deformation density
cross-sections in Fig. 18b show a very slight inflow of density for
CH19� � �N26 but only an outflow of density for NH29� � �N26. A large
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spectrum of various H� � �N interactions with different indices are
therefore observed in these molecules.

The density cross-sections of selected CH� � �HC interactions
(Fig. 17c) show a variation similar to what was seen in NTPA, with
clear increases in the electron density showing an AIL and the
absence of any shoulders showing regions of depletion. The defor-
mation densities (Fig. 18c) show a slight outflow of density in the
interaction regions but, like the CH� � �HC interactions in NTPA and
bpy, much larger changes in the neighbouring regions between C
atoms except for CH14� � �H19C, where the cross-section passes
close to the lone pair of a nitrogen atom).

The full list of interacting atoms (as identified by NCI) is shown
in Table 4, together with their IQA interaction energies. It is impor-
tant to stress that, while the interaction energies of all intramolec-
ular interactions vary greatly, there is not a single CH� � �HC
Table 4
Analysis of interactions in the protonated lower (L1) and higher (L2) energy conformers of 2
in the interatomic region.

Form Interaction Atoms A, B Distance (Å) EA;B
int

a

L1 NH� � �N H29, N28 1.741 �131.8
NH� � �N H2, N27 2.379 �78.2
NH� � �N H2, N26 2.136 �89.8
CH� � �HC H8, H15 2.034 �3.6
CH� � �HC H15, H22 2.133 �3.0
CH� � �HC H14, H19 2.490 �0.9

L2 NH� � �N H1, N27 1.654 �145.8
NH� � �N H29, N26 2.736 �61.4
CH� � �N H19, N26 2.711 �5.0
CH� � �HC H4, H15 2.156 �2.7
CH� � �HC H8, H12 2.426 �1.1
CH� � �HC H14, H21 2.273 �2.0
CH� � �HC H11, , H19 2.344 �1.4
CH� � �HC H11, H21 2.553 �0.9

a Diatomic interaction energies and decomposed components, all in kcal/mol.
b Values in au at GIP.
c The deformation density in au at GIP.
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interaction which is repulsive and all are showing dominating con-
tribution of the VA;B

XC term as found in bpy and NTPA; note that
EA;B

int < 0 is observed in all molecular systems studied here, regard-
less whether density concentration or depletion is observed in the
bonding region, contradicting the MM-based notion of highly
repulsive nature of this kind of interaction.

All NH� � �N interactions are characterized by large and negative
interaction energies but H29� � �N26 ðEA;B

int ¼ �61:4 kcal=mol in L2Þ
does not have an AIL (most likely due to interatomic distance of
2.74 Å) and has a unique and somewhat unexpected set of NCI
and deformation density indices, namely a local depletion in elec-
tron density (q(r) � sign(k2) = +0.0116 au) and an outflow of den-
sity on this interaction formation is observed, Dq(r) < 0.
Furthermore, there is no significant inflow of density on the forma-
tion of the H2� � �N26 interaction in L1 even though it is the second
,2,2-tet and its protonated forms in terms of interaction energies and electron density

VA;B
cl

a VA;B
XC

a AIL q(r) � sign(k2)b Dq(r)GIP
c

�107.5 �24.3 Yes �0.0517 +0.0035
�73.5 �4.7 Yes �0.0150 +0.0026
�81.6 �8.2 Yes �0.0239 +0.0000
+0.0 �3.6 Yes �0.0134 �0.0006
+0.1 �3.1 Yes �0.0098 +0.0000
+0.2 �1.1 No +0.0082 �0.0018

�116.5 �29.3 Yes �0.0656 +0.0144
�60.5 �0.9 No +0.0116 �0.0022
�1.9 �3.1 No �0.0086 +0.0004
+0.1 �2.8 Yes �0.0087 +0.0001
+0.2 �1.3 No +0.0082 �0.0017
+0.1 �2.1 No �0.0083 �0.0001
+0.1 �1.5 No �0.0083 �0.0004
+0.0 �1.0 No �0.0045 �0.0000

3



Table 5
Comparative analysis of all interactions investigated in this work.a

Structure Interaction Dominant term k2 Dq(r)GIP

Attractive ðEA;B
int < 0Þ with AIL

d1 O� � �H Vcl neg pos
L1 2,2,2-tet NH� � �N Vcl neg pos
s-cis Hbpy NH� � �N Vcl neg pos
s-cis bpy
s-cis Hbpy
s-cis H2bpy
L1 2,2,2-tet
L2 2,2,2-tet CH� � �HC VXC neg pos
s-trans Hbpy CH� � �HN VXC neg pos
HEC NTPA
L1 2,2,2-tet
L2 2,2,2-tet CH� � �HC VXC neg neg

Repulsive ðEA;B
int > 0Þ with AIL

d4 H� � �H Vcl neg pos
d4 O� � �O Vcl neg pos
s-trans H2bpy NH� � �HN Vcl neg pos
s-trans H2bpy CH� � �HN Vcl neg pos
d2, d3 O� � �O Vcl neg neg
d4 O� � �O Vcl posb pos

Attractive ðEA;B
int < 0Þ without AIL

d4 O� � �H Vcl neg pos
L2 2,2,2-tet CH� � �N VXC neg pos
s-trans bpy CH� � �N Vcl neg neg
s-trans Hbpy
d3 d4 O� � �H Vcl neg neg
LEC NTPA CH� � �HC VXC neg neg
L2 2,2,2-tet
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strongest (in stabilizing manner), has large locally increased den-
sity (q(r) � sign(k2) = �0.0239 au) and atoms involved are linked
by the AIL. The data obtained for the NH� � �N interactions show that
(i) positive values of (q(r) � sign(k2) and (ii) outflow or no change
in the deformation density, Dq(r) 6 0 are not synonymous with
destabilizing interaction; hence, former describes the resultant
local density distribution and the latter explains the process of
the resultant density formation, in- or outflow of density on an
interaction formation and both these indices illustrate how a
molecular system has minimized its energy in terms of density
distribution.

Similar observations, related to significance of q(r) � sign(k2)
and Dq(r), apply to CH� � �HC interactions, all characterized by
EA;B

int < 0 with dominant VA;B
XC term and various combinations of

resultant local density and its formation. For instance, let us focus
on two, H8� � �H15 and H14� � �H19 in L1, where an inflow of density
is observed but only former has q(r) � sign(k2) < 0 and AIL. In some
other cases, Dq(r) �0 but density is locally increased with either
AIL present or not. From the analysis of weaker intramolecular
interactions, as identified by NCI, it would also appear that density
is preferentially removed from peripheral or long-distance con-
tacts (H14---H19, H29---N26, H8---H12) in favour of contacts
with shorter distances which are localized within a ring formed
by the leading NH� � �N interaction.

From a chemist perspective it would be of importance to under-
stand parameters controlling relative stability of conformers. A
first attempt might be made by comparing the strength of the lead-
ing and ‘truly’ chemical in nature intramolecular H-bond. Unfortu-
nately, inspection of data in Table 4 reveals that this is not the case
as all indices are in favour of the NH� � �N interaction in the higher
energy conformer for which we observe stronger by �14 kcal/mol
interaction, much more significant covalent contribution, by about
�5 kcal/mol, significantly larger density accumulation in the inter-
atomic region (about �0.015 au) which resulted from a large
inflow of density. The only reasonable explanation we were able
to come up with is the presence of three highly stabilizing NH� � �N
interactions in L1 whereas only two are observed in L2. However, if
these were the only significant changes then L1 should be more
stable, by ��100 kcal/mol, than L2 but this is not the case. Hence,
L1 must have paid some energy penalties (not reflected in Table 4)
which largely reduced the decrease in the final energy of the L1
conformer. Clearly, any rigorous attempt to explain and quantify
conformational preference is not an easy, if at all possible, task
when polyatomic molecular structures are considered. In this
regard, the NCI is very useful in identifying regions with increased
density in the interatomic region from which additional and possi-
bly significant interactions can be identified. However, the appear-
ance of blue regions in the NCI plots must be always accompanied
by red ones (with depleted density) and interpretation of signifi-
cance of the latter might be more difficult for chemists’ purposes,
in terms of stabilizing or unfavourable character of an interaction,
as exemplified by, e.g., the highly stabilizing H29� � �N26 interaction
in L2.
L1 2,2,2-tet CH� � �HC VXC neg �0
L2 2,2,2-tet
L2 2,2,2-tet CH� � �HC VXC pos neg
HEC NTPA CH� � �HC VXC pos neg
L1 2,2,2-tet
L2 2,2,2-tet
L2 2,2,2-tet NH� � �N Vcl pos neg

Repulsive ðEA;B
int > 0Þ without AIL

d4 H� � �H Vcl neg pos
d4 O� � �O Vcl pos neg
s-cis bpy N� � �N Vcl pos neg

a neg and pos stand for the negative and positive, respectively, signs of the k2 and
Dq(r)GIP values.

b This is at the GIP = RCP in this dimer where bifurcated AIL is observed.
4. Conclusions

Numerous inter- (in water dimers) and intramolecular
(in(de)protonated forms of bpy, NTPA and singly protonated
2,2,2-tet) interactions of different kind (O� � �H, NH� � �N, CH� � �HC,
CH� � �HN, NH� � �HN, CH� � �N, H� � �H, O� � �O and N� � �N) were investi-
gated by exploring topology of electron density in the interatomic
regions using standard protocols as implemented in QTAIM, IQA
and NCI as well as density cross section along the eigenvector cor-
responding to the k2 eigenvalue of the Hessian matrix, starting from
the geometric interaction point (the lowest density directly
174
between two nuclei). All these techniques are concerned with the
properties of the resultant density distribution in a molecular sys-
tem. To gain further insight, we have also implemented here an
analysis of deformation density from which the process, inflow or
outflow of density from fragments to the interatomic region of an
interaction of interest in a molecule or molecular system could be
uncovered. Our main interest was to find out whether there are
well-defined relationships between (i) QTAIM-defined an atomic
interaction line, AIL (presence or absence), (ii) IQA-defined interac-
tion energy, EA;B

int , and its components, classical VA;B
cl and exchange–

correlation term VA;B
XC , (iii) NCI-defined isosurfaces used to identify

local regions of accumulated (k2 < 0) or depleted (k2 > 0) density rel-
ative to immediate environment, and (iv) deformation density
which for Dq(r) > 0 indicates an inflow and Dq(r) < 0 indicates an
outflow of density on the interaction formation.

The analysis of data presented in Table 5, where a full set of
combined indices obtained for all interactions is shown, leads us
to the following final conclusions:

– the presence of an AIL is observed for many interactions, regard-
less whether (i) they are highly attractive or repulsive as
measured by the value and sign of EA;B

int , (ii) an inflow or outflow
of density takes place into the interatomic region,
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– there is no correlation between the signs of k2 and EA;B
int ; both,

highly repulsive and attractive, interactions might have locally
depleted density and vice versa,

– locally accumulated density, with k2 < 0, does not imply that
this is the result of an inflow (Dq(r) > 0) or outflow of density,
and this equally applies to attractive and repulsive interactions
either with or without an AIL.

From a chemist’s perspective:

– the first three interactions in Table 5 can be interpreted as
H-bonds (either inter- or intramolecular) and they all are char-
acterized by the presence of AIL, EA;B

int � 0 dominated by the VA;B
cl

term, k2 < 0 and Dq(r) > 0. There are also other two interactions,
CH� � �HC and CH� � �HN which have exactly the set of indices (but
their interaction energy is dominated by the VA;B

XC ) and classi-
cally the former is interpreted as steric hindrance and the latter
as another kind of a H-bond.

– the last two interactions in Table 5 represent classical non-
bonded and repulsive contacts which are characterized by the
absence of AIL, EA;B

int � 0 dominated by the VA;B
cl term, locally

depleted density (k2 < 0) and an outflow of density from the inter-
atomic region (Dq(r) < 0). One must note that there are also
attractive interactions ðEA;B

int < 0Þ without AILs, for which also
locally depleted density and outflow of density from the inter-
atomic region is observed, and one of them, NH� � �N in 2,2,2-tet,
would easily be interpreted as an intramolecular H-bond,

– the O� � �O interaction in d4 is highly repulsive and would be
classified by any chemist as highly destabilizing a molecular
system but, at the same time, is characterized by three identical
topological features as found for classical H-bonds, namely (i)
the presence of an AIL, locally increased density in and an inflow
into the interatomic region,

– the molecular environment can change the description, hence a
character, of an interaction radically as exemplified by CH� � �HC
for which the set of descriptors varies from that observed in the
case of classical H-bonds and changes to the set characterizing a
destabilizing a molecule interaction, except the interaction
energy between H-atoms involved which is always negative,

– none of the indices (IQA, QTAIM, etc.), either separately or com-
bined, can be used to predict the (de)stabilizing nature of an
interaction except two limiting cases, the first and last interac-
tion shown in Table 5.

The interpretation that the signs of k2 or Dq(r) can be used as
indications of ‘‘stabilizing’’, ‘‘attractive’’ or even ‘‘bonding’’ rests
on the concept that an increase in density in the bonding region
of an interaction is an indication of a bonding mechanism. In this
work, we have presented two different techniques to measure an
increase in density in the bonding region: the sign of k2 (as it is
used in NCI and the interpretation of an AIL) and the sign of
Dq(r). The former indicates increased density relative to the local
environment of an interaction, whereas the latter indicates
increased density relative to non-interacting fragment states. We
note that the combination of the two methods gives a much
greater insight into the electron distribution of inter- and intramo-
lecular interactions; this is particularly true for all of the CH� � �HC
interactions investigated in this work. Even though the electron
density distributions of these interactions show a wide range of
different indices, we note that, in cases where a concentration of
density or even an AIL is seen, a large outflow of density is
observed between the neighbouring C-atoms. It appears that for-
mation of an AIL does not have to be an output of the inflow of den-
sity into the interatomic region, as traced by the deformation
density, but might be also an ‘artefact’ of density depletion
between neighbouring atoms.
17
Clearly, care must be taken when using any local theoretical
index (i.e. the value of the electron density or deformation density
at a single coordinate), because the description of any interaction is
highly influenced by its local environment. This is particularly true
for congested systems, with many intramolecular interactions
present in the same space. It is obvious that to fully uncover the
chemical character of an interaction it would be necessary and
informative to include additional physical properties and expand
on methodologies used.

On a final note, we can also ask whether the presence of an AIL
corresponds in any way with the delocalization or exchange inter-
action energy between competing pairs of atoms. Such a corre-
spondence was suggested by Pendás et al. [38] and investigated
in more detail by Tognetti and Joubert. [58] From the data obtained
in this work, it would appear that Pendás’ interpretation of an AIL
holds true – the interactions for which VA;B

XC is the largest in magni-
tude does indeed show the presence of an AIL. For example, in d1,
VO1;H5

XC ¼ �9:8 kcal=mol, whereas VO1;O4
XC ¼ �4:9 kcal=mol. However,

we have found one case in d4 with d(H---H) = 1.6 Å, where the
H� � �H interaction presenting an AIL has a less negative VA;B

XC value
than its competing O� � �O interaction; VH5;H6

XC ¼ �2:6 kcal=mol,
whereas VO1;O3

XC ¼ �8:6 kcal=mol. Whether this observation is a
result of a structure which is far from equilibrium or whether it
is a special case where Pendás’ interpretation (as determined by
the methodology of Tognetti and Joubert) does not hold is a
question we will investigate more thoroughly in the future.
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a b s t r a c t

Asymmetrical NHC complexes of cymantrene and methylcymantrene have been synthesised through the
photochemical substitution of carbonyl ligands in the presence of the imidazol-2-ylidene salts. The
carbene substituents have been varied between compact (L1) and bulky (L2 and L3) substituents to
produce an array of differently sized carbene ligands. The solid state crystal structures of three of the
complexes confirmed the bonding pattern of the ligand towards available metal centres and an in-depth
DFT study provided insight into electronic and steric aspects. Application of the Extended Transition State
coupled with Natural Orbitals for Chemical Valence (ETS-NOCV) energy decomposition technique indi-
cated various NOCV channels for each MneL bond (L ¼ 3-ethyl-1-methylimidazolylidene carbene, tri-
phenylphosphine or acetonitrile), describing the density and energy changes of specific (s and p)
attributes of each bond. N-heterocyclic carbenes of cymantrene derivatives and their
triphenylphosphine-substituted analogue are equivalent s-donors, with 53% and 56%, respectively, of the
total binding energy originating from s-donation. However, NHC complexes show considerably less p
character in the metal-carbene bond. Hydrogen interactions in the NHC complexes were also identified
in the ETS-NOCV calculations and provided quantification of the hydrogen interactions witnessed in the
solid state structures. Calculated Wiberg bond indices, bond dissociation enthalpies, percentage buried
volumes and percentage sigma and pi-bonding characteristics quantified the bonding and electronic
aspects of the ligand-metal interactions within the complex.

© 2017 Elsevier B.V. All rights reserved.
1. Introduction

Since the isolation of the first stable, free N-heterocyclic carbene
(NHC) by Arduengo in 1991, NHC's have transformed the field of
organometallic chemistry [1]. The adjustability of the steric and
electronic properties of these ligands has resulted in their persis-
tent use for the synthesis and stabilization of metal complexes
capable of cleaving very inert bonds [2]. The majority of synthetic
pathways in the synthesis of transition metal (TM) NHC complexes
have been thermally initiated [3] whereas photochemical induced
pathways have, however, been mostly ignored. This aspect is sur-
prising, especially if taken into consideration the similarities be-
tween tertiary phosphines and NHC ligands and the applicability of
photochemical reactions in producing highly reactive, coor-
dinatively unsaturated TM-PR3 species [3]. The photolysis and the
dman).
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subsequent isomerisation of ruthenium NHC complexes have been
reported and indicate the ability of photochemical processes to
produce isomeric variations of target complexes (Fig. 1) [3].

Methylcyclopentadienyl manganese tricarbonyl (MMT), and to a
far lesser extent, cymantrene have been successfully applied in the
fuel industry as supplements in unleaded gasoline. MMT not only
increases octane ratings but are particularly useful as anti-knocking
agents, improving combustion of fuels [4]. Studies on carbene
complexes of MMT and cymantrene complexes are limited in
literature and mainly focus on the synthesis of novel, symmetrical
N-heterocyclic carbene (NHC's) complexes of MMTand cymantrene
(Fig. 2) [4e7]. The synthesis of symmetrical NHC complexes of MMT
has been reported as early as 1977 when Lappert [8] prepared
complexes of manganese from the Wanzlick dimeric NHC ligand
under high thermal conditions. The complexes were stable above
180 �C and displayed exceptional inertness against thermal
decomposition. A small variety of symmetrical NHC cymantrene
derived carbene complexes have been synthesised by means of
photochemical processes and have even found application in the

mailto:marile.landman@up.ac.za
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jorganchem.2017.03.047&domain=pdf
www.sciencedirect.com/science/journal/0022328X
http://www.elsevier.com/locate/jorganchem
http://dx.doi.org/10.1016/j.jorganchem.2017.03.047
http://dx.doi.org/10.1016/j.jorganchem.2017.03.047
http://dx.doi.org/10.1016/j.jorganchem.2017.03.047


Fig. 1. Isomerisation of Ru-NHC complexes afforded through photochemical processes [3].

Fig. 2. NHC complexes of cymantrene and MMT (a) and agostic interaction of the cymantrene NHC complex (b).
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hydrosilylation of aldehydes and ketones [4]. The study found that
the incorporation of at least one mesityl group leads to the most
selective and active systems. DFT calculations also indicated the
presence of an agostic stabilization when a second carbonyl ligand
is removed by photolytic irradiation [5].

Since agostic interactions are also witnessed in the triphenyl-
phosphine analogue [5] and both Cp'Mn(CO)PPh3 and Cp'Mn(CO)
NHC stabilize carbonyl expulsion through agostic interactions
rather than with solvent ligation [6], both analogues can be seen as
quite similar in chemical nature. Although the synthetic method-
ology and catalytic potential of symmetric NHC complexes of
cymantrene and MMT have been determined for a variety of
Fig. 3. Cymantrene derived NHC complexes of this study.
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different reactions and conditions, very limited understanding ex-
ists for the structural and electronic effects of different unsym-
metrical NHC ligands towards the metal centre. For this purpose,
asymmetrical NHC complexes with increasing steric bulk have been
synthesised (Fig. 4) and studied with theoretical calculations. This
study reports the synthesis of the six novel asymmetrical NHC
complexes of cymantrene and MMT, the synthesis of the acetoni-
trile and triphenylphosphine analogues of the NHC complexes, X-
ray crystal structures of three of the complexes and a DFT study
(Fig. 3). The triphenylphosphine and acetonitrile analogues were
synthesised to form a baseline to which the percentage sigma and
pi-bonding characteristics of the NHC complexes could be
compared.
2. Experimental

2.1. General

All reactions, unless noted otherwise, were performed under
inert nitrogen or argon atmospheres using typical Schlenk tech-
niques [9]. All solvents used, were freshly distilled, dried and
collected under inert conditions. Column chromatography was
carried out under inert nitrogen and argon atmospheres using silica
gel (particle size 0.063e0.200 mm) as the stationary phase. Per-
centage yields were calculated relative to the limiting reactant.
Crystallization was done using hexane:DCM or hexane:diethyl
ether diffusion methods. The reagents CpMn(CO)3, MeCpMn(CO)3,
n-butyl lithium (1.6 M solution in hexane) and other commercial
reagents were used as purchased. Complexes B1 [10] and C1 [11]
were synthesised according to literature procedures. NMR spectra
were recorded on a Bruker ARX-300. NMR spectrawere recorded in
0



Fig. 4. NHC ligands used in this study.
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CD3CN using the deuterated solvent peak as internal reference. The
1H and 13C NMR spectra were measured at 300.1 and 75.5 MHz,
respectively. IR spectra were recorded on a Perkin Elmer Spectrum
RXI FT-IR spectrophotometer as KBr pellets or in hexane and only
the vibration bands in the carbonyl-stretching region (ca. 1500-
2200 cm�1) are reported.

2.2. Synthesis of complexes 1-6

2.2.1. Synthesis of 1, CpMn(CO)2L1
All complexes were synthesised according to a similar meth-

odology as reported by Lugan [4]. CpMn(CO)3 (0.612 g, 3.0 mmol)
was dissolved in 40 ml of dry THF and irradiated for 60 min at room
temperature. Imidazol-2-ylidene L1 (0.714 g, 3.0 mmol) was added
to the reaction mixture via cannula and the reaction allowed to stir
for 90 min. The reaction colour turned to deep brown and the
mixture was subsequently filtered through a small aluminium ox-
ide column. The solvent was evaporated, the product redissolved
and purified with column chromatography with hexane:ether
eluent to recover 1 as an orange oil. Yield (0.267 g (31%) %) 1H
NMR(CD3CN): d 7.33 (s, 1H, NCH¼CHN), 7.30 (s, 1H, NHC¼CHN),
4.44 (s, 5H, Cp), 4.27 (q, 2H, JHH ¼ 7.3, NCH2CH3), 3.75 (s, 3H, NCH3),
1.30 (t, 3H,, JHH ¼ 7.3, NCH2CH3) 13C{1H} NMR: d 235.22 Mn(CO)2,
195.7 NCN, 124.6 NC¼CN, 121.5 NC¼CN, 82.6 Cp, 65.4 NCH3, 45.5
NCH2CH3, 16.7 NCH2CH3. IR (cm�1): 1922 n(CO), 1856 n(CO).
HRESIþ-MS, m/z: 287.0513 (calcd. 287.0592).

2.2.2. Synthesis of 2, MeCpMn(CO)2L1
A similar methodology as for 1 was followed. Imidazol-2-

ylidene L1 (0.714 g, 3.0 mmol) was added to photo-irradiated
MeCpMn(CO)3 (0.654 g, 3.0 mmol). A single brown-orange oily
product of complex 2 was isolated. Yield: 0.271 g (30%) 1H NMR,
ppm (CD3CN): d 7.20 (s, 1H, NHC¼CHN), 7.15 (s, 1H, NHC¼CHN, 4.34
(s br, 2H, NCH2CH3), 4.09 (s, 2H, Cp), 4.02 (s, 2H, Cp)), 3.36 (s, 3H,
NCH3), 2.86 (s, 3H, Cp-CH3), 1.48 (s br 3H, NCH2CH3). 13C{1H} NMR,
ppm: d 234.7 Mn(CO)2, 200.7 NCN, 129.0NC¼ CN, 128.6 NC¼CN, Cp
101.4, Cp 81.5, Cp 79.8, 65.0 NCH3; NCH2CH3 52.27, Cp-CH3 37.5,
NCH2CH3 13.7. IR (cm�1): 1918 n(CO), 1852 n(CO). HRESIþ-MS, m/z:
303.0939 (calcd. 303.0905).

2.2.3. Synthesis of 3, CpMn(CO)2L2
A similar methodology as for 1 was followed. Imidazol-2-

ylidene L2 (0.0481 g, 3.0 mmol) was added to photo-irradiated
MeCpMn(CO)3 (0.612 g, 3.0 mmol). A single yellow solid product
of complex 3 was isolated (yield: 0.271 g; 30%).1H NMR, ppm
(CD3CN): d 7.42 (s, 1H, NHC¼CHN), 7.32 (s, 1H, NCH¼CHN), 4.45 (s,
5H, Cp), 3.76 (s, 3H, NCH3), 3.60 (m, 2H, NCH(CH3)2), 1.32 (s, 6H,
NCH(CH3)2). 13C{1H} NMR, ppm: d 235.1 Mn(CO)2, 193.5 NCN,
124.90 NC¼CN, 118.7 NC¼CN, Cp 82.5, 67.5 NCH3, 51.9 NCH(CH3)2,
25.6 NCH(CH3)2. IR (cm�1): 1922 n(CO), 1856 n(CO). HRESIþ-MS, m/
z: 301.0789 (calcd. 301.0748).

2.2.4. Synthesis of 4, MeCpMn(CO)2L2
A similar methodology as for 1 was followed. Imidazol-2-
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ylidene L2 (0.481 g, 3.0 mmol) was added to photo-irradiated
MeCpMn(CO)3 (0.654 g, 3.0 mmol). A single yellow solid product
of complex 4 was isolated (yield: 0.255 g; 27%).1H NMR, ppm
(CD3CN): d 6.85 (s, 1H, NCH¼CHN), 6.83 (s, 1H, NCH¼CHN), 3.96 (s,
2H, Cp), 3.86 (s, 3H, NCH3), 3.85 (s, 2H, Cp), 3.76 (s br, 2H,
NCH(CH3)2), 2.89 (s, 3H, Cp-CH3), 1.33 (d, 6H, JHH¼ 6.3, NCH(CH3)2).
13C{1H} NMR, ppm: d 235.1 Mn(CO)2, 195.0 NCN, 124.9 NC¼CN,
124.1 NC¼CN, 34.7 Cp-CH3, 102.8 Cp, 81.9 Cp, 80.4 Cp, 60.5 NCH3,
52.4 NCH(CH3)2, 13.7 NCH(CH3)2. IR (cm�1): 1943 n(CO), 1852 n(CO).
HRESIþ-MS, m/z: 317.1081 (calcd. 317.1062).

2.2.5. Synthesis of 5, CpMn(CO)2L3
A similar methodology as for 1 was followed. Imidazol-2-

ylidene L1 (0.801 g, 3.0 mmol) was added to photo-irradiated
MeCpMn(CO)3 (0.612 g, 3.0 mmol). A single yellow solid product
of complex 3 was isolated (yield: 0.381 g; 35%). 1H NMR, ppm
(CD3CN): d 7.45 (s, 1H, NHC¼CHN), 7.34 (s br, 5H, Ph), 7.26 (s, 1H,
NHC¼CHN), 4.44 (m, 2H, NCH2Bn); 4.38 (s, 5H, Cp), 3.75 (s, 3H,
NCH3), 3.03 (m, 2H, NCH2CH2Ph). 13C{1H} NMR, ppm: d 235.2
Mn(CO)2, 195.1 NCN, 138.9 Ph(ipso), 129.3 Ph(meta), 129.0 Ph(ortho),
127.0 Ph(para), 124.5 NC¼CN, 122.1 NC¼CN, 82.7Cp, 64.4 NCH3, 52.0
NCH2Bn, 40.8 NCH2CH2Ph,. IR (cm�1): 1921 n(CO), 1855 n(CO).
HRESIþ-MS, m/z: 365.1033 (calcd. 365.1062).

2.2.6. Synthesis of 6, MeCpMn(CO)2L3
A similar methodology as for 1 was followed. Imidazol-2-

ylidene L1 (0.801 g, 3.0 mmol) was added to photo-irradiated
MeCpMn(CO)3 (0.654 g, 3.0 mmol). A single yellow solid product
of complex 6 was isolated (yield: 0.374 g; 33%). 1H NMR, ppm
(CD3CN): d 7.37 (s br, 4H, Ph), 7.46 (s, 1H NHC¼CHN), 7.25 (s, 1H
NCH¼CHN), 4.46 (m, 2H, NCH2Bn), 4.26 (s br, 5H, Cp), 3.75 (s, 3H,
NCH3) 3.05 (m, 2H, NCH2CH2Ph), 2.51 (s, 3H, Cp-CH3). 13C{1H} NMR,
ppm: d Mn(CO) 235.3, 196.5 NCN, 124.6 NC¼CN, 122.2 NC¼CN,
138.9 Ph(ipso), 129.3 Ph(meta), 129.0 Ph(ortho), 127.0 Ph(para), 103.2 Cp,
82.1 Cp, 80.4 Cp, 64.4 NCH3, 52.1 NCH2Bn, 40.8 NCH2CH2Ph,.35.6
Cp-CH3. IR (cm�1): 1917 n(CO), 1852 n(CO). HRESIþ-MS, m/z:
379.1248 (calcd. 379.1218).

2.3. X-ray crystallography

Data for complexes 3 and 6 and C1 were collected at 150 K on a
Bruker D8 Venture kappa geometry diffractometer, with duo Ims
sources, a Photon 100 CMOS detector and APEX II control software
using Quazar multi-layer optics, monochromated Mo-Ka radiation
and by means of a combination of f and u scans. Data reduction
was performed using SAINTþ and the intensities were corrected for
absorption using SADABS [12]. The structures were solved by
intrinsic phasing using SHELXTS and refined by full-matrix least
squares using SHELXTL and SHELXL-2013 [13]. In the structure
refinement, all hydrogen atoms were added in calculated positions
and treated as riding on the atom to which they are attached. All
nonhydrogen atoms were refined with anisotropic displacement
parameters, all isotropic displacement parameters for hydrogen
atoms were calculated as X � Ueq of the atom to which they are
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attached, X ¼ 1.5 for the methyl hydrogens and 1.2 for all other
hydrogens. Crystallographic data and refinement parameters are
given in Table 1. Ortep drawings [14] of the three structures are
included in Fig. 5, Fig. 6 and Fig. 9. The crystal structures (cif) have
been deposited at the Cambridge Crystallographic Data Centre and
allocated the deposition numbers: CCDC 1517726e1517728. Data
collection, structure solution and refinement details are available in
each cif.
Fig. 5. Perspective view of 3 with thermal ellipsoids drawn at the 50% probability
level.
2.4. Molecular modelling

The calculations reported in this paper were obtained using the
Gaussian 09 [15] suite of programs. Calculations were carried out in
the singlet spin state using the hybrid functional B3LYP [16,17].
Geometries of the neutral complexes were optimized in gas phase
with the triple-z basis set 6-311G* on all atoms except for the metal
atoms. Stuttgart/Dresden (SDD) pseudopotential was used to
describe themetal electronic core, while the valence electrons were
described using def2-TZVPP [18]. No symmetry constraints were
applied and only the default convergence criteria were used during
the geometric optimizations. Vibrational frequencies [19] were
calculated for the optimized geometries and no imaginary fre-
quencies were observed, confirming true minima. Donor-acceptor
interactions have been computed using the natural bond order
(NBO) method [20]. For the ETS-NOVC analysis, complexes 1, B1
and C1 were optimized in ADF 2014.01 [21], using BP86 with a
triple-z basis set and with up to 2p frozen cores on metal atoms, in
the gas phase. Optimized structures were then investigated using
the Extended Transition State coupled with Natural Orbitals for
Chemical Valence (ETS-NOCV) [22] energy decomposition tech-
nique. MneL bonds were broken and the corresponding fragments
were used as promolecules, without any adjustment of fragment
occupations.
2.5. General procedure for the dimerization of thiols

On the basis of literature [23] and for purposes of the compar-
ison of computed percentage buried volume and solid angle pre-
dictions to experimental obtainable results, 3 mol% of catalyst, in
the presence of the ethylthiol and cyclohexane were irradiated in
an inert argon atmosphere for the duration of 2.5 h. The resulting
solution was analysed directly by GC/MS using hexadecane as in-
ternal standard uponwhich the dimerization yields were based. All
reported yields are based on the average of three runs.
Table 1
Selected bond lengths and angles.

3 6a

Bond length (Å)
Mn-COx (x ¼ 1e2) 1.7565 (19) 1.761 (4)
Mn-C6 1.9904 (17) 1.990 (3)
N1-C6 1.363 (2) 1.373 (4)
N2-C6 1.367 (2) 1.377 (5)
Bond angle (�)
C1-Mn-C2 87.96 (9) 89.44 (15)
N1-C6-N2 103.08 (14) 102.6 (3)
N1-C6-Mn 128.79 (12) 128.6 (2)
N2-C6-Mn 128.12 (12) 128.6 (2)
Torsion angle (�)
Mn-C6-N1-C7 �179.94 (12) �0.5 (4)
Mn-C6-N2-C8 �179.97 (12) 0.6 (4)
Plane angle (�)
Carbene/Cp 31.77 30.40

a Bond lengths and angles are average values calculated due to the presence of
two units per cell.
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3. Results and discussion

3.1. Synthesis and characterization

Complexes 1e6 were prepared in reasonable yields by photo-
chemical substitution of a carbonyl ligand with the free NHC ligand,
generated in situ from the reaction between an imidazolium salt
and tBuOK (Scheme 1). The imidazolium salts (L1-L3) were pre-
pared according to literature procedures [24].

The infrared (IR) spectrum of the complexes have been recorded
using hexane as the solvent, and indicated the presence of two
stretching frequencies. Both stretching frequencies are attributed to
the carbonyl ligands of the Mn(CO)2-moiety. The observations of
these stretching frequencies are supported by literature [4,5]. The
structural predictions were also confirmed with X-ray diffraction
studies of three complexes and will be presented in the next
sections.
3.2. Spectroscopic characterization

Using NMR spectroscopy, with CD3CN as solvent, the structural
aspects of the NHC complexes could be investigated. The 1H NMR
spectroscopic peaks for both the imidazolium salts and the com-
plexated ligands had similarity in their spectral pattern and
chemical shifts. The imidazolium ligand salts had a characteristic
carbene carbon proton peak around d ¼ 9 ppm, which disappeared
instantly upon deprotonation and coordination to the metal cen-
tres, indicating the formation of the desired carbene complexes.
The protons peaks on the C4 and C5 ring positions of the imida-
zolylidene ligand of 1e6 were also clearly visible at chemical shifts
between d¼ 6.83 and d¼ 7.46 ppm. The 13C NMR of complexes 1e6
indicated the presence of a single distinct CO peak at ca. 235 ppm, a
down-field shift of 10 ppm from the MMT and cymantrene starting
synthons. The distinct carbene carbon peak can be witnessed at ca.
195 ppm. The NMR spectroscopy data is in accordance with liter-
ature [4,5]. The IR spectra of 1e6 were measured in hexane and
indicated two stretching frequencies attributed to the CpMn(CO)2
moiety carbonyl stretching frequencies. The stretching frequencies
for the two carbonyls ligands were observed at ca. 1850 (symmetric
A0) and 2020 (antisymmetric A00) cm�1.
2



Fig. 6. Perspective view of 6 (molecule A) with thermal ellipsoids drawn at the 50% probability level.

Fig. 7. The angle (�) between the Cp and carbene planes of 3.

Fig. 8. Hydrogen interactions (in Å) witnessed in 3.

Fig. 9. Perspective view of C1 with thermal ellipsoids drawn at the 50% probability
level.
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3.3. Single crystal X-ray diffraction studies

Selected structural parameters are summarized in Table 1. The
conformation of the carbene moiety, as represented by the C7-N1-
C6-Mn dihedral angles, deviate from planarity by less than 1� (3,
see Fig. 5) and 7� (6, see Fig. 6). The carbene-metal bond lengths
were determined to be 1.9904 (17) Å and 1.990 (3) Å respectively
and seem to be insensitive to the size of the carbene substituents.
The carbene-metal bond lengths are slightly shorter compared to
published literature on symmetrical NHC cymantrene derived
complexes [5]. The angles between the carbene plane (Mn, C6, N1
and N2) and the Cp ring were measured as 31.77� for 3 and 30.40�

for 6 (Fig. 7). Complex 6 crystallized with two molecular units
(molecule A and molecule B) in the asymmetric unit and displays
intramolecular hydrogen interactions between the carbene sub-
stituents and the carbonyl groups.

The incidence of hydrogen interactions can also be witnessed in
both 3 and in 6 between the methyl group on the N substituent and
the carbonyl ligands of the manganese metal atom. The presence of
these hydrogen interactions will be quantified using the (ETS-
NOCV) [22] energy decomposition technique in the DFT study
section (Fig. 8).



Scheme 1. Synthesis of group VII NHC complexes.
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During the synthesis of complex C1 a single crystal, suitable for
X-ray diffraction, was also obtained. C1 crystallized in a P21/c space
group and displays a linearly coordinated nitrile functionality
(Fig. 9). The Mn-N-C3 displays a bond angle of nearly 180� (175.6�)
and a C1-M-C2 bond angle of 91.37� which is bigger compared to
the NHC ligated complexes 3 and 6.
3.4. Theoretical study

Theoretical aspects of manganese carbene complexes are well
described in literature [4,25,26]. Computational studies typically
focus on the interactions of the frontier orbitals and the predictions
that can be made from these interactions on the oxidation and
reduction potential trends witnessed for metal centres [26].
Theoretical studies by Whittlesey [5] focused on aspects of agostic
interactions witnessed inMMTNHC complexes. These studies have,
however, been confined to electronic parameters and limited data
have been provided on the steric aspects of NHC-substituted
complexes of cymantrene and MMT. A DFT study has thus been
considered to describe not only the electronic influences that the
carbene moiety imparts on the coordination sphere of metal cen-
tres but also structural and steric influences by these ligands on the
metal moiety. Complexes 1e6, with varying steric bulk on one of
the nitrogen substituents of the carbene ligand, have been studied.
The calculated properties of the novel complexes 1e6 and C1 were
compared with those of literature complexes A2 [4] and B1 [10] as
well as theoretical complex A1 (Fig. 10).
3.4.1. Ligand steric parameters
In this study the steric characteristics of NHC ligands have been

determined using two different methods, namely the percentage
buried volume (%Vbur) and the solid angle measurement of the li-
gands [27a,28,29]. Increasing the bulkiness of the substituents on
the N atoms of the ligand should result in a greater %Vbur in relation
to the metal-ligand bond distance. The %Vbur values were found to
be similar irrespective of the identity or bulkiness of R-group
Fig. 10. NHC complexes 1e6, A1, A2, phosphine complex B
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substituents on the N atoms of the NHC ligands (26% for L1, 25% for
L2 and ca. 26% for L3). The %Vbur was slightly higher (28.5%) for A1
and significantly higher (33%) for A2 [4]. Therefore the %Vbur values
are elevated only when both N-substituents are bulky. Due to size
and rotation possibilities, steric repulsion is minimized by rotating
the bulky substituents away from the coordination sphere of the
manganese metal centre. The steric contour map of complex 3
(Fig. 11(b)), generated with SambVca2 [27b], indicates that the NHC
ligand is not seen to be sterically crowding the metal centre.
Complexes 1 and 5 show similar steric contour maps (see SI).

Although groups are increasingly bulkier, only hydrogen atoms
are allowed to penetrate the coordination centre, while the alkyl
and aryl groups are accommodated away from the coordination
sphere, minimizing the steric requirements of the substituents.
Since the %Vbur of all the complexes are similar in value, and the
NHC ligands occupy only a quarter of the total available space
around the manganese atom, the deduction can be made that the
steric demands of the NHC ligands have little consequence on
available catalytic space.

Solid angle measurements of ligand steric parameters [30] have
been attempted to establish a correlation between the steric bulk of
a ligand and chemical and physical characteristics of inorganic and
organometallic systems [29,31,32]. Shielded regionswould severely
limit metal-substrate interactions and affect the catalytic potential
of the pre-catalyst. The solid angle parameters are provided in
Table 2.

The GM of 1, 3, 5 and the cymantrene starting synthon have been
visualized and presented in Fig. 12.

The solid angles of 1e6 indicate the size of the ligand increases
in the order of L1 z L2 < L3. The GM and G(g) of the cymantrene
synthon has also been calculated and indicates a small decrease in
both parameters after the coordination of the NHC moiety. As ex-
pected, the GM and G(g) increase when two ethyl groups occupy the
carbene nitrogen substituents positions compared to the ethyl
methyl substituted ligand Fig. 13. The G(M) predictions for 1e6 have
similar values as also seen in the %Vbur. Although the solid angles
1 and acetonitrile complex C1 of the theoretical study.

4



Fig. 11. (a) Graphical representation of the sphere defining the %Vbur of metal complexes 1e6; (b) steric contour map of 3; and (c) representation of the solid angle and GM of a
complex.

Table 2
Solid angle parameters for 1e6.

Ligand Complex Solid Angle Steradiansa GM(Complex) % G(g) %

1 1 3.11 96.88 12.89
1 2 3.20 96.91 13.19
2 3 3.06 96.70 13.87
2 4 3.18 96.93 14.14
3 5 3.34 96.35 15.50
3 6 3.34 96.55 16.03

A1 4.05 98.04 18.79
A2 4.92 98.60 25.69
CpMn(CO)3 e 97.07 16.66
MeCpMn(CO)3 e 95.41 12.08

a Solid angle of the NHC ligand.
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indicate a similar size of L1 and L2, the increasing G(g) values is
indicative of increasing steric bulk of the ligands in the order of
L1 < L2 < L3 < LA1 < LA2.
3.4.2. Wiberg bond indices and bond dissociation energies (BDEs)
Literature exists for the determination and applicability of

Wiberg bond orders in the endeavour to study NHC ligands [33,34]
and the coordination to metal centres [35,36]. The Wiberg bond
indices quantified single or double bond character and can be uti-
lized to determine bond strength orders (BSOs). From our calcu-
lated results, the Wiberg bond indices (see Table S1 in SI) indicate a
relatively strong sigma-donation from the NHC ligand towards the
metal centre (BO ¼ 0.73e0.78). The indices are similar in all the
NHC complexes and show no variation despite steric difference
between the carbene nitrogen substituents. These values correlate
Fig. 12. The GM(Complex) of 1 (a), 3 (

185
well with dimeric Mn NHC complexes reported recently [29]. The
bonding interaction of the NHC ligands was determined to be
similar to that of phosphine ligands (M-L bond order of 0.77) and
stronger in comparison to the nitrile ligand analogues such as C1
(BO ¼ 0.66). These values are, however, in line with reported
literature values [35].

The bond dissociation energies [29,37] for 1e6 are listed in
Table S1 in SI. From the data presented, NHC ligands bound more
tightly towards the manganese centre bearing cyclopentadienyl
ligands compared to the methylcyclopentadienyl analogues. NHC
ligands with ethyl phenyl substituents had greater BDEs followed
by isopropyl and finally ethyl groups respectively. The dissociation
energies thus decreases in the following trend: CpMn-
L3 > MeCpMn-L3 > CpMn-L2 > CpMn-L1 > MeCpMn-
L2 > MeCpMn-L1.

The average bond dissociation energy for the NHC ligands were
significantly greater compared to both phosphine and nitrile li-
gands despite the similarity inWiberg bond orders. The heightened
BDEs are ascribed to the superior coordination interactions offered
byNHC ligands. Complexes with larger substituents on the nitrogen
backbone of the ligands tend to display greater BDE compared to
smaller substituents. This finding is supported by literature [38]
and the steric effects of the heteroatomic substituents are well
described. Increasing the bulkiness of the nitrogen substituents
leads to increases in the stability of the NHC ligands and greater
donation to the ligated metal centre.
3.4.3. Extended Transition State coupled with Natural Orbitals for
Chemical Valence (ETS-NOCV)

ETS-NOCV is a powerful computational tool with which the
b) and 5 (c) and CpMn(CO)3 (d).



Fig. 13. Solid angle parameters of the (a) MeCpMn(CO)3, (b) diethyl substituted NHC and (c) complex 2.
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formation of an MeC bond can be investigated and analysed in
terms of the absorbed or released interaction energy, DEInt, as well
as the change in electron density, commonly known as the defor-
mation density, Dr, associated with bond formation [21,22]. Both
DEInt and Dr can be decomposed into different components to aid
interpretation of a bond formation process. The interaction energy
can be decomposed into three terms,

DEInt ¼ DEElstat þ DEPauli þ DEOrbþ DEDisp (1)

where DEElstat gives the change in electrostatic energy upon
bringing unperturbed promolecules from an infinite separation to
the final bonding distance, DEPauli gives the change in energy
required to orthogonalize (ensuring antisymmetry) the promo-
lecular (ensuring antisymmetry) wavefunctions and is commonly
known as Pauli repulsion, DEOrb gives the change in energy related
to the minimization of the energy of the final structure and is
commonly known as the orbital interaction term and DEDisp is the
dispersion energy, usually calculated through empirically-derived
functionals. The electrostatic and Pauli energy changes are often
combined into a single value, DESteric, to give an indication of the
steric (electrostatic þ electronic) interaction between promole-
cules. Similarly, the deformation density can be decomposed into
two terms,

Dr ¼ DrPauli þ DrOrb (2)

where each terms gives the change in density associated with the
energetic term of Eq. (1) (no density change is observed with the
change in electrostatic energy) [21,22]. The various decomposition
terms of Eq. (1) can be used to compare the properties associated
with the formation of different MeC bonds, and the associated
density changes can be used for visual inspection [21,22]. Of more
interest to us, however, is the further decomposition of the DEOrb
and DrOrb terms into contributions from natural orbitals, as given
by the NOCV addition to ETS. Specifically, the total DrOrb term can
be decomposed into i natural orbitals,

DrOrb ¼
X

i

Dri (3)

and each NOCV channel is associated with a specific change in
energy, DEiOrb. The highest occupied NOCV channels can usually be
associated with specific components of molecular orbital in-
teractions between promolecules, such as s and p bonding, giving
associated deformation density channels and energy changes for
these components, i.e. Drs and DEsOrb describing a s-bonding
component of an MeC bond [21,22]. These features of the ETS-
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NOCV approach allow qualitative as well as quantitative compari-
son of specific attributes of different MeC bonds in various systems
[21,22].

In this section the bond characteristics of three different ligand
systems coordinated to a CpMn(CO)2 moiety were probed. The
formation of various MneL bonds in 1, B1 and C1 was investigated
theoretically using ETS-NOCV. Of primary interest is the various
NOCV channels of each MneL bond, describing the density and
energy changes of specific (s and p) attributes of each bond. The
primary NOCV channels for the NHC (structure 1) are shown in
Fig. 14. Drs describes the clear s-donation from the ligand to the
metal with an associated energy change of �146.86 kJ,mol�1,
whereas Drp1 and Drp2 describe the p-back donation from metal
to ligand for two different axes, with a combined energy contri-
bution of �59.50 kJ,mol�1. Finally, Dr4 shows the formation of two
hydrogen CH,,,C interactions, contributing �5.69 kJ,mol�1 to the
total interaction energy. The NOCV channels for the remaining
structures B1 and C1 are qualitatively very similar, except for the
lack of CH,,,C interactions in C1. The presence of hydrogen in-
teractions was also witnessed in the solid-state crystal structures of
3 and 6.

In Table 3, decomposition of the total interaction energy into
relevant components for each structure is shown; for a complete
ETS-NOCV decomposition. Comparing first the total interaction
energies, DEInt, 1 forms the strongest MeL bond, with the phos-
phine B1 and the acetonitrile C1 weaker by þ29.12
andþ 125.10 kJ,mol�1, respectively. The biggest contribution to the
strength of 1 is a very large electrostatic contribution
(�485.26 kJ,mol�1 as opposed to�348.61 and�227.61 kJ,mol�1 in
B1 and C1, respectively, as seen in Table 3). Electronically, however,
1 and B1 is equivalent, with a total orbital interaction of �233.47
and�237.61 kJ,mol�1, respectively. Interestingly, the s-donation of
both 1 and B1 is very similar (differing by �7.41 kJ,mol�1 in favour
of 1) but 1 experiences considerably weaker p-back bonding
(differing by �16.78 kJ,mol�1 in favour of B1). On the other hand,
B1 and C1 show equivalent p contributions, but C1 forms a
considerably weaker s bond than the other structures. Therefore,
the combination of large electrostatic attractions coupled with
comparatively small electronic steric repulsions result in 1 forming
a stronger MeL bond than B1, despite comparative orbital and
dispersion interactions.

The ratio of the s contributions over p contributions for each
structure is shown in Table 3. This metric gives us a direct indication
of the relative s-donation over p-back bonding capability of each
system. Clearly, 1 shows by far the most s character (2.47 times
more s-bonding than p-bonding), whereas the phosphine B1 is
slightly more prevalent for s-bonding (1.83) and the C1 is more or
less equivalent for both s and p (1.11). However, since the total
6



Fig. 14. Primary NOCV channels and associated orbital energy changes for 1. Blue and red regions indicate an accumulation and depletion of electron density, respectively. Iso-
surfaces for Drs, Drp1, Drp2 and Dr4 are 0.002 au, 0.001 au, 0.001 au and 0.00015 au, respectively. (For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)

Table 3
Selected ETS-NOCV energy contributions.

DEInt
a DEElstat

a DEPauli
a DESteric

a DEOrb
a DEDisp

a

1 �276.14 �485.26 þ493.96 þ8.70 �233.47 �51.35
B1 �247.02 �348.61 þ405.68 þ57.07 �237.61 �66.46
C1 �151.04 �227.61 þ265.27 þ37.66 �173.64 �15.21

DEsOrb
a DEpOrb

a s/pb %sc %pd

1 �35.10 �14.22 2.47 53% 22%
B1 �33.33 �18.23 1.83 56% 31%
C1 �20.40 �18.40 1.11 13% 12%

a All values in kJ,mol�1.
b Ratio of DEsOrb over DEpOrb.
c Percentage of s contribution to DEInt.
d Percentage of p contribution to DEInt.
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interaction energies of each system differ, the final columns of
Table 3 present each attribute of bonding as a percentage of the
total interaction energy, allowing direct comparison between
different ligands.

Complexes 1 and B1 are equivalent s-donors, with 53% and 56%
of the total binding energy originating from s-donation, respec-
tively. However,1 shows considerably lessp character than B1, with
22%p-back donation for 1 and 31% for B1. The acetonitrile C1 shows
equivalent s and p character (13% and 12%, respectively), and
overall lower contributions from electronic interactions. The
remaining contributions to the total interaction energy includes
187
energetically weaker electronic interactions (such as weak non-
covalent interactions and various polarizations), as well as stearic
effects (including electrostatic interactions and Pauli repulsion).
The stronger M-L bond in 1 illustrates the superior ability of the
NHC ligand to stabilize the metal centres compared to phosphine
and acetonitrile ligands. The ETS-NOCV results also mirror findings
of the bond dissociation energies were NHC-M complexes display
strong M-L bonds.
3.5. Catalytic study

Catalytic applications of cymantrene [39] include dehydrocou-
pling reactions of amine-borane adducts [40], dehydrogenative
silane alcoholysis [41] and the photoconversion of thiols into
disulfides [23]. Of the three reactions mentioned, the final process
was chosen to evaluate the catalytic activity of our complexes.

Organosulfur chemistry has always been of particular interest
both in the field of chemistry and biology [42]. The transformation
of sulfur-containing compounds has attracted much research in-
terest and specifically the oxidation of thiols to disulfides has
remained an area of importance [43]. Reactions focussing explicitly
on the dimerization of sulfides into disulfides normally require a
basic catalyst [44], stoichiometric amounts of oxidants [45] or toxic
reagent and long reaction times. Apart from the high demand of
these reaction conditions, many synthetic methodologies generate
elevated levels of unwanted side-products. The side-products are
commonly produced as a result from over oxidation, producing



Fig. 15. Possible carbonyl substitution positions COa and COb available on 1e6.
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sulfoxides, sulfones, thiosulfinates and thiosulfonates [46e48].
Literature examples have been reported for the employment of
rhodium(I) transition-metal complexes that illustrated the ability
to selectively oxidize thiols into disulfides as an attractive alter-
native to the use of hazardous oxidants [23], but such processes
have been fairly unexploited. The UV photolysis of cymantrenewith
thiols at room temperature offered a viable, greener alternative to
classic published method of dimerization of thiols and produced H2
as the only side product [23]. Pre-catalysts 1e6 have been inves-
tigated for application in the dimerization of thiols into disulfides
[23]. Based on literature [23] and for purposes of the simple com-
parison of %Vbur and solid angle predictions to experimental
obtainable results, 3 mol% of catalyst, in the presence of the sub-
strate and cyclohexane were photo-irradiated in an inert argon
atmosphere for the duration of 2.5 h to test for catalytic activity.

All six complexes displayed catalytic activity in the dimerization
of thiols into disulfides (Table 4). Although lower yields were ob-
tained for complexes 3 and 4, complexes 5 and 6 displayed superior
activity with yields of ca. 47% and turn over frequencies (TOF) of 49
h�1. The obtained yields were lower in comparison to literature [23]
(ca. 99% for alkyl thiols) for the CpMn(CO)3-photoconversion of
thiols. Complexes displayed diminished activity over the 150 min
reaction period, which might indicate the decomposition of the
catalysis under the harsh photo-irradiation conditions. The higher
catalytic activity of 5 and 6 could thus be explained by the greater
stability of these complexes where decomposition is concerned,
displaying higher BDE of the metal-carbene bond and slightly
larger HOMO-LUMO band gaps (see SI) compared to complexes
1e4. The dimerization occurs through the substitution of a carbonyl
ligand for an ethylthiol group. The ligand exchange can occur at two
different carbonyl ligand positions in reference to the substituents
on the NHC ligand. Bond dissociation energies of the metal-
carbonyl bonds indicate similar dissociation energies for carbonyl
ligands COa and COb (Fig. 15). It can thus be hypothesized that
ligand exchange could occur at either carbonyl ligand to initiate the
catalytic cycle.

The ligand steric parameter results indicate that the steric trend
increases in the order L1 < L2 < L3 and literature associates the
steric influences of NHC substituents with the greater stability
these ligands afford to the metal moiety. The solid angle and %Vbur
parameters thus correlate with the stability associated with the
pre-catalysts and therefore might suggest a probable explanation
for the catalytic activity witnessed. Although the ligands increase in
bulkiness, the steric groups do not directly influence the coordi-
nation space of the metal moiety (as indicated by the solid angle).
Table 4
Dimerization of ethylthiol by manganese(I) NHC complexes 1e6.

Catalysta,c Complex R

1 Et
2 Et
3 iPr
4 iPr
5 CH2CH2Ph
6 CH2CH2Ph

a General reaction conditions: Ethylthiol (2.0 mmol), Catalyst (0.06 mmol), Cyclohexa
b Conversion based on internal standard.
c TOF, as cited in text, was calculated after the first 10 min of the catalytic reaction.
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The ligands thus afford greater stability while not crowding the
metal atom. Complexes 5 and 6 contain the most steric ligand L3,
according to the steric parameters calculated, which then implies
that the most stable complexes were found to have the best cata-
lytic activity. A feasible catalytic cycle is proposed in Fig. 16,
describing the catalytic conversion of the thiol substrates into
disulfides. The cycle is based on experimental data obtained from
the similar study on the dimerization of thiols using cymantrene
only as catalyst [23,49]. In the article by Zhang et al. [49], an in-
depth DFT study on the key intermediates and two possible path-
ways for this conversion, is described. Their results correlate with
the experimental observations of Tan et al. [23]. The cycle is initi-
ated with the photo-induced substitution of a carbonyl ligand for a
thiol substrate and terminates with the liberation of disulfides and
the regeneration of the active catalyst species. The process is
dependent on the availability and lability of carbonyl ligands of the
pre-catalyst species and thusmight explain the lower activity of our
pre-catalysts in comparison with the cymantrene analogue.
4. Conclusion

NHC complexes 1e6 were synthesised in satisfactory yields
from MMT and cymantrene synthons. The molecular structures of
the novel complexes were confirmed with NMR and IR spectros-
copy, and single crystal X-ray diffraction studies of 3 and 6. Through
DFTcalculations, it was possible to describe the steric influences the
NHC ligands impose on the metal synthon. Wiberg bond indices
indicated orders of ca. 0.7 for the NHC complexes, which is similar
to bonding aspects of triphenylphosphine. Both ligands thus
display negligible p-back donation from the metal centre. The
frontier orbital analysis indicated increases in the band gaps upon
R0 Cat. (mol%) Conversionb (%)

H 3 28
Me 3 22
H 3 16
Me 3 6
H 3 47
Me 3 48

ne (10 ml), Room temperature, 150 min.

8



Fig. 16. Catalytic cycle associated with the dimerization of thiol substrates.
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the substitution of NHC ligands with larger molecular masses (see
SI). Lower mass ligands had smaller band gaps. The increases in the
band gaps may indicate higher stability of complexes 5 and 6 or
greater inertness towards decomposition pathways. Finally, BDE
energies indicated a linear relationship between the associated
energies and the molar mass of the NHC moiety. The BDE of the
NHC-metal bonds were higher in cymantrenecomplexes compared
to MMT analogues.
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Gold(I) Hydrides as Proton Acceptors in Dihydrogen Bond
Formation
Ignacy Cukrowski,*[a] Jurgens H. de Lange,[a] Ferdinand Groenewald,[b] and
Helgard G. Raubenheimer*[b]

1. Introduction

The chemistry of AuI complexes is enriched by the important
role played by Au···Au interactions, a phenomenon that has

been investigated in great detail.[1, 2] Recently the possibility of
equally strong Au···H hydrogen bond formation has been rec-

ognized as a viable interaction in its own right. Examples have

been investigated experimentally in the condensed phase,[3]

and theoretically for simple[4] as well as complicated[3] systems.

[M]@H···HX ([M] = transition metal fragment; X = rest of proton
donor molecule) dihydrogen bonding, discovered in the

1990s[5] and later reported for various metals after theoretical
and experimental investigations, is presently a topic attracting
increased research attention among a large and growing

number of participants.[6] Bonding[7] and mechanistic[8] aspects,
proton transfer,[9] packing in crystals,[10] and biochemical inves-

tigations[11] have all been receiving attention. With two excep-
tions, dihydrogen bonding is currently not known for group 11

and 12 transition metal hydride complexes.[8b, 12] The nearest re-
semblance of such an interaction in dynamic gold chemistry,

has been postulated for a regenerated gold hydride intermedi-

ate that is stabilized by a protonated ethanol solvent molecule
within a calculated catalytic cycle of olefin hydrogenation.[13]

Subsequently, Grabowski and Ruip8rez[14] theoretically found
the intermediate complexes FH···HCu and FH···HAg upon H2

cleavage by the two fluorides, MF (M = Cu, Ag). In the context

of supramolecular interactions where gold complexes feature
prominently,[15] this lack of fundamental knowledge regarding

dihydrogen interactions, constitutes a severe shortcoming. If
appropriately addressed and accurately resolved, important

further developments could follow. Hence, we embarked on
such a study involving AuI hydrides.

Only a few hydrides of AuI are known.[3] From them, we se-

lected as potential anionic proton acceptors the dihydride
[AuH2]@ (1),[16] the stable, isolobal, cluster-like [AuAuH]@ (2),[17]

and a complex [C6F5AuH]@ (3), which has not yet been synthe-
sized. Furthermore, we included neutral AuH (4)[18] and the sim-

plified compound [(MeNK CH=CHNMeCL )AuH] (5) as model for
the known carbene complex [(ArNK CH=CHNArCL )AuH] (Ar = 2.6-

(iPr)2C6H3).[19] The conventional proton donors in hydrogen
bonding, HF, H2O, H3N as well as their corresponding protonat-
ed analogues were employed. This article focusses primarily on

the involvement of HF and H2F+ in dihydrogen bonding with
the selected AuI hydrides, although results obtained with the

other proton donors are referred to by way of comparison.
Our results highlight the following: 1) a number of previous-

ly unreported 1:1, 1:2 and n :1 (n+3) proton acceptor:proton

donor interactions realized in isolated systems (full set of struc-
tural data for monomers and adducts is provided in Section S1

in the Supporting Information); 2) various competitive and/or
3) stabilizing secondary interactions, and 4) unexpected proton

transfers. A major aim of our work was to determine stability
trends and bonding preferences between the chosen proton

Wavefunction and DFT calculations indicate that anionic dihy-
dride complexes of AuI form strong to moderate directed Au@
H···H bonds with one or two HF, H2O and NH3 prototype
proton donor molecules. The largely electrostatic interaction is
influenced by relativistic effects which, however, do not in-
crease the binding energy. Very weak Au···H associations—ex-
hibiting a corresponding bond path—occur between neutral
AuH and HF units, although ultimately F becomes the pre-

ferred donor atom in the most stable structure. Increasing the
hydridicity of AuH by attachment of an electron donating NHC

ligand effects Au-H···H bonding of moderate strength only
with HF, whereas competing Au···H interactions dominate for

H2O and NH3. Rare h2 coordinated and HX (X = F or OH) associ-
ated H2 complexes are produced during interaction with
a single ion of stronger acidity, H2F+ or H3O+ . Theoretically, re-
action of excess [AuH2]@ as proton acceptor with H3O+ or

NH4
+ in 3:1 or 4:1 ionic ratios, respectively, affords H···H

bonded analogues of Eigen-type adducts. Outstanding analyti-

cal relationships between selected bonding parameters sup-
port the integrity of the results.
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donors and acceptors that could ultimately be useful in future
experimental investigations and applications.

2. Computational Details

Herein we report results of DFT calculations performed on all
the products shown as ball-and-stick representations in Sec-

tion S2 of the Supporting Information (SI) mainly by using the
Gaussian 09 rev. D01 program with a “nosymm” keyword, the

UB3LYP density functional with Grimme’s D3 empirical disper-
sion correction, aug-cc-pVDZ basis set and SDD pseudopoten-

tial for gold.[20] Coordinates of optimised structures are provid-
ed in Section S3 of the Supporting Information. Unless speci-

fied otherwise, all reported structures represent a stationary
point on the potential energy surface—no imaginary negative
frequencies are present. Bader’s QTAIM[21] analysis, as imple-

mented in the AIMAll program,[22] was performed. The ETS-
NOCV energy partitioning[23] was executed in the ADF pro-

gram,[24] by performing a single-point calculation on Gaussian-
optimized structures using the B3LYP functional, triple-z with

polarization function basis set without the frozen core approxi-

mation (all electrons) and the scalar relativistic zero-order-regu-
lar approximation for relativistic effects (for further computa-

tional details see Section S4 in the Supporting Information).
Taking into account the limitations of both DFT and wavefunc-

tion methods with regard to absolute energies and even struc-
tural information,[7b, 25] we used these methods here in a compa-

rative sense. The integrity of the results for the smallest ad-
ducts was satisfactorily verified at the UCCSD/aug-cc-pVDZ/

SDD level and data for d(H,H) and binding energies, Ebind, are

given in Table S15 in the Supporting Information. Our ap-
proach in dealing with the role of relativistic effects is de-

scribed in the main text.

3. Results and Discussion

3.1. Adducts with Anionic and Neutral Gold Hydrides

Optimized 1:1 structures for the adducts formed between the

chosen AuI hydrides and the HF molecule are shown in
Figure 1 together with their bond distances, relevant angles

and binding energies.[14] Strong (ca. 20 kcal mol@1)[26] dihydro-
gen bonding occurs between the anionic gold dihydride and

HF in (1).HF. The strength of the interaction is reduced by 35 %
when HF is replaced by H2O[27] and again by 45 % when NH3 is
substituted for H2O (Figure S2, Section S5 in the Supporting In-

formation). These changes are percentage-wise much larger
than the parallel increases in gas-phase deprotonation ener-

gies along the series HF (371 kcal mol@1) to NH3 (403 kcal
mol@1).[28]

The anionic digold hydride [AuAuH]@ (2), is isolobal to

[AuH2]@ .[3] The higher negative net atomic charge (@0.610e)
calculated for the terminal Au atom, compared to the @0.222e

charge on the hydride hydrogen leads to a competitive situa-
tion during interaction with HF. The latter hydrogen atom,

counter intuitively, was found to be the preferred point of
attack and bond formation. Notably, the gold atom does not

carry a higher negative charge in free [AuH2]@ (@0.232e) where

the hydride hydrogen (@0.384e) is preferred as proton accept-
or as expected. The binding energy for (2).HF (@15.1 kcal

mol@1; Figure 1) is comparable to the binding energy between
the same proton donor and (3) (@15.8 kcal mol@1), despite gold

bearing an electron withdrawing C6F5 group in (3).HF. Using
H2O as proton donor, the interaction with (3) weakens

(@11.1 kcal mol@1), although the association is strengthened by

the presence of an additional 2.259 a interaction between the
second proton of H2O and a fluorine atom of C6F5 (for (3).H2O,
see Figure S3, Section S5 in the Supporting Information).

When the hydridicity[29] of the chosen gold complex is decid-

edly reduced, as in neutral AuH, the interaction with HF and
other proton donors changes significantly and no stable H···H
bonds are formed. Adduct (4).HF in Figure 1 represents the

weakly bonded structure at a local energy minimum; in the en-
suing more stable product, an F-coordinated HF complex of
AuH, HAu(FH), the Au···H bond is abolished.[14, 30] H2O and NH3

also form classical Lewis adducts (4).H2O and (4).NH3 of in-
creasing stability, in which charge is transferred to AuH during
dative bonding (Figure 2; additional data for (4).H2O and

(4).NH3 are available in the Supporting Information, Section S5,
Figures S4–S5).

Installing a well-known electron donating NHC at gold in (4),
to afford the model complex (5), is sufficient to effect dihydro-
gen interaction of modest strength only with HF in (5).HF
(Figure 1). In fact, the other classical hydrogen bonding donors
H2O (Figure 2) and NH3 (for (5).NH3, see the Supporting Infor-

mation, Section S5, Figure S6) prefer to weakly interact simulta-

neously with the central gold atom (Au···H) and a hydrogen
atom of the methyl group of the ligand (CH···X, X = N or O).

The H···H bond distances vary between 1.375 a and 1.651 a,
inversely to the absolute values of the binding energies of the

adducts (1)–(3) and (5). (Au)H···H@F angles in all HF adducts
are approximately linear (161–1738) which is not always the

Figure 1. Optimized structures, bond distances (a), angles (8) and binding
energies (kcal mol@1) for HF adducts of gold hydrides (1)–(5).
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case for this class of interactions involving transition metals.[31]

However, angles between 1688 and 1788 have been indicated

as typical for transition metal hydrides involved in dihydrogen
bonding when competitive Au···H bonding is weak.[7a] The ap-

proximate linear arrangement as well as minimal differences in

the (Au)H···H@F angles in the HF adducts optimized with and
without D3 empirical dispersion of Grimme, provide evidence

that dispersion forces do play a role but are not dominating
the H···H bonding. For instance, we obtained D(angles) {i.e. ,

(angle with Grimme‘s D3 dispersion) @ (angle without
Grimme‘s D3 dispersion)} of 0.7, 0.2, 0.7, and 1.28 for (1).HF,

(2).HF, (3).HF, and (5).HF, respectively. Furthermore, the contri-

bution made by dispersion was estimated as @1.03:0.04 kcal
mol@1 in adducts (1).HF, (2).HF and (3).HF and 1.28 kcal mol@1

in (5).HF—for details see commented Table S16, Section S5 of
the Supporting Information.

3.2. The Role of Relativistic Effects

Relativistic effects are important in gold chemistry.[32] We have

previously shown that such effects strongly influence Au···H in-
teractions and, on occasion, even determine the interaction

mode.[4] Following the same strategy as before for AuH2
@ and

the adduct (1).HF, calculations were carried out using a scalar-

relativistic effective core potential (ECP60MDF) and comparable
non-relativistic pseudopotential (ECP60MHF) for gold at

UB3LYP and UCCSD levels of theory, respectively (see Support-

ing Information, Section 6 for details). Although there were dif-
ferences in the numerical values generated at the two levels of

theory, the trends were unambiguously identical. Furthermore,
UB3LYP-GD3/SDD and UB3LYP/ECP60MDF gave similar results

for energies and bond distances. Non-metal atoms were mod-
elled by the aug-cc-pVDZ basis set. Relativistic effects are re-

sponsible for a shortening of all bonds to the gold atom.

During adduct formation between AuH2
@ and HF, the Au-H1

bond is lengthened and Au-H(2) shortened (Figure 2) by the

same amount (with and without consideration of relativistic ef-
fects). Both these bonds are strengthened by relativistic effects,

causing a longer H1···H3 separation for the dihydrogen bond
with ECP60MDF than with the ECP60MHF basis set. Overall,

a positive, destabilizing contribution of not more than 1.7 kcal
mol@1 to the binding energy of (1).HF can be attributed to rel-
ativistic effects. It is therefore not surprising that preliminary

calculations also indicated that adduct formation between HF
and “non-relativistic” AgH2

@[33] is stronger than with AuH2
@ as

proton acceptor. These results also indicate that selected AgI

hydride complexes could be beneficially included in the experi-

mental search for examples of dihydrogen interactions involv-
ing the group 11 metals.

3.3. Energy Partitioning

The ETS-NOCV energy partitioning Scheme revealed (see Sec-

tion S7 in the Supporting Information) that the bonding
energy between monomers, DEtotal, hinges predominantly on
electrostatic interactions, DEelstat (@23.4 kcal mol@1), with signifi-

cant orbital exchange DEorb (@16.4 kcal mol@1). These two con-
tributions overcompensate the repulsion influence, DEPauli

(18.7 kcal mol@1). The DEtotal values of @21.1 and @11.9 kcal
mol@1 for (1).HF and (1).H2O, respectively, compare well with

Gaussian-computed binding energies, Ebind, @20.3 and

@13.2 kcal mol@1. It should be mentioned that Ebind for (1).HF
and (2).HF calculated at the UCCSD level is, respectively small-

er and larger than the DFT values (computed with Grimme’s
D3 empirical dispersion correction in Gaussian) by 1.1 and

0.4 kcal mol@1, Table S15 in The Supporting Information, sug-
gesting again that dispersion indeed contributes minimally to

the H···H bonding.

3.4. The Role of Charge Transfer

Relative to the isolated monomers, the difference in net

atomic charges between covalently bonded atoms A and B in-
creases in most adducts, DDq(A,B) >0; hence, the interatomic

regions become polarised increasing the relative role of elec-
trostatic interaction between A and B. It is seen in Table 1 for

(1).HF (and for other adducts with (1) in the Supporting Infor-
mation, Section S8) that the atomic electron population N for

the gold atoms decreases the most whereas the fluorine

Figure 2. Selected distances (a) and binding energies (kcal mol@1) for indicat-
ed adducts.

Table 1. Analysis of QTAIM-defined net atomic charges (q in e) and electron population (N in me) in [AuH2]@ , HF and (1).HF. DN(A) and DDq(A,B), respec-
tively, indicates a change in atomic electron population and, computed relative to isolated monomers, the difference in atomic net charges between indi-
cated atoms.

Atom A
(1) and HF (1).HF DDq(A,B)
q(A) jDq(A,B j q(A) DN(A) jDq(A,B) j

Au1 @0.232 - – @0.159 @73 – – –
H2 @0.384 Au1,H2 0.152 @0.380 @4 Au1,H2 0.221 0.069
H3 @0.384 Au1,H3 0.152 @0.331 @53 Au1,H3 0.172 0.020
F4 @0.705 H2,H5 1.090 @0.793 88 H2,H5 1.044 -0.046
H5 0.705 F4,H5 1.411 0.663 42 F4,H5 1.457 0.046
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atoms gain most negative charge in adducts with the H···H

bonding. In most adducts the N(H) of HF increases by 26:2

me ; however, in (1).HF an increase of over 60 % is found. More-
over, for adducts (1)–(3) and (5), the net atomic charge differ-

ence Dq(A,B) is always largest for atoms of HF and second larg-
est for H atoms involved in dihydrogen bonding. Importantly,

significant electronic charge transfers (CTs), essentially from Au
atoms, occurred to the HF molecule (e.g. , in case of (1).HF,

CT = DN(F) +DN(H) = 0.130e, Table 1).

Excellent correlations between the CT and 1) binding energy
(Figure 3 a) and 2) the ratio of the local electron potential, V(r),

over kinetic, G(r), energy density at the bond critical point
(BCP) between directly interacting atoms of the complexes

(Figure 3 b), are observed for the H···H bonded adducts as well
as (4).HF. Based on topological properties at BCPs, the H···H

bonding can be interpreted as a closed shell interaction[34]

(1BCP of 0.035:0.008 au and small positive values of the Lapla-
cian, r21BCP of 0.054:0.003 au). Some covalent character in

the H···H bonding is indicated by jV(r) j /G(r) >1,[35] the quotient
being largest (1.37) for (1).HF and smallest (1.02) for (5).HF
which contrasts with a value of only 0.92 obtained for Au···H
bonding in (4).HF (Figure 3 b).

3.5. Competing Reactions

Employing the stronger proton donor H2F+ in a computational-

ly modelled reaction with [AuH2]@ , spontaneously gave an H2

molecule uniquely coordinated to AuI in (6) (Figure 4), while

the remaining gold hydride formed a dihydrogen bond with
the released HF unit, but at a significantly longer bond dis-

tance (1.821 a) than in (1).HF (1.375 a). Besides, with H3O+ re-

acting as proton donor towards [AuH2]@ in a 1:1 ratio, a gold-

coordinated H2 molecule was also formed, (1) + H3O+!
HAu(h2-H2) + H2O, but one hydrogen atom of the H2 molecule
remained associated with the oxygen atom of the liberated

H2O molecule at 2.247 a whereas an H-atom of the H2O mole-
cule is in plane with the HAu(h2-H2) complex due to H···Au

long-distance interaction—see product (7) in Figure 4. Similar
features are present in the product formed between HAu(m2-

H2) + NH3 (see product (8) in Figure S7, Section 5 of the SI)

that is also spontaneously formed in reaction of (1) with NH4
+ .

The binding energy, Ebind, for products (6), (7) and (8) was cal-

culated as E(HAu(h2-H2)@{E(AuH) + E(Z) + E(H2)}, where Z = HF,
H2O, NH3.

Although reactions between (1) and H2F+ or H3O+ have not
yet been studied, the Y-shaped HAu(h2-H2) motif shown in

Figure 4 has been reported to be the more stable equilibrium

structure.[36] As mentioned earlier, H2 activation at coinage
metal fluorides, MF (M = Cu, Ag, Au), has been studied by

quantum chemistry.[14] A similar Y-shaped structure to the frag-
ment in Figure 4, with a H@H bond length of 0.955 a (com-

pared to our 0.809 a distance) was identified. In the case of
the FAu(h2-H2) complex, a significant energy barrier offers re-

sistance against splitting of the dihydrogen bond and forma-

tion of a F-donor HAu(FH) adduct. The results indicate that
a weaker side-on bond is formed with the gold hydride than
with AuF. Consequently, attachment of a weakly donating or
electron withdrawing ligand could be a prerequisite for isolat-

ing such a compound in the condensed phase. Convincing evi-
dence for the mechanistic relationship between the protona-

tion of transition metal hydrides and dihydrogen coordination
has been reported.[6c, 37]

In view of the formation of adduct (6) by protonation of the

gold dihydride anion with H2F+ (and a reviewer’s suggestion),
we also considered various protonations and one oxidative ad-

dition by HF as alternative reaction modes for (1), (2) and (4).
The selected reactions and relevant reaction energies, DEr, are

included in Table 2.

Except for the first reaction, all other conversions are ener-
getically prevented from being considered as viable alterna-

tives with DEr >0. For the first reaction, the favourable reac-
tion energy is only half the value for (1).HF formation. Further-

more, an energy barrier E# of about + 34 kcal mol@1 prevents
rapid breaking of the strong, existing bonds during the conver-

Figure 3. Correlations between: a) binding energy, b) quotient of the local electron potential and kinetic energy densities at the BCP of directly interacting
atoms in the 1:1 adducts and the charge transfer (CT) from Au-containing complex to HF.

Figure 4. Bond distances (a), angles (8) and binding energy (kcal mol@1) for
products (6) and (7) where Ebind for, for example, (6) is = E(6)@{E(AuH) + E(H-
F) + E(H2)}.
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sion (1).HF!HAuF@+ H2. Hence, this reaction should also be
considered as unlikely.

3.6. 1:2 and 3:1 Interactions of AuH2
@ and Proton Donors

As anticipated, the strength of the interaction nearly doubles
when the anionic dihydride complex (1) reacts with HF in a 1:2

molar ratio ((1).(HF)2 in Figure 5). The two equal H···H bond
distances of 1.427 a are somewhat longer than in the corre-

sponding 1:1 adduct.
When the dihydride complex (1) was present in excess, we

only generated stable structures with the cationic proton

donors H3O+ ((1)3.H3O++ in Figure 5) and NH4
+ ((1)4.NH4

++ in
Supporting Information, Figure S8 in Section S5). It is impor-
tant to note that these two structures ((1)3.H3O++ and
(1)4.NH4

++) formed spontaneously during optimisation in Gaus-

sian when either three or four dihydrides (1) and cationic
proton donors (either H3O+ or NH4

+ , respectively) were placed

in close proximity. A striking feature of (1)3.H3O++ is its vastly
higher binding energy, Ebind, of @157.1 kcal mol@1 compared to

the @13.2 kcal mol@1 of (1).H2O. This contrast can predominant-

ly be attributed to the difference in the mode and amount of
CT. Each HAu fragment not directly involved in the H···H bond-

ing transferred 0.132e mainly to the H-atom of H3O+ upon
(1)3.H3O++ formation whereas, in (1).H2O, the associated (1)
transferred only 0.073e, mainly to the O-atom of (1).H2O (O-
atom in both complexes gained 0.080:0.003e). This outcome

also concurs with (i) 1BCP(H···H) which is twice as large in

(1)3.H3O++ (0.0484 au) compared to its value for (1).H2O and
(ii) a large increase in calculated covalency within the H···H

bond with jV(r) j /G(r) 1.5 in (1)3.H3O++ as compared to 1.1 or
1.4 in (1).H2O or (1).HF. The binding energy of (1)3.H3O++ was

also computed in ADF using ETS-NOCV and the value ob-
tained, (@160.5 kcal mol@1), compares very well with that from

Gaussian (for details, see Section S7 in the Supporting Informa-

tion). Notably, the dispersion contribution to the formation of
(1)3.H3O++ was found to be @4.68 and @4.85 kcal mol@1 from

ETS-NOCV and Gaussian, respectively applying to the formation
of three identical H···H interactions. Hence, dispersion contribu-
tion per a single H···H interaction was estimated to be @1.56
and @1.62 kcal mol@1 for ADF and Gaussian, respectively. The

structure of the di-ionic product (1)3.H3O++ contains a flattened
central H3O unit suggestive of the Eigen cation formed be-
tween H3O+ and three H2O proton acceptor molecules, al-
though no dihydrogen bonds are then present.[38] The ammo-

nium ion in the adduct (1)4.NH4
++ , is tetrahedrally arranged.

Significantly shorter H···H bond distances, compared to those
in the 1:1 adducts with neutral H2O or NH3 as proton donors

((1).H2O or (1).NH3), are key structural features of the new
charge-assisted, dihydrogen-bonded products. As shown

above, the expected mono dihydride complex, (1).H3O++ , that
could have been bonded in a pseudo Zundel fashion,[39] is un-

stable with respect to co-ordinated dihydrogen formation (see

(7) in the Supporting Information, Section S5).
Significant CT occurs in all the dihydrogen bonded adducts.

Its importance is superbly evidenced by excellent relationships
for both 1:1 and 1:2 complexes between charge transferred

from the dihydrogen acceptor complex (1) to various proton
donor molecules and (i) Ebind, (ii) dH···H, (iii) 1BCP(H···H) and (iv) sev-

eral interatomic distances (shown in Section S8 in the Support-

ing Information).
Finally, following a reviewer’s recommendation, we tested

whether isomeric products with H2 (free or coordinated to Au)
could be more stable than the (1)3.H3O++ structure shown in

Figure 5. Several alternative competing reactions of (1) and
H3O+ in 3:1 ratios leading to (i) [(AuH2)2OH2]2@+ H2 + AuH,

(ii) [(AuH2)2OH2]2@+ AuIIIH3 and (iii) [(AuH2)2OH2]2@+ HAu-(H2)

products were considered. Our modelling indicated that
[(AuH2)2OH2]2@ does not exist ; there was no way to optimize

it—all attempts failed as AuH2
@ anions instantly dissociate

from the central H2O molecule during optimization. From that

one might conclude that the neutral water molecule is not
able to attract two negatively charged gold units (1). Similar
results were obtained for (1)4.NH4

++ structures. Attempts to op-

timize the alternative product, (1)3.NH3, also failed.
To test the stability of the (1)3.H3O++ structure, we decided

to bring one dihydride complex (1) closer to the H3O+ mole-
cule by stepwise decreasing the interatomic distance between

O-atom of H3O+ and a selected Au-atom d(O,Au), starting from
its equilibrium value of d(O,Au) = 3.281 a; at each step the

system was energy optimised—for full details see Section S9 in
the Supporting Information. The H@O bond in H3O+ broke at
d(O,Au) of 2.517 a, after overcoming the activation energy of

20 kcal mol@1, and a new molecular system has formed that
can be represented as (1)2.H2O.(4)-H2. However, its energy-op-

timised structure (Figure 6) is characterised by a single nega-
tive imaginary frequency; hence, it should be seen as an unsta-

ble state. In contrast, after removing H2 molecule, the

(1)2.H2O.(4) compound (Figure 6) appeared to be stable (no
imaginary frequency was present).

The computed value for the (1)2.H2O.(4) binding energy of
@10 kcal mol@1 is : 1) quite comparable with those computed

for adducts involving a neutral water molecule and 2) over an
order of magnitude smaller when compared with @157.1 kcal

Table 2. Competing reactions and associated reaction energies, DEr, in
kcal mol@1.

Reactants Products DEr

(1) + HF HAuF@+ H2 @10.4
(2) + HF Au2F@+ H2 + 6.8
(4) + HF AuF + H2 + 36.3

FAu···H2 + 3.0
FAuIII(H)2 + 2.9

Figure 5. Bond distances (a), angles (8) and binding energies (kcal mol@1) for
the (1).(HF)2 and (1)3.H3O++ complexes.
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mol@1 obtained for hydronium ion containing (1)3.H3O++ ; note
also that d(H,H) = 1.587 a in (1)2.H2O.(4) is over 0.22 a longer

when compared with the same bonds in (1)3.H3O++ . Interest-
ingly, the reaction 3 AuH2

@+ H3O+!(AuH2
@)2.H2O.AuH + H2 is

slightly more favourable (DEr =@161.6 kcal mol@1) when com-

pared with Ebind = DEr =@157.1 kcal mol@1 computed for the
formation of (1)3.H3O++ . Due to an energy barrier of about

+ 20 kcal mol@1, however, the direct conversion of (1)3.H3O++ to
(1)2.H2O.(4) + H2 must be seen as highly unlikely.

4. Conclusions

The use of gold(I) hydrides in dihydrogen bond formation was
investigated using quantum chemistry, in various carefully se-

lected systems that involved conventional hydrogen bond
donors. These early results obtained for various types of ad-
ducts formed, their structures and relative stabilities (all of

which are particularly important for reactions in the gas phase)
are considered significant and useful. Despite that fact that

most reactions carried out in solution are generally considera-
bly complicated as a result of classical hydrogen bonding and

van der Waals interaction, some of the unique products report-
ed in this study could correspond to key intermediates or tran-

sition states during proton transfers, or serve as building

blocks (synthons) for crystallization. Most importantly, dihydro-
gen interaction between anionic AuI hydrides and well-chosen

proton donors present in different ratios in isolated systems
was found strong enough to warrant further experimental ex-

ploration in the gas and solid phases. Whether such is the case
with hydrides of neighbouring AgI and HgI, should be investi-

gated further using quantum mechanics. Finally, under ideal

experimental conditions, and fostered by a weakly donating or,
preferably, electron attracting ligand, the deliberate prepara-

tion of side-on dihydrogen complexes of AuI could be realized
in the condensed phase.
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