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Abstract

This article shows how to enhance the well�established framework of abstract in�
terpretation to the object�oriented setting considering an Oberon���like language
for illustration� The focus of the presentation lies on the �exibility resulting from
the genericity of the framework� which is demonstrated by di�erent type analysis
algorithms� Their results can be used for various optimizations like the elimination
of unnecessary type tests and type assertions� Moreover� this article shows how
a previously proposed approach for intraprocedural type analysis by Corney and
Gough can be modeled in our approach� and even interprocedurally be enhanced�

� Motivation

Type analysis of object�oriented programs is a necessary� but di�cult task of program
optimization in order to generate e�cient code� In contrast to the imperative paradigm�
where abstract interpretation �cf� ��� ��	 provides a uniform and theoretically well�founded
platform for the construction of powerful analysis and optimization algorithms� for the
object�oriented paradigm the situation is still characterized by approaches being quite
speci
c or ad�hoc� Recently� Knoop and Schreiber have shown how to improve on this
situation by transferring the abstract interpretation based approach for analysing and
optimizing imperative programs to the object�oriented paradigm considering an Oberon�
��like language �cf� ��� ���	� Here� we put emphasis on the 
exibility of this approach�
which is demonstrated by two di�erent type analysis algorithms focusing on e�ciency

and precision� respectively�

Related work� Type analysis for object�oriented programs has been an active 
eld of re�
search for years� The majority of approaches proposed �e�g� ���� ���	 focuses on untyped
object�oriented languages� and does not �directly	 apply to statically typed languages�
In particular� the complex interplay of pointer variables and type�bound procedures in
Oberon�� lacks a direct counterpart in the settings considered there� Most closely related
to our approach are the approaches of Corney and Gough ���� and Knoop and Golub�
ski ���� Corney and Gough proposed an intraprocedural type analysis algorithm for Sim�
pleOberon� Knoop and Golubski demonstrated how to extend the abstract interpretation
framework to untyped object�oriented languages�



Program � f Decl�g f ProcDecl�g BEGIN StatSeq END�
Decl � VAR Ident�Type�
Type � PreDefT j PT j RT�
PT � POINTER TO RT�
RT � RECORD � � Ident � �f Ident � PreDefT�g�
StatSeq � Stat f�Stat g�
Stat � Ident �� Expr j Ident � f ActPar��� g � j WHILE Expr DO StatSeq j

IF Expr THEN StatSeq ELSE StatSeq j � � �
ProcDecl � ProcHead � ProcBody Ident ��
ProcHead � PROCEDURE � Receiver � Ident � f FormalPar��� g ��
ProcBody � f Decl�g BEGIN StatSeq END�
FormalPar � �VAR� Ident � Type�

Figure �� Part of the SimpleOberon syntax�

� The Language

We consider an Oberon���like programming language �cf� ���	� called SimpleOberon� which
omits complex data structures like arrays or multilevel pointer structures� but is complex
enough to demonstrate the essential features of the approach� The syntax of SimpleOberon
is essentially given by the contextfree�like grammar of Figure �� Central is the concept of
Wirth�s type�extension �cf� ����	� which allows a programmer to create a new record�type
by adding 
elds to an existing record�type as illustrated in Figure �� In the example�
rt� is the basis�type of rt� and rt�� and frt�� rt�� rt�� rt�g is the set of all extension
types of rt�� Note that every type is an extension type of itself� Each record�type
corresponds with a pointer�type� The static type of a pointer variable is the type of its
declaration� its dynamic type is runtime dependent� and is an extension type of the static
type� Classes in object�oriented languages do not only contain the data� but also the
methods for manipulating them� In SimpleOberon� this is re
ected in that procedures
can be bound to record types� A procedure bound to a record�type is also accessible in all
its extension types� unless it is overwritten� For example� pv�P�� represents a call of the
particular type�bound procedure P� which is bound to the dynamic type of the pointer
variable pv�

Conventions� As usual we assume that inheritance is removed from the argument pro�
gram� which can be achieved by expanding all record�type de
nitions by adding all in�
herited components except for type�bound procedures being overwritten� We introduce a
special record�type rtNIL corresponding to the common pointer�type ptNIL �the type of
the NIL object	� Every record�type rt is an extension type of rtNIL� and every type�bound
procedure P gets an equally�named �empty� implementation bound to rtNIL� Statements
containing a type assertion are split into two parts� the type assertion and the term with�
out the assertion� Finally� for type�bound procedures and type�bound procedure calls we
add the receiver parameter as an ordinary parameter to the parameter list�

Goal of Type Analysis� The goal of type analysis for SimpleOberon programs is to
compute for every occurrence of a pointer variable the set of dynamic types� which can
actually occur at runtime as precisely as possible� Central for accomplishing this is the
e�ect of elementary statements on the type of a variable� This is summarized in Figure ��
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Figure �� Type extension and type�bound procedures�

� Framework of Abstract Interpretation

Abstract interpretation has proved to be a powerful and theoretically well�founded frame�
work for static program analysis �cf� ��� ��	� In this article we use the framework de�
veloped by Knoop and Ste�en �cf� ��� ��	� and its object�oriented extension by Knoop
and Schreiber given in ��� and ����� We represent SimpleOberon�programs by means of
directed edge�labeled �ow graphs G�� � � � � Gk� where every Gi represents an ordinary or
type�bound procedure �the main program is considered a parameterless procedure	� The
system G � fG�� � � � � Gkg is called a program model� The edges of G represent both the
statements and the control 
ow of the underlying procedures� while the nodes represent
just program points �cf� Figure �	� The function callee maps every edge representing a
procedure call to the set of procedures it may invoke� For the object�oriented setting we
have� if e represents an ordinary procedure call� callee�e	 yields the singleton set contain�
ing this procedure� If it represents a type�bound procedure call� callee�e	 yields the set
of all procedures which are possibly called at runtime� i�e�� the set of all equally�named
procedures bound to some extension type of the static type of the pointer variable at
the call site or to rtNIL� Dually� the function caller yields the set of all call sites of a
procedure Gi� A program model G does not explicitly represent the control 
ow caused
by procedure calls� Therefore� we additionally consider the interprocedural program model

G� of G� which results from G by replacing every edge e � EC by call edges leading from
source�e	 to the start node of every procedure of callee�e	� and by return edges connecting
the end nodes of these procedures with dest�e	� These edges are labeled by assignments
re
ecting the parameter transfer �cf� ��� �� ���	�

Abstract Semantics� The idea of abstract interpretation is to replace the �full� seman�
tics of a program by a simpler� abstract version� which is tailored to deal with a speci
c
problem� The �global	 abstract semantics is typically induced by a local abstract semantics

�� ��� � E� � �C � C	� which gives abstract meaning to every edge of the interprocedural
program model G� in terms of a transformation on a complete lattice �C�u�v����	� Its
elements are assumed to represent the data 
ow information of interest� Fundamental for
dealing with local variables of recursive procedures is the introduction of stacks of lattice
elements and of return functions R�e	 � C�C � C� e � E�

R� as in ���� Intuitively� abstract
stacks model the ordinary runtime stacks� the return functions the e�ect of returning from
a procedure call� which requires to maintain the e�ects on global variables but to reset



the e�ects on local ones�
The global abstract semantics of a program results from one of the following two glob�

alization approaches� the �operational� meet over all paths �MOP	 approach and the
�denotational� maximal �xed point �MFP	 approach� The MOP approach leads to the
MOP solution� and globalizes a local abstract semantics by directly mimicing possible
program executions� it �meets� �intersects	 all information� which belong to a program
path reaching the program point under consideration� The MOP solution does not spec�
ify an e�ective computation procedure in general� The MFP approach leads to the MFP
solution in the sense of Kam and Ullman �cf� ���	� This approach induces an iterative
computation procedure� which is e�ective� if the function lattice on C satis
es the de�
scending chain condition� and if the local semantic functions �� e ���� e � E�� and the return
functions R�e	� e � E�

R� are monotonic �cf� ��� ��	� In this setting the speci
cation of a
data 
ow analysis algorithm requires only four elementary components� the data domain�
the local abstract semantics� the return functional� and the start information of interest�

Correctness and Coincidence� The following theorems give su�cient conditions for
the correctness �or safety	 and the coincidence �or precision	 of the MFP solution with
respect to the MOP solution� Along the lines of ��� ��� we get�

Theorem ��� �Correctness Theorem� The MFP solution is a correct approximation

of the MOP solution� i� e�� � c� � C� �n � N� MFP��� ����c���n	 v MOP��� ����c���n	� if the

functions �� e ���� e � E�� and R�e	� e � E�

R� are all monotonic�

Theorem ��� �Coincidence Theorem� The MFP solution and the MOP solution co�

incide� i� e�� � c� � C� �n � N� MFP��� ����c���n	 � MOP��� ����c���n	� if the functions �� e ����
e � E�� and R�e	� e � E�

R� are all distributive�

� Type Analysis

Resolving the Interplay of Pointer Variables and Type�bound Procedures
Central for type analysis of Oberon���like programs is to resolve the complex interplay of
pointer variables and type�bound procedures� the dynamic types of pointer variables and
the procedures called by type�bound procedure calls depend mutually on each other� Like
in ��� and ����� we resolve these interdependencies by decomposing the analysis into two
components dealing with ��	 the computation of dynamic types of pointer variables� and
��	 the computation of potentially called procedures� Both steps are repeated until a com�
mon 
xed point is reached� i�e�� both the sets delivered by ��	 and ��	 are invariant under
further applications of the component analyses� Both components rely on information
computed by the other� Fortunately� this �apparent	 deadlock�situation can be resolved
by means of the function callee� Based on the static type declarations of the program� it
provides a safe approximation of the sets of potentially called procedures� This informa�
tion is initially fed into the type analysis of step � returning an approximation of the sets
of dynamic types of pointer variables according to this information� Vice versa� the type
information on pointer variables induces now an improved approximation of the sets of
potentially called procedures� The repetition stops� if the new approximation provided
by step � coincides with the former one�



Statement Semantics E�ect on the dynamic type of the
pointer variable pv

NEW�pv� Create� Creates a new variable
of the record�type corresponding to
the static pointer�type of pv�

The dynamic type of pv is equal to
its static type�

pv��pv� Assign� 	i
 Assigns pointer variable
pv� to pv�

The dynamic type of pv is set to the
dynamic type of pv��

pv��NIL 	ii
 Assigns the special value NIL to
pointer variable pv�

The dynamic type of pv is set to
ptNIL�

pv�pt� Test� 	i
 Type assertion 	type
guard
� Tests the dynamic type of
pv�

No e�ect on the dynamic type of pv�
if it is equal to some extension type
of pt� Otherwise the program exe�
cution is aborted�

pv IS pt 	ii
 Type test� Evaluates to true� if
the dynamic type of pv is some ex�
tension type of pt� otherwise it eval�
uates to false�

No e�ect on the dynamic type of pv�

Figure �� Semantics of elementary statements�

I� The First Type Analysis� Emphasizing E�ciency
First we consider the type�extension �inheritance	 tree as the lattice of interest as pro�
posed by Corney and Gough for an intraprocedural setting �cf� ���	� We adapt the local
semantic functions accordingly in order to model their algorithm in our approach and en�
hance it interprocedurally� The de
nition of the local abstract semantics and the return
functions requires a safe approximation of the procedures potentially called by type�bound
procedure calls� This information is made available by the function calleeta provided by
the component of step �� Initially� calleeta is given by callee� which is based on static� and
hence� safe type information� In the speci
cation below� the index �ta� being a short�
hand for �type analysis� reminds of this fact� As noted in Section � we specify a data

ow algorithm by � components�

��� Speci	cation of the First Type Analysis� Let PT� be the set of all pointer types
including the special type �ta with �pt � PT� �ta j�� pt j�� ptNIL� where j� denotes
the extension type relation and j�� its re
exive� transitive closure �cf� ����	� The function
� maps a set of pointer�types to their �mostly extended� common basis�type�
Data domain� Let �Ci�u�v����	 � �PT���� �j � ptNIL��ta	� As Ci is a complete lattice
this also holds for �C� � C� � � � � � Cn�v	� which in the following is abbreviated by
�C�u�v����	� The projection function �pv maps every lattice element c � C to the
component belonging to the pointer�variable pv� The possible types of pv wrt� c � C are
given by fpt j pt j�� c �pvg�
Local abstract semantics� The local abstract semantics is given by� �e � E�

ta��pv � PVar�

�� e ���c	 �

��������
�������

c�statTyp�pv	npv� if e � NEW�pv	
c�c �pv� npv� if e � pv �� pv�

c�ptnpv� if e � pv�pt	 and c �pv 	� extTyp�pt	
c�ptNILnpv� if e � pv �� NIL

c otherwise



Here� statTyp�pv	 denotes the static type of pv� extTyp�pt	 the set of extension types of
pt� and c� � n � � a substitution de
ned by� Let pt � PT�� pv � PVar� c � C�

�pv� � PVar� �c�ptnpv�	 �pv��

�
pt if pv � pv�

c �pv� otherwise

Return functions� The return functions are de
ned by� �e � E�

Rta
� R�e	�c�� c�	 � c� with

�pv � PVar� c� �pv�

�
c� �pv if pv � LocVar�pg�source�e			
c� �pv otherwise

LocVarmaps a procedure to its set of local pointer variables and value parameters� pgmaps
a node to the 
ow graph Gi containing it� and source maps an edge to its source node�
Start information� It is given by c� � C with �pv � PVar� c� �pv� ptNIL�

Actually� the de
nition of the type analysis is rather straightforward� Thus� we only
discuss the case dealing with type assertions pv�pt� in the de
nition of the local se�
mantic functional in more detail� Note� in case of c �pv� extTyp�pt	� the type assertion
holds� and consequently the local abstract semantics has no e�ect� On the other hand� if
c �pv� extTyp�pt	 is violated� the test on the assertion fails indicating a possible program
abortion at runtime� However� instead of immediately 
nishing the analysis with indi�
cating this failure� we proceed by propagating the type information pt provided by the
assertion� Thus� the analysis is continued using the information originally intended by the
programmer� which allows us to provide him a program being completely annotated with
type information� and not just partially up to detecting the 
rst point of a possible failure�
This is important in practice� Moreover� the information on possible failures is retained
by this proceeding� After termination� the existence of possible failures can simply be
checked by comparing the type assertions with the set of dynamic types computed for the
source node of the edge the type assertion under consideration is attached to�

Correctness and Termination of the First Type Analysis� The 
rst part of Theo�
rem ��� follows immediately from the 
niteness of PVar and PT�� The second part can
easily be proved by means of the de
nitions of the local semantic functions and return
functions�

Theorem 
�� �Descending Chain Condition and Distributivity�
�� The lattice C satis�es the descending chain condition�

�� All local semantic functions and return functions of the type analysis are distributive�

Theorem ��� directly yields the e�ectivity and termination of the instantiated 
xed point
algorithm �cf� ����	� Moreover� because of part �� the Coincidence Theorem ��� is appli�
cable yielding the precision of the results of the type analysis with respect to the MOP
solution�

Theorem 
�� �Coincidence� The MFP solution of the �rst type analysis and its MOP

solution coincide�

��� Computing Potentially Called Procedures of Type�bound Procedure Calls

By means of the type information computed by step �� we get a new approximation of
the sets of procedures potentially called by type�bound procedure calls� It is given by�
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Figure �� Illustrating example�

�e � ETPC� ppta�e	 � pwts�tpc�tp�e	� dynTypta�tpc�id�e	� source�e			

where ETPC is the set of edges labeled with a type�bound procedure call pv�P��� tpc�id
and tpc�tp are two functions mapping an edge e � ETPC to pv� and the set of proce�
dures with identi
er P bound to some extension type of the static type of pv� respectively�
pwts�fG�� � � � � Gmg� fpt�� � � � �ptlg	� 
nally� denotes the set of type�bound procedures of
G�� � � � � Gm being bound to some type of pt������ptl� Intuitively� ppta induces a �dy�
namic� counterpart of callee being more precise as it pro
ts from type analysis informa�
tion� whereas callee �cf� Section �	 is based on static type information only� The function
calleeta can now be �re�	fed into step � o�ering the type analysis the chance of computing
an improved approximation of the sets of dynamic types of pointer variables� After the
termination of the global analysis� i�e�� after reaching a 
xed point for both steps� the sets
of procedures possibly called by type�bound procedure calls are given by�

�e � ETPC � potProc�e	 � calleetafix�e	

where calleetafix denotes the 
nal value of calleeta�

Correctness� In essence� the correctness of the complete two�step approach is a conse�
quence of the validity of the inclusion �e � ETPC� actProc�e	 
 callee�e	 where actProc

denotes the sets of type�bound procedures which can actually be called at runtime�



Node First 	�e�cient

 solution Second 	�precise

 solution

n
 fpt	� pt�� pt�� pt�g pt	

n� fpt�� pt�g pt�

n� fpt�� pt�g pt�

n	 fpt�� pt�g �
n�� fpt�� pt�g pt�

n�� fpt�� pt�g pt�

Figure �� Type analysis results� the possible types of pointer variable pv��

Illustrating Example� First Type Analysis
We demonstrate the type analysis algorithm by means of the example of Figure ��a	� which
is assumed to obey the type hierarchy of Figure �� We assume that pvi is a pointer variable
of the type POINTER TO pti� Prti are equally�named type�bound procedures corresponding
to the record types rti� and ni is an abbreviation for the node source�ei	� ei � E�

The global analysis starts with 
xing the initial approximation of the sets of procedures
possibly called by type�bound procedure calls� Initially� it returns for both type�bound
procedure calls pv��P�� at the edges � and �� the procedures Prt�� Prt�� Prt� and Prt��
This information 
xes the program model for the 
rst application of step � of the global
analysis computing a 
rst approximation of the set of potential types of pointer variables�
For the occurrences of variable pv� at nodes n
� n� and n�� it returns the type sets fpt��
pt�� pt�� pt�g� fpt�� pt�g and fpt�� pt�g� respectively� Repeating step �� we get Prt��
Prt�� Prt� and Prt� as possibly called procedures for the call site at edge �� Prt� and Prt� at
edge ��� This information 
xes a new program model for the second application of step
�� We obtain fpt�� pt�� pt�� pt�g as possible types of the variable pv� at node n
� fpt��
pt�g at node n�� and fpt�� pt�g at node n��� After updating the sets of possibly called
procedures� which yields that every procedure Prt� to Prt� can be called at edge � and
Prt� or Prt� at edge ��� the 
xed point is reached� and the global analysis stops� Figure �
summarizes the possible dynamic types of pv� at several nodes after the termination of
the whole analysis process�

II� The Second Type Analysis� Emphasizing Precision
Di�erent type analyses can easily be obtained by only modifying the 
rst step of the global
analysis procedure� In fact� changing or modifying the local abstract semantics su�ces for
obtaining new type analyses or variants of a type analysis in order to meet the individual
requirements of a user concerning precision and e�ciency� In the previous solution� two
e�ects limit the precision� the inaccuracy resulting from the use of the �mostly extended�
common basic type at �meet� points and the nondeterministic treatment of branches�
In the following we present a second analysis addressing both problems� it ��	 uses a
�
ner� lattice and ��	 considers branches deterministic in the fashion of ��� by means of
introducing �lter functions in order to evaluate type tests�

Speci	cation of the Second Type Analysis�
Data domain� The data domain of our second type analysis is given by the powerset
lattice �C�u�v����	 � �P�F	�����F � 
	 where F � �PVar � PT� denotes the set of
all functions from pointer variables to pointer types including ptNIL�
Local abstract semantics� It is given by �� �� � E�

ta � �P�F	 � P�F		� which is de
ned by
�e � E�

ta� �P � P�F	� �� e ���P 	 � f�� e ����f	 j f � Pg where �� ��� � E�

ta � �F � F 	 is given



by�

�pv � PVar� �� e ����f	 �

��������
�������

f �statTyp�pv	npv� if e � NEW�pv	
f �f�pv�	npv� if e � pv �� pv�

f �ptnpv� if e � pv�pt	 and f�pv	 	� extTyp�pt	
f �ptNILnpv� if e � pv �� NIL

f otherwise

f � � n � � is a substitution de
ned as follows� If f � F� pv � PVar� pt � PT� then f �ptnpv�
is the unique function of F de
ned by�

�pv� � PVar� f �ptnpv��pv�	 �

�
pt if pv � pv�

f�pv�	 otherwise

Return functions� The return functional R � E�

Rta
� �P�F	 � P�F	 � P�F		 is de
ned

by� �e � E�

Rta
� �P�� P� � P�F	�

R�e	�P�� P�	 � fR��f�� f�	 j f� � �� e �� � ��� source�e	 ��� � �� eC ���f�	� f� � P�� f� � P�g

where eC denotes the call edge corresponding to e � E�

Rta
� The function R� � �F�F 	� F �


nally� is de
ned by� � �f�� f�	 � F � F� R��f�� f�	 � f� where

�pv � PVar� f��pv	 �

�
f��pv	 if pv � LocVar�pg�source�e			
f��pv	 otherwise

Start information� The start information is given by the singleton set F� � ff�g � P�F	�
where the function f� is de
ned by �pv � PVar� f��pv	 � ptNIL�

We introduce 
lter functions� which relies on the following simple program transfor�
mation� remove every type test pv IS pt and insert pv IS pt on the true and � �pv IS

pt	 on the false branch� In essence� introducing 
lter functions amounts to expanding the
local semantic functional to edges labeled by branch information� For the presented type
analysis this is accomplished as follows�

�e � E� �P � P�F	��� e ���P	 �

���
��
ff j f�pv	 � extTyp�pt	� f � Pg if e � pv IS pt

ff j f�pv	 �� extTyp�pt	� f � Pg if e � ��pv IS pt	
f�� e ����f	 j f � Pg otherwise

Note that the local abstract semantics of a type test performs in fact like a 
lter� functions
f � F are propagated along the true�branch� if the test pv IS pt evaluates to true� i�e��
if the dynamic type of pv is pt or an extension type of pt� Otherwise the function
propagation of the 
lter is blocked� This holds dually for the false�branch�

Correctness and Termination of the Second Type Analysis� We can prove�

Theorem 
�� �Descending Chain Condition and Monotonicity�
�� The lattice P�F	 satis�es the descending chain condition�

�� All local semantic functions and return functions of the type analysis are monotonic�

Theorem 
�
 �Correctness� The MFP solution of the second type analysis is a safe

approximation of its MOP solution�



Illustrating Example� Second Type Analysis
The usage of 
lter functions requires to replace the labels of edge � and edge �� by skip�
and to attach the labels pv� IS pt� to the edges � and �� and � �pv� IS pt�	 to the
edges � and �� assuming that edges � and �� represent the corresponding true�branches
and edges � and �� the false�branches�

Let us now consider the proceeding for the second type analysis� Initially� at both
type�bound procedure calls the set of procedures fPrt�� Prt�� Prt�� Prt�g is used as initial
approximation of potentially called procedures� Step � of the global analysis delivers for
the variable pv� at node n
 the type pt�� and at both nodes n� and n�� the types pt� and
pt�� This gives a new approximation for the called procedures� After step �� we get Prt�
as called procedure for edge � and Prt�� Prt� for edge ��� Repeating step � we obtain pt�

as possible type of the variable pv� at node n
� pt� at node n� and pt� at node n��� In
contrast to the 
rst solution� we need a third repetition of the process yielding that Prt� is
callable at edge � and Prt� at edge ��� After computing the dynamic types of the pointer
variables and updating the sets of possible called procedures the 
xed point is reached�

As in this example the second type analysis gives in general more precise results as
the 
rst one �see Figure �	� On the other hand� it is less e�cient� which is essentially a
consequence of the larger maximal chain length of the data 
ow lattice determining above
all the worst case complexity of the type analysis algorithm�

Optimizations
Type information as computed in the previous section can immediately be used for a va�
riety of optimizations� Particularly straightforward and important are ��	 the elimination
of unnecessary type tests and type assertions� ��	 the replacement of dynamically bound
procedure calls by statically bound procedure calls� and ��	 the inlining of procedures�
This is illustrated in Figure ��b	� It shows the program of Figure ��a	 after eliminating
unnecessary type tests �the type of pv� at edge � and edge �� is always pt�	� and inlining
of Prt� at edge � and Prt� at edge ��� As a side�e�ect this enables a classical optimization�
the elimination of dead code� In this example� the edges �� � and � represent useless code�
In fact� it is worth noting that type information is the key for transfering classical analysis
and optimization procedures of imperative languages to the object�oriented setting�

� Conclusion

Precise type information is the backbone of generating e�cient code for object�oriented
programs� In this article we demonstrated the 
exibility of a generic abstract interpre�
tation based approach for type analysis of strongly typed Oberon���like object�oriented
languages� Fundamental was to resolve the complex interdependencies between pointer
variables and type�bound procedures by decomposing the analysis into two steps mutu�
ally fed with the result of their counterpart� The genericity of the framework supports
the construction of type analyses of di�erent precision and e�ciency� supporting thus the
construction of user�customized solutions� as demonstrated by two type analyses focusing
on e�ciency and precision� respectively�
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