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Chapter 1. Basic Stuff

1.1. Fixing the World

How to explain @MQ? Some of us start by saying all the wondéinings it doeslt's sockets on

steroids. It's like mailboxes with routing. It's fasfithers try to share their moment of enlightenment, that
zap-pow-kaboom satori paradigm-shift moment when it adblmee obviousThings just become simpler.
Complexity goes away. It opens the mi@dhers try to explain by comparisolt's smaller, simpler, but

still looks familiar.Personally, | like to remember why we made @MQ at all, bec#uss most likely
where you, the reader, still are today.

Programming is a science dressed up as art, because mostai'tianderstand the physics of software,
and it's rarely if ever taught. The physics of software is algorithms, data structures, languages and
abstractions. These are just tools we make, use, throw alay.eal physics of software is the physics
of people.

Specifically, our limitations when it comes to complexitydeour desire to work together to solve large
problems in pieces. This is the science of programming: rbakding blocks that people can
understand and usasily, and people will work together to solve the very largest feots.

We live in a connected world, and modern software has to aéwitpis world. So the building blocks for
tomorrow’s very largest solutions are connected and melysparallel. It's not enough for code to be
"strong and silent" any more. Code has to talk to code. Codédbe chatty, sociable, well-connected.
Code has to run like the human brain, trillions of individnalurons firing off messages to each other, a
massively parallel network with no central control, no $ingoint of failure, yet able to solve immensely
difficult problems. And it's no accident that the future ofdedooks like the human brain, because the
endpoints of every network are, at some level, human brains.

If you've done any work with threads, protocols, or netwoskau’ll realize this is pretty much
impossible. It's a dream. Even connecting a few programssaca few sockets is plain nasty, when you
start to handle real life situations. Trillions? The cosiNgbbe unimaginable. Connecting computers is
so difficult that software and services to do this is a muiltidn dollar business.

So we live in a world where the wiring is years ahead of ourigitib use it. We had a software crisis in
the 1980s, when leading software engineers like Fred Brbelisved there was no "Silver Bullet"
(http://en.wikipedia.org/wiki/No_Silver_Bullet) to fpmise even one order of magnitude of
improvement in productivity, reliability, or simplicity"

Brooks missed free and open source software, which soh&attisis, enabling us to share knowledge
efficiently. Today we face another software crisis, butat®e we don’t talk about much. Only the largest,
richest firms can afford to create connected applicatiohserd’is a cloud, but it's proprietary. Our data,
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our knowledge is disappearing from our personal computgosclouds that we cannot access, cannot
compete with. Who owns our social networks? It is like thenfraime-PC revolution in reverse.

We can leave the political philosophy for another book (aprsi.info). The point is that while the
Internet offers the potential of massively connected ctduereality is that this is out of reach for most of
us, and so, large interesting problems (in health, edutaticonomics, transport, and so on) remain
unsolved because there is no way to connect the code, anddhway to connect the brains that could
work together to solve these problems.

There have been many attempts to solve the challenge of ctathsoftware. There are thousands of
IETF specifications, each solving part of the puzzle. Foliagfion developers, HTTP is perhaps the one
solution to have been simple enough to work, but it arguataites the problem worse, by encouraging
developers and architects to think in terms of big servedstin, stupid clients.

So today people are still connecting applications usingu®# and TCP, proprietary protocols, HTTP,
Websockets. It remains painful, slow, hard to scale, anengisdly centralized. Distributed P2P
architectures are mostly for play, not work. How many aggilans use Skype or Bittorrent to exchange
data?

Which brings us back to the science of programming. To fix tbddy we needed to do two things. One,
to solve the general problem of "how to connect any code tccadg, anywhere”. Two, to wrap that up
in the simplest possible building blocks that people couldarstand and usasily.

It sounds ridiculously simple. And maybe it is. That's kinfitlee whole point.

1.2. MQ in a Hundred Words

@MQ (ZeroMQ, IMQ, zmq) looks like an embeddable networkibgdry but acts like a concurrency
framework. It gives you sockets that carry atomic messagessa various transports like in-process,
inter-process, TCP, and multicast. You can connect sotkétsN with patterns like fanout, pub-sub,
task distribution, and request-reply. It's fast enoughedtie fabric for clustered products. Its
asynchronous I/0 model gives you scalable multicore agfitins, built as asynchronous
message-processing tasks. It has a score of language AdPtarsion most operating systems. @MQ is
from iMatix (http://www.imatix.com) and is LGPLv3 open sue.

1.3. Some Assumptions

We assume you are using the latest 3.2 release of GMQ. We asgunare using a Linux box or
something similar. We assume you can read C code, more othes's the default language for the
examples. We assume that when we write constants like PUSIBSCRIBE you can imagine they
are really called ZMQ_PUSH or ZMQ_SUBSCRIBE if the prograimglanguage needs it.
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1.4. Getting the Examples

The Guide examples live in the Guide’s git repository (htfgghub.com/imatix/zguide?2). The simplest
way to get all the examples is to clone this repository:

git clone --depth=1 git:/github.com/imatix/zguide2.qgi t

And then browse the examples subdirectory. You'll find exe®py language. If there are examples
missing in a language you use, you're encouraged to submanalation
(http://zguide2.zeromq.org/main:translate). This ig/liloe Guide became so useful, thanks to the work
of many people. All examples are licensed under MIT/X11.

1.5. Ask and Ye Shall Receive

So let’s start with some code. We start of course with a HeltwltMexample. We'll make a client and a
server. The client sends "Hello" to the server, which rephgh "World"(Figure 1-1. Here’s the server
in C, which opens a @MQ socket on port 5555, reads requestsamd replies with "World" to each
request:

Example 1-1. Hello World server (hwserver.c)

1

/I Hello World server

/I Binds REP socket to tcp:// *:5555

/I Expects "Hello" from client, replies with "World"
1

#include <zmg.h>

#include <stdio.h>

#include <unistd.h>

#include <string.h>

int main (void)
{

void =*context = zmgq_ctx_new ();

/I Socket to talk to clients
void =*responder = zmq_socket (context, ZMQ_REP);
zmq_bind (responder, "tcp:// *:5555");

while (true) {
/I Wait for next request from client
zme_msg_t request;
zmg_msg_init (&request);
zmg_msg_recv (&request, responder, 0);
printf ("Received Hello\n");
zmg_msg_close (&request);

/I Do some ’'work’
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sleep (1);

/I Send reply back to client
zmqg_msg_t reply;
zmg_msg_init_size (&reply, 5);
memcpy (zmg_msg_data (&reply), "World", 5);
zmg_msg_send (&reply, responder, 0);
zmg_msg_close (&reply);
}
/I 'We never get here but if we did, this would be how we end
zmg_close (responder);
zmgq_ctx_destroy (context);
return O;

Figure 1-1. Request-Reply

Client

REQ

"Hello" "World"

REP

Server

The REQ-REP socket pair is lockstep. The client does zmq_sesgl[3] and then zmqg_msg_recv[3], in

a loop (or once if that’s all it needs). Doing any other seqege.g. sending two messages in a row) will
resultin a return code of -1 from the send or recv call. Sirtyilthe service does zmg_msg_recv[3] and

then zmg_msg_send[3]in that order, and as often as it needs t
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@MQ uses C as its reference language and this is the maindgegue’ll use for examples. If you're
reading this on-line, the link below the example takes yotanslations into other programming
languages. Let’'s compare the same server in C++:

Example 1-2. Hello World server (hwserver.cpp)

I

/I Hello World server in C++

/I Binds REP socket to tcp:// *:5555

/I Expects "Hello" from client, replies with "World"
I

#include <zmq.hpp>

#include <string>

#include <iostream>

#include <unistd.h>

int main () {
/I Prepare our context and socket
zmg::context_t context (1);
zmg::socket_t socket (context, ZMQ_REP);
socket.bind ("tcp:// *:5555");

while (true) {
zmg::message_t request;

/I Wait for next request from client
socket.recv (&request);
std::cout << "Received Hello" << std::endl;

/I Do some ’'work’
sleep (1);

/I Send reply back to client
zmg::message_t reply (5);

memcpy ((void *) reply.data (), "World", 5);
socket.send (reply);

}

return 0;

You can see that the @MQ API is similar in C and C++. In a langudg PHP, we can hide even more
and the code becomes even easier to read:

Example 1-3. Hello World server (hwserver.php)

<?php
| *

*

Hello World server

Binds REP socket to tcp:/ *:5555

*  Expects "Hello" from client, replies with "World"
@author lan Barber <ian(dot)barber(at)gmail(dot)com>

*

*

*/
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$context = new ZMQContext(1);

/I Socket to talk to clients
$responder = new ZMQSocket($context, ZMQ::SOCKET_REP);
$responder->bind("tcp:// *:5555");

while(true) {

/I Wait for next request from client
$request = $responder->recv();

printf ("Received request: [%s]\n", $request);

/I Do some ’'work’
sleep (1);

/I Send reply back to client
$responder->send("World");

Here’s the client code (click the link below the source toklad, or contribute a translation in your
favorite programming language):

Example 1-4. Hello World client (hwclient.lua)

--  Hello World client
-~ Connects REQ socket to tcp://localhost:5555
-~ Sends "Hello" to server, expects "World" back

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"
local context = zmg.init(1)

--  Socket to talk to server
print("Connecting to hello world server...")
local socket = context:socket(zmg.REQ)
socket:connect("tcp://localhost:5555")

for n=1,10 do
print("Sending Hello " .. n .. " ..")
socket:send("Hello")

local reply = socket:recv()

print("Received World " .. n .. " [* .. reply .. "]")
end
socket:close()
context:term()

Now this looks too simple to be realistic, but a @MQ socket imtwou get when you take a normal TCP
socket, inject it with a mix of radioactive isotopes stoleonh a secret Soviet atomic research project,
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bombard it with 1950-era cosmic rays, and put it into the Isasfda drug-addled comic book author with
a badly-disguised fetish for bulging muscles clad in spa(iigure 1-3. Yes, dMQ sockets are the
world-saving superheroes of the networking world.

Figure 1-2. A terrible accident...

Zap!
POW!!

TCP socket
BOOM!

!

lllegal
radioisotopes
from secret
Soviet atomic Spandex
city

Cosmic rays

You could literally throw thousands of clients at this sepadl at once, and it would continue to work
happily and quickly. For fun, try starting the client atienstarting the server, see how it all still works,
then think for a second what this means.

Let me explain briefly what these two programs are actualiggldrhey create a @MQ context to work
with, and a socket. Don’t worry what the words mean. You'tkpit up. The server binds its REP (reply)
socket to port 5555. The server waits for a request, in a lang responds each time with a reply. The
client sends a request and reads the reply back from therserve

If you kill the server (Ctrl-C) and restart it, the client worecover properly. Recovering from crashing
processes isn't quite that easy. Making a reliable requegsy flow is complex enough that | won'’t cover
it until Chapter Four.

There is a lot happening behind the scenes but what mattessgomgrammers is how short and sweet
the code is, and how often it doesn’t crash, even under heady This is the request-reply pattern,
probably the simplest way to use @MQ. It maps to RPC and ttesidalient-server model.
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1.6. A Minor Note on Strings

@MQ doesn’t know anything about the data you send excepiziésits bytes. That means you are
responsible for formatting it safely so that applicatioas cead it back. Doing this for objects and
complex data types is a job for specialized libraries liket&col Buffers. But even for strings you need
to take care.

In C and some other languages, strings are terminated witll Byte. We could send a string like
"HELLQO" with that extra null byte:
zmq_msg_init_data (&request, "Hello", 6, NULL, NULL);

However if you send a string from another language it propafil not include that null byte. For
example, when we send that same string in Python, we do this:

socket.send ("Hello")

Then what goes onto the wire is a length (one byte for shottieigs) and the string contents, as
individual charactersfigure 1-3.

Figure 1-3. A @MQ string

5 I H e I I 0

And if you read this from a C program, you will get somethingtttooks like a string, and might by
accident act like a string (if by luck the five bytes find theiass followed by an innocently lurking
null), butisn’'t a proper string. Which means that your diand server don’t agree on the string format,
you will get weird results.

When you receive string data from @MQ, in C, you simply caringdt that it's safely terminated. Every
single time you read a string you should allocate a new buffdr space for an extra byte, copy the
string, and terminate it properly with a null.

So let’s establish the rule th@MQ strings are length-specified, and are sent on the wiraithout a
trailing null . In the simplest case (and we’ll do this in our examples) a @@pg maps neatly to a
@MQ message frame, which looks like the above figure, a leaigthsome bytes.
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Here is what we need to do, in C, to receive a @MQ string andeleli to the application as a valid C
string:

/I Receive OMQ string from socket and convert into C string
static char *
s_recv (void *socket) {
zmg_msg_t message;
zmq_msg_init (&message);
int size = zmg_msg_recv (&message, socket, 0);
if (size == -1)
return NULL;
char =*string = malloc (size + 1);
memcpy (string, zmg_msg_data (&message), size);
zmqg_msg_close (&message);
string [size] = 0;
return (string);

This makes a very handy helper function and in the spirit dinathings we can reuse profitably, let’s
write a similar 's_send’ function that sends strings in tberect IMQ format, and package this into a
header file we can reuse.

The result izhelpers.h , which lets us write sweeter and shorter IMQ applicatior&.ift is a fairly
long source, and only fun for C developers, so read it at teisu
(https://github.com/imatix/zguide2/blob/master/exées/C/zhelpers.h).

1.7. Version Reporting

@MQ does come in several versions and quite often, if you pibhlem, it'll be something that's been
fixed in a later version. So it's a useful trick to kn@wactlywhat version of @MQ you're actually
linking with. Here is a tiny program that does that:

Example 1-5. @MQ version reporting (version.lua)

--  Report OMQ version
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

print("Current OMQ version is " .. table.concat(zmq.versi on(), "))
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1.8. Getting the Message Out

The second classic pattern is one-way data distributiowhich a server pushes updates to a set of
clients. Let's see an example that pushes out weather updaisisting of a zip code, temperature, and
relative humidity. We'll generate random values, just like real weather stations do.

Here’s the server. We'll use port 5556 for this application:

Example 1-6. Weather update server (wuserver.lua)

-~ Weather update server
-~ Binds PUB socket to tcp:// *:5556
-~ Publishes random weather updates

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

--  Prepare our context and publisher
local context = zmgq.init(1)

local publisher = context:socket(zmg.PUB)
publisher:bind("tcp:// *:5556")
publisher:bind("ipc://weather.ipc")

-- Initialize random number generator

math.randomseed(os.time())

while (1) do
--  Get values that will fool the boss
local zipcode, temperature, relhumidity
zipcode = math.random(0, 99999)
temperature = math.random(-80, 135)
relhumidity = math.random(10, 60)

-~ Send message to all subscribers

publisher:send(string.format("%05d %d %d", zipcode, tem perature, relhumidity))
end
publisher:close()
context:term()

There’s no start, and no end to this stream of updates,késdinever ending broadcdsigure 1-4.

10
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Figure 1-4. Publish-Subscribe
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PUB
bind
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Here is client application, which listens to the stream adatps and grabs anything to do with a
specified zip code, by default New York City because that'ssapplace to start any adventure:

Example 1-7. Weather update client (wuclient.lua)

-~ Weather update client

-~ Connects SUB socket to tcp://localhost:5556

-- Collects weather updates and finds avg temp in zipcode
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

local context = zmgq.init(1)

-- Socket to talk to server
print("Collecting updates from weather server...")

11
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local subscriber = context:socket(zmq.SUB)
subscriber:connect(arg[2] or "tcp://localhost:5556")

--  Subscribe to zipcode, default is NYC, 10001
local filter = arg[1] or "10001 "
subscriber:setopt(zmq.SUBSCRIBE, filter)

--  Process 100 updates

local update_nbr = 0

local total_temp = 0

for n=1,100 do
local message = subscriber:recv()
local zipcode, temperature, relhumidity = message:match( "([%d-] *) ([%d-] =*) ([%d-]
total_temp = total_temp + temperature
update_nbr = update_nbr + 1

end

print(string.format("Average temperature for zipcode '% s’ was %dF, total = %d",
filter, (total_temp / update_nbr), total_temp))

subscriber:close()
context:term()

Note that when you use a SUB socket youst set a subscription using zmq_setsockopt[3] and
SUBSCRIBE, as in this code. If you don't set any subscriptiamu won't get any messages. It's a
common mistake for beginners. The subscriber can set mdnsgsptions, which are added together.
That is, if a update matches ANY subscription, the subscribeeives it. The subscriber can also
unsubscribe specific subscriptions. Subscriptions aghespecified blobs. See zmq_setsockopt[3] for
how this works.

The PUB-SUB socket pair is asynchronous. The client does mmq_recv([3], in a loop (or once if
that’s all it needs). Trying to send a message to a SUB sodKatamse an error. Similarly the service
does zmqg_msg_send[3] as often as it needs to, but must nodglomsg_recv[3] on a PUB socket.

In theory with @MQ sockets, it does not matter which end caisyend which end binds. However in
practice there are undocumented differences that I'll ctoleter. For now, bind the PUB and connect
the SUB, unless your network design makes that impossible.

There is one more important thing to know about PUB-SUB stsck@u do not know precisely when a
subscriber starts to get messages. Even if you start a $dsevait a while, and then start the publisher,
the subscriber will always miss the first messages that the flisher sends This is because as the
subscriber connects to the publisher (something that takesall but non-zero time), the publisher may
already be sending messages out.

This "slow joiner" symptom hits enough people, often enquigat I'm going to explain it in detail.
Remember that @MQ does asynchronous I/O, i.e. in the bagkgr&ay you have two nodes doing this,
in this order:

12
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« Subscriber connects to an endpoint and receives and coestages.

- Publisher binds to an endpoint and immediately sends 1,@33ages.

Then the subscriber will most likely not receive anythingu¥l blink, check that you set a correct filter,
and try again, and the subscriber will still not receive aimg.

Making a TCP connection involves to and fro handshakingttidegs several milliseconds depending on
your network and the number of hops between peers. In that #VQ can send very many messages.
For sake of argument assume it takes 5 msecs to establismaatmm, and that same link can handle
1M messages per second. During the 5 msecs that the sulvssrdo@necting to the publisher, it takes
the publisher only 1 msec to send out those 1K messages.

In Chapter Two I'll explain how to synchronize a publishedaubscribers so that you don't start to
publish data until the subscriber(s) really are connectetraady. There is a simple and stupid way to
delay the publisher, which is to sleep. I'd never do this iea application though, it is extremely fragile
as well as inelegant and slow. Use sleeps to prove to yowrbelfs happening, and then wait for
Chapter 2 to see how to do this right.

The alternative to synchronization is to simply assumetti@published data stream is infinite and has
no start, and no end. This is how we built our weather clieangxe.

So the client subscribes to its chosen zip code and colldbssand updates for that zip code. That
means about ten million updates from the server, if zip cadesandomly distributed. You can start the
client, and then the server, and the client will keep workivmu can stop and restart the server as often
as you like, and the client will keep working. When the clibas collected its thousand updates, it
calculates the average, prints it, and exits.

Some points about the publish-subscribe pattern:

- A subscriber can connect to more than one publisher, usiagommnect’ call each time. Data will
then arrive and be interleaved ("fair-queued”) so that nglsipublisher drowns out the others.

- If a publisher has no connected subscribers, then it wilpgirdrop all messages.

- If you're using TCP, and a subscriber is slow, messages wélg up on the publisher. We'll look at
how to protect publishers against this, using the "highewatark" later.

- In the current versions of @MQ, filtering happens at the stbscside, not the publisher side. This
means, over TCP, that a publisher will send all messages$salacribers, which will then drop
messages they don’t want.

This is how long it takes to receive and filter 10M messages ptaptop, which is an 2011-era Intel 17,
fast but nothing special:

ph@nb201103:~/work/git/zguide/examples/c$ time wuclie nt
Collecting updates from weather server...

13
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Average temperature for zipcode '10001 ' was 28F

real 0m4.470s
user 0m0.000s
Sys 0m0.008s

1.9. Divide and Conquer

As a final example (you are surely getting tired of juicy codd sant to delve back into philological
discussions about comparative abstractive norms), letslitle supercomputing. Then coffee. Our
supercomputing application is a fairly typical parallebpessing modeigure 1-5:

- We have a ventilator that produces tasks that can be doneafigda

- We have a set of workers that process tasks.

« We have a sink that collects results back from the workergsses.

In reality, workers run on superfast boxes, perhaps usings3Braphic processing units) to do the hard
maths. Here is the ventilator. It generates 100 tasks, seximiessage telling the worker to sleep for
some number of milliseconds:

Example 1-8. Parallel task ventilator (taskvent.lua)

-- Task ventilator
-~ Binds PUSH socket to tcp://localhost:5557
--  Sends batch of tasks to workers via that socket

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmgq.init(1)

--  Socket to send messages on

local sender = context:socket(zmqg.PUSH)
sender:bind("tcp:// *:5557")

printf ("Press Enter when the workers are ready: ")
ioread(”  *I)

printf ("Sending tasks to workers...\n")

-- The first message is "0" and signals start of batch
sender:send("0")

-- Initialize random number generator
math.randomseed(os.time())

14



-~ Send 100 tasks
local task_nbr
local total_msec = 0 -- Total expected cost in msecs
for task_nbr=0,99 do
local workload
-~ Random workload from 1 to 100msecs
workload = randof (100) + 1
total_msec = total_msec + workload
local msg = string.format("%d", workload)
sender:send(msg)

end
printf ("Total expected cost: %d msec\n", total_msec)
s_sleep (1000) --  Give OMQ time to deliver

sender:close()
context:term()

Chapter 1. Basic Stuff
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Figure 1-5. Parallel Pipeline
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Here is the worker application. It receives a message, steephat number of seconds, then signals that
it's finished:
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Example 1-9. Parallel task worker (taskwork.lua)

-- Task worker

-~ Connects PULL socket to tcp://localhost:5557

-- Collects workloads from ventilator via that socket
-~ Connects PUSH socket to tcp://localhost:5558

-- Sends results to sink via that socket

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmg.init(1)

-~ Socket to receive messages on
local receiver = context:socket(zmq.PULL)
receiver:connect("tcp://localhost:5557")

--  Socket to send messages to
local sender = context:socket(zmq.PUSH)
sender:connect("tcp://localhost:5558")

--  Process tasks forever
while true do
local msg = receiver:recv()
-~ Simple progress indicator for the viewer
io.stdout:flush()
printf("%s.", msg)

-- Do the work
s_sleep(tonumber(msg))

--  Send results to sink
sender:send("™)

end

receiver:close()

sender:close()

context:term()

Chapter 1. Basic Stuff

Here is the sink application. It collects the 100 tasks, tteoulates how long the overall processing
took, so we can confirm that the workers really were runninggirallel, if there are more than one of

them:

Example 1-10. Parallel task sink (tasksink.lua)

--  Task sink
-~ Binds PULL socket to tcp://localhost:5558
-- Collects results from workers via that socket

17
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-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zhelpers"

local fmod = math.fmod

--  Prepare our context and socket
local context = zmg.init(1)

local receiver = context:socket(zmq.PULL)
receiver:bind("tcp:// *:5558")

--  Wait for start of batch
local msg = receiver:recv()

-~ Start our clock now
local start_time = s_clock ()

--  Process 100 confirmations
local task_nbr
for task nbr=0,99 do

local msg = receiver:recv()

if (fmod(task_nbr, 10) == 0) then

printf (":")
else
printf (".")
end
io.stdout:flush()
end
-- Calculate and report duration of batch
printf("Total elapsed time: %d msec\n", (s_clock () - start _time))

receiver:close()
context:term()

The average cost of a batch is 5 seconds. When we start 1, Zkénsave get results like this from the
sink:

# 1 worker
Total elapsed time: 5034 msec
# 2 workers
Total elapsed time: 2421 msec
# 4 workers
Total elapsed time: 1018 msec

Let's look at some aspects of this code in more detail:

- The workers connect upstream to the ventilator, and doeastrto the sink. This means you can add
workers arbitrarily. If the workers bound to their endpsintou would need (a) more endpoints and
(b) to modify the ventilator and/or the sink each time youextld worker. We say that the ventilator
and sink are 'stable’ parts of our architecture and the wsrkee 'dynamic’ parts of it.

18
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- We have to synchronize the start of the batch with all workeiag up and running. This is a fairly
common gotcha in @MQ and there is no easy solution. The 'ccthmethod takes a certain time. So
when a set of workers connect to the ventilator, the first orsutcessfully connect will get a whole
load of messages in that short time while the others are alsonecting. If you don’t synchronize the
start of the batch somehow, the system won't run in paraflallaTry removing the wait, and see.

« The ventilator's PUSH socket distributes tasks to workass@ming they are all connecteeforethe

batch starts going out) evenly. This is calledd-balancingand it's something we’ll look at again in
more detail.

- The sink’s PULL socket collects results from workers evemhis is calledair-queuingFigure 1-6.

Figure 1-6. Fair Queuing
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The pipeline pattern also exhibits the "slow joiner" syndeg leading to accusations that PUSH sockets
don’t load balance properly. If you are using PUSH and PUlrdd ane of your workers gets way more
messages than the others, it's because that PULL socketihas faster than the others, and grabs a lot
of messages before the others manage to connect.

1.10. Programming with @MQ

Having seen some examples, you're eager to start using GMQnive apps. Before you start that, take a
deep breath, chillax, and reflect on some basic advice thistavie you stress and confusion.
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« Learn @MQ step by step. It's just one simple API but it hidesaald/of possibilities. Take the
possibilities slowly, master each one.

« Write nice code. Ugly code hides problems and makes it hardtfeers to help you. You might get
used to meaningless variable names, but people readinggdarwon’t. Use names that are real
words, that say something other than "I'm too careless tgdei what this variable is really for". Use
consistent indentation, clean layout. Write nice code and yorld will be more comfortable.

- Test what you make as you make it. When your program doesimik,wou should know what five
lines are to blame. This is especially true when you do @MQima¢hich justwon’t work the first
few times you try it.

« When you find that things don’t work as expected, break yodednto pieces, test each one, see
which one is not working. dMQ lets you make essentially madabde, use that to your advantage.

- Make abstractions (classes, methods, whatever) as youtmemd If you copy/paste a lot of code
you're going to copy/paste errors too.

To illustrate, here is a fragment of code someone asked malpdik:

/I NOTE: do NOT reuse this example code!
static char *topic_str = "msg.x|";

void * pub_worker(void * arg){
void =*ctx = arg;
assert(ctx);

void =*gskt = zmq_socket(ctx, ZMQ_REP);
assert(gskt);

int rc = zmq_connect(gskt, "inproc://querys");
assert(rc == 0);

void *pubskt = zmq_socket(ctx, ZMQ_PUB);
assert(pubskt);

rc = zmgq_bind(pubskt, "inproc://publish");
assert(rc == 0);

uint8_t cmd;
uint32_t nb;
zmqg_msg_t topic_msg, cmd_msg, nb_msg, resp_msg;

zmq_msg_init_data(&topic_msg, topic_str, strlen(topic _str) , NULL, NULL);

fprintf(stdout,"WORKER: ready to receive messages\n");

/I NOTE: do NOT reuse this example code, It's broken.
/I e.g. topic_msg will be invalid the second time through
while (1)

zmq_msg_send(pubskt, &topic_msg, ZMQ_SNDMORE);

zmq_msg_init(&cmd_msg);
zmq_msg_recv(gskt, &cmd_msg, 0);

20



memcpy(&cmd, zmg_msg_data(&cmd_msg), sizeof(uint8_t))
zmq_msg_send(pubskt, &cmd_msg, ZMQ_SNDMORE);
zmq_msg_close(&cmd_msg);

fprintf(stdout, "received cmd %u\n", cmd);

zmq_msg_init(&nb_msg);

zmq_msg_recv(gskt, &nb_msg, 0);

memcpy(&nb, zmg_msg_data(&nb_msg), sizeof(uint32_t));
zmq_msg_send(pubskt, &nb_msg, 0);
zmq_msg_close(&nb_msg);

fprintf(stdout, "received nb %u\n", nb);

zmq_msg_init_size(&resp_msg, sizeof(uint8_t));
memset(zmq_msg_data(&resp_msg), 0, sizeof(uint8_t));
zmq_msg_send(qskt, &resp_msg, 0);
zmq_msg_close(&resp_msg);

}
return NULL,;

This is what | rewrote it to, as part of finding the bug:

static void *

worker_thread (void xarg) {
void *context = arg;
void =*worker = zmq_socket (context, ZMQ_REP);
assert (worker);

int rc;
rc = zmg_connect (worker, "ipc://worker");
assert (rc == 0);

void =*broadcast = zmq_socket (context, ZMQ_PUB);
assert (broadcast);

rc = zmg_bind (broadcast, "ipc://publish");

assert (rc == 0);

while (1) {

char =+partl = s_recv (worker);

char =+part2 = s_recv (worker);

printf ("Worker got [%s][%s]\n", partl, part2);
s_sendmore (broadcast, "msg");

s_sendmore (broadcast, partl);

s_send (broadcast, part2);

free (partl);

free (part2);

s_send (worker, "OK");

}
return NULL;

Chapter 1. Basic Stuff
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In the end, the problem was that the application was passitkess between threads, which crashes
weirdly. Sockets are not threadsafe. It became legal beh&vimigrate sockets from one thread to
another in @MQ/2.1, but this remains dangerous unless yeausill memory barrier". If you don’t
know what that means, don’t attempt socket migration.

1.11. Getting the Context Right

@MQ applications always start by creating@ntext and then using that for creating sockets. In C, it’s
the zmqg_ctx_new[3] call. You should create and use exacidyamntext in your process. Technically, the
context is the container for all sockets in a single procasd,acts as the transport faproc  sockets,
which are the fastest way to connect threads in one prodegsuntime a process has two contexts,
these are like separate IMQ instances. If that’s explieithat you want, OK, but otherwise remember:

Do one zmq_ctx_new][3] at the start of your main line code, andne zmq_ctx_destroy[3] at the end.

If you're using the fork() system call, each process needgvitn context. If you do zmqg_ctx_new[3]in
the main process before calling fork(), the child procegstsheir own contexts. In general you want to
do the interesting stuff in the child processes, and justagarnhese from the parent process.

1.12. Making a Clean Exit

Classy programmers share the same motto as classy hit maysatlean-up when you finish the job.
When you use @MQ in a language like Python, stuff gets auticalbt freed for you. But when using C
you have to carefully free objects when you're finished whtérh, or you get memory leaks, unstable
applications, and generally bad karma.

Memory leaks are one thing, but @MQ is quite finicky about haw gxit an application. The reasons
are technical and painful but the upshot is that if you leayesockets open, the zmq_ctx_destroy[3]
function will hang forever. And even if you close all socketsiq_ctx_destroy[3] will by default wait
forever if there are pending connects or sends. Unless ydhes&INGER to zero on those sockets
before closing them.

The @MQ objects we need to worry about are messages, soaketspntexts. Luckily it's quite simple,
at least in simple programs:

- Always close a message the moment you are done with it, ugirng msg_close[3].

- If you are opening and closing a lot of sockets, that’s prépatsign you need to redesign your
application.
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- When you exit the program, close your sockets and then cajl zim_destroy[3]. This destroys the
context.

If you're doing multithreaded work, it gets rather more cdexithan this. We'll get to multithreading in
the next chapter, but because some of you will, despite wagsniwill try to run before you can safely
walk, below is the quick and dirty guide to making a clean axd multithreadeddMQ application.

First, do not try to use the same socket from multiple threblds don’t explain why you think this

would be excellent fun, just please don’t do it. Next, youdeeshut down each socket that has ongoing
requests. The proper way is to set a low LINGER value (1 séctmein close the socket. If your
language binding doesn't do this for you automatically wiien destroy a context, I'd suggest sending a
patch.

Finally, destroy the context. This will cause any blockiegeives or polls or sends in attached threads
(i.e. which share the same context) to return with an erratciCthat error, and then set linger on, and
close sockets ithatthread, and exit. Do not destroy the same context twice. Tigg ztx_destroy in the
main thread will block until all sockets it knows about aréebaclosed.

Voila! It's complex and painful enough that any languagedirig author worth his or her salt will do this
automatically and make the socket closing dance unnegessar

1.13. Why We Needed OMQ

Now that you've seen @MQ in action, let's go back to the "why".

Many applications these days consist of components thetthtacross some kind of network, either a
LAN or the Internet. So many application developers end upglsome kind of messaging. Some
developers use message queuing products, but most of thértey do it themselves, using TCP or UDP.
These protocols are not hard to use, but there is a greatatiffe between sending a few bytes from A to
B, and doing messaging in any kind of reliable way.

Let’s look at the typical problems we face when we start tonemt pieces using raw TCP. Any reusable
messaging layer would need to solve all or most these:

- How do we handle I/0? Does our application block, or do we laH® in the background? This is a
key design decision. Blocking 1/O creates architecturasdo not scale well. But background I/O can
be very hard to do right.

+ How do we handle dynamic components, i.e. pieces that go samagorarily? Do we formally split
components into "clients" and "servers" and mandate thmaésecannot disappear? What then if we
want to connect servers to servers? Do we try to reconnent & seconds?
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- How do we represent a message on the wire? How do we framealdteasy to write and read, safe
from buffer overflows, efficient for small messages, yet adee for the very largest videos of dancing
cats wearing party hats?

- How do we handle messages that we can't deliver immediaRdytcularly, if we're waiting for a
component to come back on-line? Do we discard message$gntihto a database, or into a
memory queue?

- Where do we store message queues? What happens if the camhpeading from a queue is very
slow, and causes our queues to build up? What's our strategy?t

« How do we handle lost messages? Do we wait for fresh datagstquesend, or do we build some
kind of reliability layer that ensures messages cannot &2 [/hat if that layer itself crashes?

« What if we need to use a different network transport. Saytioadt instead of TCP unicast? Or IPv6?
Do we need to rewrite the applications, or is the transpatrabted in some layer?

- How do we route messages? Can we send the same message pterpekirs? Can we send replies
back to an original requester?

- How do we write an API for another language? Do we re-impletraenire-level protocol or do we
repackage a library? If the former, how can we guarantedesifiand stable stacks? If the latter, how
can we guarantee interoperability?

- How do we represent data so that it can be read between diff@arehitectures? Do we enforce a
particular encoding for data types? How far is this the jothefmessaging system rather than a higher
layer?

- How do we handle network errors? Do we wait and retry, ignioeet silently, or abort?

Take a typical open source project like Hadoop Zookeep#y:(fitadoop.apache.org/zookeeper/) and
read the C API code in src/c/src/zookeeper.c
(http://github.com/apache/zookeeper/blob/trunkédstt/zookeeper.c). As | write this, in 2010, the code
is 3,200 lines of mystery and in there is an undocumenteghieBerver network communication
protocol. | see it's efficient because it uses poll() instegskelect(). But really, Zookeeper should be
using a generic messaging layer and an explicitly docundenitez level protocol. It is incredibly
wasteful for teams to be building this particular wheel caed over.
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Figure 1-7. Messaging as it Starts

Piece A

Piece B

But how to make a reusable messaging layer? Why, when so nmajgcfs need this technology, are
people still doing it the hard way, by driving TCP socketshigit code, and solving the problems in that
long list, over and over?

It turns out that building reusable messaging systems Iy ifficult, which is why few FOSS projects
ever tried, and why commercial messaging products are amgkpensive, inflexible, and brittle. In
2006 iMatix designed AMQP (http://www.amgp.org) whichrgta to give FOSS developers perhaps the
first reusable recipe for a messaging system. AMQP worksibsthn many other designs but remains
relatively complex, expensive, and brittle (http://wwwatix.com/articles:whats-wrong-with-amqp). It
takes weeks to learn to use, and months to create stabléemteines that don't crash when things get
hairy.

Most messaging projects, like AMQP, that try to solve thisgdist of problems in a reusable way do so
by inventing a new concept, the "broker", that does addngssbuting, and queuing. This results in a
client-server protocol or a set of APIs on top of some undasnted protocol, that let applications speak
to this broker. Brokers are an excellent thing in reducirggdbmplexity of large networks. But adding
broker-based messaging to a product like Zookeeper woulke iha&orse, not better. It would mean
adding an additional big box, and a new single point of failux broker rapidly becomes a bottleneck
and a new risk to manage. If the software supports it, we cdraagtcond, third, fourth broker and make
some fail-over scheme. People do this. It creates more rggiates, more complexity, more things to
break.
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And a broker-centric set-up needs its own operations team li¥erally need to watch the brokers day
and night, and beat them with a stick when they start miskiabaYou need boxes, and you need
backup boxes, and you need people to manage those boxesnly iworth doing for large applications
with many moving pieces, built by several teams of peopler several years.

So small to medium application developers are trappedeEittey avoid network programming, and
make monolithic applications that do not scale. Or they jumig network programming and make
brittle, complex applications that are hard to maintainti@y bet on a messaging product, and end up
with scalable applications that depend on expensive yelagiken technology. There has been no really
good choice, which is maybe why messaging is largely stutkeriast century and stirs strong
emotions. Negative ones for users, gleeful joy for thoskngetupport and licenses.

Figure 1-8. Messaging as it Becomes
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What we need is something that does the job of messaging kstitim such a simple and cheap way
that it can work in any application, with close to zero cosshould be a library that you just link with,
without any other dependencies. No additional moving @ese no additional risk. It should run on any
OS and work with any programming language.

And this is @MQ: an efficient, embeddable library that solwesst of the problems an application needs
to become nicely elastic across a network, without much cost

Specifically:

« It handles I/0O asynchronously, in background threads. & kemimunicate with application threads
using lock-free data structures, so concurrent dMQ apipdica need no locks, semaphores, or other
wait states.

« Components can come and go dynamically and @MQ will autaralliyireconnect. This means you
can start components in any order. You can create "servieated architectures" (SOAs) where
services can join and leave the network at any time.

- It queues messages automatically when needed. It doesthligjently, pushing messages as close as
possible to the receiver before queuing them.

- It has ways of dealing with over-full queues (called "hightevamark"). When a queue is full, MQ
automatically blocks senders, or throws away messagesndeyy on the kind of messaging you are
doing (the so-called "pattern™).

- It lets your applications talk to each other over arbitraansports: TCP, multicast, in-process,
inter-process. You don’t need to change your code to usdexelift transport.

- It handles slow/blocked readers safely, using differenattsgies that depend on the messaging pattern.

- It lets you route messages using a variety of patterns sugagst-reply and publish-subscribe.
These patterns are how you create the topology, the steucfyour network.

- It lets you create proxies to queue, forward, or capture agesswith a single call. Proxies can reduce
the interconnection complexity of a network.

- It delivers whole messages exactly as they were sent, usimgpde framing on the wire. If you write
a 10k message, you will receive a 10k message.

- It does not impose any format on messages. They are blobsmf@gigabytes large. When you want
to represent data you choose some other product on top, sugbagle’s protocol buffers, XDR, and
others.

- It handles network errors intelligently. Sometimes itietr sometimes it tells you an operation failed.

- It reduces your carbon footprint. Doing more with less CPlanseyour boxes use less power, and you
can keep your old boxes in use for longer. Al Gore would love@M

Actually @MQ does rather more than this. It has a subverdfeeton how you develop
network-capable applications. Superficially it's a soekespired API on which you do
zmq_msg_recv[3] and zmg_msg_send[3]. But message pingeapidly becomes the central loop, and
your application soon breaks down into a set of message gsmzptasks. It is elegant and natural. And
it scales: each of these tasks maps to a node, and the ndd&sdalkh other across arbitrary transports.
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Two nodes in one process (node is a thread), two nodes on er@bade is a process), or two boxes on
one network (node is a box) - it’s all the same, with no appiicacode changes.

1.14. Socket Scalability

Let’s see IMQ’s scalability in action. Here is a shell sctipt starts the weather server and then a
bunch of clients in parallel:

wuserver &

wuclient 12345 &
wuclient 23456 &
wuclient 34567 &
wuclient 45678 &
wuclient 56789 &

As the clients run, we take a look at the active processeg usip’, and we see something like (on a

4-core box):
PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND

7136 ph 20 0 1040m 959m 1156 R 157 12.0 16:25.47 wuserver

7966 ph 20 0 98608 1804 1372 S 33 0.0 0:03.94 wuclient

7963 ph 20 0 33116 1748 1372 S 14 0.0 0:00.76 wuclient

7965 ph 20 0 33116 1784 1372 S 6 0.0 0:00.47 wuclient

7964 ph 20 0 33116 1788 1372 S 5 0.0 0:00.25 wuclient

7967 ph 20 0 33072 1740 1372 S 5 0.0 0:00.35 wuclient

Let’s think for a second about what is happening here. Theheeaerver has a single socket, and yet
here we have it sending data to five clients in parallel. Wddchave thousands of concurrent clients.
The server application doesn’t see them, doesn't talk tmttieectly. So the @MQ socket is acting like a
little server, silently accepting client requests and shgdata out to them as fast as the network can
handle it. And it's a multithreaded server, squeezing moieejout of your CPU.

1.15. Missing Message Problem Solver

As you start to program with @MQ you will come across one peabmore than once: you lose
messages that you expect to receive. Here is a basic probleenigure 1-9 that walks through the
most common causes for this. Don’t worry if some of the tewtogy is unfamiliar still, it'll become
clearer in the next chapters.
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Figure 1-9. Missing Message Problem Solver
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If you're using @MQ in a context where failures are expengiren you want to plan properly. First,
build prototypes that let you learn and test the differepeass of your design. Stress them until they
break, so that you know exactly how strong your designs aeoi&, invest in testing. This means
building test frameworks, ensuring you have access toste&atietups with sufficient computer power,
and getting time or help to actually test seriously. Idealthe team writes the code, a second team tries
to break it. Lastly, do get your organization to contact iMd&http://www.imatix.com/contact) to discuss
how we can help to make sure things work properly, and can bd fipidly if they break.

In short: if you have not proven an architecture works inistialconditions, it will most likely break at
the worst possible moment.

1.16. Upgrading from @MQ/2.2 to GMQ/3.2

In early 2012, @MQ/3.2 became stable enough for live use griddtime you're reading this, it's what
you really should be using. If you are still using 2.2, heeetquick summary of the changes, and how to
migrate your code.

The main change in 3.x is that PUB-SUB works properly, ashe gublisher only sends subscribers stuff
they actually want. In 2.x, publishers send everything dedsuibscribers filter. Simple, but not ideal for
performance on a TCP network.

Most of the API is backwards compatible, except a few bloekleel changes that went into 3.0 with no
real regard to the cost of breaking existing code. The syotamqg_send[3] and zmq_recv[3] changed,
and ZMQ_NOBLOCK got rebaptised to ZMQ_DONTWAIT. So althduidg love to say,"you just
recompile your code with the latest libzmq and everythingwark", that's not how it is. For what it's
worth, we banned such API breakage afterwards.

So the minimal change for C/C++ apps that use the low-lebehtiq API is to replace all calls to
zmq_send with zmqg_msg_send, and zmq_recv with zmqg_msg Ineather languages, your binding
author may have done the work already. Note that these twaiifuns now return -1 in case of error, and
zero or more according to how many bytes were sent or received

Other parts of the libzmg API became more consistent. Weedgped zmg_init[3] and zmq_term[3],
replacing them with zmq_ctx_new[3] and zmq_ctx_destrpy& added zmq_ctx_set[3] to let you
configure a context before starting to work with it.

Finally, we added context monitoring via the zmq_ ctx_seinitor[3] call, which lets you track
connections and disconnections, and other events on socket
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1.17. Warning - Unstable Paradigms!

Traditional network programming is built on the generalasption that one socket talks to one
connection, one peer. There are multicast protocols beethee exotic. When we assume "one socket =
one connection”, we scale our architectures in certain Wwafgscreate threads of logic where each thread
work with one socket, one peer. We place intelligence arte gtahese threads.

In the MQ universe, sockets are doorways to fast little gemknd communications engines that
manage a whole set of connections automagically for you.cém't see, work with, open, close, or
attach state to these connections. Whether you use bloskimdjor receive, or poll, all you can talk to is
the socket, not the connections it manages for you. The @ions are private and invisible, and this is
the key to IMQ’s scalability.

Because your code, talking to a socket, can then handle anperuof connections across whatever
network protocols are around, without change. A messagatigim sitting in @MQ can scale more
cheaply than a messaging pattern sitting in your applinatame.

So the general assumption no longer applies. As you readtteexamples, your brain will try to map
them to what you know. You will read "socket" and think "ahatthepresents a connection to another
node". That is wrong. You will read "thread" and your braiflagain think, "ah, a thread represents a
connection to another node", and again your brain will bengro

If you're reading this Guide for the first time, realize thatilyou actually write @MQ code for a day or
two (and maybe three or four days), you may feel confuseaaslly by how simple MQ makes
things for you, and you may try to impose that general assioampn @MQ, and it won't work. And then
you will experience your moment of enlightenment and triln&tf zap-pow-kaboorsatori paradigm-shift
moment when it all becomes clear.
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In Chapter One we took @MQ for a drive, with some basic exampfehe main IMQ patterns:
request-reply, publish-subscribe, and pipeline. In thiespter we're going to get our hands dirty and start
to learn how to use these tools in real programs.

We'll cover:

- How to create and work with @MQ sockets.

- How to send and receive messages on sockets.

+ How to build your apps around @MQ’s asynchronous I/O model.
- How to handle multiple sockets in one thread.

- How to handle fatal and non-fatal errors properly.

« How to handle interrupt signals like Ctrl-C.

« How to shutdown a @MQ application cleanly.

« How to check a @MQ application for memory leaks.

- How to send and receive multi-part messages.

- How to forward messages across networks.

- How to build a simple message queuing broker.

« How to write multithreaded applications with MQ.

+ How to use @MQ to signal between threads.

- How to use @MQ to coordinate a network of nodes.

- How to create and use message envelopes for publish-sodscri

« Using the high-water mark (HWM) to protect against memorgrews.

2.1. The Zen of Zero

The @ in BMQ is all about tradeoffs. On the one hand this searagne lowers @MQ’s visibility on
Google and Twitter. On the other hand it annoys the heck osibofe Danish folk who write us things
like "@OMG rgtfl", and '@ is not a funny looking zerbhand "Radgrad med Flgd&!which is apparently

an insult that means "may your neighbours be the direct delsegs of Grendel!" Seems like a fair trade.

Originally the zero in @MQ was meant as "zero broker" and (@secto) "zero latency” (as possible). In
the meantime it has come to cover different goals: zero adirétion, zero cost, zero waste. More
generally, "zero" refers to the culture of minimalism thatipeates the project. We add power by
removing complexity rather than exposing new functiogalit
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2.2. The Socket API

To be perfectly honest, @MQ does a kind of switch-and-baig@n Which we don’t apologize for, it's
for your own good and hurts us more than it hurts you. It pressafiamiliar socket-based API but that
hides a bunch of message-processing engines that will\sfowyour world-view about how to design
and write distributed software.

Sockets are the de-facto standard API for network programgnais well as being useful for stopping

your eyes from falling onto your cheeks. One thing that ma&®K) especially tasty to developers is

that it uses sockets and messages instead of some otheaugrbét of concepts. Kudos to Martin Sustrik
for pulling this off. It turns "Message Oriented Middlewara phrase guaranteed to send the whole room
off to Catatonia, into "Extra Spicy Sockets!" which leavesnith a strange craving for pizza, and a
desire to know more.

Like a nice pepperoni pizza, MQ sockets are easy to digeskes have a life in four parts, just like
BSD sockets:

- Creating and destroying sockets, which go together to fokarmic circle of socket life (see
zmq_socket[3], zmq_close[3]).

- Configuring sockets by setting options on them and checkiamtif necessary (see
zmq_setsockopt[3], zmq_getsockopt[3]).

+ Plugging sockets onto the network topology by creating @M@nections to and from them (see
zmq_bind[3], zmqg_connect[3]).

+ Using the sockets to carry data by writing and receiving mgss on them (see zmqg_msg_send[3],
zmq_msg_recVv[3]).

Which looks like this, in C:

void *mousetrap;

/I Create socket for catching mice
mousetrap = zmg_socket (context, ZMQ_PULL);

/I Configure the socket
inté4_t jawsize = 10000;
zmgq_setsockopt (mousetrap, ZMQ_HWM, &jawsize, sizeof jaw size);

/I Plug socket into mouse hole
zmg_connect (mousetrap, "tcp://192.168.55.221:5001");

/I Wait for juicy mouse to arrive
zmg_msg_t mouse;

zmq_msg_init (&mouse);

zmqg_msg_recv (&mouse, mousetrap, 0);
/I Destroy the mouse

zmqg_msg_close (&mouse);
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/I Destroy the socket
zmg_close (mousetrap);

Note that sockets are always void pointers, and messagésh(wk’ll come to very soon) are structures.
So in C you pass sockets as-such, but you pass addressessafgee all functions that work with
messages, like zmq_msg_send[3] and zmg_msg_recv[3]. Aseanic, realize that "in MQ all your
sockets are belong to us", but messages are things youlgaiwal in your code.

Creating, destroying, and configuring sockets works asd/expect for any object. But remember that
@MQ is an asynchronous, elastic fabric. This has some ingrabbw we plug sockets into the network
topology, and how we use the sockets after that.

2.3. Plugging Sockets Into the Topology

To create a connection between two nodes you use zmq_bindj8k node, and zmq_connect[3] in the
other. As a general rule of thumb, the node which does zmd|[3jjiis a "server", sitting on a

well-known network address, and the node which does zmaqemif8] is a "client", with unknown or
arbitrary network addresses. Thus we say that we "bind aesdéclan endpoint” and "connect a socket to
an endpoint”, the endpoint being that well-known networttrads.

@MQ connections are somewhat different from old-fashiohR€® connections. The main notable
differences are:

- They go across an arbitrary transpampfoc , ipc , tcp , pgmor epgm). See zmg_inproc[7],
zmaq_ipc[7], zmq_tcp[7], zmg_pgm[7], and zmqg_epgm[7].

- They exist when a client does zmq_connect[3] to an endpwehther or not a server has already
done zmq_bind[3] to that endpoint.

- They are asynchronous, and have queues that magicallywhése and when needed.

- They may express a certain "messaging pattern", accordithgttype of socket used at each end.

- One socket may have many outgoing and many incoming cormmescti

- There is no zmq_accept() method. When a socket is bound todpoat it automatically starts
accepting connections.

- Your application code cannot work with these connectionsatly; they are encapsulated under the
socket.

Many architectures follow some kind of client-server moeaéiere the server is the component that is
most static, and the clients are the components that aredyinatnic, i.e. they come and go the most.
There are sometimes issues of addressing: servers wilkli@esio clients, but not necessarily
vice-versa. So mostly it's obvious which node should be gaimg_bind[3] (the server) and which
should be doing zmq_connect[3] (the client). It also degesrdthe kind of sockets you're using, with
some exceptions for unusual network architectures. Wik lat socket types later.
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Now, imagine we start the cliebeforewe start the server. In traditional networking we get a biyFail
flag. But @MQ lets us start and stop pieces arbitrarily. Assa®the client node does zmq_connect[3]
the connection exists and that node can start to write mesgadhe socket. At some stage (hopefully
before messages queue up so much that they start to getdidcar the client blocks), the server comes
alive, does a zmq_bind[3] and @MQ starts to deliver messages

A server node can bind to many endpoints and it can do thigassingle socket. This means it will
accept connections across different transports:

zmq_bind (socket, "tcp:// *:5555");
zmq_bind (socket, "tcp:// *:9999");
zmq_bind (socket, "ipc://myserver.ipc");

You cannot bind to the same endpoint twice, that will causexaeption.

Each time a client node does a zmq_connect[3] to any of thefjgoints, the server node’s socket gets
another connection. There is no inherent limit to how manmyneetions a socket can have. A client node
can also connect to many endpoints using a single socket.

In most cases, which node acts as client, and which as seradut network topology rather than
message flow. However, theaee cases (resending when connections are broken) where treessaiet
type will behave differently if it's a server or if it's a clie.

What this means is that you should always think in terms afv&s" as static parts of your topology,
with more-or-less fixed endpoint addresses, and "clierstslyaamic parts that come and go. Then,
design your application around this model. The chancestthaét "just work™ are much better like that.

Sockets have types. The socket type defines the semantius sbtket, its policies for routing messages
inwards and outwards, queuing, etc. You can connect cextp@s of socket together, e.g. a publisher
socket and a subscriber socket. Sockets work together issagéng patterns”. We'll look at this in more
detail later.

It's the ability to connect sockets in these different wdyet ives @MQ its basic power as a message
gueuing system. There are layers on top of this, such asgmoxhich we’ll get to later. But essentially,
with @MQ you define your network architecture by plugginggeie together like a child’s construction
toy.

2.4. Using Sockets to Carry Data

To send and receive messages you use the zmqg_msg_sendgBjgnohsg_recv[3] methods. The names
are conventional but @MQ’s I/0 model is different enoughrirtihe TCP modeKigure 2-1 that you will
need time to get your head around it.
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Figure 2-1. TCP socketsare 1to 1
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Let’s look at the main differences between TCP sockets an@@btkets when it comes to carrying
data:

« @MQ sockets carry messages, rather than bytes (as in TCRJoe$ (as in UDP). A message is a
length-specified blob of binary data. We’ll come to messahestly, their design is optimized for
performance and thus somewhat tricky to understand.

« @MQ sockets do their I/O in a background thread. This meaaststiessages arrive in a local input
queue, and are sent from a local output queue, no matter whagpplication is busy doing. These
are configurable memory queues, by the way.

+ @MQ sockets can, depending on the socket type, be connectedftom, it's the same) many other
sockets. Where TCP emulates a one-to-one phone call, dM{@memts one-to-many (like a radio
broadcast), many-to-many (like a post office), many-to4{tike a mail box), and even one-to-one.

« @MQ sockets can send to many endpoints (creating a fan-odéfnar receive from many endpoints
(creating a fan-in modelffigure 2-3.
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Figure 2-2. MQ Sockets are N to N
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So writing a message to a socket may send the message to om@mypother places at once, and
conversely, one socket will collect messages from all cotioes sending messages to it. The
zmg_msg_recv[3] method uses a fair-queuing algorithm sb sander gets an even chance.

The zmq_msg_send[3] method does not actually send the geesthe socket connection(s). It queues
the message so that the I/O thread can send it asynchronibaslgs not block except in some exception
cases. So the message is not necessarily sent when zmg.emdg] seturns to your application. If you
created a message using zmq_msg_init_data[3] you carus# tke data or free it, otherwise the 1/0
thread will rapidly find itself writing overwritten or unaltated garbage. This is a common mistake for
beginners. We'll see a little later how to properly work witfessages.

2.5. Unicast Transports

@MQ provides a set of unicast transpoitgfoc , ipc , andtcp ) and multicast transports (epgm, pgm).
Multicast is an advanced technique that we’ll come to ldden’t even start using it unless you know
that your fanout ratios will make 1-to-N unicast impossible
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For most common cases, usep, which is adisconnected TCRansport. It is elastic, portable, and fast
enough for most cases. We call this 'disconnected’ becal$®'&tcp transport doesn’t require that the
endpoint exists before you connect to it. Clients and sereen connect and bind at any time, can go and
come back, and it remains transparent to applications.

The inter-process transporfpc, is like tcp except that it is abstracted from the LAN, so you don’t need
to specify IP addresses or domain names. This makes it bettsome purposes, and we use it quite
often in the examples in this book. @MQfg transport is disconnected, likep . It has one limitation:

it does not work on Windows. This may be fixed in future versioh@dMQ. By convention we use
endpoint names with an ".ipc" extension to avoid potentiaiftict with other file names. On UNIX
systems, if you usipc endpoints you need to create these with appropriate peomgsetherwise they
may not be shareable between processes running undeediffeser ids. You must also make sure all
processes can access the files, e.g. by running in the sarkimgdirectory.

The inter-thread transpoitnpr oc, is a connected signaling transport. It is much faster tbynor ipc .
This transport has a specific limitation comparegto andtcp : you must do bind before connect
This is something future versions of @MQ may fix, but at pré#eis defines you usieproc  sockets.
We create and bind one socket, start the child threads, venézie and connect the other sockets.

2.6. OMQ is Not a Neutral Carrier

A common question that newcomers to @MQ ask (it's one | askgskif) is something like,How do |
write a XYZ server in @MQ7For example, "how do | write an HTTP server in GMQ?"

The implication is that if we use normal sockets to carry HT&guests and responses, we should be
able to use IMQ sockets to do the same, only much faster atet.bet

Sadly the answer is "this is not how it works". @MQ is not a malutarrier, it imposes a framing on the
transport protocols it uses. This framing is not compatitit existing protocols, which tend to use their
own framing. For example, compare an HTTP requéggt(re 2-3, and a IMQ request, both over
TCPI/IP.

Figure 2-3. HTTP On the Wire

GET Jindex.html || 13 || 10 || 13 || 10 I
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Where the HTTP request uses CR-LF as its simplest framirigndet, and @MQ uses a length-specified
frame(Figure 2-4.

Figure 2-4. MQ On the Wire

HODnnD

So you could write a HTTP-like protocol using @MQ, using faample the request-reply socket
pattern. But it would not be HTTP.

There is however a good answer to the question, "How can | ipakeable use of GMQ when making
my new XYZ server?" You need to implement whatever protocal want to speak in any case, but you
can connect that protocol server (which can be extremety thia dMQ backend that does the real
work. The beautiful part here is that you can then extend packend with code in any language,
running locally or remotely, as you wish. Zed Shaw’s Mongiittp://www.mongrel2.org) web server is
a great example of such an architecture.

2.7.1/0 Threads

We said that @MQ does I/O in a background thread. One I/O thffes all sockets) is sufficient for all
but the most extreme applications. When you create a nevexoihstarts with one 1/0 thread. The
general rule of thumb is to allow one I/O thread per gigabytada in or out per second. To raise the
number of 1/0O threads, use the zmq_ctx_set[3] bafbrecreating any sockets:

int io_threads = 4;

void =*context = zmq_ctx_new ();

zmgq_ctx_set (context, ZMQ_IO_THREADS, io_threads);

assert (zmg_ctx_get (context, ZMQ_IO_THREADS) == io_thre ads);

There is a major difference between a @MQ application andhaergtional networked application,
which is that you don't create one socket per connection.$dcket handles all incoming and outgoing
connections for a particular point of work. E.g. when youlgibto a thousand subscribers, it's via one
socket. When you distribute work among twenty servicesyiti one socket. When you collect data
from a thousand web applications, it's via one socket.

This has a fundamental impact on how you write applicatidrisaditional networked application has
one process or one thread per remote connection, and thaggsror thread handles one socket. ZMQ
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lets you collapse this entire structure into a single thyaad then break it up as necessary for scaling.

2.8. Limiting Socket Use

By default, a @MQ socket will continue to accept connectionsl your operating system runs out of
file handles. This isn't always the best policy for publicifay services as it leaves you open to a simple
denial-of-service attack. You can set a limit using ano#imeq_ ctx_set[3] call:

int max_sockets = 1024;

void *context = zmq_ctx_new ();

zmg_ctx_get (context, ZMQ_MAX_SOCKETS, max_sockets);

assert (zmg_ctx_get (context, ZMQ_MAX_SOCKETS) == max_so ckets);

2.9. Core Messaging Patterns

Underneath the brown paper wrapping of @MQ’s socket APlthiesworld of messaging patterns. If you
have a background in enterprise messaging, or know UDP tlieBe will be vaguely familiar. But to
most IMQ newcomers they are a surprise, we're so used to tRepatadigm where a socket maps
one-to-one to another node.

Let’s recap briefly what @MQ does for you. It delivers blobslafa (messages) to nodes, quickly and
efficiently. You can map nodes to threads, processes, osbtbgives your applications a single socket
API to work with, no matter what the actual transport (likeprocess, inter-process, TCP, or multicast).

It automatically reconnects to peers as they come and gaeligs messages at both sender and receiver,
as needed. It manages these queues carefully to ensursggsamn’t run out of memory, overflowing

to disk when appropriate. It handles socket errors. It ddé&ain background threads. It uses lock-free
techniques for talking between nodes, so there are nevies,la@its, semaphores, or deadlocks.

But cutting through that, it routes and queues messagesdicgdo precise recipes callgatterns It is
these patterns that provide MQ’s intelligence. They esgkgpe our hard-earned experience of the best
ways to distribute data and work. @MQ’s patterns are haakddut future versions may allow
user-definable patterns.

@MQ patterns are implemented by pairs of sockets with matrtyipes. In other words, to understand
@MQ patterns you need to understand socket types and howvtréytogether. Mostly this just takes
learning, there is little that is obvious at this level.

The built-in core @MQ patterns are:

- Request-reply, which connects a set of clients to a set of services. Thisésmete procedure call and
task distribution pattern.
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+ Publish-subscribe which connects a set of publishers to a set of subscribéis.ig a data
distribution pattern.

- Pipeline, connects nodes in a fan-out / fan-in pattern that can haveptewsteps, and loops. This is a
parallel task distribution and collection pattern.

We looked at each of these in the first chapter. There’s one palitern that people tend to try to use
when they still think of @MQ in terms of traditional TCP sot&e

 Exclusive pair, which connects two sockets in an exclusive pair. This isteepayou should use only
to connect two threads in a process. We'll see an example a&rtfi of this chapter.

The zmq_socket[3] man page is fairly clear about the pattet's worth reading several times until it
starts to make sense. These are the socket combinatiorsehatlid for a connect-bind pair (either side
can bind):

- PUB and SUB

- REQ and REP

+ REQ and ROUTER

- DEALER and REP

« DEALER and ROUTER
« DEALER and DEALER

« ROUTER and ROUTER
« PUSH and PULL

« PAIR and PAIR

You'll also see references to XPUB and XSUB sockets, whicll weme to later (they're like raw
versions of PUB and SUB). Any other combination will producelocumented and unreliable results
and future versions of @MQ will probably return errors if yioy them. You can and will of course
bridge other socket typesa code i.e. read from one socket type and write to another.

2.10. High-level Messaging Patterns

These four core patterns are cooked-in to MQ. They are pareddMQ API, implemented in the core
C++ library, and guaranteed to be available in all fine resiaites.

On top, we addhigh-level patternsWe build these high-level patterns on top of @MQ and impleime
them in whatever language we're using for our applicatidreyfare not part of the core library, do not
come with the IMQ package, and exist in their own space, d®ptre IMQ community. For example
the Majordomo pattern, which we explore in Chapter Fous, igithe github Majordomo project in the
ZeroMQ organization.
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One of the things we aim to provide you with this guide are a$stch high-level patterns, both small
(how to handle messages sanely) to large (how to make aleepablish-subscribe architecture).

2.11. Working with Messages

On the wire, @MQ messages are blobs of any size from zero wswitting in memory. You do your

own serialization using protobufs, msgpack, JSON, or wieatelse your applications need to speak. It's
wise to choose a data representation that is portable anhdéasou can make your own decisions about
trade-offs.

In memory, MQ messages are zmqg_msg_t structures (or sldepending on your language). Here are
the basic ground rules for using @MQ messages in C:

You create and pass around zmqg_msg_t objects, not bloclksaf d
To read a message you use zmg_msg_init[3] to create an engslyage, and then you pass that to
zmq_msg_recv[3].

To write a message from new data, you use zmq_msg_init 3}irefreate a message and at the same
time allocate a block of data of some size. You then fill thaadesing memcpy[3], and pass the
message to zmg_msg_send[3].

To release (not destroy) a message you call zmg_msg_clo$g[8 drops a reference, and eventually
@MQ will destroy the message.

To access the message content you use zmq_msg_ data[3pvicdhkav much data the message
contains, use zmq_msg_size[3].

Do not use zmq_msg_move[3],zmg_msg_copy[3], or zmq_msg data[3] unless you read the man
pages and know precisely why you need these.

Here is a typical chunk of code working with messages, whiddud be familiar if you have been
paying attention. This is from the zhelpers.h file we uselithal examples:

1

Receive OMQ string from socket and convert into C string

static char *
s_recv (void *socket) {

}

1

zmg_msg_t message;
zmq_msg_init (&message);
int size = zmg_msg_recv (&message, socket, 0);
if (size == -1)
return NULL;
char =*string = malloc (size + 1);
memcpy (string, zmg_msg_data (&message), size);
zmg_msg_close (&message);
string [size] = 0;
return (string);

Convert C string to OMQ string and send to socket
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static int
s_send (void  *socket, char * string) {
zmg_msg_t message;
zmq_msg_init_size (&message, strlen (string));
memcpy (zmg_msg_data (&message), string, strlen (string) );
int size = zmg_msg_send (&message, socket, 0);
zmg_msg_close (&message);
return (size);

You can easily extend this code to send and receive blobdifay length.

Note than when you have passed a message to zmqg_msg_send8)Q will clear the message, i.e.
set the size to zero. You cannot send the same message twice] gou cannot access the message
data after sending it.

If you want to send the same message more than once, createralseessage, initialize it using
zmq_msg_init[3] and then use zmq_msg_copy[3] to creatgw obthe first message. This does not
copy the data but the reference. You can then send the mesgagdor more, if you create more
copies) and the message will only be finally destroyed whenatst copy is sent or closed.

@MQ also supportmulti-part messages, which let you send or receive a list of frames agkesi
on-the-wire message. This is widely used in real applioatand we'll look at that later in this chapter
and in Chapter Three.

Some other things that are worth knowing about messages:

« @MQ sends and receives them atomically, i.e. you get a wheksage, or you don’t get it at all. This
is also true for multi-part messages.

+ @MQ does not send a message right away but at some indetéertater time.
« You may send zero-length messages, e.g. for sending a sigmabne thread to another.

- A message must fit in memory. If you want to send files of arbjtsizes, you should break them into
pieces and send each piece as a separate message.

- You must call zmg_msg_close[3] when finished with a mesdadanguages that don’t automatically
destroy objects when a scope closes.

And to be necessarily repetitive, do not use zmq_msg_iata[8], yet. This is a zero-copy method and
guaranteed to create trouble for you. There are far moreiiaptthings to learn about @MQ before you
start to worry about shaving off microseconds.
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2.12. Handling Multiple Sockets

In all the examples so far, the main loop of most examples bas:b

1. wait for message on socket
2. process message

3. repeat

What if we want to read from multiple sockets at the same tiffte® simplest way is to connect one
socket to multiple endpoints and get @MQ to do the fan-in rThis is legal if the remote endpoints
are in the same pattern but it would be wrong to e.g. connetlld.Bocket to a PUB endpoint.

The right way is to use zmq_poll[3]. An even better way mightd®wrap zmq_poll[3] in a framework
that turns it into a nice event-driveaactor, but it's significantly more work than we want to cover here.

Let's start with a dirty hack, partly for the fun of not doingight, but mainly because it lets me show

you how to do non-blocking socket reads. Here is a simple e¥@of reading from two sockets using

non-blocking reads. This rather confused program actsdmthsubscriber to weather updates, and a
worker for parallel tasks:

Example 2-1. Multiple socket reader (msreader.lua)

-~ Reading from multiple sockets
-- This version uses a simple recv loop

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"
require"zhelpers"

--  Prepare our context and sockets
local context = zmgq.init(1)

-~ Connect to task ventilator
local receiver = context:socket(zmq.PULL)
receiver:connect("tcp://localhost:5557")

-~ Connect to weather server

local subscriber = context:socket(zmq.SUB)
subscriber:connect("tcp://localhost:5556")
subscriber:setopt(zmq.SUBSCRIBE, "10001 ")

--  Process messages from both sockets
-~ We prioritize traffic from the task ventilator
while true do

--  Process any waiting tasks

local msg
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while true do
msg = receiver:recv(zmq.NOBLOCK)
if not msg then break end
-- process task
end
--  Process any waiting weather updates
while true do
msg = subscriber:recv(zmq.NOBLOCK)
if not msg then break end
-- process weather update
end
-~ No activity, so sleep for 1 msec
s_sleep (1)
end
-~ We never get here but clean up anyhow
receiver:close()
subscriber:close()
context:term()

The cost of this approach is some additional latency on therfiessage (the sleep at the end of the loop,
when there are no waiting messages to process). This wowgpbeblem in applications where
sub-millisecond latency was vital. Also, you need to chéekdocumentation for nanosleep() or
whatever function you use to make sure it does not busy-loop.

You can treat the sockets fairly by reading first from onenttiee second rather than prioritizing them as
we did in this example. This is called "fair-queuing"”, sohieg that ZMQ does automatically when one
socket receives messages from more than one source.

Now let’s see the same little senseless application dohe, tiging zmq_poll[3]:

Example 2-2. Multiple socket poller (mspoller.lua)

--  Reading from multiple sockets
-~ This version uses :poll()

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmagq.poller"

require"zhelpers"

local context = zmg.init(1)

-~ Connect to task ventilator

local receiver = context:socket(zmq.PULL)

receiver:connect("tcp://localhost:5557")

-- Connect to weather server
local subscriber = context:socket(zmq.SUB)
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subscriber:connect("tcp://localhost:5556")
subscriber:setopt(zmq.SUBSCRIBE, "10001 ", 6)

local poller = zmq.poller(2)

poller:add(receiver, zmq.POLLIN, function()
local msg = receiver:recv()
--  Process task

end)

poller:add(subscriber, zmq.POLLIN, function()
local msg = subscriber:recv()
--  Process weather update

end)

--  Process messages from both sockets
-- start poller's event loop
poller:start()

-~ We never get here
receiver:close()
subscriber:close()
context:term()

2.13. Handling Errors and ETERM

@MQ's error handling philosophy is a mix of fail-fast anditiesice. Processes, we believe, should be as
vulnerable as possible to internal errors, and as robusissilge against external attacks and errors. To
give an analogy, a living cell will self-destruct if it dets@ single internal error, yet it will resist attack
from the outside by all means possible.

Assertions, which pepper the @MQ code, are absolutely tatedbust code, they just have to be on the
right side of the cellular wall. And there should be such await is unclear whether a fault is internal
or external, that is a design flaw to be fixed. In C/C++, asseststop the application immediately with
an error. In other languages you may get exceptions or halts.

When @MQ detects an external fault it returns an error to #ikng code. In some rare cases it drops
messages silently, if there is no obvious strategy for redoyg from the error.

In most of the C examples we've seen so far there’s been nolearalling.Real code should do error
handling on every single @MQ call If you're using a language binding other than C, the bindiray
handle errors for you. In C you do need to do this yourselfrélage some simple rules, starting with
POSIX conventions:

- Methods that create objects will return NULL if they fail.

« Methods that process data may return the number of bytegegsed, or -1 on an error or failure.
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« Other methods will return 0 on success and -1 on an error loréai
« The error code is provided krrno  or zmq_errno[3].

- A descriptive error text for logging is provided by zmq_ stog[3].

There are two main exceptional conditions that you may wahgndle as non-fatal:

+ When a thread calls zmg_msg_recv[3] with the ZMQ_DONTWApTEion and there is no waiting
data. @MQ will return -1 and set errno to EAGAIN.

- When a thread calls zmq_ctx_destroy[3] and other threagda@ing blocking work. The
zmgq_ctx_destroy[3] call closes the context and all blogldalls exit with -1, and errno setto ETERM.

What this boils down to is that in most cases you can use &msedn IMQ calls, like this, in C:

void *context = zmq_ctx_new ();

assert (context);

void =*socket = zmg_socket (context, ZMQ_REP);
assert (socket);

int rc = zmqg_bind (socket, "tcp:// *:5555");
if (rc 1= 0) {
printf ("E: bind failed: %s\n", strerror (errno));
return -1;
}

In C/C++, asserts can be removed entirely in optimized cealelon’t make the mistake of wrapping the
whole @MQ call in an assert(). It looks neat, then the opteanizmoves all the asserts and the calls you
want to make, and your application breaks in impressive ways

Let's see how to shut down a process cleanly. We'll take thalf@h pipeline example from the previous
section. If we've started a whole lot of workers in the backgrd, we now want to kill them when the
batch is finished. Let’s do this by sending a kill messageeontbrkers. The best place to do this is the
sink, since it really knows when the batch is done.

How do we connect the sink to the workers? The PUSH/PULL dscke one-way only. The standard
@MQ answer is: create a new socket flow for each type of progleumeed to solve. We'll use a
publish-subscribe model to send kill messages to the ws(figure 2-5:

« The sink creates a PUB socket on a new endpoint.
- Workers bind their input socket to this endpoint.
« When the sink detects the end of the batch it sends a kill U8 socket.

- When a worker detects this kill message, it exits.
It doesn’t take much new code in the sink:

void =*control = zmg_socket (context, ZMQ_PUB);
zmq_bind (control, "tcp:// *:5559");

a7



Chapter 2. Intermediate Stuff

/I Send kill signal to workers
zmq_msg_init_data (&message, "KILL", 5);
zmg_msg_send (control, &message, 0);
zmg_msg_close (&message);
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Figure 2-5. Parallel Pipeline with Kill Signaling
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Here is the worker process, which manages two sockets (a ROtket getting tasks, and a SUB socket
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getting control commands) using the zmq_poll[3] technigeesaw earlier:

Example 2-3. Parallel task worker with kill signaling (taskwork?2.lua)

--  Task worker - design 2
-~ Adds pub-sub flow to receive and respond to Kkill signal

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmg.poller"

require"zhelpers"

local context = zmgq.init(1)

-~ Socket to receive messages on
local receiver = context:socket(zmq.PULL)
receiver:connect("tcp://localhost:5557")

-~ Socket to send messages to
local sender = context:socket(zmqg.PUSH)
sender:connect("tcp://localhost:5558")

-~ Socket for control input

local controller = context:socket(zmq.SUB)
controller:connect("tcp://localhost:5559")
controller:setopt(zmg.SUBSCRIBE, ", 0)

--  Process messages from receiver and controller
local poller = zmg.poller(2)
poller:add(receiver, zmq.POLLIN, function()

local msg = receiver:recv()

-- Do the work
s_sleep(tonumber(msg))

--  Send results to sink
sender:send(")

-~ Simple progress indicator for the viewer
io.write(".")
io.stdout:flush()

end)

poller:add(controller, zmq.POLLIN, function()
poller:stop() -- Exit loop

end)

-- start poller's event loop
poller:start()

--  Finished
receiver:close()
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sender:close()
controller:close()
context:term()

Here is the modified sink application. When it’s finished eoling results it broadcasts a KILL message
to all workers:

Example 2-4. Parallel task sink with kill signaling (taskshk2.lua)

--  Task sink - design 2
-~ Adds pub-sub flow to send Kkill signal to workers

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zhelpers"

local fmod = math.fmod

local context = zmgq.init(1)

-~ Socket to receive messages on

local receiver = context:socket(zmq.PULL)
receiver:bind("tcp:// *:5558")

Socket for worker control

local controller = context:socket(zmq.PUB)
controller:bind("tcp:// *:5559")

Wait for start of batch

local msg = receiver:recv()

Start our clock now

local start_time = s_clock ()

Process 100 confirmations

local task_nbr
for task _nbr=0,99 do

end

local msg = receiver:recv()

if (fmod(task_nbr, 10) == 0) then
printf (":")

else
printf (".")

end

io.stdout:flush()

printf("Total elapsed time: %d msec\n", (s_clock () - start

Send Kkill signal to workers

controller:send("KILL")

_time))
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--  Finished
s_sleep (1000) --  Give OMQ time to deliver

receiver:close()
controller:close()
context:term()

2.14. Handling Interrupt Signals

Realistic applications need to shutdown cleanly when infged with Ctrl-C or another signal such as
SIGTERM. By default, these simply kill the process, meanmmgssages won't be flushed, files won't be
closed cleanly, etc.

Here is how we handle a signal in various languages:

Example 2-5. Handling Ctrl-C cleanly (interrupt.lua)

--  Shows how to handle Ctrl-C
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmgq.init(1)
local server = context:socket(zmq.REP)
server:bind("tcp:// *:5555")

s_catch_signals ()
while true do
--  Blocking read will exit on a signal
local request = server:recv()
if (s_interrupted) then
printf ("W: interrupt received, Kkilling server...\n")
break
end
server:send("World")
end
server:close()
context:term()

The program provides s_catch_signals(), which trapsC{$IGINT) and SIGTERM. When either of
these signals arrive, the s_catch_signals() handlertsetfdbal variable s_interrupted. Your application
will not die automatically, you have to now explicitly chefde an interrupt, and handle it properly.
Here’s how:
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« Call s_catch_signals() (copy this from interrupt.c) atsteet of your main code. This sets-up the
signal handling.

- If your code is blocking in zmq_msg_recv[3], zmq_poll[3t,amq_msg_send[3], when a signal
arrives, the call will return with EINTR.

- Wrappers like s_recv() return NULL if they are interrupted.

- So, your application checks for an EINTR return code, a NU&lurn, and/or s_interrupted.

Here is a typical code fragment:

s_catch_signals ();
client = zmq_socket (...);
while (!s_interrupted) {
char *message = s_recv (client);
if (Imessage)
break; /I Ctrl-C used
}

zmgq_close (client);

If you call s_catch_signals() and don't test for interrygi® your application will become immune to
Ctrl-C and SIGTERM, which may be useful, but is usually not.

2.15. Detecting Memory Leaks

Any long-running application has to manage memory cotyectleventually it'll use up all available
memory and crash. If you use a language that handles thimatitally for you, congratulations. If you
program in C or C++ or any other language where you're resptenfor memory management, here’s a
short tutorial on using valgrind, which among other thingls eport on any leaks your programs have.

- To install valgrind, e.g. on Ubuntu or Debiasudo apt-get install valgrind

« By default, dMQ will cause valgrind to complain a lot. To remedhese warnings, create a file
valgrind.supp that contains this:

{
<socketcall_sendto>
Memcheck:Param
socketcall.sendto(msg)
fun:send

}

{
<socketcall_sendto>
Memcheck:Param
socketcall.send(msg)
fun:send

}
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- Fix your applications to exit cleanly after Ctrl-C. For arppédication that exits by itself, that’s not
needed, but for long-running applications, this is ess&rdtherwise valgrind will complain about all
currently allocated memory.

« Build your application with -DDEBUG, if it's not your defaus$etting. That ensures valgrind can tell
you exactly where memory is being leaked.

- Finally, run valgrind thus:

valgrind --tool=memcheck --leak-check=full --suppressi ons=valgrind.supp someprog

And after fixing any errors it reported, you should get theaplnt message:

==30536== ERROR SUMMARY: 0 errors from 0 contexts...

2.16. Multi-part Messages

@MQ lets us compose a message out of several frames, giviaghglti-part message’. Realistic
applications use multi-part messages heavily, both foppireg messages with address information, and
for simple serialization. We'll look at address envelogstl.

What we’'ll learn now is simply how to safely (but blindly) and write multi-part messages in any
application (like a proxy) that needs to forward messagésowit inspecting them.

When you work with multi-part messages, each part is a zmg ites. E.g. if you are sending a
message with five parts, you must construct, send, and gdsteczmq_msg items. You can do this in
advance (and store the zmqg_msg items in an array or strjictur@s you send them, one by one.

Here is how we send the frames in a multi-part message (wé/eeeach frame into a message object):

zmqg_msg_send (socket, &message, ZMQ_SNDMORE);
zmg_msg_send (socket, &message, ZMQ_SNDMORE);

zmg_msg_send (socket, &message, 0);

Here is how we receive and process all the parts in a messagdesibgle part or multi-part:

while (1) {
zmg_msg_t message;
zmq_msg_init (&message);
zmq_msg_recv (socket, &message, 0);
/I Process the message frame
zmg_msg_close (&message);
inté4_t more;
size_t more_size = sizeof (more);
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zmq_getsockopt (socket, ZMQ_RCVMORE, &more, &more_size) ;
if (!more)
break; /I Last message frame

Some things to know about multi-part messages:

- When you send a multi-part message, the first part (and &\iaig parts) are only actually sent on
the wire when you send the final part.

- If you are using zmq_poll[3], when you receive the first pdid onessage, all the rest has also arrived.
- You will receive all parts of a message, or none at all.

- Each part of a message is a separate zmq_msg item.

« You will receive all parts of a message whether or not you kliee RCVMORE option.

« On sending, IMQ queues message frames in memory until this lzseived, then sends them all.

- There is no way to cancel a partially sent message, excepgobing the socket.

2.17. Intermediaries and Proxies

@MQ aims for decentralized intelligence but that doesn’amgour network is empty space in the
middle. It’s filled with message-aware infrastructure andejoften, we build that infrastructure with
@MQ. The IMQ plumbing can range from tiny pipes to full-blogervice-oriented brokers. The
messaging industry calls this "intermediation”, meanhwgg the stuff in the middle deals with either side.
In MQ we call these proxies, queues, forwarders, devicbrakers, depending on the context.

This pattern is extremely common in the real world and is whysmcieties and economies are filled
with intermediaries who have no other real function tharettuce the complexity and scaling costs of
larger networks. Real-world intermediaries are typicalyled wholesalers, distributors, managers, etc.

2.17.1. The Dynamic Discovery Problem

One of the problems you will hit as you design larger distigloLarchitectures is discovery. That is, how
do pieces know about each other? It's especially difficyiiéces come and go, thus we can call this the
"dynamic discovery problem".

There are several solutions to dynamic discovery. The @stjg to entirely avoid it by hard-coding (or
configuring) the network architecture so discovery is dopadnd. That is, when you add a new piece,
you reconfigure the network to know about it.

In practice this leads to increasingly fragile and hardvimrage architectures. Let's say you have one
publisher and a hundred subscribers. You connect eachrshdrsio the publisher by configuring a
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publisher endpoint in each subscriber. That's eligp(re 2-§. Subscribers are dynamic, the publisher is
static. Now say you add more publishers. Suddenly it's n@&agy any more. If you continue to connect
each subscriber to each publisher, the cost of avoidingrdimdiscovery gets higher and higher.

Figure 2-6. Small-scale Pub-Sub Network

Publisher

PUB

bind
tcp //192.168.55.210 5556

connect connect connect
SUB SUB SUB
Subscriber Subscriber Subscriber

There are quite a few answers to this but the very simplesteris to add an intermediary, that is, a
static point in the network to which all other nodes connkctlassic messaging, this is the job of the
"message broker". MQ doesn’t come with a message brokercas Isut it lets us build intermediaries
quite easily.

You might wonder, if all networks eventually get large enbtig need intermediaries, why don’t we
simply always design around a message broker? For begjritgeasfair compromise. Just always use a
star topology, forget about performance, and things willally work. However message brokers are
greedy things; in their role as central intermediariesy thecome too complex, too stateful, and
eventually a problem.

It's better to think of intermediaries as simple statelegssage switches. The best analogy is an HTTP
proxy; it's there but doesn’t have any special role. Addimgua-sub proxy solves the dynamic discovery
problem in our example. We set the proxy in the "middle" oftleéworkEigure 2-3. The proxy opens

an XSUB socket, an XPUB socket, and binds each to well-kndexddresses and ports. Then all other
processes connect to the proxy, instead of to each otherctirbes trivial to add more subscribers or
publishers.
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Figure 2-7. Pub-Sub Network with a Proxy
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We need XPUB and XSUB sockets because @MQ does subscriptimarding: SUB sockets actually
send subscriptions to PUB sockets as special messagesta{yehas to forward these as well, by
reading them from the XPUB socket and writing them to the X3ddBket. This is the main use-case for
XSUB and XPUBFigure 2-8.
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Figure 2-8. Extended Publish-Subscribe
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2.17.2. The Shared Queue Problem

In the Hello World client-server application we have oneuwtithat talks to one service. However in real
cases we usually need to allow multiple services as well dpieuclients. This lets us scale up the
power of the service (many threads or processes or boxes th#m just one). The only constraint is that
services must be stateless, all state being in the requassome shared storage such as a database.

There are two ways to connect multiple clients to multiplerees. The brute-force way is to connect
each client socket to multiple service endpoints. One tlenket can connect to multiple service
sockets, and the REQ socket will then load-balance reqassisg these services. Let's say you connect
a client socket to three service endpoints, A, B, and C. Tieaitlhakes requests R1, R2, R3, R4. R1 and
R4 go to service A, R2 goes to B, and R3 goes to serviéégfe 2-9.
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Figure 2-9. Load-balancing of Requests
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This design lets you add more clients cheaply. You can aldavaate services. Each client will
load-balance its requests to the services. But each clantchknow the service topology. If you have
100 clients and then you decide to add three more servicesiged to reconfigure and restart 100
clients in order for the clients to know about the three nemwvises.

~
~

That's clearly not the kind of thing we want to be doing at 3ahew our supercomputing cluster has run
out of resources and we desperately need to add a couple dfddinew service nodes. Too many static
pieces are like liquid concrete: knowledge is distributed the more static pieces you have, the more
effort it is to change the topology. What we want is sometlsitting in between clients and services that
centralizes all knowledge of the topology. Ideally, we diddae able to add and remove services or
clients at any time without touching any other part of theotogy.

So we'll write a little message queuing broker that giveshis flexibility. The broker binds to two
endpoints, a frontend for clients and a backend for servitésen uses zmq_poll[3] to monitor these
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two sockets for activity and when it has some, it shuttlessagas between its two sockets. It doesn’t
actually manage any queues explicitly -- @MQ does that aatmally on each socket.

When you use REQ to talk to REP you get a strictly synchronegsest-reply dialog. The client sends a
request, the service reads the request and sends a repllifiitehen reads the reply. If either the client
or the service try to do anything else (e.g. sending two refgua a row without waiting for a response)
they will get an error.

But our broker has to be non-blocking. Obviously we can usg zoll[3] to wait for activity on either
socket, but we can’t use REP and REQ.

Luckily there are two sockets called DEALER and ROUTER tlkaybu do non-blocking
request-response. You'll see in Chapter Three how DEALHRROUTER sockets let you build all
kinds of asynchronous request-reply flows. For now, we’sé going to see how DEALER and
ROUTER let us extend REQ-REP across an intermediary, thatiidittle broker.

In this simple stretched request-reply pattern, REQ tall®@UTER and DEALER talks to REP. In
between the DEALER and ROUTER we have to have code (like akdr) that pulls messages off the
one socket and shoves them onto the offigr(re 2-10.
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Figure 2-10. Extended Request-reply
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The request-reply broker binds to two endpoints, one fentti to connect to (the frontend socket) and
one for workers to connect to (the backend). To test thisdmglou will want to change your workers so
they connect to the backend socket. Here are a client andewtirit show what | mean:

Example 2-6. Request-reply client (rrclient.lua)

--  Hello World client
-~ Connects REQ socket to tcp://localhost:5559
-~ Sends "Hello" to server, expects "World" back

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"
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local context = zmg.init(1)

--  Socket to talk to server
local requester = context:socket(zmq.REQ)
requester:connect("tcp://localhost:5559")

for n=0,9 do
requester:send("Hello")
local msg = requester:recv()
printf ("Received reply %d [%s]\n", n, msg)
end
requester:close()
context:term()

Here is the worker:

Example 2-7. Request-reply worker (rrworker.lua)

--  Hello World server
--  Connects REP socket to tcp:/ *:5560
--  Expects "Hello" from client, replies with "World"

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmgq.init(1)

--  Socket to talk to clients
local responder = context:socket(zmq.REP)
responder:connect("tcp://localhost:5560")

while true do
-~ Wait for next request from client
local msg = responder:recv()
printf ("Received request: [%s]\n", msg)

-- Do some ’'work’
s_sleep (1000)

-~ Send reply back to client
responder:send("World")
end
-~ We never get here but clean up anyhow
responder:close()
context:term()

And here is the broker, which properly handles multi-parssages:

Chapter 2. Intermediate Stuff
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Example 2-8. Request-reply broker (rrbroker.lua)

--  Simple request-reply broker
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmagq.poller"
require"zhelpers"

--  Prepare our context and sockets

local context = zmg.init(1)

local frontend = context:socket(zmg.ROUTER)
local backend = context:socket(zmq.DEALER)
frontend:bind("tcp:// *:5559")
backend:bind("tcp:// *:5560")

-~ Switch messages between sockets
local poller = zmq.poller(2)
poller:add(frontend, zmq.POLLIN, function()
while true do
--  Process all parts of the message
local msg = frontend:recv()
if (frontend:getopt(zmq.RCVMORE) == 1) then
backend:send(msg, zmg.SNDMORE)
else
backend:send(msg, 0)
break; -- Last message part
end
end
end)
poller:add(backend, zmq.POLLIN, function()
while true do
--  Process all parts of the message
local msg = backend:recv()
if (backend:getopt(zmgq.RCVMORE) == 1) then
frontend:send(msg, zmq.SNDMORE)
else
frontend:send(msg, 0)
break; --  Last message part
end
end
end)

-- start poller's event loop
poller:start()

-~ We never get here but clean up anyhow
frontend:close()

backend:close()

context:term()

Chapter 2. Intermediate Stuff
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Using a request-reply broker makes your client-serveritaciures easier to scale since clients don’t see
workers, and workers don’t see clients. The only static nedee broker in the middI&jgure 2-1).
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Figure 2-11. Request-reply Broker
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2.17.3. @MQ'’s Built-in Proxy Function

It turns out that that core loop in rrbroker is very usefuld @ausable. It lets us build pub-sub forwarders
and shared queues and other little intermediaries, with litle effort. ZMQ wraps this up in a single
method, zmq_proxy|[3]:

zmq_proxy (frontend, backend, capture);

The two (or three sockets, if we want to capture data) mustdegsly connected, bound, configured.
When we call the zmq_proxy method it's exactly like startihg main loop of rrbroker. Let’s rewrite the
request-reply broker to call zmq_proxy, and re-badge thamaexpensive-sounding "message queue”
(people have charged houses for code that did less):

Example 2-9. Message queue broker (msgqueue.lua)

--  Simple message queuing broker
--  Same as request-reply broker but using QUEUE device

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmgq.init(1)

--  Socket facing clients
local frontend = context:socket(zmg.ROUTER)
frontend:bind("tcp:// *:5559")

--  Socket facing services
local backend = context:socket(zmq.DEALER)
backend:bind("tcp:// *:5560")

-- Start built-in device
zmg.device(zmq.QUEUE, frontend, backend)

-~ We never get here...
frontend:close()
backend:close()
context:term()

If you're like most @MQ users, at this stage your mind is starto think, '‘what kind of evil stuff can |
do if I plug random socket types into the proxyrhe short answer is: try it and work out what is
happening. In practice you would usually stick to ROUTERARER, XSUB/XPUB, or PULL/PUSH.
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2.17.4. The Transport Bridging Problem

A frequent request from GMQ users is "how do | connect my @M@voek with technology X?" where

X is some other networking or messaging technology. Thelsimpswer is to build a "bridge". A bridge
is a small application that speaks one protocol at one spakdtconverts to/from a second protocol at

another socket. A protocol interpreter, if you like. A commiwidging problem in @MQ is to bridge two
transports or networks.

As example, we're going to write a little proxy that sits inWween a publisher and a set of subscribers,
bridging two networks. The frontend socket (SUB) faces ttiernal network, where the weather server
is sitting, and the backend (PUB) faces subscribers on ttezred network. It subscribes to the weather
service on the frontend socket, and republishes its datheobackend sockdt{gure 2-12.

Example 2-10. Weather update proxy (wuproxy.lua)

-~ Weather proxy device

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
local context = zmg.init(1)

-- This is where the weather server sits
local frontend = context:socket(zmqg.SUB)
frontend:connect(arg[1] or "tcp://192.168.55.210:5556 ")

-~ This is our public endpolocal for subscribers
local backend = context:socket(zmg.PUB)
backend:bind(arg[2] or "tcp://10.1.1.0:8100")

-~ Subscribe on everything
frontend:setopt(zmq.SUBSCRIBE, ")

-~ Shunt messages out to our own subscribers
while true do
while true do
--  Process all parts of the message
local message = frontend:recv()
if frontend:getopt(zmg.RCVMORE) == 1 then
backend:send(message, zmq.SNDMORE)

else
backend:send(message)
break -- Last message part
end
end
end
-~ We don't actually get here but if we did, we'd shut down neat ly

frontend:close()
backend:close()
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context:term()

Figure 2-12. Pub-Sub Forwarder Proxy
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2.18. Multithreading with @MQ

@MQ is perhaps the nicest way ever to write multithreaded ) &fdplications. Whereas as @MQ sockets
require some readjustment if you are used to traditiondetsc @MQ multithreading will take

everything you know about writing MT applications, throwrito a heap in the garden, pour gasoline
over it, and set it alight. It's a rare book that deserves imgrbut most books on concurrent

programming do.
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To make utterly perfect MT programs (and | mean that litg)alle don’t need mutexes, locks, or any
other form of inter-thread communication except messagessit across dMQ sockets.

By "perfect" MT programs | mean code that's easy to write anderstand, that works with one design
language in any programming language, and on any operatitgrs, and that scales across any number
of CPUs with zero wait states and no point of diminishing mesu

If you've spent years learning tricks to make your MT codeknairall, let alone rapidly, with locks and
semaphores and critical sections, you will be disgustechwioe realize it was all for nothing. If there’s
one lesson we've learned from 30+ years of concurrent progniag it is: just don’t share statdt’s like

two drunkards trying to share a beer. It doesn’t matter if'leegood buddies. Sooner or later they're
going to get into a fight. And the more drunkards you add toabéet the more they fight each other over
the beer. The tragic majority of MT applications look likeidken bar fights.

The list of weird problems that you need to fight as you writessic shared-state MT code would be
hilarious if it didn’t translate directly into stress angkj as code that seems to work suddenly fails under
pressure. Here is a list o011 Likely Problems In Your Multithreaded Cddeom a large firm with
world-beating experience in buggy code: forgotten syneization, incorrect granularity, read and write
tearing, lock-free reordering, lock convoys, two-stepagmand priority inversion.

Yeah, we also counted seven, not eleven. That's not the gmingh. The point is, do you really want
that code running the power grid or stock market to startrggettvo-step lock convoys at 3pm on a busy
Thursday? Who cares what the terms actually mean. This iwmat turned us on to programming,
fighting ever more complex side-effects with ever more caxplacks.

Some widely used models, despite being the basis for entitgstries, are fundamentally broken, and
shared state concurrency is one of them. Code that wantal®without limit does it like the Internet
does, by sending messages and sharing nothing except a coocomi@mpt for broken programming
models.

You should follow some rules to write happy multithreadedewith GMQ:

« You MUST NOT access the same data from multiple threads.dtdassic MT techniques like
mutexes are an anti-pattern in @MQ applications. The ontgption to this is a @MQ context object,
which is threadsafe.

« You MUST create a @MQ context for your process, and passdtedt threads that you want to
connect vidanproc  sockets.

« You MAY treat threads as separate tasks, with their own conbet these threads cannot
communicate ovenproc . However they will be easier to break into standalone preeeafterwards.

« You MUST NOT share @MQ sockets between threads. @MQ socketsad threadsafe. Technically
it's possible to do this, but it demands semaphores, locksudexes. This will make your application
slow and fragile. The only place where it's remotely sanehi@rs sockets between threads are in
language bindings that need to do magic like garbage cmllfeon sockets.
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If you need to start more than one proxy in an applicationef@mple, you will want to run each in their
own thread. It is easy to make the error of creating the prooyténd and backend sockets in one thread,
and then passing the sockets to the proxy in another thréussinfay appear to work but will fail
randomly. RemembeBo not use or close sockets except in the thread that crehtad.t

If you follow these rules, you can quite easily split threade separate processes, when you need to.
Application logic can sit in threads, processes, boxestewea your scale needs.

@MQ uses native OS threads rather than virtual "green" tir€ehe advantage is that you don’t need to
learn any new threading API, and that @MQ threads map claganfgur operating system. You can use
standard tools like Intel's ThreadChecker to see what ypplieation is doing. The disadvantages are
that your code, when it for instance starts new threads, Wi@nportable, and that if you have a huge
number of threads (thousands), some operating systemgetitressed.

Let's see how this works in practice. We'll turn our old HeWbrld server into something more capable.
The original server was a single thread. If the work per rstisdow, that's fine: one @MQ thread can
run at full speed on a CPU core, with no waits, doing an awfubfavork. But realistic servers have to
do non-trivial work per request. A single core may not be gfowhen 10,000 clients hit the server all at
once. So a realistic server must start multiple worker tthéel then accepts requests as fast as it can,
and distributes these to its worker threads. The workeattsgrind through the work, and eventually
send their replies back.

You can of course do all this using a proxy broker and extesoaker processes, but often it's easier to
start one process that gobbles up sixteen cores, thansipteeesses, each gobbling up one core.
Further, running workers as threads will cut out a netwon, tatency, and network traffic.

The MT version of the Hello World service basically collap$iee broker and workers into a single
process:

Example 2-11. Multithreaded service (mtserver.lua)

--  Multithreaded Hello World server

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmg.threads"

require"zhelpers"

local worker_code = [[
local id = ...

local zmq = require"zmq"
require"zhelpers"

local threads = require"zmaq.threads"
local context = threads.get_parent_ctx()
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-~ Socket to talk to dispatcher
local receiver = context:socket(zmq.REP)
assert(receiver:connect("inproc://workers"))

while true do
local msg = receiver:recv()
printf ("Received request: [%s]\n", msg)

-- Do some ’'work’
s_sleep (1000)

--  Send reply back to client
receiver:send("World")

end

receiver:close()

return nil

1l

s_version_assert (2, 1)
local context = zmgq.init(1)

--  Socket to talk to clients
local clients = context:socket(zmq.ROUTER)
clients:bind("tcp:// *:5555")

--  Socket to talk to workers
local workers = context:socket(zmq.DEALER)
workers:bind("inproc://workers")

-~ Launch pool of worker threads

local worker_pool = {}

for n=1,5 do
worker_pool[n] = zmgq.threads.runstring(context, worker _code, n)
worker_pool[n]:start()

end

-~ Connect work threads to client threads via a queue

print("start queue device.")

zmg.device(zmq.QUEUE, clients, workers)

-~ We never get here but clean up anyhow
clients:close()
workers:close()
context:term()

All the code should be recognizable to you by now. How it works

- The server starts a set of worker threads. Each worker tloreaties a REP socket and then processes
requests on this socket. Worker threads are just like sitgsaded servers. The only differences are
the transportifiproc  instead oficp ), and the bind-connect direction.

- The server creates a ROUTER socket to talk to clients andshiiis to its external interface (over
tcp ).
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« The server creates a DEALER socket to talk to the workers ardsklhis to its internal interface (over
inproc ).

- The server starts a proxy that connects the two sockets. roxg pulls incoming requests fairly from
all clients, and distributes those out to workers. It alages replies back to their origin.

Note that creating threads is not portable in most progrargtainguages. The POSIX library is
pthreads , but on Windows you have to use a different API. We'll see iratier Three how to wrap this
in a portable API.

Here the 'work’ is just a one-second pause. We could do angtini the workers, including talking to
other nodes. This is what the MT server looks like in terms M@sockets and nodes. Note how the
request-reply chain IREQ-ROUTER-queue-DEALER-RERFigure 2-13.
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Figure 2-13. Multithreaded Server
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2.19. Signaling between Threads

Chapter 2. Intermediate Stuff

When you start making multithreaded applications with @MQU'll hit the question of how to
coordinate your threads. Though you might be tempted tatirsdeep’ statements, or use multithreading
technigues such as semaphores or mutékesynly mechanism that you should use are dMQ
messagesRemember the story of The Drunkards and the Beer Bottle.

Let’'s make three threads that signal each other when thegadyFigure 2-14. In this example we use
PAIR sockets over thmproc transport:

Example 2-12. Multithreaded relay (mtrelay.lua)

Multithreaded relay

Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"
require"zmg.threads"

local pre_code = [[

1l

local zmq = require"zmq"
require"zhelpers"

local threads = require"zmaq.threads"
local context = threads.get_parent_ctx()

local stepl = pre_code .. [[

1l

-~ Connect to step2 and tell it we're ready
local xmitter = context:socket(zmq.PAIR)
xmitter:connect("inproc://step2")
xmitter:send("READY")

xmitter:close()

local step2 = pre_code .. [[

local stepl = ...

-~ Bind inproc socket before starting stepl

local receiver = context:socket(zmq.PAIR)
receiver:bind("inproc://step2")

local thread = zmgq.threads.runstring(context, stepl)
thread:start()

-~ Wait for signal and pass it on
local msg = receiver:recv()

receiver:close()

-~ Connect to step3 and tell it we're ready
local xmitter = context:socket(zmg.PAIR)
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xmitter:connect("inproc://step3")
xmitter:send("READY")

xmitter:close()

assert(thread:join())

1l

s_version_assert (2, 1)

local context = zmg.init(1)

-~ Bind inproc socket before starting step2

local receiver = context:socket(zmq.PAIR)

receiver:bind("inproc://step3")

local thread = zmgq.threads.runstring(context, step2, ste pl)
thread:start()

- Wait for signal
local msg = receiver:recv()

receiver:close()
printf ("Test successful'\n")
assert(thread:join())

context:term()
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Figure 2-14. The Relay Race
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This is a classic pattern for multithreading with MQ:

1. Two threads communicate ovieproc , using a shared context.

2. The parent thread creates one socket, binds it to an ifpeodpoint, andhenstarts the child
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thread, passing the context to it.

3. The child thread creates the second socket, connectthiatmproc:// endpoint, anithensignals to
the parent thread that it's ready.

Note that multithreading code using this patternds scalable out to processes. If you useinproc  and
socket pairs, you are building a tightly-bound applicatibo this when low latency is really vital. For all
normal apps, use one context per thread,ipaidor tcp . Then you can easily break your threads out to
separate processes, or boxes, as needed.

This is the first time we've shown an example using PAIR saRéthy use PAIR? Other socket
combinations might seem to work but they all have side-&féwat could interfere with signaling:

« You can use PUSH for the sender and PULL for the receiver.®biss simple and will work, but
remember that PUSH will load-balance messages to all &laitaceivers. If you by accident start
two receivers (e.g. you already have one running and yotastecond), you'll "lose" half of your
signals. PAIR has the advantage of refusing more than ongeotion, the pair igxclusive

« You can use DEALER for the sender and ROUTER for the receR@tJTER however wraps your
message in an "envelope”, meaning your zero-size signa toto a multi-part message. If you don't
care about the data, and treat anything as a valid signalf gad don’t read more than once from the
socket, that won’t matter. If however you decide to send de#d, you will suddenly find ROUTER
providing you with "wrong" messages. DEALER also load-baks, giving the same risk as PUSH.

« You can use PUB for the sender and SUB for the receiver. THigarirectly deliver your messages
exactly as you sent them and PUB does not load-balance as BUSBALER do. However you need
to configure the subscriber with an empty subscription, Wwis@annoying. Worse, the reliability of the
PUB-SUB link is timing dependent and messages can get ldst iBUB socket is connecting while
the PUB socket is sending its messages.

For these reasons, PAIR makes the best choice for coomimiagitween pairs of threads.

2.20. Node Coordination

When you want to coordinate nodes, PAIR sockets won't work &g/ more. This is one of the few
areas where the strategies for threads and nodes are differencipally nodes come and go whereas
threads are static. PAIR sockets do not automatically neectif the remote node goes away and comes
back.

The second significant difference between threads and netiest you typically have a fixed number of
threads but a more variable number of nodes. Let's take onaraarlier scenarios (the weather server
and clients) and use node coordination to ensure that shbssdon’t lose data when starting up.

This is how the application will work:
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« The publisher knows in advance how many subscribers it égpe€his is just a magic number it gets
from somewhere.

+ The publisher starts up and waits for all subscribers to eotiThis is the node coordination part.
Each subscriber subscribes and then tells the publiskee#dy via another socket.

- When the publisher has all subscribers connected, it $tapsblish data.

In this case we'll use a REQ-REP socket flow to synchronizeatiiiers and publishdfigure 2-15.
Here is the publisher:

Example 2-13. Synchronized publisher (syncpub.lua)

-~ Synchronized publisher

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"
require"zhelpers"

--  We wait for 10 subscribers
SUBSCRIBERS_EXPECTED = 10

s_version_assert (2, 1)
local context = zmg.init(1)

-- Socket to talk to clients
local publisher = context:socket(zmg.PUB)
publisher:bind("tcp:// *:5561")

--  Socket to receive signals
local syncservice = context:socket(zmqg.REP)
syncservice:bind("tcp:// *:5562")

--  Get synchronization from subscribers

local subscribers = 0

while (subscribers < SUBSCRIBERS_EXPECTED) do
-- - wait for synchronization request
local msg = syncservice:recv()

-- - send synchronization reply
syncservice:send("")
subscribers = subscribers + 1
end
-~ Now broadcast exactly 1M updates followed by END
local update_nbr
for update_nbr=1,1000000 do
publisher:send("Rhubarb")
end

publisher:send("END")
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publisher:close()
syncservice:close()
context:term()

Figure 2-15. Pub-Sub Synchronization
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And here is the subscriber:

Example 2-14. Synchronized subscriber (syncsub.lua)

-~ Synchronized subscriber

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmgq.init(1)

Chapter 2. Intermediate Stuff
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-- First, connect our subscriber socket
local subscriber = context:socket(zmq.SUB)
subscriber:connect("tcp://localhost:5561")
subscriber:setopt(zmq.SUBSCRIBE, ")

-- OMQ is so fast, we need to wait a while...
s_sleep (1000)

-- Second, synchronize with publisher
local syncclient = context:socket(zmq.REQ)
syncclient:connect("tcp://localhost:5562")

-- - send a synchronization request
syncclient:send(")

-- - wait for synchronization reply
local msg = syncclient:recv()

-~ Third, get our updates and report how many we got
local update_nbr = 0
while true do

local msg = subscriber:recv()

if (msg == "END") then

break

end

update_nbr = update_nbr + 1
end
printf ("Received %d updates\n”, update_nbr)

subscriber:close()
syncclient:close()
context:term()

This Linux shell script will start ten subscribers and thiea publisher:

echo "Starting subscribers..."
forain123456789 10; do

syncsub &
done
echo "Starting publisher..."
syncpub

Which gives us this satisfying output:

Starting subscribers...
Starting publisher...
Received 1000000 updates
Received 1000000 updates
Received 1000000 updates
Received 1000000 updates
Received 1000000 updates
Received 1000000 updates

Chapter 2. Intermediate Stuff
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Received 1000000 updates
Received 1000000 updates
Received 1000000 updates
Received 1000000 updates

We can’t assume that the SUB connect will be finished by the time REQ/REP dialog is complete.
There are no guarantees that outbound connects will finiahyrorder whatsoever, if you're using any
transport excephproc . So, the example does a brute-force sleep of one seconddresuescribing,
and sending the REQ/REP synchronization.

A more robust model could be:

+ Publisher opens PUB socket and starts sending "Hello" rgesqaot data).

« Subscribers connect SUB socket and when they receive a Mebsage they tell the publisher via a
REQ/REP socket pair.

- When the publisher has had all the necessary confirmatiostayis to send real data.

2.21. Zero Copy

We teased you in Chapter One, when you were still a @MQ newbigut zero-copy. If you survived this
far, you are probably ready to use zero-copy. However, relpeetiat there are many roads to Hell, and
premature optimization is not the most enjoyable nor prolig@ne, by far. To say this in English, trying
to do zero-copy properly while your architecture is not petis a waste of time and will make things
worse, not better.

@MQ’s message APl lets you can send and receive messagetydirem and to application buffers
without copying data. Given that IMQ sends messages in ttiggbaund, zero-copy needs some extra
sauce.

To do zero-copy you use zmg_msg_init_data[3] to create aagesthat refers to a block of data already
allocated on the heap with malloc(), and then you pass thahtp msg_send[3]. When you create the
message you also pass a function that MQ will call to freédtbek of data, when it has finished
sending the message. This is the simplest example, asstaiifigy’ is a block of 1000 bytes allocated

on the heap:
void my_free (void *data, void *hint) {
free (data);
}
/I Send message from buffer, which we allocate and OMQ will fr ee for us
zmqg_msg_t message;
zmg_msg_init_data (&message, buffer, 1000, my_free, NULL );

zmqg_msg_send (socket, &message, 0);
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There is no way to do zero-copy on receive: dMQ delivers youfebthat you can store as long as you
wish but it will not write data directly into application Hefs.

On writing, MQ’s multi-part messages work nicely togetivth zero-copy. In traditional messaging
you need to marshal different buffers together into onedsuffat you can send. That means copying
data. With @MQ, you can send multiple buffers coming fronfedi#nt sources as individual message
frames. We send each field as a length-delimited frame. Tagp&cation it looks like a series of send
and recv calls. But internally the multiple parts get writte the network and read back with single
system calls, so it’s very efficient.

2.22. Pub-Sub Message Envelopes

We've looked briefly at multi-part messages. Let’'s now lobtheir main use-case, whichiisessage
envelopesAn envelope is a way of safely packaging up data with an asgreithout touching the data
itself.

In the pub-sub pattern, the envelope at least holds the sptisn key for filtering but you can also add
the sender identity in the envelope.

If you want to use pub-sub envelopes, you make them youtsgléptional, and in previous pub-sub
examples we didn't do this. Using a pub-sub envelope isle fitiore work for simple cases but it's
cleaner especially for real cases, where the key and theadatzaturally separate things. It's also faster,
if you are writing the data directly from an application tarff

Here is what a publish-subscribe message with an envelogs like:

Figure 2-16. Pub-Sub Envelope with Separate Key

Frame 1 Key Subscription key

Frame 2 Data Actual message body

Recall that pub-sub matches messages based on the prefingPle key into a separate frame makes
the matching very obvious, since there is no chance an apiolicwill accidentally match on part of the
data.

Here is a minimalist example of how pub-sub envelopes loalonte. This publisher sends messages of
two types, A and B. The envelope holds the message type:
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Example 2-15. Pub-Sub envelope publisher (psenvpub.lua)

-~ Pubsub envelope publisher
--  Note that the zhelpers.h file also provides s_sendmore

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

-~ Prepare our context and publisher
local context = zmg.init(1)

local publisher = context:socket(zmg.PUB)
publisher:bind("tcp:// *:5563")

while true do
-~ Write two messages, each with an envelope and content
publisher:send("A", zmq.SNDMORE)
publisher:send("We don't want to see this")
publisher:send("B", zmq.SNDMORE)
publisher:send("We would like to see this")
s_sleep (1000)

end

-~ We never get here but clean up anyhow

publisher:close()

context:term()

The subscriber only wants messages of type B:

Example 2-16. Pub-Sub envelope subscriber (psenvsub.lua)

-~ Pubsub envelope subscriber
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

--  Prepare our context and subscriber
local context = zmg.init(1)

local subscriber = context:socket(zmq.SUB)
subscriber:connect("tcp://localhost:5563")
subscriber:setopt(zmq.SUBSCRIBE, "B")

while true do
--  Read envelope with address
local address = subscriber:recv()
-- Read message contents
local contents = subscriber:recv()
printf("[%s] %s\n", address, contents)

Chapter 2. Intermediate Stuff
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end

-~ We never get here but clean up anyhow
subscriber:close()

context:term()

When you run the two programs, the subscriber should shovihisu

[B] We would like to see this
[B] We would like to see this
[B] We would like to see this
[B] We would like to see this

This examples shows that the subscription filter rejectsoepts the entire multi-part message (key plus
data). You won't get part of a multi-part message, ever.

If you subscribe to multiple publishers and you want to knbeittidentity so that you can send them
data via another socket (and this is a fairly typical useejzagu create a three-part message:

Figure 2-17. Pub-Sub Envelope with Sender Address

Frame 1 Key Subscription key
Frame 2 Identity Address of publisher
Frame 3 Data Actual message body

2.23. High Water Marks

When you can send messages rapidly from process to prooesspgn discover that memory is a
precious resource, and one that's trivially filled up. A fesesnds delay somewhere in a process can turn
into a backlog that blows up a server, unless you understangroblem and take precautions.

The problemis this: if you have process A sending messaga®tess B, which suddenly gets very busy
(garbage collection, CPU overload, whatever), then whpphas to the messages that process A wants
to send? Some will sit in B's network buffers. Some will sittbve Ethernet wire itself. Some will sit in

A's network buffers. And the rest will accumulate in A's memdf you don’t take some precaution, A
can easily run out of memory and crash. It is a consisterdgsidgroblem with message brokers.
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What are the answers? One is to pass the problem upstreangeftireg the messages from somewhere
else. So tell that process, "stop!" And so on. This is calfemi'control”. It sounds great, but what if
you're sending out a Twitter feed? Do you tell the whole waddtop tweeting while B gets its act
together?

Flow control works in some cases but in others, the trandager can't tell the application layer "stop"
any more than a subway system can tell a large businesssépkeap your staff at work another half an
hour, I'm too busy".

The answer for messaging is to set limits on the size of bsifiend then when we reach those limits,
take some sensible action. In most cases (not for a subwgnsythough), the answer is to throw away
messages. In a few others, it's to wait.

@MQ uses the concept of "high water mark" or HWM to define theaci#ty of its internal pipes. Each
connection out of a socket or into a socket has its own pipgFHANM capacity.

In IMQ/2.x the HWM was set to infinite by default. In @MQ/3.5siset to 1,000 by default, which is
more sensible. If you're still using @MQ/2.x you should ajwaet a HWM on your sockets, be it 1,000
to match @MQ/3.x or another figure that takes into account yoessage sizes.

The high water mark affects both the transmit and receivielribf a single socket. Some sockets (PUB,
PUSH) only have transmit buffers. Some (SUB, PULL, REQ, R&#Hy have receive buffers. Some
(DEALER, ROUTER, PAIR) have both transmit and receive hgffe

When your socket reaches its high-water mark, it will eithieck or drop data depending on the socket
type. PUB sockets will drop data if they reach their high-evaihark, while other socket types will block.

Over theinproc  transport, the sender and receiver share the same bufials seal HWM is the sum
of the HWM set by both sides. This means in effect that if ode sioes not set a HWM, there is no limit
to the buffer size.

2.24. A Bare Necessity

@MQ is like a box of pieces that plug together, the only liriita being your imagination and sobriety.

The scalable elastic architecture you get should be an pgaes. You might need a coffee or two first.
Don’t make the mistake | made once and buy exotic GermanetdfeeledEntkoffeiniert That does not
mean "Delicious”. Scalable elastic architectures are mavaidea - flow-based programming
(http://en.wikipedia.org/wiki/Flow-based_programmgjand languages like Erlang
(http://www.erlang.org/) already worked like this - but @Mnakes it easier to use than ever before.
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As Gonzo Diethelm said (http://permalink.gmane.org/genaetwork.zeromq.devel/2145)MY gut

feeling is summarized in this sentence: "if @MQ didn’t extsvould be necessary to invent it’. Meaning
that | ran into @MQ after years of brain-background procesgsiand it made instant sense... ZMQ
simply seems to me a "bare necessity" nowadays.
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In Chapter Two we worked through the basics of using @MQ byeliming a series of small
applications, each time exploring new aspects of @MQ. Veelitinue this approach in this chapter, as
we explore advanced patterns built on top of @MQ’s core regreply pattern.

We'll cover:

- How to create and use message envelopes for request-reply.
- How to use the REQ, REP, DEALER, and ROUTER sockets.
« How to set manual reply addresses using identities.

- How to do custom random scatter routing.

- How to do custom least-recently used routing.

« How to build a higher-level message class.

- How to build a basic request-reply broker.

- How to choose good names for sockets.

- How to simulate a cluster of clients and workers.

- How to build a scalable cloud of request-reply clusters.

- How to use pipeline sockets for monitoring threads.

3.1. Request-Reply Envelopes

In the request-reply pattern, the envelope holds the retddness for replies. It is how a @MQ network
with no state can create round-trip request-reply dialogs.

You don'tin fact need to understand how request-reply expes work to use them for common cases.
When you use REQ and REP, your sockets build and use envelapmsatically. When you write a
device, and we covered this in the last chapter, you just teeeshd and write all the parts of a message.
@MQ implements envelopes using multi-part data, so if yguyaoulti-part data safely, you implicitly
copy envelopes too.

However, getting under the hood and playing with requeslyrenvelopes is necessary for advanced
request-reply work. It's time to explain how the ROUTER setokorks, in terms of envelopes:

« When you receive a message from a ROUTER socket, it shovesa fpraper envelope around the
message and scribbles on with indelible ink, "This came fraiey". Then it gives that to you. That is,
the ROUTER gives you what came off the wire, wrapped up in arlepe with the reply address on
it.
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- When you send a message to a ROUTER, it rips off that brownrgapelope, tries to read its own
handwriting, and if it knows who "Lucy" is, sends the congelpéck to Lucy. That is the reverse
process of receiving a message.

If you leave the brown envelope alone, and then pass thatagess another ROUTER (e.g. by sending
to a DEALER connected to a ROUTER), the second ROUTER willin stick another brown envelope
on it, and scribble the name of that DEALER on it.

The whole point of this is that each ROUTER knows how to septies back to the right place. All you
need to do, in your application, is respect the brown envedoNow the REP socket makes sense. It
carefully slices open the brown envelopes, one by one, kbeps safely aside, and gives you (the
application code that owns the REP socket) the original agessVhen you send the reply, it re-wraps
the reply in the brown paper envelopes, so it can hand thétiresbrown package back to the
ROUTERSs down the chain.

Which lets you insert ROUTER-DEALER devices into a requegty pattern like this:

[REQ] <> [REP]

[REQ] <--> [ROUTER--DEALER] <--> [REP]

[REQ] <--> [ROUTER--DEALER] <--> [ROUTER--DEALER] <--> [R EP]
...etc.

If you connect a REQ socket to a ROUTER, and send one requastige, you will get a message that
consists of three frames: a reply address, an empty message,fand the 'real’ messadgégure 3-J.

Figure 3-1. Single-hop Request-reply Envelope

Frame 1 Reply address 4—— Envelope
Frame 2 4—— Empty message frame
Frame 3 Data

Breaking this down:

- The data in frame 3 is what the sending application sendsst®EQ socket.

- The empty message frame in frame 2 is prepended by the RE@tsshkn it sends the message to
the ROUTER.

« The reply address in frame 1 is prepended by the ROUTER b#fpasses the message to the
receiving application.
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Now if we extend this with a chain of devices, we get envelapeivelope, with the newest envelope
always stuck at the beginning of the stdeigure 3-3.

Figure 3-2. Multihop Request-reply Envelope

(Next envelope will go here)

Frame 1 Reply address 4—— Envelope (ROUTER)
Frame 2 4—— Envelope (ROUTER)
Frame 3 Reply address 4—— Envelope (ROUTER)
Frame 4 4———— Empty message frame (REQ)

Frame 5 Data

Here now is a more detailed explanation of the four socketgype use for request-reply patterns:

- DEALER just deals out the messages you send to all conneetd aka "round-robin®), and deals
in (aka "fair queuing") the messages it receives. It is dydike a PUSH and PULL socket combined.

- REQ prepends an empty message frame to every message yoaisémnemoves the empty message
frame from each message you receive. It then works like DEA@&d in fact is built on DEALER)
except it also imposes a strict send / receive cycle.

- ROUTER prepends an envelope with reply address to each geesisaceives, before passing it to the
application. It also chops off the envelope (the first mes$egme) from each message it sends, and
uses that reply address to decide which peer the message glodo.

+ REP stores all the message frames up to the first empty mefsaage when you receive a message
and it passes the rest (the data) to your application. Wharsgnd a reply, REP prepends the saved
envelopes to the message and sends it back using the sameissraa ROUTER (and in fact REP is
built on top of ROUTER), but matching REQ, imposes a striceiee / send cycle.

REP requires that the envelopes end with an empty message.fhiayou're not using REQ at the other
end of the chain then you must add the empty message framsglbur

So the obvious question about ROUTER is, where does it geefilg addresses from? And the obvious
answer is, it uses the socket’s identity. As we already kedrii a socket does not set an identity, the
ROUTER generates an identity that it can associate withdheection to that sockdfigure 3-3.
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Figure 3-3. ROUTER Invents a UUID

‘ Client ‘

I

REQ Data Client sends this

l "My identity is empty"

ROUTER uulD ROUTER invents UUID to

use as reply address

Service
Data

When we set our own identity on a socket, this gets passe@t®EUTER, which passes it to the
application as part of the envelope for each message thasmigure 3-3.

Figure 3-4. ROUTER uses Identity If It knows It

zmq_setsockopt (socket,
Client ZMQ_IDENTITY, "Lucy", 4);

REQ Data Client sends this

l "Hi, my name is Lucy"

ROUTER "Lucy’ ROUTER uses identity of

client as reply address

Service
Data

Let's observe the above two cases in practice. This progranpd the contents of the message frames
that a ROUTER receives from two REP sockets, one not usingitaes, and one using an identity
"Hello’:

Example 3-1. Identity check (identity.lua)

--  Demonstrate identities as used by the request-reply patt ern. Run this
-~ program by itself. Note that the utility functions s_ are p rovided by
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--  zhelpers.h. It gets boring for everyone to keep repeating this code.
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

local context = zmg.init(1)

local sink = context:socket(zmg.ROUTER)
sink:bind("inproc://example™)

--  First allow OMQ to set the identity

local anonymous = context:socket(zmq.REQ)
anonymous:connect("inproc://example™)
anonymous:send("ROUTER uses a generated UUID")
s_dump(sink)

-~ Then set the identity ourself

local identified = context:socket(zmq.REQ)
identified:setopt(zmq.IDENTITY, "Hello")
identified:connect("inproc://example™)

identified:send("ROUTER socket uses REQ’s socket identit y")
s_dump(sink)

sink:close()
anonymous:close()
identified:close()
context:term()

Here is what the dump function prints:

[017] 00314F043F46C441E28DD0OAC54BESDA727
[000]
[026] ROUTER uses a generated UUID

[005] Hello
[000]
[038] ROUTER uses REQ’s socket identity

3.2. Custom Request-Reply Routing

We already saw that ROUTER uses the message envelope t@aeaich client to route a reply back to.
Now let me express that in another wlOUTER will route messages asynchronously to any peer
connected to it, if you provide the correct routing addreissa/properly constructed envelope.

So ROUTER is really a fully controllable ROUTER. We'll digtmnthis magic in detail.
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But first, and because we're going to go off-road into somehocand possibly illegal terrain now, let’s
look closer at REQ and REP. These provide your kindergaeguest-reply socket pattern. It's an easy
pattern to learn but quite rapidly gets annoying as it presjdor instance, no way to resend a request if
it got lost for some reason.

While we usually think of request-reply as a to-and-fro@att in fact it can be fully asynchronous, as
long as we understand that any REQs and REPS will be at thefenchain, never in the middle of it,
and always synchronous. All we need to know is the addresseqgieer we want to talk to, and then we
can then send it messages asynchronously, via a ROUTER. @& RR is the one and only 3MQ
socket type capable of being told "send this message to Xtenkiés the address of a connected peer.

These are the ways we can know the address to send a message you'll see most of these used in
the examples of custom request-reply routing:

- By default, a peer has a null identity and the ROUTER will gatea UUID and use that to refer to
the connection when it delivers you each incoming messame tinat peer.

- If the peer socket set an identity, the ROUTER will give ththgritity when it delivers an incoming
request envelope from that peer.

- Peers with explicit identities can send them via some otheghranism, e.g. via some other sockets.

- Peers can have prior knowledge of each others’ identitigsy& configuration files or some other
magic.

There are at least three routing patterns, one for each aftleet types we can easily connect to a
ROUTER:

+ ROUTER-to-DEALER.
+ ROUTER-to-REQ.
+ ROUTER-to-REP.

In each of these cases we have total control over how we roegsages, but the different patterns cover
different use-cases and message flows. Let’s break it doemntbeg next sections with examples of
different routing algorithms.

3.3. ROUTER-to-DEALER Routing

The ROUTER-to-DEALER pattern is the simplest. You connert ROUTER to many DEALERS, and
then distribute messages to the DEALERSs using any algorjyihurlike. The DEALERS can be sinks
(process the messages without any response), proxiest{sentessages on to other nodes), or services
(send back replies).
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If you expect the DEALER to reply, there should only be one REBR talking to it. DEALERS have no
idea how to reply to a specific peer, so if they have multiplerpgethey will just round-robin between
them, which would be weird. If the DEALER is a sink, any numbeROUTERS can talk to it.

What kind of routing can you do with a ROUTER-to-DEALER patte If the DEALERS talk back to

the ROUTER, e.g. telling the ROUTER when they finished a tgsk,can use that knowledge to route
depending on how fast a DEALER is. Since both ROUTER and DERaEe asynchronous, it can get a
little tricky. You'd need to use zmq_poll[3] at least.

We’'ll make an example where the DEALERs don’t talk back, tteegure sinks. Our routing algorithm
will be a weighted random scatter: we have two DEALERSs andemel swice as many messages to one
as to the otheKigure 3-5.

Figure 3-5. ROUTER-to-DEALER Custom Routing

Client Send to "A" or "B"

ROUTER

-
DEALER DEALER
IIAII IIBII

Worker Worker

Here’s code that shows how this works:

Example 3-2. ROUTER-to-DEALER (rtdealer.lua)
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-~ Custom routing Router to Dealer

-~ While this example runs in a single process, that is just to
-- it easier to start and stop the example. Each thread has its
-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmg.threads"
require"zhelpers"

local pre_code = [[
local zmq = require"zmq"
require"zhelpers"
--local threads = require"zmq.threads"
--local context = threads.get_parent_ctx()

--  We have two workers, here we copy the code, normally these w
-- run on different boxes...
local worker_task_a = pre_code .. [[
local context = zmgq.init(1)
local worker = context:socket(zmq.DEALER)
worker:setopt(zmq.IDENTITY, "A")
worker:connect("ipc://routing.ipc”)

local total = 0

while true do
--  We receive one part, with the workload
local request = worker:recv()
local finished = (request == "END")

if (finished) then
printf ("A received: %d\n", total)
break
end
total = total + 1
end
worker:close()
context:term()

1l

local worker_task_b = pre_code .. [[
local context = zmgq.init(1)
local worker = context:socket(zmqg.DEALER)
worker:setopt(zmq.IDENTITY, "B")
worker:connect("ipc://routing.ipc”)

local total = 0
while true do
--  We receive one part, with the workload

make
own

ould
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local request = worker:recv()
local finished = (request == "END")

if (finished) then
printf ("B received: %d\n", total)
break
end
total = total + 1
end
worker:close()
context:term()

1l

s_version_assert (2, 1)
local context = zmg.init(1)

local client = context:socket(zmg.ROUTER)
client:bind("ipc://routing.ipc")

local task_a = zmgq.threads.runstring(context, worker_ta sk_a)
task_a:start()

local task_b = zmgq.threads.runstring(context, worker_ta sk_b)
task_b:start()

-~ Wait for threads to connect, since otherwise the messages
-- we send won't be routable.
s_sleep (1000)

-- Send 10 tasks scattered to A twice as often as B
math.randomseed(os.time())
for n=1,10 do
--  Send two message parts, first the address...
if (randof (3) > 0) then
client:send("A", zmg.SNDMORE)
else
client:send("B", zmq.SNDMORE)
end

-- And then the workload
client:send("This is the workload")
end
client:send("A", zmq.SNDMORE)
client:send("END")

client:send("B", zmq.SNDMORE)
client:send("END")

client:close()
context:term()

assert(task_a:join())
assert(task_b:join())
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Some comments on this code:

. The ROUTER doesn’t know when the DEALERs are ready, and itlévba distracting for our
example to add in the signaling to do that. So the ROUTER jossa "sleep (1)" after starting the
DEALER threads. Without this sleep, the ROUTER will send meaissages that can’t be routed, and
@MQ will discard them.

- Note that this behavior is specific to ROUTERs. PUB sockelisalgo discard messages if there are
no subscribers, but all other socket types will queue sessages until there’s a peer to receive them.

To route to a DEALER, we create an envelope consisting ofgastentity frame (we don’t need a null
separatorfigure 3-6.

Figure 3-6. Routing Envelope for DEALER

Frame 1 Address

Frame 2 Data

The ROUTER socket removes the first frame, and sends thedé&eone, which the DEALER gets
as-is. When the DEALER sends a message to the ROUTER, it seedsame. The ROUTER prepends
the DEALER’s address and gives us back a similar envelopgadrparts.

Something to note: if you use an invalid address, the ROUTEBadds the message silently. There is

not much else it can do usefully. In normal cases this eitresama the peer has gone away, or that there is
a programming error somewhere and you’re using a bogus s&ldreany case you cannot ever assume a
message will be routed successfully until and unless yoa geply of some sort from the destination
node. We'll come to creating reliable patterns later on.

DEALERSs in fact work exactly like PUSH and PULL combined. Dat however connect PUSH or
PULL sockets to DEALERS. That would just be nasty and pogstle

3.4. Least-Recently Used Routing (LRU Pattern)

REQ sockets don't listen to you, and if you try to speak outon they’ll ignore you. You have to wait
for them to say something, aridenyou can give a sarcastic answer. This is very useful for nguti
because it means we can keep a bunch of REQs waiting for answeaffect, a REQ socket will tell us
when it's ready.

96



Chapter 3. Advanced Request-Reply Patterns

You can connect one ROUTER to many REQs, and distribute rgesses you would to DEALERS.
REQs will usually want to reply, but they will let you have tlast word. However it's one thing at a time:

« REQ speaks to ROUTER
« ROUTER replies to REQ
« REQ speaks to ROUTER
- ROUTER replies to REQ

- etc.

Like DEALERs, REQs can only talk to one ROUTER and since REIQays start by talking to the
ROUTER, you should never connect one REQ to more than one ERUIhless you are doing sneaky
stuff like multi-pathway redundant routingigure 3-7. I'm not even going to explain that now, and
hopefully the jargon is complex enough to stop you trying tntil you need it.

Figure 3-7. ROUTER to REQ Custom Routing

Client Send to "A" or "B"

ROUTER

(1) REQ says Hi

(2) ROUTER gives laundry

( ) ( )
REQ REQ
IIAII IIBII
Worker Worker

What kind of routing can you do with a ROUTER-to-REQ pattePn@bably the most obvious is
"least-recently-used" (LRU), where we always route to tE€)Rhat's been waiting longest. Here is an
example that does LRU routing to a set of REQs:

Example 3-3. ROUTER-to-REQ (rtmama.lua)
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-~ Custom routing Router to Mama (ROUTER to REQ)

-~ While this example runs in a single process, that is just to
-- it easier to start and stop the example. Each thread has its
-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmg.threads"
require"zhelpers"

NBR_WORKERS = 10

local pre_code = [[
local identity, seed = ...
local zmq = require"zmq"
require"zhelpers"
math.randomseed(seed)

1l

local worker_task = pre_code .. [[
local context = zmgq.init(1)
local worker = context:socket(zmg.REQ)

-~ We use a string identity for ease here
worker:setopt(zmq.IDENTITY, identity)
worker:connect("ipc://routing.ipc”)

local total = 0

while true do
-- Tell the router we're ready for work
worker:send("ready")

--  Get workload from router, until finished
local workload = worker:recv()
local finished = (workload == "END")

if (finished) then
printf ("Processed: %d tasks\n", total)
break

end

total = total + 1

-- Do some random work
s_sleep (randof (1000) + 1)
end
worker:close()
context:term()

1l

s_version_assert (2, 1)
local context = zmg.init(1)

make
own
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local client = context:socket(zmg.ROUTER)
client:bind("ipc://routing.ipc")
math.randomseed(os.time())

local workers = {}
for n=1,NBR_WORKERS do

local identity = string.format("%04X-%04X", randof (0x10 000), randof (0x10000))
local seed = os.time() + math.random()
workers[n] = zmg.threads.runstring(context, worker_tas k, identity, seed)

workers[n]:start()
end
for n=1,(NBR_WORKERS * 10) do
-~ LRU worker is next waiting in queue
local address = client:recv()
local empty = client:recv()

local ready = client:recv()

client:send(address, zmq.SNDMORE)
client:send("™, zmq.SNDMORE)
client:send("This is the workload")

end
-~ Now ask mamas to shut down and report their results
for n=1,NBR_WORKERS do

local address = client:recv()

local empty = client:recv()

local ready = client:recv()

client:send(address, zmq.SNDMORE)
client:send("™, zmq.SNDMORE)
client:send("END")

end

for n=1,NBR_WORKERS do
assert(workers[n]:join())
end

client:close()
context:term()

For this example the LRU doesn’t need any particular datecgires above what @MQ gives us
(message queues) because we don’t need to synchronizeitkerswaith anything. A more realistic

LRU algorithm would have to collect workers as they beconagyeinto a queue, and the use this queue
when routing client requests. We'll do this in a later exagnpl
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To prove that the LRU is working as expected, the REQs pritdtel tasks they each did. Since the
REQs do random work, and we're not load balancing, we expatt REQ to do approximately the
same amount but with random variation. And that is indeedtwieesee:

Processed:
Processed:
Processed:
Processed:
Processed:
Processed:
Processed:
Processed:
Processed:
Processed:

8 tasks
8 tasks
11 tasks
7 tasks
9 tasks
11 tasks
14 tasks
11 tasks
11 tasks
10 tasks

Some comments on this code

- We don't need any settle time, since the REQs explicitlyttedl ROUTER when they are ready.

- We're generating our own identities here, as printabl@gs; using the zhelpers.h s_set _id function.
That's just to make our life a little simpler. In a realistipication the REQs would be fully
anonymous and then you’d call zmg_msg_recv[3] and zmq_sesgl[3] directly instead of the
zhelpers s_recv() and s_send() functions, which can omiglesstrings.

- If you copy and paste example code without understandingit,deserve what you get. It's like
watching Spiderman leap off the roof and then trying thatrgeli.

To route to a REQ, we must create a REQ-friendly envelopeistimg of an address plus an empty
message framEe{gure 3-§.

Figure 3-8. Routing Envelope for REQ

Frame 1

Frame 2

Frame 3

Address

4—— Empty message frame

Data

3.5. Address-based Routing

In a classic request-reply pattern a ROUTER wouldn't talk ®EP socket at all, but rather would get a
DEALER to do the job for it. It's worth remembering with @MQéhthe classic patterns are the ones
that work best, that the beaten path is there for a reasorthabhdhen we go off-road we take the risk of
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falling off cliffs and getting eaten by zombies. Having stidt, let's plug a ROUTER into a REP and see
what the heck emerges.

The special thing about REPs is actually two things:

- One, they are strictly lockstep request-reply.

- Two, they accept an envelope stack of any size and will rehahintact.

In the normal request-reply pattern, REPs are anonymoussptaceable, but we're learning about
custom routing. So, in our use-case we have reason to segdasi¢o REP A rather than REP B. This
is essential if you want to keep some kind of a conversatiagmgoetween you, at one end of a large
network, and a REP sitting somewhere far away.

A core philosophy of @MQ is that the edges are smart and mauhttee middle is vast and dumb. This
does mean the edges can address each other, and this alsoweeaant to know how to reach a given
REP. Doing routing across multiple hops is something wetk at later but for now we’ll look just at
the final step: a ROUTER talking to a specific RERjre 3-9.

Figure 3-9. ROUTER-to-REP Custom Routing

Client Send to "A" or "B"

ROUTER

Worker Worker
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This example shows a very specific chain of events:

- The client has a message that it expects to route back (vih@nROUTER) to some node. The
message has two addresses (a stack), an empty part, and.a body

+ The client passes that to the ROUTER but specifies a REP adihsts

- The ROUTER removes the REP address, uses that to decide RERHo send the message to.

- The REP receives the addresses, empty part, and body.

- Itremoves the addresses, saves them, and passes the boeyorker.

« The worker sends a reply back to the REP.

- The REP recreates the envelope stack and sends that badkevittorker’s reply to the ROUTER.

« The ROUTER prepends the REP’s address and provides that thi¢imt along with the rest of the
address stack, empty part, and the body.

It's complex but worth working through until you understahdust remember a REP is garbage in,
garbage out.

Example 3-4. ROUTER-to-REP (rtpapa.lua)

-~ Custom routing Router to Papa (ROUTER to REP)
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

-~ We will do this all in one thread to emphasize the sequence
-- of events...

local context = zmg.init(1)

local client = context:socket(zmg.ROUTER)
client:bind("ipc://routing.ipc")

local worker = context:socket(zmg.REP)
worker:setopt(zmq.IDENTITY, "A")
worker:connect("ipc://routing.ipc”)

-~ Wait for the worker to connect so that when we send a message
-~ with routing envelope, it will actually match the worker.
s_sleep (1000)

-~ Send papa address, address stack, empty part, and request
client:send("A", zmq.SNDMORE)

client:send("address 3", zmg.SNDMORE)

client:send("address 2", zmgq.SNDMORE)

client:send("address 1", zmg.SNDMORE)

client:send("™, zmg.SNDMORE)
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client:send("This is the workload")

-~ Worker should get just the workload
s_dump (worker)

-~ We don’t play with envelopes in the worker
worker:send("This is the reply")

-~ Now dump what we got off the ROUTER socket...

s_dump (client)
client:close()

worker:close()
context:term()

Run this program and it should show you this:

[020] This is the workload

[o01] A

[009] address 3

[009] address 2

[009] address 1

[000]

[017] This is the reply

Some comments on this code:

Chapter 3. Advanced Request-Reply Patterns

- In reality we'd have the REP and ROUTER in separate nodes.&tample does it all in one thread
because it makes the sequence of events really clear.

« zmg_connect[3] doesn’t happen instantly. When the REPet@danects to the ROUTER, that takes a
certain time and happens in the background. In a realisptiGgtion the ROUTER wouldn’t even
know the REP existed until there had been some previousgdid@ur toy example we’'ll justleep
(1); to make sure the connection’s done. If you remove the slbeREP socket won't get the

message. (Try it.)

- We're routing using the REP’s identity. Just to convincengelf this really is happening, try sending
to a wrong address, like "B". The REP won't get the message.

- The s_dump and other utility functions (in the C code) coroetfthe zhelpers.h header file. It
becomes clear that we do the same work over and over on spakeitthere are interesting layers we
can build on top of the @MQ API. We’ll come back to this lateremhwve make a real application

rather than these toy examples.

To route to a REP, we must create a REP-friendly envekigate 3-10.
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Figure 3-10. Routing Envelope for REP

Frame 1 Address <4+— Zero or more of these
Frame 2 4+— Exactly one empty message frame
Frame 3 Data

3.6. A Request-Reply Message Broker

I'll recap the knowledge we have so far about doing weirdfstith @MQ message envelopes, and build
the core of a generic custom routing queue device that we ey call amessage brokeSorry for

all the buzzwords. What we’ll make iscpieue devicthat connects a bunch ofientsto a bunch of
workers and lets you usany routing algorithmyou want. The algorith we’ll implement isast-recently
used since it's the most obvious use-case after simple roubirmistribution.

To start with, let’s look back at the classic request-reglitgrn and then see how it extends over a larger
and larger service-oriented network. The basic patteitrh@s one client talking to a few
workersfigure 3-1).
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Figure 3-11. Basic Request-reply

Client
REQ

'

REP REP REP

i

This extends to multiple workers, but if we want to handle tiplé clients as well, we need a device in
the middle. We’'d use a simple ZMQ_QUEUE device connectin@&RER and a DEALER back to
back. This device just switches message frames betweewohsotkets as fast as it c&igure 3-12.
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Figure 3-12. Stretched Request-reply

Client I Client Client I

REQ REQ REQ

'

ROUTER
Device

DEALER

fl

REP REP REP

Worker I Worker Worker I

J

The key here is that the ROUTER stores the originating cheldress in the request envelope, the
DEALER and workers don’t touch that, and so the ROUTER knowglvclient to send the reply back
to. This pattern assumes all workers provide the exact semées.

In the above design, we're using the built-in round-robiatiiog that DEALER provides. However this
means some workers may be idle while others have multipleastg waiting. For better efficiency and
proper load-balancing we want to use a least-recently ugedithm, so we take the ROUTER-REQ
pattern we learned, and apply tHat{ure 3-13.
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Figure 3-13. Stretched Request-reply with LRU

Client I Client Client I

REQ REQ REQ

'

ROUTER Frontend
Device LRU queue

ROUTER Backend

fl:

REQ REQ REQ

Worker I Worker Worker I

J

Our broker - a ROUTER-to-ROUTER LRU queue - can’t simply copgssage frames blindly. Here is
the code, it’s a fair chunk of code, but we can reuse the cajie bmy time we want to do load-balancing:

Example 3-5. LRU queue broker (Iruqueue.lua)

Least-recently used (LRU) queue device
Clients and workers are shown here in-process

While this example runs in a single process, that is just to make
it easier to start and stop the example. Each thread has its own

context and conceptually acts as a separate process.

Author: Robert G. Jakabosky <bobby@sharedrealm.com>
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require"zmq"
require"zmg.threads"
require"zmagq.poller"
require"zhelpers"

local tremove = table.remove

local NBR_CLIENTS = 10
local NBR_WORKERS = 3

local pre_code = [[
local identity, seed = ...
local zmq = require"zmq"
require"zhelpers"
math.randomseed(seed)

-- Basic request-reply client using REQ socket
-- Since s_send and s_recv can't handle OMQ binary identitie
-- set a printable text identity to allow routing.
local client_task = pre_code .. [[
local context = zmgq.init(1)
local client = context:socket(zmg.REQ)
client:setopt(zmqg.IDENTITY, identity) -- Set a printable
client:connect("ipc://frontend.ipc")

--  Send request, get reply
client:send("HELLO")

local reply = client:recv()
printf ("Client: %s\n", reply)

client:close()
context:term()

Worker using REQ socket to do LRU routing
Since s_send and s_recv can’t handle OMQ binary identitie
- set a printable text identity to allow routing.

local worker_task = pre_code .. [[
local context = zmgq.init(1)
local worker = context:socket(zmg.REQ)
worker:setopt(zmq.IDENTITY, identity) -- Set a printable
worker:connect("ipc://backend.ipc")

-~ Tell broker we're ready for work
worker:send("READY")

while true do

-- Read and save all frames until we get an empty frame
-- In this example there is only 1 but it could be more

local address = worker:recv()

we

identity

we

identity
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local empty = worker:recv()
assert (#empty == 0)

-- Get request, send reply
local request = worker:recv()
printf ("Worker: %s\n", request)

worker:send(address, zmq.SNDMORE)
worker:send(™, zmg.SNDMORE)
worker:send("OK")

end
worker:close()
context:term()

1l
s_version_assert (2, 1)

--  Prepare our context and sockets

local context = zmg.init(1)

local frontend = context:socket(zmg.ROUTER)
local backend = context:socket(zmq.ROUTER)
frontend:bind("ipc://frontend.ipc")
backend:bind("ipc://backend.ipc")

local clients = {}

for n=1,NBR_CLIENTS do
local identity = string.format("%04X-%04X", randof (0x10
local seed = os.time() + math.random()
clients[n] = zmgq.threads.runstring(context, client_tas
clients[n]:start()

end

local workers = {}

for n=1,NBR_WORKERS do
local identity = string.format("%04X-%04X", randof (0x10
local seed = os.time() + math.random()
workers[n] = zmg.threads.runstring(context, worker_tas
workers[n]:start(true)

end

Logic of LRU loop

- Poll backend always, frontend only if 1+ worker ready

- If worker replies, queue worker as ready and forward repl
to client if necessary

- If client requests, pop next worker and send request to it

-~ Queue of available workers
local worker_queue = {}

local is_accepting = false
local max_requests = #clients

local poller = zmq.poller(2)

000), randof (0x10000))

k, identity, seed)

000), randof (0x10000))

k, identity, seed)
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local function frontend_ch()
-~ Now get next client request, route to LRU worker
-- Client request is [address][empty][request]
local client_addr = frontend:recv()
local empty = frontend:recv()
assert (#empty == 0)

local request = frontend:recv()

-- Dequeue a worker from the queue.
local worker = tremove(worker_queue, 1)

backend:send(worker, zmq.SNDMORE)
backend:send("™, zmq.SNDMORE)
backend:send(client_addr, zmq.SNDMORE)
backend:send("™, zmq.SNDMORE)
backend:send(request)

if (#worker_queue == 0) then
-- stop accepting work from clients, when no workers are avai lable.
poller:remove(frontend)
is_accepting = false
end
end

poller:add(backend, zmq.POLLIN, function()
-~ Queue worker address for LRU routing
local worker_addr = backend:recv()
worker_queue[#worker_queue + 1] = worker_addr

-- start accepting client requests, if we are not already doi ng so.
if not is_accepting then

is_accepting = true

poller:add(frontend, zmq.POLLIN, frontend_cb)
end

-~ Second frame is empty
local empty = backend:recv()
assert (#empty == 0)

-~ Third frame is READY or else a client reply address
local client_addr = backend:recv()

- If client reply, send rest back to frontend
if (client_addr ~= "READY") then

empty = backend:recv()

assert (#empty == 0)

local reply = backend:recv()
frontend:send(client_addr, zmq.SNDMORE)
frontend:send(", zmg.SNDMORE)
frontend:send(reply)
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max_requests = max_requests - 1
if (max_requests == 0) then
poller:stop() -- Exit after N messages
end
end
end)

-- start poller's event loop
poller:start()

frontend:close()
backend:close()
context:term()

for n=1,NBR_CLIENTS do
assert(clients[n]:join())
end
-- workers are detached, we don’t need to join with them.

The difficult part of this program is (a) the envelopes thathesocket reads and writes, and (b) the LRU
algorithm. We'll take these in turn, starting with the magsanvelope formats.

First, recall that a REQ REQ socket always puts on an empty(iarenvelope delimiter) on sending
and removes this empty part on reception. The reason foistiiidmportant, it’s just part of the
'normal’ request-reply pattern. What we care about heressleeping REQ happy by doing precisely
what she needs. Second, the ROUTER always adds an envelibpbeaddress of whomever the
message came from.

We can now walk through a full request-reply chain from dliienworker and back. In this code we set
the identity of client and worker sockets to make it easidraoe the message frames. Most normal
applications do not use identities. Let's assume the cdigentity is "CLIENT" and the worker’s
identity is "WORKER". The client sends a single frame witk thessagé&{gure 3-14.

Figure 3-14. Message that Client Sends

Frame 1 5 || HELLO I Data frame

What the queue gets, when reading off the ROUTER frontenkietpare three frames consisting of the
sender address, empty frame delimiter, and the dataRigute 3-15.
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Figure 3-15. Message Coming in on Frontend

Frame 1 6 CLIENT Identity of client
Frame 2 0 Empty message frame
Frame 3 5 HELLO Data frame

The broker sends this to the worker, prefixed by the addregseaforker, taken from the LRU queue,
plus an additional empty part to keep the REQ at the other apgyigure 3-16.

Figure 3-16. Message Sent to Backend

Frame 1 6 WORKER Identity of worker
Frame 2 0 Empty message frame
Frame 3 6 CLIENT Identity of client

Frame 4 0 Empty message frame
Frame 5 5 HELLO Data frame

This complex envelope stack gets chewed up first by the badRUTER socket, which removes the
first frame. Then the REQ socket in the worker removes the epaot, and provides the rest to the
worker applicationfigure 3-17.

Figure 3-17. Message Delivered to Worker

Frame 1 6 CLIENT Identity of client
Frame 2 0 Empty message frame
Frame 3 5 HELLO Data frame
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Which is exactly the same as what the queue received on iigeind ROUTER socket. The worker has
to save the envelope (which is all the parts up to and inctythe empty message frame) and then it can
do what's needed with the data part.

On the return path the messages are the same as when theycamele backend socket gives the
gueue a message in five parts, and the queue sends the frentkad a message in three parts, and the
client gets a message in one part.

Now let’s look at the LRU algorithm. It requires that bothetits and workers use REQ sockets, and that
workers correctly store and replay the envelope on messhggget. The algorithm is:

- Create a pollset which polls the backend always, and thédnahonly if there are one or more
workers available.

- Poll for activity with infinite timeout.

. If there is activity on the backend, we either have a "readgssage or a reply for a client. In either
case we store the worker address (the first part) on our LRUeyjwend if the rest is a client reply we
send it back to that client via the frontend.

- If there is activity on the frontend, we take the client resfupop the next worker (which is the
least-recently used), and send the request to the backbisdriEans sending the worker address,
empty part, and then the three parts of the client request.

You should now see that you can reuse and extend the LRU #igowith variations based on the
information the worker provides in its initial "ready" meg®. For example, workers might start up and
do a performance self-test, then tell the broker how fagst éine. The broker can then choose the fastest
available worker rather than LRU or round-robin.

3.7. A High-Level API for @MQ

Reading and writing multi-part messages using the native)2A\PI is, to be polite, a lot of work. Look
at the core of the worker thread from our LRU queue broker:

while (1) {
/I Read and save all frames until we get an empty frame
/I In this example there is only 1 but it could be more
char +address = s_recv (worker);
char *empty = s_recv (worker);
assert ( *empty == 0);
free (empty);

/I Get request, send reply

char =+request = s_recv (worker);
printf ("Worker: %s\n", request);
free (request);

s_sendmore (worker, address);
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s_sendmore (worker, ");
s_send (worker, "OK");
free (address);

That code isn’t even reusable, because it can only handlemredope. And this code already does some
wrapping around the @MQ API. If we used the libzmq API dingcklis is what we’d have to write:

while (1) {
/I Read and save all frames until we get an empty frame
/I In this example there is only 1 but it could be more
zmqg_msg_t address;
zmq_msg_init (&address);
zmg_msg_recv (worker, &address, 0);

zmqg_msg_t empty;
zmq_msg_init (&empty);
zmq_msg_recv (worker, &empty, 0);

/I Get request, send reply
zmg_msg_t payload,;

zmq_msg_init (&payload);
zmqg_msg_recv (worker, &payload, 0);

int char_nbr;

printf ("Worker: ");

for (char_nbr = 0; char_nbr < zmqg_msg_size (&payload); char _nbr++)
printf ("%c", *(char *) (zmg_msg_data (&payload) + char_nbr));

printf ("\n");

zmq_msg_init_size (&payload, 2);
memcpy (zmg_msg_data (&payload), "OK", 2);

zmg_msg_send (worker, &address, ZMQ_SNDMORE);
zmg_close (&address);

zmqg_msg_send (worker, &empty, ZMQ_SNDMORE);
zmg_close (&empty);

zmqg_msg_send (worker, &payload, 0);

zmg_close (&payload);

What we want is an API that lets us receive and send an entissage in one shot, including all
envelopes. One that lets us do what we want with the absaagt lines of code. The @MQ core API
itself doesn’t aim to do this, but nothing prevents us makaygrs on top, and part of learning to use
@MQ intelligently is to do exactly that.

Making a good message APl is fairly difficult, especially i€ want to avoid copying data around too
much. We have a problem of terminology: @MQ uses "messag#ésoribe both multi-part messages,
and individual parts of a message. We have a problem of s&zaasbmetimes it's natural to see
message content as printable string data, sometimes ay bioas.
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So one solution is to use three conceptang (already the basis for s_send and s_reframe(a
message frame), amdessagéa list of one or more frames). Here is the worker code, résrionto an
API using these concepts:

while (1) {
zmsg_t *zmsg = zmsg_recv (worker);
zframe_print (zmsg_last (zmsg), "Worker: ");
zframe_reset (zmsg_last (zmsg), "OK", 2);
zmsg_send (&zmsg, worker);

Replacing 22 lines of code with four is a good deal, espeacsitice the results are easy to read and
understand. We can continue this process for other aspletsrking with IMQ. Let’'s make a wishlist
of things we would like in a higher-level API:

« Automatic handling of socketsfind it really annoying to have to close sockets manuallyg emhave
to explicitly define the linger timeout in some but not all esslt'd be great to have a way to close
sockets automatically when | close the context.

« Portable thread managemeritvery non-trivial GMQ application uses threads, but POSid¢ads
aren't portable. So a decent high-level API should hideuiider a portable layer.

- Portable clocksEven getting the time to a millisecond resolution, or slaggor some milliseconds,
is not portable. Realistic @MQ applications need portaldeks, so our API should provide them.

« Areactor to replace zmq_poll[3TThe poll loop is simple but clumsy. Writing a lot of these, weleip
doing the same work over and over: calculating timers, afithgacode when sockets are ready. A
simple reactor with socket readers, and timers, would séwed repeated work.

- Proper handling of Ctrl-CWe already saw how to catch an interrupt. It would be usefillig
happened in all applications.

Turning this wishlist into reality gives us CZMQ (http:/fpemg/c), a high-level C API for @MQ. This
high-level binding in fact developed out of earlier versari the Guide. It combines nicer semantics for
working with @MQ with some portability layers, and (impantly for C but less for other languages)
containers like hashes and lists. CZMQ also uses an eleggttanodel that leads to frankly lovely
code.

Here is the LRU queue broker rewritten to use CZMQ:

Example 3-6. LRU queue broker using CZMQ (Iruqueue?2.lua)

-- Least-recently used (LRU) queue device
--  Demonstrates use of the msg class

-~ While this example runs in a single process, that is just to make
-- it easier to start and stop the example. Each thread has its own

-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
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require"zmq"
require"zmg.threads"
require"zmagq.poller"
require"zmsg"

local tremove = table.remove

local NBR_CLIENTS = 10
local NBR_WORKERS = 3

local pre_code = [[
local identity, seed = ...
local zmq = require"zmq"
local zmsg = require"zmsg"
require"zhelpers"
math.randomseed(seed)

-- Basic request-reply client using REQ socket

local client_task = pre_code .. [[
local context = zmgq.init(1)
local client = context:socket(zmg.REQ)
client:setopt(zmq.IDENTITY, identity) -- Set a printable
client:connect("ipc://frontend.ipc"”)

-~ Send request, get reply
client:send("HELLO")

local reply = client:recv()
printf ("Client: %s\n", reply)

client:close()
context:term()

-~ Worker using REQ socket to do LRU routing

local worker_task = pre_code .. [[
local context = zmgq.init(1)
local worker = context:socket(zmg.REQ)
worker:setopt(zmq.IDENTITY, identity) -- Set a printable
worker:connect("ipc://backend.ipc")

-~ Tell broker we're ready for work
worker:send("READY")

while true do
local msg = zmsg.recv (worker)
printf ("Worker: %s\n", msg:body())
msg:body_set("OK")
msg:send(worker)

identity

identity
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end
worker:close()
context:term()

1l
s_version_assert (2, 1)

--  Prepare our context and sockets

local context = zmgq.init(1)

local frontend = context:socket(zmg.ROUTER)
local backend = context:socket(zmq.ROUTER)
frontend:bind("ipc://frontend.ipc")
backend:bind("ipc://backend.ipc")

local clients = {}

for n=1,NBR_CLIENTS do
local identity = string.format("%04X-%04X", randof (0x10
local seed = os.time() + math.random()
clients[n] = zmgq.threads.runstring(context, client_tas
clients[n]:start()

end

local workers = {}

for n=1,NBR_WORKERS do
local identity = string.format("%04X-%04X", randof (0x10
local seed = os.time() + math.random()
workers[n] = zmg.threads.runstring(context, worker_tas
workers[n]:start(true)

end

Logic of LRU loop

- Poll backend always, frontend only if 1+ worker ready

- If worker replies, queue worker as ready and forward repl
to client if necessary

- If client requests, pop next worker and send request to it

--  Queue of available workers
local worker_queue = {}

local is_accepting = false
local max_requests = #clients

local poller = zmg.poller(2)
local function frontend_ch()
-~ Now get next client request, route to next worker

local msg = zmsg.recv (frontend)

-- Dequeue a worker from the queue.
local worker = tremove(worker_queue, 1)

msg:wrap(worker, ")
msg:send(backend)

000), randof (0x10000))

k, identity, seed)

000), randof (0x10000))

k, identity, seed)
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if (#worker_queue == 0) then
-- stop accepting work from clients, when no workers are avai lable.
poller:remove(frontend)
is_accepting = false
end
end

poller:add(backend, zmq.POLLIN, function()
local msg = zmsg.recv(backend)
--  Use worker address for LRU routing
worker_queue[#worker_queue + 1] = msg:unwrap()

-- start accepting client requests, if we are not already doi ng so.
if not is_accepting then

is_accepting = true

poller:add(frontend, zmq.POLLIN, frontend_cb)
end

--  Forward message to client if it's not a READY
if (msg:address() ~= "READY") then
msg:send(frontend)

max_requests = max_requests - 1
if (max_requests == 0) then
poller:stop() -- Exit after N messages
end
end
end)

-- start poller's event loop
poller:start()

frontend:close()
backend:close()
context:term()

for n=1,NBR_CLIENTS do
assert(clients[n]:join())
end
-- workers are detached, we don’t need to join with them.

One thing CZMQ provides is clean interrupt handling. Thisamethat Ctrl-C will cause any blocking
@MQ call to exit with a return code -1 and errno set to EINTReTCZMQ message recv methods will
return NULL in such cases. So, you can cleanly exit a looptliks:

while (1) {
zstr_send (client, "HELLO");
char =*reply = zstr_recv (client);
if (Ireply)
break; /I Interrupted
printf ("Client: %s\n", reply);
free (reply);
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sleep (1);

Or, if you're doing zmg_poll, test on the return code:

int rc = zmqg_poll (items, zlist_size (workers)? 2: 1, -1);
if (rc == -1)
break; /I Interrupted

The previous example still uses zmq_poll[3]. So how aboatt@s? The CZMQloop reactor is
simple but functional. It lets you:

« Set areader on any socket, i.e. code that is called wherteyeptket has input.
« Cancel a reader on a socket.
- Set a timer that goes off once or multiple times at specifieriréls.

. Cancel atimer.

zloop of course uses zmqg_poll[3] internally. It rebuilds its pggt each time you add or remove readers,
and it calculates the poll timeout to match the next timeerht calls the reader and timer handlers for
each socket and timer that needs attention.

When we use a reactor pattern, our code turns inside out. Blirelogic looks like this:

zloop_t  *reactor = zloop_new ();

zloop_reader (reactor, self->backend, s_handle_backend , self);
zloop_start (reactor);

zloop_destroy (&reactor);

While the actual handling of messages sits inside dedidatexdions or methods. You may not like the
style, it's a matter of taste. What it does help with is mixtimgers and socket activity. In the rest of this
text we'll use zmq_poll[3] in simpler cases, aridop in more complex examples.

Here is the LRU queue broker rewritten once again, this timesezloop :

Example 3-7. LRU queue broker using zloop (Iruqueue3.lua)

(This example still needs translation into Lua)

Getting applications to properly shut-down when you seredtiCtrl-C can be tricky. If you use the zctx
class it'll automatically set-up signal handling, but yaode still has to cooperate. You must break any
loop if zmq_poll returns -1 or if any of the recv methods (zetcv, zframe_recv, zmsg_recv) return
NULL. If you have nested loops, it can be useful to make thewoohes conditional on

1zctx_interrupted
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3.8. Asynchronous Client-Server

In the ROUTER-to-DEALER example we saw a 1-to-N use case &bge client talks asynchronously
to multiple workers. We can turn this upside-down to get g weseful N-to-1 architecture where various
clients talk to a single server, and do this asynchronobayge 3-18.

Figure 3-18. Asynchronous Client-Server

Client Client

DEALER I DEALER '

[ ROUTER I

Server

Here’s how it works:

- Clients connect to the server and send requests.
- For each request, the server sends 0 to N replies.
« Clients can send multiple requests without waiting for dyrep

- Servers can send multiple replies without waiting for neguiests.

Here’s code that shows how this works:
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Example 3-8. Asynchronous client-server (asyncsrv.lua)

-~ Asynchronous client-to-server (DEALER to ROUTER)

-~ While this example runs in a single process, that is just to make
-- it easier to start and stop the example. Each task has its ow n
-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmg.threads"

require"zmsg"

require"zhelpers"

local NBR_CLIENTS = 3

-- This is our client task

-- It connects to the server, and then sends a request once per second
-- It collects responses as they arrive, and it prints them ou t. We will
-~ run several client tasks in parallel, each with a differen t random ID.

local client_task = [[
local identity, seed = ...
local zmq = require"zmq"
require"zmg.poller"
require"zmg.threads"
local zmsg = require"zmsg"
require"zhelpers"
math.randomseed(seed)

local context = zmgq.init(1)
local client = context:socket(zmqg.DEALER)

--  Generate printable identity for the client
client:setopt(zmq.IDENTITY, identity)
client:connect("tcp://localhost:5570")

local poller = zmq.poller(2)

poller:add(client, zmq.POLLIN, function()
local msg = zmsg.recv (client)
printf ("%s: %s\n", identity, msg:body())
end)
local request_nbr = 0
while true do
-- Tick once per second, pulling in arriving messages
local centitick
for centitick=1,100 do
poller:poll(10000)
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end
local msg = zmsg.new()
request_nbr = request_nbr + 1
msg:body_fmt("request #%d", request_nbr)
msg:send(client)
end
-~ Clean up and end task properly
client:close()
context:term()

-- This is our server task

-- It uses the multithreaded server model to deal requests ou t to a pool
-- of workers and route replies back to clients. One worker ca n handle
-~ one request at a time but one client can talk to multiple wor kers at
-~ once.

local server_task = [[
local server worker = ...
local zmq = require"zmq"
require"zmag.poller"
require"zmg.threads"
local zmsg = require"zmsg"
require"zhelpers"
math.randomseed(os.time())

local context = zmgq.init(1)

--  Frontend socket talks to clients over TCP
local frontend = context:socket(zmg.ROUTER)
frontend:bind("tcp:// *:5570")

--  Backend socket talks to workers over inproc
local backend = context:socket(zmq.DEALER)
backend:bind("inproc://backend")

-~ Launch pool of worker threads, precise number is not criti cal
local workers = {}
for n=1,5 do

local seed = os.time() + math.random()

workers[n] = zmg.threads.runstring(context, server_wor ker, seed)

workers[n]:start()
--  Connect backend to frontend via a queue device
-- We could do this:
- zmq:device(.QUEUE, frontend, backend)
-~ But doing it ourselves means we can debug this more easily

local poller = zmq.poller(2)

poller:add(frontend, zmq.POLLIN, function()
local msg = zmsg.recv (frontend)
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--print ("Request from client:")
--msg:dump()
msg:send(backend)

end)

poller:add(backend, zmq.POLLIN, function()
local msg = zmsg.recv (backend)
--print ("Reply from worker:")
--msg:dump()
msg:send(frontend)

end)

-~ Switch messages between frontend and backend

poller:start()

for n=1,5 do
assert(workers[n]:join())

end

frontend:close()

backend:close()

context:term()

-~ Accept a request and reply with the same text a random numbe
-- times, with random delays between replies.
local server_worker = [[

local seed = ...

local zmq = require"zmq"

require"zmg.threads"

local zmsg = require"zmsg"

require"zhelpers"

math.randomseed(seed)

local threads = require"zmq.threads"

local context = threads.get_parent_ctx()

local worker = context:socket(zmqg.DEALER)
worker:connect("inproc://backend")

while true do

-- The DEALER socket gives us the address envelope and messag

local msg = zmsg.recv (worker)
assert (msg:parts() == 2)

-- Send 0..4 replies back
local reply
local replies = randof (5)
for reply=1,replies do
-- Sleep for some fraction of a second
s_sleep (randof (1000) + 1)
local dup = msg:dup()
dup:send(worker)
end
end
worker:close()

r of
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-~ This main thread simply starts several clients, and a serv er, and then
-- waits for the server to finish.

s_version_assert (2, 1)

local clients = {}
for n=1,NBR_CLIENTS do
local identity = string.format("%04X", randof (0x10000))
local seed = os.time() + math.random()
clients[n] = zmgq.threads.runstring(nil, client_task, id entity, seed)
clients[n]:start()
end

local server = zmagq.threads.runstring(nil, server_task, s erver_worker)
assert(server:start())
assert(server:join())

Just run that example by itself. Like other multi-task ex#mspit runs in a single process but each task
has its own context and conceptually acts as a separatesgeigeire 3-19. You will see three clients
(each with a random ID), printing out the replies they genfrthe server. Look carefully and you'll see
each client task gets 0 or more replies per request.

Some comments on this code:

- The clients send a request once per second, and get zero erepdies back. To make this work using
zmq_poll[3], we can’t simply poll with a 1-second timeoutvee’d end up sending a new request only
one seconafter we received the last repl$o we poll at a high frequency (100 times at 1/100th of a
second per poll), which is approximately accurate. Thismsehe server could use requests as a form
of heartbeat, i.e. detecting when clients are present oodisected.

« The server uses a pool of worker threads, each processingguest synchronously. It connects these
to its frontend socket using an internal queue. To help déhggthe code implements its own queue
device logic. In the C code, you can uncomment the zmsg_ durafi$ to get debugging output.
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Figure 3-19. Detail of Asynchronous Server
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Note that we're doing a DEALER-t0-ROUTER dialog betweewigtiand server, but internally between
the server main thread and workers we're doing DEALER-t0ADER. If the workers were strictly
synchronous, we'd use REP. But since we want to send muttpliées we need an async socket. We do
notwant to route replies, they always go to the single servesiththat sent us the request.

Let’s think about the routing envelope. The client sendsrgple message. The server thread receives a
two-part message (real message prefixed by client ideniifg)have two possible designs for the
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server-to-worker interface:

- Workers get unaddressed messages, and we manage the amsfeom server thread to worker
threads explicitly using a ROUTER socket as backend. Thigddvequire that workers start by telling
the server they exist, which can then route requests to weedd track which client is 'connected’ to
which worker. This is the LRU pattern we already covered.

« Workers get addressed messages, and they return addregbesl. iThis requires that workers can
properly decode and recode envelopes but it doesn’t needthry mechanisms.

The second design is much simpler, so that's what we use:

client server frontend worker
[ DEALER ]<---->[ ROUTER <----> DEALER <----> DEALER ]
1 part 2 parts 2 parts

When you build servers that maintain stateful conversatwith clients, you will run into a classic
problem. If the server keeps some state per client, andtsliesep coming and going, eventually it will
run out of resources. Even if the same clients keep conrgétipou’re using default identities, each
connection will look like a new one.

We cheat in the above example by keeping state only for a Ve §me (the time it takes a worker to
process a request) and then throwing away the state. Bid tiwdtpractical for many cases. To properly
manage client state in a stateful asynchronous server yaitba

- Do heartbeating from client to server. In our example we seretfjuest once per second, which can
reliably be used as a heartbeat.

- Store state using the client identity (whether generategkplicit) as key.

- Detect a stopped heartbeat. If there’s no request from atalighin, say, two seconds, the server can
detect this and destroy any state it's holding for that ¢lien

3.9. Worked Example: Inter-Broker Routing

Let's take everything we've seen so far, and scale thing©ujp best client calls us urgently and asks for
a design of a large cloud computing facility. He has thisonsif a cloud that spans many data centers,
each a cluster of clients and workers, and that works togetha whole.

Because we're smart enough to know that practice always hieadry, we propose to make a working
simulation using @MQ. Our client, eager to lock down the ketdgefore his own boss changes his mind,
and having read great things about @MQ on Twitter, agrees.
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3.9.1. Establishing the Details

Several espressos later, we want to jump into writing code Hittle voice tells us to get more details
before making a sensational solution to entirely the wramdpfem. "What kind of work is the cloud
doing?", we ask. The client explains:

- Workers run on various kinds of hardware, but they are a# &bbhandle any task. There are several
hundred workers per cluster, and as many as a dozen clustets|.

- Clients create tasks for workers. Each task is an indepémaérof work and all the client wants is to
find an available worker, and send it the task, as soon ashpesshere will be a lot of clients and
they’ll come and go arbitrarily.

- The real difficulty is to be able to add and remove clustersgatiane. A cluster can leave or join the
cloud instantly, bringing all its workers and clients with i

- If there are no workers in their own cluster, clients’ taskt go off to other available workers in the
cloud.

+ Clients send out one task at a time, waiting for a reply. Ifthlen’t get an answer within X seconds
they'll just send out the task again. This ain’t our concéne,client API does it already.

- Workers process one task at a time, they are very simpleségitey crash, they get restarted by
whatever script started them.

So we double check to make sure that we understood this tigrrec

- "There will be some kind of super-duper network intercorifietween clusters, right?", we ask. The
client says, "Yes, of course, we're not idiots."

- "What kind of volumes are we talking about?", we ask. Thentlieplies, "Up to a thousand clients
per cluster, each doing max. ten requests per second. Requesmall, and replies are also small, no
more than 1K bytes each."

So we do a little calculation and see that this will work njceler plain TCP. 2,500 clients x 10/second
x 1,000 bytes x 2 directions = 50MB/sec or 400Mb/sec, not &lera for a 1Gb network.

It's a straight-forward problem that requires no exoticdveaire or protocols, just some clever routing
algorithms and careful design. We start by designing ongtetone data center) and then we figure out
how to connect clusters together.

3.9.2. Architecture of a Single Cluster

Workers and clients are synchronous. We want to use the LRgrpdo route tasks to workers. Workers
are all identical, our facility has no notion of differentgiees. Workers are anonymous, clients never
address them directly. We make no attempt here to provideagtesed delivery, retry, etc.
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For reasons we already looked at, clients and workers wpadlsto each other directly. It makes it
impossible to add or remove nodes dynamically. So our basitehtonsists of the request-reply
message broker we saw earliéigure 3-20.

Figure 3-20. Cluster Architecture
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3.9.3. Scaling to Multiple Clusters

Now we scale this out to more than one cluster. Each clustealsat of clients and workers, and a
broker that joins these together:
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Figure 3-21. Multiple Clusters
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The question is: how do we get the clients of each clusteingito the workers of the other cluster?
There are a few possibilities, each with pros and cons:

« Clients could connect directly to both brokers. The advgmia that we don’t need to modify brokers
or workers. But clients get more complex, and become awatteeadverall topology. If we want to
add, e.g. a third or forth cluster, all the clients are affdctn effect we have to move routing and
fail-over logic into the clients and that’s not nice.

- Workers might connect directly to both brokers. But REQ vewskcan't do that, they can only reply to
one broker. We might use REPs but REPs don't give us custtmeibaoker-to-worker routing like
LRU, only the built-in load balancing. That’s a fall, if we wito distribute work to idle workers: we
precisely need LRU. One solution would be to use ROUTER dsdke the worker nodes. Let's label
this "Idea #1".

- Brokers could connect to each other. This looks neatestisedticreates the fewest additional
connections. We can’t add clusters on the fly but that is golybaut of scope. Now clients and
workers remain ignorant of the real network topology, anukbrs tell each other when they have
spare capacity. Let’s label this "Idea #2".

Let's explore Idea #1. In this model we have workers conngdtd both brokers and accepting jobs from
either(Figure 3-23.
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Figure 3-22. Idea 1 - Cross-connected Workers
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It looks feasible. However it doesn’t provide what we wanigtich was that clients get local workers if
possible and remote workers only if it's better than waitiatso workers will signal "ready" to both
brokers and can get two jobs at once, while other workersireidi. It seems this design fails because
again we're putting routing logic at the edges.

So idea #2 then. We interconnect the brokers and don’t tdweblients or workers, which are REQs like
we’re used tafigure 3-23.
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Figure 3-23. Idea 2 - Brokers Talking to Each Other
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This design is appealing because the problem is solved iplace, invisible to the rest of the world.
Basically, brokers open secret channels to each other aisp@rhlike camel tradersHey, I've got some
spare capacity, if you have too many clients give me a shalitail deal".

Itis in effect just a more sophisticated routing algoritthrokers become subcontractors for each other.
Other things to like about this design, even before we pldki vaal code:

- It treats the common case (clients and workers on the sars&ecjas default and does extra work for
the exceptional case (shuffling jobs between clusters).

- ltlets us use different message flows for the different tygfegork. That means we can handle them
differently, e.g. using different types of network conrnet

- It feels like it would scale smoothly. Interconnecting tarer more brokers doesn’t get over-complex.
If we find this to be a problem, it's easy to solve by adding aestipoker.

We'll now make a worked example. We'll pack an entire clugtéw one process. That is obviously not
realistic but it makes it simple to simulate, and the simatatan accurately scale to real processes. This
is the beauty of IMQ, you can design at the microlevel andcestait up to the macro level. Threads
become processes, become boxes and the patterns and togio tee same. Each of our 'cluster’
processes contains client threads, worker threads, arakarnthread.

We know the basic model well by now:

- The REQ client (REQ) threads create workloads and pass ihéme broker (ROUTER).
- The REQ worker (REQ) threads process workloads and reterresults to the broker (ROUTER).
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« The broker queues and distributes workloads using the LRitimg model.

3.9.4. Federation vs. Peering

There are several possible ways to interconnect brokerat Wéwantis to be able to tell other brokers,
"we have capacity”, and then receive multiple tasks. We ra¢sal to be able to tell other brokers "stop,
we're full". It doesn’t need to be perfect: sometimes we megept jobs we can’t process immediately,
then we’ll do them as soon as possible.

The simplest interconnectisderationin which brokers simulate clients and workers for each other
would do this by connecting our frontend to the other brakbeckend sockd{gure 3-23. Note that it
is legal to both bind a socket to an endpoint and connect ittterendpoints.

Figure 3-24. Cross-connected Brokers in Federation Model
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This would give us simple logic in both brokers and a reastyngdiod mechanism: when there are no
clients, tell the other broker 'ready’, and accept one janfiit. The problem is also that it is too simple
for this problem. A federated broker would be able to handlg one task at once. If the broker
emulates a lock-step client and worker, it is by definiticsoajoing to be lock-step and if it has lots of
available workers they won't be used. Our brokers need tmbaected in a fully asynchronous fashion.

The federation model is perfect for other kinds of routirepexcially service-oriented architectures or
SOAs (which route by service name and proximity rather th&k lor round-robin or random scatter).
So don't dismiss it as useless, it's just not right for le@stently used and cluster load-balancing.
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So instead of federation, let's look apaeringapproach in which brokers are explicitly aware of each
other and talk over privileged channels. Let’s break thiwmicassuming we want to interconnect N
brokers. Each broker has (N - 1) peers, and all brokers ang esiactly the same code and logic. There
are two distinct flows of information between brokers:

- Each broker needs to tell its peers how many workers it hatablaat any time. This can be fairly
simple information, just a quantity that is updated redyldarhe obvious (and correct) socket pattern
for this is publish-subscribe. So every broker opens a PURetmnd publishes state information on
that, and every broker also opens a SUB socket and connatte tthe PUB socket of every other
broker, to get state information from its peers.

- Each broker needs a way to delegate tasks to a peer and gestegtk, asynchronously. We'll do this
using ROUTER/ROUTER (ROUTER/ROUTER) sockets, no otherlgioation works. Each broker
has two such sockets: one for tasks it receives, one for tedkkegates. If we didn’t use two sockets it
would be more work to know whether we were reading a requesteply each time. That would
mean adding more information to the message envelope.

And there is also the flow of information between a broker astbical clients and workers.

3.9.5. The Naming Ceremony

Three flows x two sockets for each flow = six sockets that we taweanage in the broker. Choosing
good names is vital to keeping a multi-socket juggling aasomably coherent in our minds. Sockets
something and what they do should form the basis for theirasaitis about being able to read the code
several weeks later on a cold Monday morning before coffieg nat feeling pain.

Let's do a shamanistic naming ceremony for the sockets. fitee flows are:

+ A local request-reply flow between the broker and its clients andersr
- A cloudrequest-reply flow between the broker and its peer brokers.

- A stateflow between the broker and its peer brokers.

Finding meaningful names that are all the same length maansoale will align nicely. It's not a big
thing, but attention to details helps. For each flow the brdblas two sockets that we can orthogonally
call the "frontend" and "backend". We've used these namés gtten. A frontend receives information
or tasks. A backend sends those out to other peers. The doat#pw is from front to back (with
replies going in the opposite direction from back to front).

So in all the code we write for this tutorial will use theselsstmames:

- localfeandlocalbefor the local flow.
- cloudfeandcloudbefor the cloud flow.

. statefeandstatebeor the state flow.
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For our transport and because we're simulating the whotgtbn one box, we’ll usgc for everything.
This has the advantage of working lit@ in terms of connectivity (i.e. it's a disconnected trangpor
unlikeinproc ), yet we don't need IP addresses or DNS names, which wouldoa@ehere. Instead, we
will useipc endpoints calledomethingocal , somethingcloud , andsomethingstate , where
somethings the name of our simulated cluster.

You may be thinking that this is a lot of work for some namesyMibt call them s1, s2, s3, s4, etc.? The
answer is that if your brain is not a perfect machine, you reekd of help when reading code, and we’ll
see that these names do help. It's easier to remember "thres fiwvo directions" than "six different
sockets"Figure 3-25.
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Figure 3-25. Broker Socket Arrangement
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Note that we connect the cloudbe in each broker to the clandfeery other broker, and likewise we
connect the statebe in each broker to the statefe in eveey bthker.

3.9.6. Prototyping the State Flow

Since each socket flow has its own little traps for the unwaeywill test them in real code one by one,
rather than try to throw the whole lot into code in one go. Wiwefre happy with each flow, we can put

135



Chapter 3. Advanced Request-Reply Patterns

them together into a full program. We'll start with the stlitsv(Figure 3-26.
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Figure 3-26. The State Flow
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Here is how this works in code:

Example 3-9. Prototype state flow (peeringl.lua)

--  Broker peering simulation (part 1)
-- Prototypes the state flow

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmg.poller"
require"zmsg"

- First argument is this broker's name
-- Other arguments are our peers’ names

if (#arg < 1) then
printf ("syntax: peeringl me doyouend...\n")
os.exit(-1)
end
local self = arg[1]
printf ("I: preparing broker at %s...\n", self)
math.randomseed(os.time())

--  Prepare our context and sockets
local context = zmgq.init(1)

--  Bind statebe to endpoint

local statebe = context:socket(zmq.PUB)

local endpoint = string.format("ipc://%s-state.ipc"”, se If)
assert(statebe:bind(endpoint))

-~ Connect statefe to all peers
local statefe = context:socket(zmg.SUB)
statefe:setopt(zmq.SUBSCRIBE, ", 0)

for n=2#arg do
local peer = arg[n]
printf ("I: connecting to state backend at '%s’\n", peer)
local endpoint = string.format("ipc://%s-state.ipc"”, pe er)
assert(statefe:connect(endpoint))
end

local poller = zmg.poller(1)
-~ Send out status messages to peers, and collect from peers
-~ The zmq_poll timeout defines our own heartbeating
poller:add(statefe, zmq.POLLIN, function()

local msg = zmsg.recv (statefe)

printf ("%s - %s workers free\n",

msg:address(), msg:body())

end)
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while true do
--  Poll for activity, or 1 second timeout
local count = assert(poller:poll(1000000))

-- if no other activity.
if count == 0 then
--  Send random value for worker availability
local msg = zmsg.new()
msg:body_fmt("%d", randof (10))
--  We stick our own address onto the envelope
msg:wrap(self, nil)
msg:send(statebe)
end
end
-~ We never get here but clean up anyhow
statebe:close()
statefe:close()
context:term()

Notes about this code:

- Each broker has an identity that we use to consipectendpoint names. A real broker would need to
work with TCP and a more sophisticated configuration sch&¥edl look at such schemes later in
this book but for now, using generatigd names lets us ignore the problem of where to get TCP/IP
addresses or names from.

- We use a zmq_poll[3] loop as the core of the program. Thisgeees incoming messages and sends
out state messages. We send a state messdgi we did not get any incoming messagasdwe
waited for a second. If we send out a state message each tigetweae in, we'll get message storms.

« We use a two-part pubsub message consisting of sender adareéslata. Note that we will need to
know the address of the publisher in order to send it taskdstraonly way is to send this explicitly as
a part of the message.

- We don't set identities on subscribers, because if we did #wd get out of date state information
when connecting to running brokers.

« We don't set a HWM on the publisher, but if we were using @M®itRat would be a wise idea.

We can build this little program and run it three times to daeithree clusters. Let’s call them DC1,
DC2, and DC3 (the names are arbitrary). We run these threenamuls, each in a separate window:

peeringl DC1 DC2 DC3 # Start DC1 and connect to DC2 and DC3
peeringl DC2 DC1 DC3 # Start DC2 and connect to DC1 and DC3
peeringl DC3 DC1 DC2 # Start DC3 and connect to DC1 and DC2

You'll see each cluster report the state of its peers, aratt affew seconds they will all happily be
printing random numbers once per second. Try this and gatisfrself that the three brokers all match
up and synchronize to per-second state updates.

139



Chapter 3. Advanced Request-Reply Patterns

In real life we’'d not send out state messages at regulanigitebut rather whenever we had a state
change, i.e. whenever a worker becomes available or uaél@ilThat may seem like a lot of traffic but
state messages are small and we've established that thelinséer connections are super-fast.

If we wanted to send state messages at precise intervalsvesite a child thread and open the statebe
socket in that thread. We'd then send irregular state updatiat child thread from our main thread,
and allow the child thread to conflate them into regular omgonessages. This is more work than we
need here.

3.9.7. Prototyping the Local and Cloud Flows

Let's now prototype at the flow of tasks via the local and clsadketsigure 3-27. This code pulls
requests from clients and then distributes them to locakemsrand cloud peers on a random basis.
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Figure 3-27. The Flow of Tasks

Client Broker
cloudbe
request request

bind I| bind I| I

localfe cloudfe
ROUTER ROUTER

Broker

ROUTER ROUTER

localbe cloudbe
request request

| connect I | bind I
cloudfe
Worker Broker

141



Chapter 3. Advanced Request-Reply Patterns

Before we jump into the code, which is getting a little conxplet’s sketch the core routing logic and
break it down into a simple but robust design.

We need two queues, one for requests from local clients aadasmequests from cloud clients. One
option would be to pull messages off the local and cloud &ods, and pump these onto their respective
gueues. But this is kind of pointless because @IMQ socketqueues already. So let's use the IMQ
socket buffers as queues.

This was the technique we used in the LRU queue broker, andrked nicely. We only read from the

two frontends when there is somewhere to send the requestsalvalways read from the backends,

since they give us replies to route back. As long as the batskaren’t talking to us, there’s no point in
even looking at the frontends.

So our main loop becomes:

- Poll the backends for activity. When we get a message, it mdREADY" from a worker or it may
be a reply. If it's a reply, route back via the local or cloudritend.

- If a worker replied, it became available, so we queue it anahti.

- While there are workers available, take a request, if anynfeither frontend and route to a local
worker, or randomly, a cloud peer.

Randomly sending tasks to a peer broker rather than a warkeftates work distribution across the
cluster. It's dumb but that is fine for this stage.

We use broker identities to route messages between brdiarh.broker has a name, which we provide
on the command line in this simple prototype. As long as timesees don’t overlap with the
@MQ-generated UUIDs used for client nodes, we can figure dwther to route a reply back to a client
or to a broker.

Here is how this works in code. The interesting part staxsiad the comment "Interesting part”.

Example 3-10. Prototype local and cloud flow (peering2.lua)

-- Broker peering simulation (part 2)
-- Prototypes the request-reply flow

-~ While this example runs in a single process, that is just to make
-- it easier to start and stop the example. Each thread has its own
-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmag.poller"
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require"zmg.threads"
require"zmsg"

local tremove = table.remove

local NBR_CLIENTS = 10
local NBR_WORKERS = 3

local pre_code = [[

local self, seed = ...

local zmq = require"zmq"
local zmsg = require"zmsg"
require"zhelpers"
math.randomseed(seed)
local context = zmgq.init(1)

Request-reply client using REQ socket

local client_task = pre_code .. [[

local client = context:socket(zmg.REQ)

local endpoint = string.format(“ipc://%s-localfe.ipc”, self)
assert(client:connect(endpoint))

while true do

end

-- Send request, get reply

local msg = zmsg.new ("HELLO")
msg:send(client)

msg = zmsg.recv (client)

printf ("I: client status: %s\n", msg:body())

We never get here but if we did, this is how we'd exit cleanly

client:close()
context:term()

Worker using REQ socket to do LRU routing

local worker_task = pre_code .. [[

local worker = context:socket(zmg.REQ)

local endpoint = string.format(“ipc://%s-localbe.ipc”, self)
assert(worker:connect(endpoint))

Tell broker we're ready for work

local msg = zmsg.new ("READY")
msg:send(worker)

while true do

msg = zmsg.recv (worker)

-- Do some 'work’

s_sleep (1000)

msg:body_fmt("OK - %04x", randof (0x10000))

143



Chapter 3. Advanced Request-Reply Patterns

msg:send(worker)
end
-~ We never get here but if we did, this is how we'd exit cleanly
worker:close()
context:term()

--  First argument is this broker's name
-- Other arguments are our peers’ names
s_version_assert (2, 1)
if (#arg < 1) then
printf ("syntax: peering2 me doyouend...\n")
os.exit(-1)
end
-~ Our own name; in practice this’d be configured per node
local self = arg[1]
printf ("I: preparing broker at %s...\n", self)
math.randomseed(os.time())

--  Prepare our context and sockets
local context = zmg.init(1)

-~ Bind cloud frontend to endpoint

local cloudfe = context:socket(zmq.ROUTER)

local endpoint = string.format("ipc://%s-cloud.ipc”, se If)
cloudfe:setopt(zmq.IDENTITY, self)

assert(cloudfe:bind(endpoint))

-~ Connect cloud backend to all peers
local cloudbe = context:socket(zmq.ROUTER)
cloudbe:setopt(zmq.IDENTITY, self)

local peers = {}
for n=2#arg do
local peer = arg[n]
-- add peer name to peers list.
peers[#peers + 1] = peer
peers[peer] = true -- map peer's name to ’true’ for fast looku p
printf ("I: connecting to cloud frontend at '%s’\n", peer)
local endpoint = string.format("ipc://%s-cloud.ipc”, pe er)
assert(cloudbe:connect(endpoint))
end
--  Prepare local frontend and backend
local localfe = context:socket(zmg.ROUTER)
local endpoint = string.format(“ipc://%s-localfe.ipc”, self)
assert(localfe:bind(endpoint))

local localbe = context:socket(zmg.ROUTER)
local endpoint = string.format(“ipc://%s-localbe.ipc”, self)

assert(localbe:bind(endpoint))

--  Get user to tell us when we can start...
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printf ("Press Enter when all brokers are started: ")
ioread(”  *I)

-- Start local workers

local workers = {}

for n=1,NBR_WORKERS do
local seed = os.time() + math.random()
workers[n] = zmg.threads.runstring(nil, worker_task, se If, seed)
workers[n]:start(true)

end

-- Start local clients

local clients = {}

for n=1,NBR_CLIENTS do
local seed = os.time() + math.random()
clients[n] = zmq.threads.runstring(nil, client_task, se If, seed)
clients[n]:start(true)

end

-- Interesting part

- Request-reply flow
-- - Poll backends and process local/cloud replies
-- - While worker available, route localfe to local or cloud

--  Queue of available workers
local worker_queue = {}
local backends = zmgq.poller(2)

local function send_reply(msg)
local address = msg:address()
-- Route reply to cloud if it's addressed to a broker
if peers[address] then
msg:send(cloudfe) -- reply is for a peer.
else
msg:send(localfe) -- reply is for a local client.
end
end

backends:add(localbe, zmq.POLLIN, function()
local msg = zmsg.recv(localbe)

--  Use worker address for LRU routing
worker_queue[#worker_queue + 1] = msg:unwrap()
- if reply is not "READY" then route reply back to client.
if (msg:address() ~= "READY") then
send_reply(msg)
end
end)

backends:add(cloudbe, zmg.POLLIN, function()
local msg = zmsg.recv(cloudbe)
-~ We don't use peer broker address for anything
msg:unwrap()
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-- send reply back to client.
send_reply(msg)

end)

local frontends = zmgq.poller(2)
local localfe_ready = false
local cloudfe_ready = false

frontends:add(localfe, zmqg.POLLIN, function() localfe_
frontends:add(cloudfe, zmq.POLLIN, function() cloudfe_

while true do
local timeout = (#worker_queue > 0) and 1000000 or -1

rc =

If we have no workers anyhow, wait indefinitely

backends:poll(timeout)

assert (rc >= 0)

Now route as many clients requests as we can handle

while (#worker_queue > 0) do

end

rc = frontends:poll(0)
assert (rc >= 0)
local reroutable = false
local msg
--  We'll do peer brokers first, to prevent starvation
if (cloudfe_ready) then
cloudfe_ready = false -- reset flag
msg = zmsg.recv (cloudfe)
reroutable = false
elseif (localfe_ready) then
localfe_ready = false -- reset flag
msg = zmsg.recv (localfe)
reroutable = true
else
break; --  No work, go back to backends
end

-- If reroutable, send to cloud 20% of the time

-- Here we'd normally use cloud status information

local percent = randof (5)

if (reroutable and #peers > 0 and percent == 0) then
-~ Route to random broker peer
local random_peer = randof (#peers) + 1
msg:wrap(peers[random_peer], nil)
msg:send(cloudbe)

else
-- Dequeue and drop the next worker address
local worker = tremove(worker_queue, 1)
msg:wrap(worker, ")
msg:send(localbe)

end

ready
ready

true end)
true end)
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end

-~ We never get here but clean up anyhow
localbe:close()

cloudbe:close()

localfe:close()

cloudfe:close()

context:term()

Run this by, for instance, starting two instance of the brakéwo windows:

peering2 me you
peering2 you me

Some comments on this code:

- Using the zmsg class makes life much easier, and our code smacter. It's obviously an abstraction
that works. If you build @MQ applications in C, you should @G&MQ.

- Since we're not getting any state information from peersnaigely assume they are running. The
code prompts you to confirm when you've started all the brakerthe real case we’d not send
anything to brokers who had not told us they exist.

You can satisfy yourself that the code works by watchingtitfarever. If there were any misrouted
messages, clients would end up blocking, and the brokerkivetop printing trace information. You can
prove that by killing either of the brokers. The other brokess to send requests to the cloud, and one by
one its clients block, waiting for an answer.

3.9.8. Putting it All Together

Let’s put this together into a single package. As before|lwean an entire cluster as one process. We're
going to take the two previous examples and merge them irdgooperly working design that lets you
simulate any number of clusters.

This code is the size of both previous prototypes togeth@7@LoC. That's pretty good for a simulation
of a cluster that includes clients and workers and cloud leakdistribution. Here is the code:

Example 3-11. Full cluster simulation (peering3.lua)

--  Broker peering simulation (part 3)
-- Prototypes the full flow of status and tasks

-~ While this example runs in a single process, that is just to make
-- it easier to start and stop the example. Each thread has its own

-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
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require"zmq"
require"zmg.poller"
require"zmg.threads"
require"zmsg"

local tremove = table.remove

local NBR_CLIENTS = 10
local NBR_WORKERS =5

local pre_code = [[
local self, seed = ...
local zmq = require"zmq"
local zmsg = require"zmsg"
require"zhelpers"
math.randomseed(seed)
local context = zmgq.init(1)

--  Request-reply client using REQ socket
-~ To simulate load, clients issue a burst of requests and the n
-- sleep for a random period.

local client_task = pre_code .. [[
require"zmagq.poller"

local client = context:socket(zmg.REQ)
local endpoint = string.format("ipc://%s-localfe.ipc”, self)
assert(client:connect(endpoint))

local monitor = context:socket(zmq.PUSH)
local endpoint = string.format("ipc://%s-monitor.ipc", self)
assert(monitor:connect(endpoint))

local poller = zmgq.poller(1)
local task id = nil

poller:add(client, zmq.POLLIN, function()
local msg = zmsg.recv (client)
--  Worker is supposed to answer us with our task id
assert (msg:body() == task_id)
-- mark task as processed.
task _id = nil
end)
local is_running = true
while is_running do
s_sleep (randof (5) * 1000)

local burst = randof (15)
while (burst > 0) do
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burst = burst - 1
-~ Send request with random hex ID
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task_id = string.format("%04X", randof (0x10000))

local msg = zmsg.new(task_id)
msg:send(client)

-~ Wait max ten seconds for a reply, then complain

rc = poller:poll(10
assert (rc >= 0)

* 1000000)

if task_id then
local msg = zmsg.new()
msg:body_fmt(

"E: CLIENT EXIT - lost task %s", task_id)

msg:send(monitor)
-- exit event loop
is_running = false
break
end
end
end

-~ We never get here but if we did, this is how we’'d exit cleanly

client:close()
monitor:close()
context:term()

Worker using REQ socket to do LRU routing

<

local worker = context:socket(zmg.REQ)

local endpoint = string.format(“ipc://%s-localbe.ipc”,
assert(worker:connect(endpoint))

-~ Tell broker we're ready for work
local msg = zmsg.new ("READY")
msg:send(worker)

while true do
--  Workers are busy for 0/1/2 seconds
msg = zmsg.recv (worker)
s_sleep (randof (2) * 1000)
msg:send(worker)

end

self)

-~ We never get here but if we did, this is how we’'d exit cleanly

worker:close()
context:term()

First argument is this broker's name
Other arguments are our peers’ hames

s_version_assert (2, 1)
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if (#arg < 1) then

printf ("syntax: peering3 me doyouend...\n")

os.exit(-1)
end
-~ Our own name; in practice this'd be configured per node
local self = arg[1]
printf ("I: preparing broker at %s...\n", self)
math.randomseed(os.time())

--  Prepare our context and sockets
local context = zmg.init(1)

-~ Bind cloud frontend to endpoint

local cloudfe = context:socket(zmq.ROUTER)

local endpoint = string.format(“ipc://%s-cloud.ipc”, se
cloudfe:setopt(zmq.IDENTITY, self)
assert(cloudfe:bind(endpoint))

-~ Bind state backend / publisher to endpoint
local statebe = context:socket(zmq.PUB)

local endpoint = string.format("ipc://%s-state.ipc", se
assert(statebe:bind(endpoint))

-~ Connect cloud backend to all peers
local cloudbe = context:socket(zmq.ROUTER)
cloudbe:setopt(zmq.IDENTITY, self)

for n=2#arg do
local peer = arg[n]
printf ("I: connecting to cloud frontend at '%s’\n", peer)
local endpoint = string.format("ipc://%s-cloud.ipc”, pe
assert(cloudbe:connect(endpoint))
end
--  Connect statefe to all peers
local statefe = context:socket(zmg.SUB)
statefe:setopt(zmq.SUBSCRIBE, ", 0)

local peers = {}
for n=2#arg do
local peer = arg[n]
-- add peer name to peers list.
peers[#peers + 1] = peer
peers[peer] = 0 -- set peer’s initial capacity to zero.
printf ("I: connecting to state backend at '%s’\n", peer)
local endpoint = string.format(“ipc://%s-state.ipc", pe
assert(statefe:connect(endpoint))
end
--  Prepare local frontend and backend
local localfe = context:socket(zmg.ROUTER)
local endpoint = string.format(“ipc://%s-localfe.ipc”,
assert(localfe:bind(endpoint))

local localbe = context:socket(zmq.ROUTER)

If)
If)
er)
er)
self)
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local endpoint = string.format(“ipc://%s-localbe.ipc”, self)
assert(localbe:bind(endpoint))

-~ Prepare monitor socket

local monitor = context:socket(zmq.PULL)

local endpoint = string.format(“ipc://%s-monitor.ipc", self)
assert(monitor:bind(endpoint))

-- Start local workers

local workers = {}

for n=1,NBR_WORKERS do
local seed = os.time() + math.random()
workers[n] = zmg.threads.runstring(nil, worker_task, se If, seed)
workers[n]:start(true)

end

-- Start local clients

local clients = {}

for n=1,NBR_CLIENTS do
local seed = os.time() + math.random()
clients[n] = zmgq.threads.runstring(nil, client_task, se If, seed)
clients[n]:start(true)

end

-- Interesting part

--  Publish-subscribe flow

-- - Poll statefe and process capacity updates

-- - Each time capacity changes, broadcast new value

--  Request-reply flow

-- - Poll primary and process local/cloud replies

-- - While worker available, route localfe to local or cloud

-~ Queue of available workers
local local_capacity = 0
local cloud_capacity = 0
local worker_queue = {}
local backends = zmgq.poller(2)

local function send_reply(msg)
local address = msg:address()
-- Route reply to cloud if it's addressed to a broker
if peers[address] then
msg:send(cloudfe) -- reply is for a peer.
else
msg:send(localfe) -- reply is for a local client.
end
end

backends:add(localbe, zmq.POLLIN, function()
local msg = zmsg.recv(localbe)

--  Use worker address for LRU routing
local_capacity = local_capacity + 1
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worker_queuel[local_capacity] = msg:unwrap()
-- if reply is not "READY" then route reply back to client.
if (msg:address() ~= "READY") then
send_reply(msg)
end
end)

backends:add(cloudbe, zmg.POLLIN, function()
local msg = zmsg.recv(cloudbe)

-~ We don't use peer broker address for anything
msg:unwrap()
-- send reply back to client.
send_reply(msg)
end)

backends:add(statefe, zmqg.POLLIN, function()
local msg = zmsg.recv (statefe)
-- TODO: track capacity for each peer
cloud_capacity = tonumber(msg:body())
end)

backends:add(monitor, zmq.POLLIN, function()
local msg = zmsg.recv (monitor)
printf("%s\n", msg:body())

end)

local frontends = zmgq.poller(2)
local localfe_ready = false
local cloudfe_ready = false

frontends:add(localfe, zmqg.POLLIN, function() localfe_ ready = true end)
frontends:add(cloudfe, zmq.POLLIN, function() cloudfe_ ready = true end)

local MAX_BACKEND_REPLIES = 20

while true do
-- If we have no workers anyhow, wait indefinitely
local timeout = (local_capacity > 0) and 1000000 or -1
local rc, err = backends:poll(timeout)
assert (rc >= 0, err)

-- Track if capacity changes during this iteration
local previous = local_capacity

-~ Now route as many clients requests as we can handle

-- - If we have local capacity we poll both localfe and cloudfe
-- - If we have cloud capacity only, we poll just localfe

-- - Route any request locally if we can, else to cloud

while ((local_capacity + cloud_capacity) > 0) do

local rc, err = frontends:poll(0)
assert (rc >= 0, err)
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if (localfe_ready) then
localfe_ready = false
msg = zmsg.recv (localfe)

elseif (cloudfe_ready and local_capacity > 0) then
cloudfe_ready = false
-- we have local capacity poll cloud frontend for work.
msg = zmsg.recv (cloudfe)

else
break; --  No work, go back to primary

end

if (local_capacity > 0) then
-- Dequeue and drop the next worker address
local worker = tremove(worker_queue, 1)
local_capacity = local_capacity - 1
msg:wrap(worker, ")
msg:send(localbe)

else
-~ Route to random broker peer
printf ("I: route request %s to cloud..\n",
msg:body())
local random_peer = randof (#peers) + 1
msg:wrap(peers[random_peer], nil)
msg:send(cloudbe)
end
end
if (local_capacity ~= previous) then

-- Broadcast new capacity
local msg = zmsg.new()
-- TODO: send our name with capacity.
msg:body_fmt("%d", local_capacity)
--  We stick our own address onto the envelope
msg:wrap(self, nil)
msg:send(statebe)
end
end
-~ We never get here but clean up anyhow
localbe:close()
cloudbe:close()
localfe:close()
cloudfe:close()
statefe:close()
monitor:close()
context:term()

It's a non-trivial program and took about a day to get workifilgese are the highlights:

- The client threads detect and report a failed request. Thelid by polling for a response and if none
arrives after a while (10 seconds), printing an error messag

153



Chapter 3. Advanced Request-Reply Patterns

Client threads don’t print directly, but instead send a ragsego a 'monitor’ socket (PUSH) that the
main loop collects (PULL) and prints off. This is the first ease’ve seen of using @MQ sockets for
monitoring and logging; this is a big use case we’ll come kadkter.

Clients simulate varying loads to get the cluster 100% ad@ammoments, so that tasks are shifted
over to the cloud. The number of clients and workers, andydétathe client and worker threads
control this. Feel free to play with them to see if you can malkeore realistic simulation.

The main loop uses two pollsets. It could in fact use threrimation, backends, and frontends. As in
the earlier prototype, there is no point in taking a fronterebssage if there is no backend capacity.

These are some of the problems that hit during developmehtoprogram:

Clients would freeze, due to requests or replies gettingslomewhere. Recall that the GMQ
ROUTER/ROUTER socket drops messages it can’t route. Theaditsc here was to modify the client
thread to detect and report such problems. Secondly, | psgzadump() calls after every recv() and
before every send() in the main loop, until it was clear whatgproblems were.

The main loop was mistakenly reading from more than one rsadket. This caused the first message
to be lost. Fixed that by reading only from the first ready stck

The zmsg class was not properly encoding UUIDs as C strinfgis.Cused UUIDs that contain O
bytes to be corrupted. Fixed by modifying zmsg to encode WHHB printable hex strings.

This simulation does not detect disappearance of a cloud pgeu start several peers and stop one, and
it was broadcasting capacity to the others, they will cargito send it work even if it's gone. You can try
this, and you will get clients that complain of lost requeStse solution is twofold: first, only keep the
capacity information for a short time so that if a peer dosaplpear, its capacity is quickly set to 'zero’.
Second, add reliability to the request-reply chain. WetK at reliability in the next chapter.
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In Chapter Three we looked at advanced use of @MQ’s reqeedf-pattern with worked examples. In
this chapter we'll look at the general question of reliapiind build a set of reliable messaging patterns
on top of AMQ’s core request-reply pattern.

In this chapter we focus heavily on user-space requesy-tgatterns’, reusable models that help you
design your own @MQ architectures:

- Thelazy Piratepattern: reliable request reply from the client side.

- TheSimple Piratepattern: reliable request-reply using a LRU queue.
- TheParanoid Piratepattern: reliable request-reply with heartbeating.
- TheMajordomopattern: service-oriented reliable queuing.

- TheTitanic pattern: disk-based / disconnected reliable queuing.

- TheBinary Starpattern: primary-backup server fail-over.

- TheFreelancepattern: brokerless reliable request-reply.

4.1. What is "Reliability"?

Most people who speak of 'reliability’ don’t really know whlney mean. We can only define reliability
in terms of failure. That is, if we can handle a certain set efixdefined and understood failures, we are
reliable with respect to those failures. No more, no lesde8®look at the possible causes of failure in a
distributed @MQ application, in roughly descending ordigprobability:

« Application code is the worst offender. It can crash and, éséeze and stop responding to input, run
too slowly for its input, exhaust all memory, etc.

-« System code - like brokers we write using @MQ - can die for #raas reasons as application code.
System codshouldbe more reliable than application code but it can still crast burn, and
especially run out of memory if it tries to queue messageslfiw clients.

- Message queues can overflow, typically in system code ttsdelaaned to deal brutally with slow
clients. When a queue overflows, it starts to discard mess&gewe get "lost" messages.

« Networks can fail (e.g. wifi gets switched off or goes out afga). MQ will automatically reconnect
in such cases but in the meantime, messages may get lost.

« Hardware can fail and take with it all the processes runnmthat box.

- Networks can fail in exotic ways, e.g. some ports on a switely die and those parts of the network
become inaccessible.

- Entire data centers can be struck by lightning, earthqydikesor more mundane power or cooling
failures.
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To make a software system fully reliable agaialtof these possible failures is an enormously difficult
and expensive job and goes beyond the scope of this model&t. gui

Since the first five cases cover 99.9% of real world requiresn@utside large companies (according to a
highly scientific study | just ran, which also told me that 78%statistics are made up on the spot), that's
what we'll look at. If you're a large company with money to speon the last two cases, contact my
company immediately! There’s a large hole behind my beaciséovaiting to be converted into an
executive pool.

4.2. Designing Reliability

So to make things brutally simple, reliability is "keepifrigs working properly when code freezes or
crashes", a situation we'll shorten to "dies". However thiads we want to keep working properly are
more complex than just messages. We need to take each corergdsaging pattern and see how to
make it work (if we can) even when code dies.

Let's take them one by one:

« Request-reply: if the server dies (while processing a rsfjuiie client can figure that out since it
won't get an answer back. Then it can give up in a huff, wait pégain later, find another server,
etc. As for the client dying, we can brush that off as "somezise’s problem" for now.

- Publish-subscribe: if the client dies (having gotten somt@) the server doesn’t know about it.
Pubsub doesn’t send any information back from client toeseRut the client can contact the server
out-of-band, e.g. via request-reply, and ask, "pleasenteseerything | missed". As for the server
dying, that’s out of scope for here. Subscribers can aldeveeify that they’re not running too slowly,
and take action (e.g. warn the operator, and die) if they are.

- Pipeline: if a worker dies (while working), the ventilatamesn’t know about it. Pipelines, like pubsub,
and the grinding gears of time, only work in one directiont 1@ downstream collector can detect
that one task didn't get done, and send a message back torttitee saying, "hey, resend task 324!"
If the ventilator or collector dies, then whatever upstredient originally sent the work batch can get
tired of waiting and resend the whole lot. It's not elegarttdystem code should really not die often
enough to matter.

In this chapter we’ll focus on just on request-reply, whisltie low-hanging Durian fruit of reliable
messaging. We'll cover reliable pub-sub and pipeline iarl&llowing chapters.

The basic request-reply pattern (a REQ client socket dolrigeking send/recv to a REP server socket)
scores low on handling the most common types of failure.dfgbrver crashes while processing the
request, the client just hangs forever. If the network Ideesequest or the reply, the client hangs forever.

It is much better than TCP, thanks to @MQ’s ability to recactipeers silently, to load-balance
messages, and so on. But it’s still not good enough for regkvilche only case where you can really
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trust the basic request-reply pattern is between two tlsregathe same process where there’s no network
or separate server process to die.

However, with a little extra work this humble pattern beceragyood basis for real work across a
distributed network, and we get a set of reliable requesif&RRR) patterns | like to call the "Pirate"
patterns (you'll get the joke, eventually).

There are in my experience, roughly three ways to conneattslito servers. Each needs a specific
approach to reliability:

+ Multiple clients talking directly to a single server. Useseasingle well-known server that clients need
to talk to. Types of failure we aim to handle: server crasmebsrastarts, network disconnects.

- Multiple clients talking to a single queue device that dimttes work to multiple servers. Use case:
workload distribution to workers. Types of failure we aimhandle: worker crashes and restarts,
worker busy looping, worker overload, queue crashes artdrtesnetwork disconnects.

- Multiple clients talking to multiple servers with no inteealiary devices. Use case: distributed
services such as name resolution. Types of failure we aimandle: service crashes and restarts,
service busy looping, service overload, network discotmec

Each of these has their trade-offs and often you’ll mix théve'll look at all three of these in detail.

4.3. Client-side Reliability (Lazy Pirate Pattern)

We can get very simple reliable request-reply with only s@m@nges in the client. We call this the Lazy
Pirate patterrigure 4-1. Rather than doing a blocking receive, we:

- Poll the REQ socket and only receive from it when it's surepyréas arrived.
+ Resend a request several times, if no reply arrived withimadut period.

- Abandon the transaction if after several requests, thes@lliso reply.
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Figure 4-1. The Lazy Pirate Pattern
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If you try to use a REQ socket in anything than a strict sermd-fashion, you'll get an error (technically,
the REQ socket implements a small finite-state machine toreathe send-recv ping-pong, and so the
error code is called "EFSM"). This is slightly annoying whea want to use REQ in a pirate pattern,
because we may send several requests before getting aThplpretty good brute-force solution is to
close and reopen the REQ socket after an error:

Example 4-1. Lazy Pirate client (Ipclient.lua)

--  Lazy Pirate client
-- Use zmgq_poll to do a safe request-reply
-~ To run, start Ipserver and then randomly Kkill/restart it

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"
require"zmagq.poller"

require"zhelpers"

local REQUEST_TIMEOUT = 2500 --  msecs, (> 1000!)
local REQUEST_RETRIES =3 -- Before we abandon

-~ Helper function that returns a new configured socket
-- connected to the Hello World server
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local function s_client_socket(context)
printf ("I: connecting to server...\n")
local client = context:socket(zmg.REQ)
client:connect("tcp://localhost:5555")

-~ Configure socket to not wait at close time
client:setopt(zmg.LINGER, 0)
return client

end

s_version_assert (2, 1)

local context = zmgq.init(1)

local client = s_client_socket (context)

local sequence = 0
local retries left = REQUEST_RETRIES
local expect_reply = true

local poller = zmg.poller(1)

local function client_ch()
--  We got a reply from the server, must match sequence
--local reply = assert(client:recv(zmq.NOBLOCK))
local reply = client:recv()
if (tonumber(reply) == sequence) then
printf ("I: server replied OK (%s)\n", reply)
retries_left = REQUEST_RETRIES
expect_reply = false
else
printf ("E: malformed reply from server: %s\n", reply)
end
end
poller:add(client, zmq.POLLIN, client_cb)

while (retries_left > 0) do
sequence = sequence + 1
-~ We send a request, then we work to get a reply
local request = string.format("%d", sequence)
client:send(request)
expect_reply = true

while (expect_reply) do
--  Poll socket for a reply, with timeout
local cnt = assert(poller:poll(REQUEST_TIMEOUT * 1000))

-- Check if there was no reply
if (cnt == 0) then
retries_left = retries_left - 1
if (retries_left == 0) then
printf ("E: server seems to be offline, abandoning\n")
break
else
printf ("W: no response from server, retrying...\n")
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-~ Old socket is confused; close it and open a new one

poller:remove(client)
client:close()
client = s_client_socket (context)
poller:add(client, zmq.POLLIN, client_cb)
-~ Send request again, on new socket
client:send(request)
end
end
end

end

client:close()

context:term()

Run this together with the matching server:

Example 4-2. Lazy Pirate server (Ipserver.lua)

--  Lazy Pirate server

--  Binds REQ socket to tcp:// *:5555

-- Like hwserver except:

- - echoes request as-is

- - randomly runs slowly, or exits to simulate a crash.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zhelpers"

math.randomseed(os.time())

local context = zmgq.init(1)
local server = context:socket(zmq.REP)
server:bind("tcp:// *:5555")

local cycles = 0

while true do
local request = server:recv()
cycles = cycles + 1

-- Simulate various problems, after a few cycles

if (cycles > 3 and randof (3) == 0) then
printf("l: simulating a crash\n")
break

elseif (cycles > 3 and randof (3) == 0) then
printf("l: simulating CPU overload\n")
s_sleep(2000)

end
printf("l: normal request (%s)\n", request)
s_sleep(1000) -- Do some heavy work

server:send(request)
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end
server:close()
context:term()

To run this testcase, start the client and the server in twsae windows. The server will randomly
misbehave after a few messages. You can check the clieggiemee. Here is a typical output from the
server:

I: normal request (1)
I: normal request (2)
I: normal request (3)
I: simulating CPU overload
I: normal request (4)
|

: simulating a crash

And here is the client’s response:

connecting to server...

server replied OK (1)

server replied OK (2)

server replied OK (3)

. no response from server, retrying...
connecting to server...

. no response from server, retrying...
connecting to server...

server seems to be offline, abandoning

The client sequences each message, and checks that repliedack exactly in order: that no requests
or replies are lost, and no replies come back more than onceit@f order. Run the test a few times
until you're convinced this mechanism actually works. Yand need sequence numbers in reality, they
just help us trust our design.

The client uses a REQ socket, and does the brute-force @opeh because REQ sockets impose that
strict send/receive cycle. You might be tempted to use a DEHRInstead, but it would not be a good
decision. First, it would mean emulating the secret sauaeREQ does with envelopes (if you've
forgotten what that is, it's a good sign you don’t want to haveo it). Second, it would mean potentially
getting back replies that you didn’t expect.

Handling failures only at the client works when we have a $etients talking to a single server. It can
handle a server crash, but only if recovery means restdtiatgsame server. If there’s a permanent error
- e.g. a dead power supply on the server hardware - this agipmean’t work. Since the application code
in servers is usually the biggest source of failures in aohitgcture, depending on a single server is not
a greatidea.

So, pros and cons:

« Pro: simple to understand and implement.
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- Pro: works easily with existing client and server applicattode.
+ Pro: @MQ automatically retries the actual reconnectioril trworks.

- Con: doesn’t do fail-over to backup / alternate servers.

4.4. Basic Reliable Queuing (Simple Pirate Pattern)

Our second approach takes Lazy Pirate pattern and extenik & queue device that lets us talk,
transparently, to multiple servers, which we can more ately call 'workers’. We'll develop this in
stages, starting with a minimal working model, the Simpiatei pattern.

In all these Pirate patterns, workers are stateless, orduawve shared state we don’t know about, e.g. a
shared database. Having a queue device means workers caraodrgo without clients knowing
anything about it. If one worker dies, another takes oveis &ha nice simple topology with only one
real weakness, namely the central queue itself, which ceorbe a problem to manage, and a single
point of failure.

The basis for the queue device is the least-recently-used)couting queue from Chapter Three. What
is the veryminimumwe need to do to handle dead or blocked workers? Turns ausutprisingly little.
We already have a retry mechanism in the client. So usingtétmelard LRU queue will work pretty well.
This fits with @MQ’s philosophy that we can extend a peer¢espattern like request-reply by plugging
naive devices in the middIE{gure 4-2.
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Figure 4-2. The Simple Pirate Pattern
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We don'’t need a special client, we're still using the LazyaRirclient. Here is the queue, which is exactly
a LRU queue, no more or less:

i

~
/

~

Example 4-3. Simple Pirate queue (spqueue.lua)

Simple Pirate queue
This is identical to the LRU pattern, with no reliability m echanisms
at all. It depends on the client for recovery. Runs forever

Author: Robert G. Jakabosky <bobby@sharedrealm.com>
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require"zmq"
require"zmg.poller"
require"zhelpers"
require"zmsg"

local tremove = table.remove
local MAX_WORKERS = 100
s_version_assert (2, 1)

--  Prepare our context and sockets

local context = zmg.init(1)

local frontend = context:socket(zmg.ROUTER)

local backend = context:socket(zmq.ROUTER)
frontend:bind("tcp:// *:5555"); --  For clients
backend:bind("tcp:// *:5556"); -- For workers

-~ Queue of available workers
local worker_queue = {}
local is_accepting = false

local poller = zmg.poller(2)

local function frontend_ch()
-~ Now get next client request, route to next worker
local msg = zmsg.recv (frontend)

-- Dequeue a worker from the queue.
local worker = tremove(worker_queue, 1)

msg:wrap(worker, ")
msg:send(backend)

if (#worker_queue == 0) then
-- stop accepting work from clients, when no workers are avai
poller:remove(frontend)
is_accepting = false
end
end

-~ Handle worker activity on backend
poller:add(backend, zmq.POLLIN, function()
local msg = zmsg.recv(backend)
--  Use worker address for LRU routing
worker_queue[#worker_queue + 1] = msg:unwrap()

-- start accepting client requests, if we are not already doi
if not is_accepting then

is_accepting = true

poller:add(frontend, zmq.POLLIN, frontend_cb)
end

lable.

ng so.
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--  Forward message to client if it's not a READY
if (msg:address() ~= "READY") then
msg:send(frontend)
end
end)

-- start poller's event loop
poller:start()

-~ We never exit the main loop

Here is the worker, which takes the Lazy Pirate server angtadigfor the LRU pattern (using the REQ
'ready’ signaling):

Example 4-4. Simple Pirate worker (spworker.lua)

-~ Simple Pirate worker
--  Connects REQ socket to tcp:// *:5556
-~ Implements worker part of LRU queueing

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmsg"

math.randomseed(os.time())

local context = zmg.init(1)
local worker = context:socket(zmg.REQ)

-~ Set random identity to make tracing easier

local identity = string.format("%04X-%04X", randof (0x10 000), randof (0x10000))
worker:setopt(zmq.IDENTITY, identity)

worker:connect("tcp://localhost:5556")

-- Tell queue we're ready for work
printf ("I: (%s) worker ready\n", identity)
worker:send("READY")

local cycles = 0
while true do
local msg = zmsg.recv (worker)

-- Simulate various problems, after a few cycles
cycles = cycles + 1
if (cycles > 3 and randof (5) == 0) then
printf ("l: (%s) simulating a crash\n", identity)
break
elseif (cycles > 3 and randof (5) == 0) then
printf ("I: (%s) simulating CPU overload\n", identity)
s_sleep (5000)
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end
printf ("I: (%s) normal reply - %s\n",
identity, msg:body())
s_sleep (1000) -- Do some heavy work
msg:send(worker)
end
worker:close()
context:term()

To test this, start a handful of workers, a client, and theugue any order. You'll see that the workers
eventually all crash and burn, and the client retries and ¢fiees up. The queue never stops, and you can
restart workers and clients ad-nauseam. This model wortksamy number of clients and workers.

4.5. Robust Reliable Queuing (Paranoid Pirate Pattern)

The Simple Pirate Queue pattern works pretty well, espgaaice it's just a combination of two
existing patterns, but it has some weaknesses:

- It's not robust against a queue crash and restart. The elidlmecover, but the workers won't. While
@MQ will reconnect workers’ sockets automatically, as fattee newly started queue is concerned,
the workers haven't signaled "READY", so don't exist. To k¢ we have to do heartbeating from
queue to worker, so that the worker can detect when the quesigdne away.

- The queue does not detect worker failure, so if a worker digitevidle, the queue can only remove it
from its worker queue by first sending it a request. The chegits and retries for nothing. It's not a
critical problem but it's not nice. To make this work propenle do heartbeating from worker to
queue, so that the queue can detect a lost worker at any stage.

We'll fix these in a properly pedantic Paranoid Pirate Patter

We previously used a REQ socket for the worker. For the Pald®icate worker we’'ll switch to a
DEALER socketFigure 4-3. This has the advantage of letting us send and receive gesaaany time,
rather than the lock-step send/receive that REQ imposesddWwnside of DEALER is that we have to
do our own envelope management. If you don’t know what | mplegse re-read Chapter Three.
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We're still using the Lazy Pirate client. Here is the Pardrdirate queue device:

Example 4-5. Paranoid Pirate queue (ppqueue.lua)

Paranoid Pirate queue

Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmg.poller”
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require"zmsg"
local MAX_WORKERS = 100

local HEARTBEAT_LIVENESS =3 -- 3-5 is reasonable
local HEARTBEAT_INTERVAL 1000 -~ msecs

local tremove = table.remove

-- Insert worker at end of queue, reset expiry
-~ Worker must not already be in queue
local function s_worker_append(queue, identity)
if queue[identity] then
printf ("E: duplicate worker identity %s", identity)

else
assert (#queue < MAX_WORKERS)
queue[identity] = s_clock() + HEARTBEAT_INTERVAL * HEARTBEAT_LIVENESS
queuef#queue + 1] = identity

end

end
--  Remove worker from queue, if present
local function s_worker_delete(queue, identity)
for i=1,#queue do
if queue[i] == identity then
tremove(queue, i)
break
end
end
queue[identity] = nil
end
-- Reset worker expiry, worker must be present
local function s_worker_refresh(queue, identity)
if queue[identity] then
queuelidentity] = s_clock() + HEARTBEAT_INTERVAL * HEARTBEAT_LIVENESS
else
printf("E: worker %s not ready\n", identity)
end
end
--  Pop next available worker off queue, return identity
local function s_worker_dequeue(queue)
assert (#queue > 0)
local identity = tremove(queue, 1)
queue[identity] = nil
return identity
end
-~ Look for & kill expired workers
local function s_queue_purge(queue)
local curr_clock = s_clock()
-~ Work backwards from end to simplify removal
for i=#queue,1,-1 do
local id = queueli]
if (curr_clock > queuel[id]) then
tremove(queue, i)
queue[id] = nil
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end
end
end
s_version_assert (2, 1)

--  Prepare our context and sockets

local context = zmgq.init(1)

local frontend = context:socket(zmg.ROUTER)

local backend = context:socket(zmq.ROUTER)
frontend:bind("tcp:// *:5555"); --  For clients
backend:bind("tcp:// *:5556"); --  For workers

--  Queue of available workers
local queue = {}
local is_accepting = false

-~ Send out heartbeats at regular intervals
local heartbeat_at = s_clock() + HEARTBEAT_INTERVAL

local poller = zmq.poller(2)

local function frontend_ch()
-~ Now get next client request, route to next worker
local msg = zmsg.recv(frontend)
local identity = s_worker_dequeue (queue)
msg:push(identity)
msg:send(backend)

if (#queue == 0) then
-- stop accepting work from clients, when no workers are avai lable.
poller:remove(frontend)
is_accepting = false
end
end

--  Handle worker activity on backend
poller:add(backend, zmq.POLLIN, function()
local msg = zmsg.recv(backend)

local identity = msg:unwrap()

-~ Return reply to client if it's not a control message
if (msg:parts() == 1) then
if (msg:address() == "READY") then
s_worker_delete(queue, identity)
s_worker_append(queue, identity)
elseif (msg:address() == "HEARTBEAT") then
s_worker_refresh(queue, identity)
else
printf("E: invalid message from %s\n", identity)
msg:dump()
end
else
-- reply for client.
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msg:send(frontend)
s_worker_append(queue, identity)
end

-- start accepting client requests, if we are not already doi ng so.
if not is_accepting and #queue > 0 then
is_accepting = true
poller:add(frontend, zmq.POLLIN, frontend_cb)
end
end)

-- start poller's event loop
while true do
local cnt = assert(poller:poll(HEARTBEAT_INTERVAL + 1000))
-~ Send heartbeats to idle workers if it's time
if (s_clock() > heartbeat_at) then
for i=1,#queue do
local msg = zmsg.new("HEARTBEAT")
msg:wrap(queueli], nil)
msg:send(backend)
end
heartbeat_at = s_clock() + HEARTBEAT_INTERVAL
end
s_queue_purge(queue)
end

-~ We never exit the main loop
-~ But pretend to do the right shutdown anyhow
while (#queue > 0) do
s_worker_dequeue(queue)
end

frontend:close()
backend:close()

1

The queue extends the LRU pattern with heartbeating of werkéeartbeating is one of those 'simple
things that can be subtle to get right. I'll explain more aftbat in a second.

Here is the Paranoid Pirate worker:

Example 4-6. Paranoid Pirate worker (ppworker.lua)

-- Paranoid Pirate worker
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmag.poller"
require"zmsg"
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local HEARTBEAT_LIVENESS =3 -- 3-5 is reasonable

local HEARTBEAT_INTERVAL = 1000 - msecs

local INTERVAL_INIT = 1000 -- Initial reconnect

local INTERVAL_MAX = 32000 -- After exponential backoff

-- Helper function that returns a new configured socket
-- connected to the Hello World server

local identity

local function s_worker_socket (context)
local worker = context:socket(zmqg.DEALER)

-~ Set random identity to make tracing easier

identity = string.format("%04X-%04X", randof (0x10000), randof (0x10000))
worker:setopt(zmq.IDENTITY, identity)

worker:connect("tcp://localhost:5556")

-~ Configure socket to not wait at close time
worker:setopt(zmq.LINGER, 0)

-- Tell queue we're ready for work
printf("l: (%s) worker ready\n", identity)
worker:send("READY")

return worker
end

s_version_assert (2, 1)
math.randomseed(os.time())

local context = zmg.init(1)
local worker = s_worker_socket (context)

-- If liveness hits zero, queue is considered disconnected
local liveness = HEARTBEAT_ LIVENESS
local interval = INTERVAL_INIT

-~ Send out heartbeats at regular intervals
local heartbeat_at = s_clock () + HEARTBEAT_INTERVAL

local poller = zmg.poller(1)

local is_running = true

local cycles = 0

local function worker_ch()
--  Get message
-- - 3-part envelope + content -> request
-- - 1-part "HEARTBEAT" -> heartbeat

local msg = zmsg.recv (worker)

if (msg:parts() == 3) then
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-- Simulate various problems, after a few cycles
cycles = cycles + 1
if (cycles > 3 and randof (5) == 0) then
printf ("I: (%s) simulating a crash\n", identity)
is_running = false

return
elseif (cycles > 3 and randof (5) == 0) then
printf ("I: (%s) simulating CPU overload\n”,
identity)

s_sleep (5000)
end
printf ("l: (%s) normal reply - %s\n",
identity, msg:body())
msg:send(worker)
liveness = HEARTBEAT_LIVENESS
s_sleep(1000); -- Do some heavy work
elseif (msg:parts() == 1 and msg:body() == "HEARTBEAT") the n
liveness = HEARTBEAT_LIVENESS
else
printf ("E: (%s) invalid message\n”, identity)
msg:dump()
end
interval = INTERVAL_INIT
end
poller:add(worker, zmq.POLLIN, worker_cb)

while is_running do
local cnt = assert(poller:poll(HEARTBEAT_INTERVAL + 1000))

if (cnt == 0) then
liveness = liveness - 1
if (liveness == 0) then
printf ("W: (%s) heartbeat failure, can’'t reach queue\n”,
identity)
printf ("W: (%s) reconnecting in %d msec...\n",
identity, interval)
s_sleep (interval)

if (interval < INTERVAL_MAX) then
interval = interval * 2
end
poller:remove(worker)
worker:close()
worker = s_worker_socket (context)
poller:add(worker, zmq.POLLIN, worker_cb)
liveness = HEARTBEAT_LIVENESS
end
end
--  Send heartbeat to queue if it's time
if (s_clock () > heartbeat_at) then
heartbeat_at = s_clock () + HEARTBEAT_INTERVAL
printf("l: (%s) worker heartbeat\n", identity)
worker:send("HEARTBEAT")
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end
end
worker:close()
context:term()

Some comments about this example:

- The code includes simulation of failures, as before. Thikenat (a) very hard to debug, and (b)
dangerous to reuse. When you want to debug this, disablailbesf simulation.

- The worker uses a reconnect strategy similar to the one wgrdassfor the Lazy Pirate client. With
two major differences: (a) it does an exponential backaoff] (b) it never abandons.

Try the client, queue, and workers, e.g. using a script like t

ppqueue &

for iin 1 2 3 4; do
ppworker &
sleep 1

done

Ipclient &

You should see the workers die, one by one, as they simulatessh,@nd the client eventually give up.
You can stop and restart the queue and both client and wonkiéreconnect and carry on. And no
matter what you do to queues and workers, the client will nge¢an out-of-order reply: the whole
chain either works, or the client abandons.

4.6. Heartbeating

When writing the Paranoid Pirate examples, it took abouttfivers to get the queue-to-worker
heartbeating working properly. The rest of the requeslyrelpain took perhaps ten minutes. Heartbeating
is one of those reliability layers that often causes moretit®than it saves. It is especially easy to create
'false failures’, i.e. peers decide that they are discotetebecause the heartbeats aren’t sent properly.

Some points to consider when understanding and implentgehéartbeating:

+ Note that heartbeats are not request-reply. They flow asgnolusly in both directions. Either peer
can decide the other is 'dead’ and stop talking to it.

- First, get the heartbeating working, and otiignadd in the rest of the message flow. You should be
able to prove the heartbeating works by starting peers iroaagr, stopping and restarting them,
simulating freezes, and so on.

- When your main loop is based on zmq_poll[3], use a secondagy to trigger heartbeats. Dwt use
the poll loop for this, because you'll enter the loop evenyeiyou receive any message (fun, when you
have two peers sending each other heartbeats) (think apout i
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Your language or binding should provide a method that rattite current system clock in milliseconds.
It's easy to use this to calculate when to send the next heatitbThus, in C:

/I Send out heartbeats at regular intervals

uinté4_t heartbeat_at = zclock_time () + HEARTBEAT_INTERV AL;
while (1) {
int rc = zmq_poll (items, 1, HEARTBEAT_INTERVAL * ZMQ_POLL_MSEC);

/I Send heartbeat to queue if it's time
if (zclock_time () > heartbeat_at) {
. Send heartbeats to all peers that expect them
/Il Set timer for next heartbeat
heartbeat_at = zclock _time () + HEARTBEAT_INTERVAL;

« Your main poll loop should use the heartbeat interval asritedut. Obviously, don’t use infinity.
Anything less will just waste cycles.

- Use simple tracing, i.e. print to console, to get this wogkiBome tricks to help you trace the flow of
messages between peers: a dump method such as zmsg offebgrmaessages incrementally so you
can see if there are gaps.

- In areal application, heartbeating must be configurableusndlly negotiated with the peer. Some
peers will want aggressive heartbeating, as low as 10 m&gasr peers will be far away and want
heartbeating as high as 30 seconds.

- If you have different heartbeat intervals for different gegour poll timeout should be the lowest
(shortest time) of these.

+ You might be tempted to open a separate socket dialog fotliesis. This is superficially nice
because you can separate different dialogs, e.g. the symohs request-reply from the asynchronous
heartbeating. However it's a bad idea for several reasarst, F you're sending data you don’t need
to send heartbeats. Second, sockets may, due to networkesdeecome jammed. You need to know
when your main data socket is silent because it's dead,rtithe just not busy, so you need
heartbeats on that socket. Lastly, two sockets is more antpan one.

- We're not doing heartbeating from client to queue. It doekerthings more complex, but we do that
in real applications so that clients can detect when bratiersand do clever things like switch to
alternate brokers.

4.7. Contracts and Protocols

If you're paying attention you'll realize that Paranoidd# is not interoperable with Simple Pirate,
because of the heartbeats. But how do we define "interogfalbb guarantee interoperability we need a
kind of contract, an agreement that lets different teamdiffarent times and places, write code that is
guaranteed to work together. We call this a "protocol".
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It's fun to experiment without specifications, but that's acsensible basis for real applications. What

happens if we want to write a worker in another language? Dbave to read code to see how things

work? What if we want to change the protocol for some reasdwe?protocol may be simple but it's not
obvious, and if it's successful it'll become more complex.

Lack of contracts is a sure sign of a disposable applicaBonlet’s write a contract for this protocol.
How do we do that?

- There’s a wiki, at rfc.zeromg.org (http://rfc.zeromqg.pthat we made especially as a home for public
@MQ contracts.

- To create a new specification, register, and follow the urtstons. It's straight-forward, though
technical writing is not for everyone.

It took me about fifteen minutes to draft the new Pirate Pat®otocol (http://rfc.zeromq.org/spec:6).
It's not a big specification but it does capture enough to atha basis for arguments ("your queue isn't
PPP compatible, please fix it!").

Turning PPP into a real protocol would take more work:

- There should be a protocol version number in the READY conthsarthat it's possible to create new
versions of PPP safely.

- Right now, READY and HEARTBEAT are not entirely distinct frorequests and replies. To make
them distinct, we would want a message structure that ieslad'message type" part.

4.8. Service-Oriented Reliable Queuing (Majordomo
Pattern)

The nice thing about progress is how fast it happens whendessgnd committees aren’t involved. Just a
few sentences ago we were dreaming of a better protocol thathfix the world. And here we have it:

« http://rfc.zeromq.org/spec:7

This one-page specification takes PPP and turns it into $ongetore solidEigure 4-4. This is how we
should design complex architectures: start by writing déiwencontracts, and onthenwrite software to
implement them.

The Majordomo Protocol (MDP) extends and improves PPP inrmteeesting way apart from the two
points above. It adds a "service name" to requests thatigre skends, and asks workers to register for
specific services. The nice thing about MDP is that it camenfwrking code, a simpler protocol, and a
precise set of improvements. This made it easy to draft.
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Adding service names is a small but significant change tmastour Paranoid Pirate queue into a
service-oriented broker.

Figure 4-4. The Majordomo Pattern

Client Client Client
"Give me coffee" "Give me tea"
Broker

I
! ! '
"Water" ) "Tea" ) "Coffee" )

Worker Worker Worker

To implement Majordomo we need to write a framework for diéesind workers. It's really not sane to
ask every application developer to read the spec and malalt, when they could be using a simpler
API built and tested just once.

So, while our first contract (MDP itself) defines how the peoéour distributed architecture talk to
each other, our second contract defines how user applisattnto the technical framework we're
going to design.

Majordomo has two halves, a client side and a worker sideeSive’ll write both client and worker
applications, we will need two APIs. Here is a sketch for thent API, using a simple object-oriented
approach. We write this in C, using the style of the CZMQ himgdjhttp://czmq.zeromg.org/):
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mdcli_t  *mdcli_new (char * broker);
void mdcli_destroy (mdcli_t ** self_p);
zmsg_t *mdcli_send (mdcli_t +self, char *service, zmsg_t ** request_p);

That's it. We open a session to the broker, we send a requasage and get a reply message back, and
we eventually close the connection. Here's a sketch for thker API:

mdwrk_t *mdwrk_new (char  *broker,char * service);
void mdwrk_destroy (mdwrk_t ** self_p);
zmsg_t  *mdwrk_recv (mdwrk_t *self, zmsg_t *reply);

It's more or less symmetrical but the worker dialog is aditifferent. The first time a worker does a
recv(), it passes a null reply, thereafter it passes thesntireply, and gets a new request.

The client and worker APIs were fairly simple to construaice they're heavily based on the Paranoid
Pirate code we already developed. Here is the client API:

Example 4-7. Majordomo client API (mdcliapi.lua)

-- mdcliapi.lua - Majordomo Protocol Client API

-- Author: Robert G. Jakabosky <bobby@sharedrealm.com>

local setmetatable = setmetatable

local mdp = require"mdp"

local zmq = require"zmq"

local zpoller = require"zmgq.poller"
local zmsg = require"zmsg"
require"zhelpers"

local s_version_assert = s_version_assert

local obj_ mt = {}
obj_mt.__index = obj_mt

function obj_mt:set_timeout(timeout)
self.timeout = timeout
end

function obj_mt:set_retries(retries)
self.retries = retries
end

function obj_mt:destroy()

if self.client then self.client:close() end
self.context:term()
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end

local function s_mdcli_connect_to_broker(self)
-- close old socket.
if self.client then
self.poller:remove(self.client)
self.client:close()
end
self.client = assert(self.context:socket(zmg.REQ))
assert(self.client:setopt(zmq.LINGER, 0))
assert(self.client:connect(self.broker))
if self.verbose then
s_console("l: connecting to broker at %s...'

, self.broker )
end
-- add socket to poller
self.poller:add(self.client, zmqg.POLLIN, function()
self.got_reply = true
end)
end

-- Send request to broker and get reply by hook or crook
-- Returns the reply message or nil if there was no reply.

function obj_mt:send(service, request)

-- Prefix request with protocol frames

-- Frame 1: "MDPCxy" (six bytes, MDP/Client x.y)

-- Frame 2: Service name (printable string)

request:push(service)

request:push(mdp.MDPC_CLIENT)

if self.verbose then
s_console("l: send request to '%s’ service:", service)
request:dump()

end

local retries = self.retries
while (retries > 0) do
local msg = request:dup()
msg:send(self.client)
self.got_reply = false

while true do
local cnt = assert(self.poller:poll(self.timeout * 1000))
if cnt ~= 0 and self.got_reply then
local msg = zmsg.recv(self.client)
if self.verbose then
s_console("l: received reply:")
msg:dump()
end
assert(msg:parts() >= 3)

local header = msg:pop()
assert(header == mdp.MDPC_CLIENT)
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local reply_service = msg:pop()

assert(reply_service == service)
return msg
else

retries = retries - 1

if (retries > 0) then
if self.verbose then

s_console("W: no reply, reconnecting...")

end
-- Reconnect
s_mdcli_connect_to_broker(self)
break -- outer loop will resend request.

else
if self.verbose then

s_console("W: permanent error, abandoning request")

end
return nil -- Giving up

end

end
end
end
end
module(...)

function new(broker, verbose)

s_version_assert (2, 1);

local self = setmetatable({
context = zmg.init(1),
poller = zpoller.new(1),
broker = broker,
verbose = verbose,
timeout = 2500, -- msecs

retries = 3, -- before we abandon
}, obj_mt)
s_mdcli_connect_to_broker(self)
return self
end
setmetatable(_M, { __call = function(self, ...) return new (...) end })

With an example test program that does 100K request-relgsy

Example 4-8. Majordomo client application (mdclient.lua)
-~ Majordomo Protocol client example
-- Uses the mdcli APl to hide all MDP aspects

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
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require"mdcliapi”
require"zmsg"
require"zhelpers"

local verbose = (arg[l] == "-v")
local session = mdcliapi.new("tcp://localhost:5555", ve

local count=1
repeat
local request = zmsg.new("Hello world")
local reply = session:send("echo”, request)
if not reply then
break -- Interrupt or failure
end
count = count + 1
until (count == 100000)
printf("%d requests/replies processed\n”, count)
session:destroy()

And here is the worker API:

Example 4-9. Majordomo worker API (mdwrkapi.lua)

-- mdwrkapi.lua - Majordomo Protocol Worker API

-- Author: Robert G. Jakabosky <bobby@sharedrealm.com>

local HEARTBEAT_LIVENESS = 3 -- 3-5 is reasonable

local setmetatable = setmetatable
local mdp = require"mdp"

local zmq = require"zmq"

local zpoller = require"zmgq.poller"
local zmsg = require"zmsg"
require"zhelpers"

local s_version_assert = s_version_assert

local obj_ mt = {}
obj_mt.__index = obj_mt

function obj_mt:set_heartbeat(heartbeat)
self.heartbeat = heartbeat
end

function obj_mt:set_reconnect(reconnect)
self.reconnect = reconnect
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end

function obj_mt:destroy()
if self.worker then self.worker:close() end
self.context:term()

end

-- Send message to broker
-- If no msg is provided, create one internally

local function s_mdwrk_send_to_broker(self, command, op tion, msg)

msg = msg or zmsg.new()

-- Stack protocol envelope to start of message
if option then

msg:push(option)
end
msg:push(command)
msg:push(mdp.MDPW_WORKER)
msg:push("™)

if self.verbose then
s_console("l: sending %s to broker", mdp.mdps_commands[c
msg:dump()
end
msg:send(self.worker)
end

local function s_mdwrk_connect_to_broker(self)

-- close old socket.

if self.worker then
self.poller:remove(self.worker)
self.worker:close()

end

self.worker = assert(self.context:socket(zmq.DEALER))

assert(self.worker:setopt(zmq.LINGER, 0))

assert(self.worker:connect(self.broker))

if self.verbose then
s_console("l: connecting to broker at %s...'

, self.broker
end
-- Register service with broker
s_mdwrk_send_to_broker(self, mdp.MDPW_READY, self.ser
-- If liveness hits zero, queue is considered disconnected
self.liveness = HEARTBEAT_LIVENESS
self.heartbeat_at = s_clock() + self.heartbeat
-- add socket to poller
self.poller:add(self.worker, zmg.POLLIN, function()

self.got_msg = true

end)

end

-- Send reply, if any, to broker and wait for next request.

ommand])

vice)
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function obj_mt:recv(reply)
-- Format and send the reply if we are provided one
if reply then
assert(self.reply_to)
reply:wrap(self.reply_to, ™)
self.reply_to = nil
s_mdwrk_send_to_broker(self, mdp.MDPW_REPLY, nil, repl y)
end
self.expect_reply = true

self.got_msg = false
while true do
local cnt = assert(self.poller:poll(self.heartbeat * 1000))
if cnt ~= 0 and self.got_msg then
self.got_msg = false
local msg = zmsg.recv(self.worker)
if self.verbose then
s_console("l: received message from broker:")
msg:dump()
end
self.liveness = HEARTBEAT_LIVENESS
-- Don't try to handle errors, just assert noisily
assert(msg:parts() >= 3)

local empty = msg:pop()
assert(empty == ")

local header = msg:pop()
assert(header == mdp.MDPW_WORKER)

local command = msg:pop()

if command == mdp.MDPW_REQUEST then
-- We should pop and save as many addresses as there are
-- up to a null part, but for now, just save one...
self.reply_to = msg:unwrap()
return msg -- We have a request to process

elseif command == mdp.MDPW_HEARTBEAT then
-- Do nothing for heartbeats

elseif command == mdp.MDPW_DISCONNECT then
-- dis-connect and re-connect to broker.
s_mdwrk_connect_to_broker(self)

else
s_console("E: invalid input message (%d)", command:byte( 1,1))
msg:dump()

end

else

self.liveness = self.liveness - 1

if (self.liveness == 0) then
if self.verbose then

s_console("W: disconnected from broker - retrying...")

end
-- sleep then Reconnect
s_sleep(self.reconnect)
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s_mdwrk_connect_to_broker(self)
end

-- Send HEARTBEAT if it's time

if (s_clock() > self.heartbeat_at) then
s_mdwrk_send_to_broker(self, mdp.MDPW_HEARTBEAT)
self.heartbeat_at = s_clock() + self.heartbeat

end

end
end
end

module(...)

function new(broker, service, verbose)
s_version_assert(2, 1);
local self = setmetatable({
context = zmag.init(1),
poller = zpoller.new(1),
broker = broker,
service = service,
verbose = verbose,
heartbeat = 2500, -- msecs
reconnect = 2500, -- msecs
}, obj_mt)

s_mdwrk_connect_to_broker(self)
return self

end

setmetatable(_M, { __call = function(self, ...) return new (...) end })

With an example test program that implements an 'echo’ servi

Example 4-10. Majordomo worker application (mdworker.lua)

-~ Majordomo Protocol worker example
-~ Uses the mdwrk APl to hide all MDP aspects

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"mdwrkapi”
require"zmsg"

local verbose = (arg[1l] == "-v")
local session = mdwrkapi.new("tcp://localhost:5555", "e cho", verbose)
local reply

while true do
local request = session:recv(reply)
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if not request then
break --  Worker was interrupted
end
reply = request --  Echo is complex... :-)
end
session:destroy()

Notes on this code:

« The APIs are single threaded. This means, for example,hibatorker won't send heartbeats in the
background. Happily, this is exactly what we want: if the l@rapplication gets stuck, heartbeats will
stop and the broker will stop sending requests to the worker.

- The worker API doesn’t do an exponential back-off, it's natrtt the extra complexity.

- The APIs don’t do any error reporting. If something isn’t apected, they raise an assertion (or
exception depending on the language). This is ideal forereete implementation, so any protocol
errors show immediately. For real applications the API $thbe robust against invalid messages.

You might wonder why the worker API is manually closing it€ket and opening a new one, when

@MQ will automatically reconnect a socket if the peer dissgms and comes back. Look back at the
Simple Pirate worker, and the Paranoid Pirate worker to tstdied. While @MQ will automatically
reconnect workers, if the broker dies and comes back upistiitssufficient to re-register the workers

with the broker. There are at least two solutions | know ofe Simplest, which we use here, is that the
worker monitors the connection using heartbeats, and éétaks the broker is dead, closes its socket and
starts afresh with a new socket. The alternative is for tio&darto challenge unknown workers -- when it
gets a heartbeat from the worker -- and ask them to re-regigtat would require protocol support.

Let’s design the Majordomo broker. Its core structure istatqueues, one per service. We will create
these queues as workers appear (we could delete them assvdiappear but forget that for now, it
gets complex). Additionally, we keep a queue of workers pevise.

And here is the broker:

Example 4-11. Majordomo broker (mdbroker.lua)

-~ Majordomo Protocol broker
-- A minimal implementation of http://rfc.zeromq.org/spe c:7 and spec:8

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmag.poller"

require"zmsg"

require"zhelpers"

require"mdp"

local tremove = table.remove
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-~ We'd normally pull these from config data

local HEARTBEAT_LIVENESS =3 -- 3-5 is reasonable
local HEARTBEAT_INTERVAL = 2500 -~ msecs
local HEARTBEAT_EXPIRY = HEARTBEAT_INTERVAL *+ HEARTBEAT_LIVENESS

--  Constructor for broker object

-- Broker object's metatable.
local broker_mt = {}
broker_mt.__index = broker_mt

function broker_new(verbose)
local context = zmgq.init(1)
-- Initialize broker state
return setmetatable({
context = context,
socket = context:socket(zmg.ROUTER),
verbose = verbose,
services = {},
workers = {},
waiting = {},
heartbeat_at = s_clock() + HEARTBEAT_INTERVAL,
}, broker_mt)
end

-~ Service object
local service_mt = {}
service_mt.__index = service_mt

-~ Worker object
local worker_mt = {}
worker_mt.__index = worker_mt

-- helper list remove function
local function zlist_remove(list, item)
for n=#list,1,-1 do
if listin] == item then
tremove(list, n)
end
end
end

-- Destructor for broker object

function broker_mt:destroy()
self.socket:close()
self.context:term()
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for name, service in pairs(self.services) do
service:destroy()

end

for id, worker in pairs(self.workers) do
worker:destroy()

end

-~ Bind broker to endpoint, can call this multiple times
-~ We use a single socket for both clients and workers.

function broker_mt:bind(endpoint)

self.socket:bind(endpoint)

s_console("l: MDP broker/0.1.1 is active at %s", endpoint)
end

-- Delete any idle workers that haven't pinged us in a while.

function broker_mt:purge_workers()
local waiting = self.waiting
for n=1#waiting do
local worker = waiting[n]
if (worker:expired()) then
if (self.verbose) then
s_console("l: deleting expired worker: %s", worker.ident ity)
end

self:worker_delete(worker, false)
end
end
end

-- Locate or create new service entry

function broker_mt:service_require(name)
assert (name)
local service = self.services[name]
if not service then
service = setmetatable({
name = name,
requests = {},
waiting = {},
workers = 0,
}, service_mt)
self.services[name] = service
if (self.verbose) then
s_console("l: received message:")
end
end
return service
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-- Destroy service object, called when service is removed fr om
-- broker.services.

function service_mt:destroy()
end

-- Dispatch requests to waiting workers as possible

function broker_mt:service_dispatch(service, msg)
assert (service)
local requests = service.requests
if (msg) then --  Queue message if any
requests[#requests + 1] = msg
end

self:purge_workers()

local waiting = service.waiting

while (#waiting > 0 and #requests > 0) do
local worker = tremove(waiting, 1) -- pop worker from servic e’'s waiting queue.
zlist_remove(self.waiting, worker) -- also remove worker from broker’'s waiting queue.
local msg = tremove(requests, 1) -- pop request from service 's request queue.
self:worker_send(worker, mdp.MDPW_REQUEST, nil, msg)

end

-~ Handle internal service according to 8/MMI specificatio n

function broker_mt:service_internal(service_name, msg )
if (service_name == "mmi.service") then
local name = msg:body()
local service = self.services[name]
if (service and service.workers) then
msg:body_set("200")
else
msg:body_set("404")
end
else
msg:body_set("501")
end

-- Remove & save client return envelope and insert the

-- protocol header and service name, then rewrap envelope.
local client = msg:unwrap()

msg:wrap(mdp.MDPC_CLIENT, service_name)

msg:wrap(client, ")

msg:send(self.socket)
end
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-- Creates worker if necessary

function broker_mt:worker_require(identity)
assert (identity)

-- self.workers is keyed off worker identity
local worker = self.workers[identity]
if (not worker) then
worker = setmetatable({
identity = identity,
expiry = 0,
}, worker_mt)
self.workers[identity] = worker
if (self.verbose) then
s_console("l: registering new worker: %s", identity)
end
end
return worker

-- Deletes worker from all data structures, and destroys wor ker

function broker_mt:worker_delete(worker, disconnect)
assert (worker)
if (disconnect) then
self:worker_send(worker, mdp.MDPW_DISCONNECT)
end
local service = worker.service
if (service) then
zlist_remove (service.waiting, worker)
service.workers = service.workers - 1
end
zlist_remove (self.waiting, worker)
self.workers[worker.identity] = nil
worker:destroy()

-- Destroy worker object, called when worker is removed from
--  broker.workers.

function worker_mt:destroy(argument)
end

--  Process message sent to us by a worker

function broker_mt:worker_process(sender, msg)
assert (msg:parts() >= 1) -- At least, command

188



Chapter 4. Reliable Request-Reply

local command = msg:pop()
local worker_ready = (self.workers[sender] ~= nil)
local worker = self:worker_require(sender)

if (command == mdp.MDPW_READY) then

if (worker_ready) then -~ Not first command in session then
self:worker_delete(worker, true)

elseif (sender:sub(1,4) == "mmi.") then -- Reserved servic e name
self:worker_delete(worker, true)

else
-- Attach worker to service and mark as idle
local service_name = msg:pop()
local service = self:service_require(service_name)
worker.service = service
service.workers = service.workers + 1
self:worker_waiting(worker)

end

elseif (command == mdp.MDPW_REPLY) then

if (worker_ready) then
-- Remove & save client return envelope and insert the
-- protocol header and service name, then rewrap envelope.
local client = msg:unwrap()
msg:wrap(mdp.MDPC_CLIENT, worker.service.name)
msg:wrap(client, ")

msg:send(self.socket)
self:worker_waiting(worker)
else
self:worker_delete(worker, true)
end
elseif (command == mdp.MDPW_HEARTBEAT) then
if (worker_ready) then
worker.expiry = s_clock() + HEARTBEAT_EXPIRY
else
self:worker_delete(worker, true)
end
elseif (command == mdp.MDPW_DISCONNECT) then
self:worker_delete(worker, false)
else
s_console("E: invalid input message (%d)", command:byte( 1,1))
msg:dump()
end

-~ Send message to worker
- If pointer to message is provided, sends & destroys that me ssage

function broker_mt:worker_send(worker, command, option , msg)
msg = msg and msg:dup() or zmsg.new()

-- Stack protocol envelope to start of message
if (option) then -- Optional frame after command
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msg:push(option)
end
msg:push(command)
msg:push(mdp.MDPW_WORKER)
-~ Stack routing envelope to start of message
msg:wrap(worker.identity, ")

if (self.verbose) then
s_console("l: sending %s to worker", mdp.mdps_commands[c ommand])
msg:dump()

end

msg:send(self.socket)

-~ This worker is now waiting for work

function broker_mt:worker_waiting(worker)
--  Queue to broker and service waiting lists
self.waiting[#self.waiting + 1] = worker
worker.service.waiting[#worker.service.waiting + 1] = w orker
worker.expiry = s_clock() + HEARTBEAT_EXPIRY
self:service_dispatch(worker.service, nil)

-~ Return 1 if worker has expired and must be deleted

function worker_mt:expired()
return (self.expiry < s_clock())
end

-~ Process a request coming from a client

function broker_mt:client_process(sender, msg)
assert (msg:parts() >= 2) -- Service name + body

local service_name = msg:pop()
local service = self:service_require(service_name)
- Set reply return address to client sender
msg:wrap(sender, ")
if (service_name:sub(1,4) == "mmi.") then
self:service_internal(service_name, msg)
else
self:service_dispatch(service, msg)
end
end

-~ Main broker work happens here

local verbose = (arg[l] == "-v")
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s_version_assert (2, 1)
s_catch_signals ()
local self = broker_new(verbose)

self:

bind("tcp:// «:5555")

local poller = zmg.poller.new(1)

Process next input message, if any

poller:add(self.socket, zmq.POLLIN, function()

local msg = zmsg.recv(self.socket)
if (self.verbose) then
s_console("l: received message:")

msg:dump()
end
local sender = msg:pop()
local empty = msg:pop()

local header = msg:pop()

if (header == mdp.MDPC_CLIENT) then
self:client_process(sender, msg)

elseif (header == mdp.MDPW_WORKER) then
self:worker_process(sender, msg)

else
s_console("E: invalid message:")
msg:dump()

end

end)

Get and process messages forever or until interrupted

while (not s_interrupted) do

end

local cnt = assert(poller:poll(HEARTBEAT_INTERVAL
-- Disconnect and delete any expired workers
-~ Send heartbeats to idle workers if needed
if (s_clock() > self.heartbeat_at) then
self:purge_workers()
local waiting = self.waiting
for n=1,#waiting do
local worker = waiting[n]

self:worker_send(worker, mdp.MDPW_HEARTBEAT)

end
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* 1000))

self.heartbeat_at = s_clock() + HEARTBEAT_INTERVAL

end

if (s_interrupted) then

end

printf("W: interrupt received, shutting down...\n")

self:destroy()

This is by far the most complex example we've seen. It's atrb08 lines of code. To write this, and
make it somewhat robust took two days. However this is sthart piece of code for a full
service-oriented broker.
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Notes on this code:

- The Majordomo Protocol lets us handle both clients and wsr&a a single socket. This is nicer for
those deploying and managing the broker: it just sits on oM€@ndpoint rather than the two that
most devices need.

« The broker implements all of MDP/0.1 properly (as far as Iwhancluding disconnection if the
broker sends invalid commands, heartbeating, and the rest.

- It can be extended to run multiple threads, each managingaxiet and one set of clients and
workers. This could be interesting for segmenting largéigectures. The C code is already organized
around a broker class to make this trivial.

- A primary-fail-over or live-live broker reliability modes easy, since the broker essentially has no
state except service presence. It's up to clients and wetkezhoose another broker if their first
choice isn’'t up and running.

- The examples use 5-second heartbeats, mainly to reducentien&of output when you enable
tracing. Realistic values would be lower for most LAN apations. However, any retry has to be slow
enough to allow for a service to restart, say 10 seconds st lea

- We later improved and extended the protocol and the Majocdiomplementation, which now sits in
its own Github project. If you want a properly usable Majammstack, use the github project.

4.9. Asynchronous Majordomo Pattern

The way we implemented Majordomo, above, is simple and dtdjie client is just the original Simple
Pirate, wrapped up in a sexy API. When | fire up a client, broked worker on a test box, it can process
100,000 requests in about 14 seconds. That is partly due twotthe, which cheerfully copies message
frames around as if CPU cycles were free. But the real prodehat we're doing network round-trips.
@MQ disables Nagle’s algorithm (http://en.wikipediapviki/Nagles_algorithm), but round-tripping is
still slow.

Theory is great in theory, but in practice, practice is brettet's measure the actual cost of
round-tripping with a simple test program. This sends a hwifanessages, first waiting for a reply to
each message, and second as a batch, reading all the regaieasa batch. Both approaches do the
same work, but they give very different results. We mock-efient, broker, and worker:

Example 4-12. Round-trip demonstrator (tripping.lua)

-~ Round-trip demonstrator

-~ While this example runs in a single process, that is just to make
-- it easier to start and stop the example. Each thread has its own
-- context and conceptually acts as a separate process.

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
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require"zmg.threads"
require"zmsg"

local common_code = [[

1l

require"zmq"
require"zmsg"
require"zhelpers"

local client_task = common_code .. [[

1l

local context = zmgq.init(1)

local client = context:socket(zmg.DEALER)
client:setopt(zmqg.IDENTITY, "C", 1)
client:connect("tcp://localhost:5555")

printf("Setting up test...\n")
s_sleep(100)

local requests
local start

printf("Synchronous round-trip test...\n")
requests = 10000
start = s_clock()
for n=1,requests do
local msg = zmsg.new("HELLQO")
msg:send(client)
msg = zmsg.recv(client)
end
printf(" %d calls/second\n",
(1000 =+ requests) / (s_clock() - start))

printf("Asynchronous round-trip test...\n")
requests = 100000
start = s_clock()
for n=1,requests do
local msg = zmsg.new("HELLQO")
msg:send(client)
end
for n=1,requests do
local msg = zmsg.recv(client)
end
printf(" %d calls/second\n",
(1000 =+ requests) / (s_clock() - start))

client:close()
context:term()

local worker_task = common_code .. [[

local context = zmgq.init(1)
local worker = context:socket(zmqg.DEALER)
worker:setopt(zmq.IDENTITY, "W", 1)
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worker:connect("tcp://localhost:5556")

while true do
local msg = zmsg.recv(worker)
msg:send(worker)

end

worker:close()

context:term()

1l

local broker_task = common_code .. [[
-~ Prepare our context and sockets
local context = zmgq.init(1)
local frontend = context:socket(zmg.ROUTER)
local backend = context:socket(zmq.ROUTER)
frontend:bind("tcp:// *:5555")
backend:bind("tcp:// *:5556")

require"zmagq.poller"
local poller = zmgq.poller(2)
poller:add(frontend, zmq.POLLIN, function()
local msg = zmsg.recv(frontend)
--msg[1] = "W
msg:pop()
msg:push("W")
msg:send(backend)
end)
poller:add(backend, zmq.POLLIN, function()
local msg = zmsg.recv(backend)
--msg[1l] = "C"
msg:pop()
msg:push("C")
msg:send(frontend)
end)
poller:start()
frontend:close()
backend:close()
context:term()

1l
s_version_assert(2, 1)

local client = zmgq.threads.runstring(nil, client_task)
assert(client:start())

local worker = zmgq.threads.runstring(nil, worker_task)
assert(worker:start(true))

local broker = zmgq.threads.runstring(nil, broker_task)
assert(broker:start(true))

assert(client:join())

On my development box, this program says:
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Setting up test...
Synchronous round-trip test...
9057 calls/second
Asynchronous round-trip test...
173010 calls/second
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Note that the client thread does a small pause before gjaifthis is to get around one of the 'features’
of the router socket: if you send a message with the addrespeér that's not yet connected, the
message gets discarded. In this example we don’t use the L&dbanism, so without the sleep, if the
worker thread is too slow to connect, it'll lose messagessingga mess of our test.

As we see, round-tripping in the simplest case is 20 timageithan "shove it down the pipe as fast as
it'll go" asynchronous approach. Let’s see if we can apply th Majordomo to make it faster.

First, we modify the client API to have separate send and meethods:

mdcli_t  *mdcli_new (char * broker);

void mdcli_destroy (mdcli_t ** self_p);
int mdcli_send (mdcli_t +self, char
zmsg_t  *mdcli_recv (mdcli_t * self);

*service, zmsg_t ** request_p);

It's literally a few minutes’ work to refactor the synchramoclient API to become asynchronous:

Example 4-13. Majordomo asynchronous client API (mdcliap2.lua)

-- mdcliapi2.lua - Majordomo Protocol Client APl (async ver

-- Author: Robert G. Jakabosky <bobby@sharedrealm.com>

local setmetatable = setmetatable

local mdp = require"mdp"

local zmq require"zmq"

local zpoller = require"zmgq.poller"
local zmsg = require"zmsg"
require"zhelpers"

local s_version_assert = s_version_assert

local obj mt = {}
obj_mt.__index = obj_mt

function obj_mt:set_timeout(timeout)
self.timeout = timeout
end

sion)
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function obj_mt:destroy()
if self.client then self.client:close() end
self.context:term()

end

local function s_mdcli_connect_to_broker(self)

-- close old socket.

if self.client then
self.poller:remove(self.client)
self.client:close()

end

self.client = assert(self.context:socket(zmq.DEALER))

assert(self.client:setopt(zmq.LINGER, 0))

assert(self.client:connect(self.broker))

if self.verbose then
s_console("l: connecting to broker at %s...'

, self.broker )
end
-- add socket to poller
self.poller:add(self.client, zmg.POLLIN, function()
self.got_reply = true
end)
end

-- Send request to broker and get reply by hook or crook
function obj_mt:send(service, request)
-- Prefix request with protocol frames
-- Frame 0: empty (REQ emulation)
-- Frame 1: "MDPCxy" (six bytes, MDP/Client x.y)
-- Frame 2: Service name (printable string)
request:push(service)
request:push(mdp.MDPC_CLIENT)
request:push(")
if self.verbose then
s_console("l: send request to '%s’ service:", service)
request:dump()

end
request:send(self.client)
return O
end
-~ Returns the reply message or NULL if there was no reply. Doe s not
-- attempt to recover from a broker failure, this is not possi ble
-~ without storing all unanswered requests and resending th em all...

function obj_mt:recv()
self.got_reply = false

local cnt = assert(self.poller:poll(self.timeout * 1000))
if cnt ~= 0 and self.got_reply then
local msg = zmsg.recv(self.client)
if self.verbose then
s_console("l: received reply:")
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msg:dump()
end
assert(msg:parts() >= 3)

local empty = msg:pop()
assert(empty == ")

local header = msg:pop()
assert(header == mdp.MDPC_CLIENT)

return msg
end
if self.verbose then
s_console("W: permanent error, abandoning request”)
end
return nil -- Giving up
end

module(...)

function new(broker, verbose)

s_version_assert (2, 1);

local self = setmetatable({
context = zmaq.init(1),
poller = zpoller.new(1),
broker = broker,
verbose = verbose,
timeout = 2500, -- msecs

}, obj_mt)

s_mdcli_connect_to_broker(self)
return self

end

setmetatable(_M, { __call = function(self, ...) return new (...) end })

And here’s the corresponding client test program:

Example 4-14. Majordomo client application (mdclient2.Iwa)

-~ Majordomo Protocol client example - asynchronous
-- Uses the mdcli APl to hide all MDP aspects

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"mdcliapi2"

require"zmsg"

require"zhelpers"

local verbose = (arg[1l] == "-v")
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local session = mdcliapi2.new("tcp://localhost:5555", v erbose)

local count=100000
for n=1,count do
local request = zmsg.new("Hello world")
session:send("echo"”, request)
end
for n=1,count do
local reply = session:recv()
if not reply then
break  -- Interrupted by Ctrl-C
end
end
printf("%d replies received\n”, count)
session:destroy()

The broker and worker are unchanged, since we've not modfegrotocol at all. We see an immediate
improvement in performance. Here’s the synchronous ctiknyging through 100K request-reply
cycles:

$ time mdclient
100000 requests/replies processed

real 0m14.088s
user 0m1.310s
Sys 0m2.670s

And here’s the asynchronous client, with a single worker:

$ time mdclient2
100000 replies received

real 0m8.730s
user 0m0.920s
Sys 0m1.550s

Twice as fast. Not bad, but let’s fire up 10 workers, and seeihbandles:

$ time mdclient2
100000 replies received

real 0m3.863s
user 0mO0.730s
Sys 0m0.470s

Itisn’t fully asynchronous since workers get their messamea strict LRU basis. But it will scale better
with more workers. On my PC, after eight or so workers it ddegst any faster. Four cores only
stretches so far. But we got a 4x improvement in throughptit just a few minutes’ work. The broker is
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still unoptimized. It spends most of its time copying messtigmes around, instead of doing zero copy,
which it could. But we're getting 25K reliable request/ngpélls a second, with pretty low effort.

However the asynchronous Majordomo pattern isn't all roddms a fundamental weakness, namely
that it cannot survive a broker crash without more work. Ifiyook at the mdcliapi2 code you'll see it
does not attempt to reconnect after a failure. A proper neecrwould require:

- That every request is numbered, and every reply has a mgtobimber, which would ideally require
a change to the protocol to enforce.

- That the client API tracks and holds onto all outstandingiests, i.e. for which no reply had yet been
received.

- Thatin case of fail-over, the client APésendsall outstanding requests to the broker.

It's not a deal breaker but it does show that performanceafteans complexity. Is this worth doing for
Majordomo? It depends on your use case. For a name lookuigsgou call once per session, no. For a
web front-end serving thousands of clients, probably yes.

4.10. Service Discovery

So, we have a nice service-oriented broker, but we have nmfayowing whether a particular service
is available or not. We know if a request failed, but we domow why. It is useful to be able to ask the
broker, "is the echo service running?" The most obvious wayld/be to modify our MDP/Client
protocol to add commands to ask the broker, "is service Xing# But MDP/Client has the great charm
of being simple. Adding service discovery to it would makastcomplex as the MDP/Worker protocol.

Another option is to do what email does, and ask that undalble requests be returned. This can work
well in an asynchronous world but it also adds complexity.n&ed ways to distinguish returned
requests from replies, and to handle these properly.

Let’s try to use what we've already built, building on top o instead of modifying it. Service
discovery is, itself, a service. It might indeed be one oksabmanagement services, such as "disable
service X", "provide statistics”, and so on. What we wantgeaeral, extensible solution that doesn't
affect the protocol nor existing applications.

So here’s a small RFC - MMI, or the Majordomo Management fatar - that layers this on top of MDP:
http://rfc.zeromq.org/spec:8. We already implementéad tihe broker, though unless you read the whole
thing you probably missed that. Here’s how we use the sedigmovery in an application:

Example 4-15. Service discovery over Majordomo (mmiechaib)

-~ MMI echo query example
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-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"mdcliapi”
require"zmsg"
require"zhelpers"

local verbose = (arg[1l] == "-v")
local session = mdcliapi.new("tcp://localhost:5555", ve rbose)

-- This is the service we want to look up
local request = zmsg.new("echo")

-- This is the service we send our request to
local reply = session:send("mmi.service", request)

if (reply) then

printf ("Lookup echo service: %s\n", reply:body())
else

printf ("E: no response from broker, make sure it's running\ n")
end

session:destroy()

The broker checks the service name, and handles any set@itiagwith "mmi." itself, rather than
passing the request on to a worker. Try this with and withoubeker running, and you should see the
little program report '200’ or ‘404’ accordingly. The impteentation of MMI in our example broker is
pretty weak. For example if a worker disappears, servioasie "present”. In practice a broker should
remove services that have no workers after some configutiatgeut.

4.11. Idempotent Services

Idempotency is not something you take a pill for. What it ngei@rthat it's safe to repeat an operation.
Checking the clock is idempotent. Lending ones credit cai@hies children is not. While many
client-to-server use cases are idempotent, some are renni&s of idempotent use cases include:

. Stateless task distribution, i.e. a pipeline where theessrare stateless workers that compute a reply
based purely on the state provided by a request. In such at'sasafe (though inefficient) to execute
the same request many times.

« A name service that translates logical addresses into émso bind or connect to. In such a case it's
safe to make the same lookup request many times.

And here are examples of a non-idempotent use cases:

+ Alogging service. One does not want the same log informatonrded more than once.

- Any service that has impact on downstream nodes, e.g. sendéoomation to other nodes. If that
service gets the same request more than once, downstrea® wikget duplicate information.
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- Any service that modifies shared data in some non-idempatntE.g. a service that debits a bank
account is definitely not idempotent.

When our server applications are not idempotent, we havdr& more carefully about when exactly
they might crash. If an application dies when it's idle, oril&lit’s processing a request, that’s usually
fine. We can use database transactions to make sure a dehitagedit are always done together, if at all.
If the server dies while sending its reply, that's a probleetause as far as it's concerned, it's done its
work.

if the network dies just as the reply is making its way backmdlient, the same problem arises. The
client will think the server died, will resend the requestgahe server will do the same work twice.
Which is not what we want.

We use the fairly standard solution of detecting and rajgatiuplicate requests. This means:

« The client must stamp every request with a unique clienttiienand a uniqgue message number.
- The server, before sending back a reply, stores it usinglighet ad + message number as a key.

- The server, when getting a request from a given client, firetks if it has a reply for that client id +
message number. If so, it does not process the request bregesds the reply.

4.12. Disconnected Reliability (Titanic Pattern)

Once you realize that Majordomo is a reliable’ message érofou might be tempted to add some
spinning rust (that is, ferrous-based hard disk platté&gr all, this works for all the enterprise
messaging systems. It's such a tempting idea that it'sla §ttd to have to be negative. But brutal
cynicism is one of my specialties. So, some reasons you damit rust-based brokers sitting in the
center of your architecture are:

- Asyou've seen, the Lazy Pirate client performs surprisinggll. It works across a whole range of
architectures, from direct client-to-server to distrédmitjueue devices. It does tend to assume that
workers are stateless and idempotent. But we can work artiahdimitation without resorting to rust.

- Rust brings a whole set of problems, from slow performangalttitional pieces to have to manage,
repair, and create 6am panics as they inevitably break ataneof daily operations. The beauty of the
Pirate patterns in general is their simplicity. They womdsh. And if you're still worried about the
hardware, you can move to a peer-to-peer pattern that hasokertat all. I'll explain later in this
chapter.

Having said this, however, there is one sane use case febagsd reliability, which is an asynchronous
disconnected network. It solves a major problem with Pjnaéenely that a client has to wait for an
answer in real-time. If clients and workers are only sparallif connected (think of email as an analogy),
we can't use a stateless network between clients and wollkerbave to put state in the middle.
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So, here’s the Titanic patteffigure 4-5, in which we write messages to disk to ensure they never get
lost, no matter how sporadically clients and workers aranected. As we did for service discovery,
we’re going to layer Titanic on top of Majordomo rather thastemd MDP. It's wonderfully lazy because
it means we can implement our fire-and-forget reliabilitpispecialized worker, rather than in the
broker. This is excellent for several reasons:

- Itis mucheasier because we divide and conquer: the broker handlesgeesouting and the worker
handles reliability.

- It lets us mix brokers written in one language with workergten in another.

- It lets us evolve the fire-and-forget technology indepetigien

The only downside is that there’s an extra network hop betvieeker and hard disk. This is easily
worth it.

There are many ways to make a persistent request-replytectimie. We'll aim for simple and painless.
The simplest design | could come up with, after playing witis for a few hours, is Titanic as a "proxy
service". That is, it doesn't affect workers at all. If a dievants a reply immediately, it talks directly to
a service and hopes the service is available. If a clientppy#o wait a while, it talks to Titanic instead
and asks, "hey, buddy, would you take care of this for me wigle buy my groceries?"

Figure 4-5. The Titanic Pattern

Client Client Client
Titanic, "Titanic,
give me coffee" give me tea"

Disk

Broker <4—»| Titanic <+“—r

' ' '
"Water" . "Tea" "Coffee" .

Worker Worker Worker
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Titanic is thus both a worker, and a client. The dialog betwalent and Titanic goes along these lines:

- Client: please accept this request for me. Titanic: OK, done
« Client: do you have a reply for me? Titanic: Yes, here it is. @, not yet.

- Client: ok, you can wipe that request now, it’s all happyaifiit: OK, done.

Whereas the dialog between Titanic and broker and workes lijeethis:

- Titanic: hey, broker, is there an echo service? Broker: ureah, seems like.
- Titanic: hey, echo, please handle this for me. Echo: sure, yau are.

- Titanic: sweeeeet!

You can work through this, and the possible failure scesatfa worker crashes while processing a
request, Titanic retries, indefinitely. If a reply gets Isstnewhere, Titanic will retry. If the request gets
processed but the client doesn’t get the reply, it will askiaglf Titanic crashes while processing a
request, or a reply, the client will try again. As long as rests are fully committed to safe storage, work
can't get lost.

The handshaking is pedantic, but can be pipelined, i.etsliean use the asynchronous Majordomo
pattern to do a lot of work and then get the responses later.

We need some way for a client to requigsteplies. We'll have many clients asking for the same
services, and clients disappear and reappear with ditfetentities. So here is a simple, reasonably
secure solution:

- Every request generates a universally unique ID (UUID) clfiitanic returns to the client when it's
queued the request.

« When a client asks for a reply, it must specify the UUID for grginal request.

This puts some onus on the client to store its request UUIRdys®&ut it removes any need for
authentication. What alternatives are there?

Before we jump off and write yet another formal specificatifum, fun!) let's consider how the client
talks to Titanic. One way is to use a single service and sethdat different request types. Another way,
which seems simpler, is to use three services:

- titanic.request- store a request message, return a UUID for the request.
- titanic.reply - fetch a reply, if available, for a given request UUID.

- titanic.close- confirm that a reply has been stored and processed.

We'll just make a multithreaded worker, which as we've seemfour multithreading experience with
@MQ, is trivial. However before jumping into code let’s séletdown what Titanic would look like in
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terms of MQ messages and frames: http://rfc.zeromqoeg/9. This is the "Titanic Service Protocol”,
or TSP.

Using TSP is clearly more work for client applications thaoessing a service directly via MDP. Here's
the shortest robust 'echo’ client example:

Example 4-16. Titanic client example (ticlient.lua)

(This example still needs translation into Lua)

Of course this can and in practice would be wrapped up in santedf framework. Real application
developers should never see messaging up close, it's adiowidre technically-minded experts to build
frameworks and APIs. If we had infinite time to explore thid,rhake a TSP API example, and bring the
client application back down to a few lines of code. But itis same principle as we saw for MDP, no
need to be repetitive.

Here’s the Titanic implementation. This server handleglinee services using three threads, as
proposed. It does full persistence to disk using the mogekiarce approach possible: one file per
message. It's so simple it's scary, the only complex patias it keeps a separate 'queue’ of all requests
to avoid reading the directory over and over:

Example 4-17. Titanic broker example (titanic.lua)

(This example still needs translation into Lua)

To test this, stanindbroker andtitanic  , then runticlient . Now startmdworker arbitrarily, and you
should see the client getting a response and exiting happily

Some notes about this code:

- We use MMI to only send requests to services that appear tortreng. This works as well as the
MMI implementation in the broker.

- We use an inproc connection to send new request data frotitahi&.request service through to the
main dispatcher. This saves the dispatcher from havingao ge disk directory, load all request files,
and sort them by date/time.

The important thing about this example is not performandechvis surely terrible, I've not tested it),
but how well it implements the reliability contract. To tity $tart the mdbroker and titanic programs.
Then start the ticlient, and then start the mdworker echagicrYou can run all four of these using the
"-v’ option to do verbose tracing of activity. You can stopdarestart any piecexcepthe client and
nothing will get lost.

If you want to use Titanic in real cases, you'll rapidly beiagk'how do we make this faster?" Here’s
what I'd do, starting with the example implementation:
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« Use a single disk file for all data, rather than multiple fil®perating systems are usually better at
handling a few large files than many smaller ones.

+ Organize that disk file as a circular buffer so that new retuesn be written contiguously (with very
occasional wraparound). One thread, writing full speedddsk file can work rapidly.

- Keep the index in memory and rebuild the index at startup,tinoen the disk buffer. This saves the
extra disk head flutter needed to keep the index fully safegln dfou would want an fsync after every
message, or every N milliseconds if you were prepared totloséast M messages in case of a system
failure.

+ Use a solid-state drive rather than spinning iron oxidet@tat

- Preallocate the entire file, or allocate in large chunksdtig the circular buffer to grow and shrink as
needed. This avoids fragmentation and ensures most reddg#@s are contiguous.

And so on. What I'd not recommend is storing messages in ddsga not even a 'fast’ key/value store,
unless you really like a specific database and don’'t havepagnce worries. You will pay a steep price
for the abstraction, 10 to 1000x over a raw disk file.

If you want to make Titanieven more reliableyou can do this by duplicating requests to a second
server, which you'd place in a second location just far efdogsurvive nuclear attack on your primary
location, yet not so far that you get too much latency.

If you want to make Titanienuch faster and less reliahlgou can store requests and replies purely in
memory. This will give you the functionality of a disconnedtnetwork, but it won’t survive a crash of
the Titanic server itself.

4.13. High-availability Pair (Binary Star Pattern)

4.13.1. Overview

The Binary Star pattern puts two servers in a primary-batkgp-availability pairFigure 4-§. At any
given time, one of these accepts connections from clienteagtjpns (it is the "master") and one does not
(it is the "slave"). Each server monitors the other. If thesteadisappears from the network, after a
certain time the slave takes over as master.

Binary Star pattern was developed by Pieter Hintjens andiM8ustrik for the iMatix OpenAMQ
server (http://www.openamg.org). We designed it:

- To provide a straight-forward high-availability solution
- To be simple enough to actually understand and use.

- To fail-over reliably when needed, and only when needed.
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Figure 4-6. High-availability Pair, Normal Operation

Primary < > Backup
"master” "slave"
Client

Assuming we have a Binary Star pair running, here are thergifit scenarios that will result in fail-over
happeningtigure 4-7:
1. The hardware running the primary server has a fatal pnofp@wer supply explodes, machine

catches fire, or someone simply unplugs it by mistake), asabgiears. Applications see this, and
reconnect to the backup server.

2. The network segment on which the primary server sits esasperhaps a router gets hit by a power
spike - and applications start to reconnect to the backwyeser

3. The primary server crashes or is killed by the operatordares not restart automatically.
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Figure 4-7. High-availability Pair During Failover

Primary < > Backup
"slave” "master”

!

Client

Recovery from fail-over works as follows:

1. The operators restart the primary server and fix whatexsdi@ms were causing it to disappear from
the network.

2. The operators stop the backup server, at a moment thatamidle minimal disruption to applications.

3. When applications have reconnected to the primary sg¢hepperators restart the backup server.

Recovery (to using the primary server as master) is a mamashtion. Painful experience teaches us
that automatic recovery is undesirable. There are sevesabns:

- Failover creates an interruption of service to applicajqossibly lasting 10-30 seconds. If there is a
real emergency, this is much better than total outage. Betibvery creates a further 10-30 second
outage, it is better that this happens off-peak, when users gone off the network.

- When there is an emergency, it's a Good Idea to create padulity for those trying to fix things.
Automatic recovery creates uncertainty for system admih®, can no longer be sure which server is
in charge without double-checking.

- Last, you can get situations with automatic recovery whetevarks will fail over, and then recover,
and operators are then placed in a difficult position to arealyhat happened. There was an
interruption of service, but the cause isn’t clear.

Having said this, the Binary Star pattern will fail back t@ thrimary server if this is running (again) and
the backup server fails. In fact this is how we provoke recpve
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The shutdown process for a Binary Star pair is to either:

1. Stop the passive server and then stop the active servey &tar time, or

2. Stop both servers in any order but within a few secondsdf ether.

Stopping the active and then the passive server with any dtehger than the fail-over timeout will
cause applications to disconnect, then reconnect, thenmhigct again, which may disturb users.

4.13.2. Detailed Requirements

Binary Star is as simple as it can be, while still working aately. In fact the current design is the third
complete redesign. Each of the previous designs we found todcomplex, trying to do too much, and
we stripped out functionality until we came to a design thaswnderstandable and use, and reliable
enough to be worth using.

These are our requirements for a high-availability architee:

- The fail-over is meant to provide insurance against caipbic system failures, such as hardware
breakdown, fire, accident, etc. To guard against ordinameserashes there are simpler ways to
recover.

- Failover time should be under 60 seconds and preferablyrdrideeconds.

- Failover has to happen automatically, whereas recover haygien manually. We want applications to
switch over to the backup server automatically but we do rasttdhem to switch back to the primary
server except when the operators have fixed whatever prablenawas, and decided that it is a good
time to interrupt applications again.

« The semantics for client applications should be simple asg ér developers to understand. Ideally
they should be hidden in the client API.

- There should be clear instructions for network architeoth@w to avoid designs that could lead to
split brain syndrome in which both servers in a Binary Star {énk they are the master server.

- There should be no dependencies on the order in which thedwers are started.

- It must be possible to make planned stops and restarts efr signver without stopping client
applications (though they may be forced to reconnect).

« Operators must be able to monitor both servers at all times.

- It must be possible to connect the two servers using a higkégdedicated network connection. That
is, fail-over synchronization must be able to use a sped#imUte.

We make these assumptions:

- A single backup server provides enough insurance, we deed multiple levels of backup.

- The primary and backup servers are equally capable of cartkie application load. We do not
attempt to balance load across the servers.
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- There is sufficient budget to cover a fully redundant baclarges that does nothing almost all the
time.

We don'’t attempt to cover:

- The use of an active backup server or load balancing. In arB&t@r pair, the backup server is
inactive and does no useful work until the primary serversgaféline.

« The handling of persistent messages or transactions in agy\e assuming a network of unreliable
(and probably untrusted) servers or Binary Star pairs.

- Any automatic exploration of the network. The Binary Stair mmanually and explicitly defined in
the network and is known to applications (at least in themfiguration data).

- Replication of state or messages between servers. Allissite state much be recreated by
applications when they fail over.

Here is the key terminology we use in Binary Star:

- Primary - the primary server is the one that is normally ‘'master’.

- Backup - the backup server is the one that is normally 'slave’, it mdcome master if and when the
primary server disappears from the network, and when clipptications ask the backup server to
connect.

« Master - the master server is the one of a Binary Star pair that asadipnt connections. There is at
most one master server.

- Slave- the slave server is the one that takes over if the masteppksas. Note that when a Binary
Star pair is running normally, the primary server is masted the backup is slave. When a fail-over
has happened, the roles are switched.

To configure a Binary Star pair, you need to:

1. Tell the primary server where the backup server is.
2. Tell the backup server where the primary server is.

3. Optionally, tune the fail-over response times, which nhesthe same for both servers.

The main tuning concern is how frequently you want the sart@check their peering status, and how
quickly you want to activate fail-over. In our example, tlad-bver timeout value defaults to 2000 msec.
If you reduce this, the backup server will take over as mastae rapidly but may take over in cases
where the primary server could recover. You may for examplelwrapped the primary server in a shell
script that restarts it if it crashes. In that case the tinhsbould be higher than the time needed to restart
the primary server.

For client applications to work properly with a Binary Staipthey must:

1. Know both server addresses.

2. Try to connect to the primary server, and if that fails,ite backup server.
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3. Detect a failed connection, typically using heartbestin

4. Try to reconnect to primary, and then backup, with a de&tyvben retries that is at least as high as
the server fail-over timeout.

5. Recreate all of the state they require on a server.

6. Retransmit messages lost during a fail-over, if messaged to be reliable.
It's not trivial work, and we’d usually wrap this in an API thlaides it from real end-user applications.

These are the main limitations of the Binary Star pattern:

« A server process cannot be part of more than one Binary Star pa
- A primary server can have a single backup server, no more.

« The backup server cannot do useful work while in slave mode.

- The backup server must be capable of handling full appticdbads.
- Failover configuration cannot be modified at runtime.

« Client applications must do some work to benefit from faieov

4.13.3. Preventing Split-Brain Syndrome

"Split-brain syndrome" is when different parts of a clugténk they are 'master’ at the same time. It
causes applications to stop seeing each other. Binary &aarhalgorithm for detecting and eliminating
split brain, based on a three-way decision mechanism (@seiill not decide to become master until it
gets application connection requests and it cannot seeétsgerver).

However it is still possible to (mis)design a network to fttuk algorithm. A typical scenario would a
Binary Star pair distributed between two buildings, wheaetebuilding also had a set of applications,
and there was a single network link between both buildingsaking this link would create two sets of
client applications, each with half of the Binary Star paird each fail-over server would become active.

To prevent split-brain situations, wéUST connect Binary Star pairs using a dedicated network link,
which can be as simple as plugging them both into the samelswitbetter, using a cross-over cable
directly between two machines.

We must not split a Binary Star architecture into two islaredech with a set of applications. While this
may be a common type of network architecture, we'd use feiderarot high-availability fail-over, in
such cases.

A suitably paranoid network configuration would use two gté/cluster interconnects, rather than a
single one. Further, the network cards used for the clusteitdhbe different to those used for message
infout, and possibly even on different PCI paths on the séraedware. The goal being to separate
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possible failures in the network from possible failureshia tluster. Network ports have a relatively high
failure rate.

4.13.4. Binary Star Implementation

Without further ado, here is a proof-of-concept impleméateof the Binary Star server:

Example 4-18. Binary Star server (bstarsrv.lua)

(This example still needs translation into Lua)

And here is the client:

Example 4-19. Binary Star client (bstarcli.lua)

(This example still needs translation into Lua)

To test Binary Star, start the servers and client in any order

bstarsrv -p # Start primary
bstarsrv -b # Start backup
bstarcli

You can then provoke fail-over by killing the primary servand recovery by restarting the primary and
killing the backup. Note how it’s the client vote that triggdail-over, and recovery.

Binary star is driven by a finite state machiRigfure 4-§. States in green accept client requests, states in
pink refuse them. Events are the peer state, so "Peer Actieahs the other server has told us it's active.
"Client Request" means we've received a client requesieh€Vote" means we've received a client
request AND our peer is inactive for two heartbeats.
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Figure 4-8. Binary Star Finite State Machine
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Note that the servers use PUB-SUB sockets for state exchilloggther socket combination will work
here. PUSH and DEALER block if there is no peer ready to recaimnessage. PAIR does not reconnect
if the peer disappears and comes back. ROUTER needs thesaddithe peer before it can send it a
message.

These are the main limitations of the Binary Star pattern:

« A server process cannot be part of more than one Binary Star pa
- A primary server can have a single backup server, no more.

« The backup server cannot do useful work while in slave mode.

- The backup server must be capable of handling full appticdtiads.
- Failover configuration cannot be modified at runtime.

- Client applications must do some work to benefit from faieov

4.13.5. Binary Star Reactor

Binary Star is useful and generic enough to package up asabskureactor class. The reactor then runs
and calls our code whenever it has a message to processsThigh nicer than copying/pasting the
Binary Star code into each server where we want that capatiliC we wrap the CZMQloop class,
though your mileage may vary in other languages. Here isdtze interface in C:

/I Create a new Binary Star instance, using local (bind) and
/I remote (connect) endpoints to set-up the server peering.
bstar t  *bstar_new (int primary, char *|ocal, char * remote);
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/I Destroy a Binary Star instance
void bstar_destroy (bstar_t * self_p);

/I Return underlying zloop reactor, for timer and reader
/I registration and cancelation.
zloop_t  +bstar_zloop (bstar_t * self);

/I Register voting reader
int bstar_voter (bstar_t +self, char *endpoint, int type,

zloop_fn handler, void *arg);

/I Register main state change handlers

void bstar_new_master (bstar_t *self, zloop_fn handler, void *arg);
void bstar_new_slave (bstar_t *self, zloop_fn handler, void *arg);

/I Start the reactor, ends if a callback function returns -1, or the
/I process received SIGINT or SIGTERM.

int bstar_start (bstar_t * self);

And here is the class implementation:

Example 4-20. Binary Star core class (bstar.lua)

(This example still needs translation into Lua)

Which gives us the following short main program for the serve

Example 4-21. Binary Star server, using core class (bstarg®.lua)

(This example still needs translation into Lua)

4.14. Brokerless Reliability (Freelance Pattern)

It might seem ironic to focus so much on broker-based rdifgbivhen we often explain MQ as
"brokerless messaging". However in messaging, as in ffeattie middleman is both a burden and a
benefit. In practice, most messaging architectures benefit & mix of distributed and brokered
messaging. You get the best results when you can decidg fsbelt tradeoffs you want to make. This is
why | can drive 10km to a wholesaler to buy five cases of winafparty, but | can also walk 10 minutes
to a corner store to buy one bottle for a dinner. Our highlytexiasensitive relative valuations of time,
energy, and cost are essential to the real world economytheydare essential to an optimal
message-based architecture.

Which is why @MQ does ndtnposea broker-centric architecture, though it gives you thegdolbuild
brokers, aka "devices", and we've built a dozen or so diffeomes so far, just for practice.
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So we’ll end this chapter by deconstructing the broker-8askability we've built so far, and turning it
back into a distributed peer-to-peer architecture | calfheelance pattern. Our use case will be a name
resolution service. This is a common problem with @MQ akesttitres: how do we know the endpoint to
connect to? Hard-coding TCP/IP addresses in code is insfmagile. Using configuration files creates
an administration nightmare. Imagine if you had to handfigoime your web browser, on every PC or
mobile phone you used, to realize that "google.com" wasl'Z%3.230.82".

A BMQ name service (and we'll make a simple implementatic to:

- Resolve a logical name into at least a bind endpoint, and aemiendpoint. A realistic name service
would provide multiple bind endpoints, and possibly muéiponnect endpoints too.

- Allow us to manage multiple parallel environments, e.gst'tes. "production” without modifying
code.

- Be reliable, because if it is unavailable, applications e able to connect to the network.

Putting a name service behind a service-oriented Majordurmoker is clever from some points of view.
However it's simpler and much less surprising to just exgbseame service as a server that clients can
connect to directly. If we do this right, the name servicedmes theonly global network endpoint we
need to hard-code in our code or configuration files.

The types of failure we aim to handle are server crashes atartg server busy looping, server
overload, and network issues. To get reliability, we’'llatea pool of name servers so if one crashes or
goes away, clients can connect to another, and so on. Inggato would be enough. But for the
example, we'll assume the pool can be any stigfre 4-9.
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Figure 4-9. The Freelance Pattern

Client Client Client
connect connect connect
bind bind bind
Server Server Server

In this architecture a large set of clients connect to a seglbf servers directly. The servers bind to
their respective addresses. It's fundamentally diffefieath a broker-based approach like Majordomo,
where workers connect to the broker. For clients, there amiple of options:

+ Clients could use REQ sockets and the Lazy Pirate pattery, Bat would need some additional
intelligence to not stupidly reconnect to dead servers audrover.

- Clients could use DEALER sockets and blast out requestsciwihill be load balanced to all
connected servers) until they get a reply. Brutal, but negaht.

« Clients could use ROUTER sockets so they can address spaaifiers. But how does the client know
the identity of the server sockets? Either the server hagtpthe client first (complex), or the each
server has to use a hard-coded, fixed identity known to tleathasty).

4.14.1. Model One - Simple Retry and Failover

So our menu appears to offer: simple, brutal, complex, otynhet’s start with 'simple’ and then work
out the kinks. We take Lazy Pirate and rewrite it to work withltiple server endpoints. Start the server
first, specifying a bind endpoint as argument. Run one orraéservers:

Example 4-22. Freelance server, Model One (flserverl.lua)

--  Freelance server - Model 1
--  Trivial echo service
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-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmsg"
require"zmq"

if (#arg < 1) then
printf("l: syntax: %s <endpoint>\n", arg[0])
o0s.exit(0)

end

local context = zmg.init(1)

s_catch_signals()

-- Implement basic echo service
local server = context:socket(zmq.REP)
server:bind(arg[1])
printf("l: echo service is ready at %s\n", arg[l])
while (not s_interrupted) do
local msg, err = zmsg.recv(server)
if err then
print('recv error:’, err)
break -- Interrupted
end
msg:send(server)
end
if (s_interrupted) then
printf("W: interrupted\n")
end
server:close()
context:term()

Then start the client, specifying one or more connect emdpais arguments:

Example 4-23. Freelance client, Model One (flclientl.lua)

(This example still needs translation into Lua)

For example:
flserverl tcp:// *:5555 &
flserverl tcp:// *:5556 &

flclientl tcp://localhost:5555 tcp://localhost:5556

While the basic approach is Lazy Pirate, the client aimssbget one successful reply. It has two
techniques, depending on whether you are running a singlerser multiple servers:

- With a single server, the client will retry several timesaetty as for Lazy Pirate.

- With multiple servers, the client will try each server at hasce, until it's received a reply, or has
tried all servers.
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This solves the main weakness of Lazy Pirate, namely thatitidcnot do fail-over to backup / alternate
servers.

However this design won'’t work well in a real applicationwé&’re connecting many sockets, and our
primary name server is down, we're going to do this painfuktout each time.

4.14.2. Model Two - Brutal Shotgun Massacre

Let’s switch our client to using a DEALER socket. Our goalderto make sure we get a reply back
within the shortest possible time, no matter whether theary server is down or not. Our client takes
this approach:

- We set things up, connecting to all servers.
- When we have a request, we blast it out as many times as we dlaxEs
- We wait for the first reply, and take that.

- We ignore any other replies.

What will happen in practice is that when all servers are ngZMQ will distribute the requests so
each server gets one request, and sends one reply. Whemeayisoffline, and disconnected, GMQ

will distribute the requests to the remaining servers. Serees may in some cases get the same request
more than once.

What's more annoying for the client is that we’ll get mulépkplies back, but there’s no guarantee we’ll
get a precise number of replies. Requests and replies cdmsyét.g. if the server crashes while
processing a request).

So, we have to number requests, and ignore any replies thatdatch the request number. Our Model
One server will work, since it's an echo server, but coinoiieis not a great basis for understanding. So
we’ll make a Model Two server that chews up the message netucorrectly-numbered reply with the
content "OK". We’'ll use messages consisting of two part&gquence number and a body.

Start the server once or more, specifying a bind endpoirit tae:

Example 4-24. Freelance server, Model Two (flserver2.lua)

-- Freelance server - Model 2
-- Does some work, replies OK, with message sequencing

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmsg"
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if (#arg < 1) then
printf ("l: syntax: %s <endpoint>\n", arg[0])
os.exit (0)

end

local context = zmgq.init(1)

s_catch_signals()

local server = context:socket(zmq.REP)
server:bind(arg[1])
printf ("l: service is ready at %s\n", arg[1])
while (not s_interrupted) do

local msg, err = zmsg.recv(server)

if err then
print('recv error:’, err)
break -- Interrupted
end
- Fail nastily if run against wrong client
assert (msg:parts() == 2)

msg:body_set("OK")
msg:send(server)

end

if (s_interrupted) then
printf("W: interrupted\n")

end

server:close()

context:term()

Then start the client, specifying the connect endpoints@smaents:

Example 4-25. Freelance client, Model Two (flclient2.lua)

(This example still needs translation into Lua)

Some notes on this code:

Chapter 4. Reliable Request-Reply

« The clientis structured as a nice little class-based ARlhfues the dirty work of creating @MQ
contexts and sockets, and talking to the server. If a shditast to the midriff can be called "talking".

- The client will abandon the chase if it can't fimthy responsive server within a few seconds.

- The client has to create a valid REP envelope, i.e. add anyamgrsage frame to the front of the

message.

The client does 10,000 name resolution requests (fake simeg our server does essentially nothing),
and measures the average cost. On my test box, talking tceower sit's about 60 usec. Talking to three

servers, it's about 80 usec.

So pros and cons of our shotgun approach:

- Pro:itis simple, easy to make and easy to understand.
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- Pro: it does the job of fail-over, and works rapidly, so losglzere is at least one server running.
« Con: it creates redundant network traffic.
- Con: we can't prioritize our servers, i.e. Primary, then@etary.

- Con: the server can do at most one request at a time, period.

4.14.3. Model Three - Complex and Nasty

The shotgun approach seems too good to be true. Let’s bdificiand work through all the alternatives.
We're going to explore the complex/nasty option, even # dthly to finally realize that we preferred
brutal. Ah, the story of my life.

We can solve the main problems of the client by switching t@4JRER socket. That lets us send
requests to specific servers, avoid servers we know are deddh) general be as smart as we want to
make it. We can also solve the main problem of the serverlsithgeadedness) by switching to a
ROUTER socket.

But doing ROUTER-t0-ROUTER between two anonymous sockeltéch haven'’t set an identity) is not
possible. Both sides generate an identity (for the other) megy when they receive a first message, and
thus neither can talk to the other until it has first receivegessage. The only way out of this conundrum
is to cheat, and use hard-coded identities in one directiba.proper way to cheat, in a client server
case, is that the client ’knows’ the identity of the servacevwersa would be insane, on top of complex
and nasty. Insane, complex, and nasty are great attribmt@sgfenocidal dictator, but terrible ones for
software.

Rather than invent yet another concept to manage, we’'llhesednnection endpoint as identity. This is a
unigue string both sides can agree on without more prior kedge than they already have for the
shotgun model. It's a sneaky and effective way to connectR@WTER sockets.

Remember how ZMQ identities work. The server ROUTER soakistan identity before it binds its
socket. When a client connects, they do a little handsha&gdbange identities, before either side sends
a real message. The client ROUTER socket, having not seteatitiyl sends a null identity to the server.
The server generates a random UUID for the client, for its ag® The server sends its identity (which
we've agreed is going to be an endpoint string) to the client.

This means our client can route a message to the servergie .o its ROUTER socket, specifying the
server endpoint as identity) as soon as the connectionablested. That's nammediatelyafter doing a
zmgq_connect, but some random time thereafter. Herein iegpooblem: we don’t know when the server
will actually be available and complete its connection tednake. If the server is actually online, it could
be after a few milliseconds. If the server is down, and th@dgsn is out to lunch, it could be an hour.

There’s a small paradox here. We need to know when serveosrteeconnected and available for work.
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In the Freelance pattern, unlike the broker-based patteersaw earlier in this chapter, servers are silent
until spoken to. Thus we can’t talk to a server until it's tolslit's on-line, which it can’t do until we've
asked it.

My solution is to mix in a little of the shotgun approach fronodel 2, meaning we’'ll fire (harmless)
shots at anything we can, and if anything moves, we knowlit/ie alWe're not going to fire real requests,
but rather a kind of ping-pong heartbeat.

This brings us to the realm of protocols again, so here’s @ spec that defines how a Freelance client
and server exchange PING-PONG commands, and requestem@plyiands:

« http://rfc.zeromg.org/spec:10

Itis short and sweet to implement as a server. Here’s our seh@r, Model Three, now speaking FLP.

Model Three of the server is just slightly different:

Example 4-26. Freelance server, Model Three (flserver3.l)a

-- Freelance server - Model 3
-- Uses an ROUTER/ROUTER socket but just one thread

-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>

require"zmq"
require"zmsg"

local verbose = (arg[1l] == "-v")

local context = zmg.init(1)
s_catch_signals ()

--  Prepare server socket with predictable identity
local bind_endpoint = "tcp:// * :5555"

local connect_endpoint = "tcp://localhost:5555"
local server = context:socket(zmq.ROUTER)
server:setopt(zmq.IDENTITY, connect_endpoint)
server:bind(bind_endpoint)

printf ("I: service is ready at %s\n", bind_endpoint)

while (not s_interrupted) do
local request = zmsg.recv (server)
local reply = nil
if (not request) then
break -- Interrupted
end
if (verbose) then
request:dump()
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--  Frame 0: identity of client
-- Frame 1: PING, or client control frame
--  Frame 2: request body
local address = request:pop()
if (request:parts() == 1 and request:body() == "PING") then
reply = zmsg.new ("PONG")
elseif (request:parts() > 1) then
reply = request
request = nil
reply:body_set("OK")
end
reply:push(address)
if (verbose and reply) then
reply:dump()
end
reply:send(server)
end
if (s_interrupted) then
printf ("W: interrupted\n”)
end
server:close()
context:term()

The Freelance client, however, has gotten large. For gléf# split into an example application and a
class that does the hard work. Here’s the top-level apjiicat

Example 4-27. Freelance client, Model Three (flclient3.lua

(This example still needs translation into Lua)

And here, almost as complex and large as the Majordomo hyriskide client API class:

Example 4-28. Freelance client API (flcliapi.lua)

(This example still needs translation into Lua)

This APl implementation is fairly sophisticated and usesapte of techniques that we've not seen
before:

Multithreaded API

The client API consists of two parts, a synchronous 'flcligfziss that runs in the application thread, and
an asynchronous 'agent’ class that runs as a backgrourattfiRemember how @MQ makes it easy to
create multithreaded apps. The flcliapi and agent clasbettaach other with messages over an

inproc  socket. All GMQ aspects (such as creating and destroyingeext) are hidden in the API. The
agent in effect acts like a mini-broker, talking to servershie background, so that when we make a
request, it can make a best effort to reach a server it balisvevailable.
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Tickless poll timer

In previous poll loops we always used a fixed tick interva], & second, which is simple enough but not
excellent on power-sensitive clients, such as notebooksotnile phones, where waking the CPU costs
power. For fun, and to help save the planet, the agent useklke4s timer’, which calculates the poll
delay based on the next timeout we're expecting. A propeldmpntation would keep an ordered list of
timeouts. We just check all timeouts and calculate the pelhyluntil the next one.

4.15. Conclusion

In this chapter we've seen a variety of reliable requeslyregchanisms, each with certain costs and
benefits. The example code is largely ready for real usegthdus not optimized. Of all the different
patterns, the two that stand out are the Majordomo pattermyrbker-based reliability, and the Freelance
pattern for brokerless reliability.
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In Chapters Three and Four we looked at advanced use of IMQest-reply pattern. If you managed
to digest all that, congratulations. In this chapter westtdis on publish-subscribe, and extend @MQ'’s
core pub-sub pattern with higher-level patterns for penfamce, reliability, state distribution, and
monitoring.

We'll cover:

- How to handle too-slow subscribers (t8aicidal Snaipattern).

- How to design high-speed subscribers @iack Boxpattern).

- How to build a shared key-value cache (lenepattern).

- How to use reactors to simplify complex servers.

- How to use the Binary Star pattern to add failover to a server.

« How to monitor a publish-subscribe network (tBspressgattern).

5.1. Slow Subscriber Detection (Suicidal Snail Pattern)

A common problem you will hit when using the pub-sub patterreal life is the slow subscriber. In an
ideal world, we stream data at full speed from publishersitissribers. In reality, subscriber
applications are often written in interpreted languagegjst do a lot of work, or are just badly written,
to the extent that they can’t keep up with publishers.

How do we handle a slow subscriber? The ideal fix is to makeubsaiber faster, but that might take
work and time. Some of the classic strategies for handliigva subscriber are:

- Queue messages on the publishefhis is what Gmail does when | don't read my email for a couple
of hours. But in high-volume messaging, pushing queuesegust has the thrilling but unprofitable
result of making publishers run out of memory and crash. &afig if there are lots of subscribers
and it's not possible to flush to disk for performance reasons

+ Queue messages on the subscribérhis is much better, and it's what @MQ does by default if the
network can keep up with things. If anyone’s going to run duhemory and crash, it'll be the
subscriber rather than the publisher, which is fair. Thizadect for "peaky" streams where a
subscriber can’t keep up for a while, but can catch up whestiiegam slows down. However it's no
answer to a subscriber that’s simply too slow in general.

- Stop queuing new messages after a whil@his is what Gmail does when my mailbox overflows its
7.554GB, no 7.555GB of space. New messages just get rejectirdpped. This is a great strategy
from the perspective of the publisher, and it's what @MQ deken the publisher sets a high water
mark or HWM. However it still doesn’t help us fix the slow subiber. Now we just get gaps in our
message stream.
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« Punish slow subscribers with disconnectThis is what Hotmail does when | don't login for two
weeks, which is why I'm on my fifteenth Hotmail account. It'si@e brutal strategy that forces
subscribers to sit up and pay attention, and would be ideaZMQ doesn’t do this, and there’s no
way to layer it on top since subscribers are invisible to jsiiar applications.

None of these classic strategies fit. So we need to get cee&ather than disconnect the publisher, let's
convince the subscriber to kill itself. This is the Suici@alail pattern. When a subscriber detects that it’s
running too slowly (where "too slowly" is presumably a configd option that really means "so slowly
that if you ever get here, shout really loudly because | neéahow, so | can fix this!"), it croaks and dies.

How can a subscriber detect this? One way would be to sequeessages (number them in order), and
use a HWM at the publisher. Now, if the subscriber detectg(iga the numbering isn’t consecutive), it
knows something is wrong. We then tune the HWM to the "croakdia if you hit this" level.

There are two problems with this solution. One, if we have yraublishers, how do we sequence
messages? The solution is to give each publisher a uniqued@@d that to the sequencing. Second, if
subscribers use ZMQ_SUBSCRIBE filters, they will get gapsé&fynition. Our precious sequencing
will be for nothing.

Some use-cases won't use filters, and sequencing will warthén. But a more general solution is that
the publisher timestamps each message. When a subscribar gessage it checks the time, and if the
difference is more than, say, one second, it does the "cnodikli@" thing. Possibly firing off a squawk to
some operator console first.

The Suicide Snail pattern works especially when subsibave their own clients and service-level
agreements and need to guarantee certain maximum lateAbi@sing a subscriber may not seem like a
constructive way to guarantee a maximum latency, but iesatbsertion model. Abort today, and the
problem will be fixed. Allow late data to flow downstream, ahd problem may cause wider damage
and take longer to appear on the radar.

So here is a minimal example of a Suicidal Snail:

Example 5-1. Suicidal Snail (suisnail.lua)

--  Suicidal Snalil
-~ Author: Robert G. Jakabosky <bobby@sharedrealm.com>
require"zmq"

require"zmg.threads"
require"zhelpers"

--  This is our subscriber
-- It connects to the publisher and subscribes to everything Lt
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-- sleeps for a short time between messages to simulate doing too
-~ much work. If a message is more than 1 second late, it croaks

local subscriber = [[
require"zmq"
require"zhelpers"

local MAX_ALLOWED_ DELAY 1000 -~ msecs

local context = zmgq.init(1)

-~ Subscribe to everything

local subscriber = context:socket(zmq.SUB)
subscriber:connect("tcp://localhost:5556")
subscriber:setopt(zmq.SUBSCRIBE, ", 0)

-- Get and process messages
while true do
local msg = subscriber:recv()
local clock = tonumber(msg)

-- Suicide snail logic
if (s_clock () - clock > MAX_ALLOWED_DELAY) then
fprintf (io.stderr, "E: subscriber cannot keep up, abortin g\n")
break
end
-- Work for 1 msec plus some random additional time
s_sleep (1 + randof (2))
end
subscriber:close()
context:term()

-- This is our server task
-- It publishes a time-stamped message to its pub socket ever y 1ms.

local publisher = [[
require"zmq"
require"zhelpers"

local context = zmgq.init(1)

--  Prepare publisher
local publisher = context:socket(zmg.PUB)
publisher:bind("tcp:// *:5556")

while true do
--  Send current clock (msecs) to subscribers
publisher:send(tostring(s_clock()))
s_sleep (1); --  1lmsec wait
end
publisher:close()

225



Chapter 5. Advanced Publish-Subscribe

context:term()

-~ This main thread simply starts a client, and a server, and t hen
-- waits for the client to croak.

local server_thread = zmgq.threads.runstring(nil, publis her)
server_thread:start(true)

local client_thread = zmg.threads.runstring(nil, subscr iber)
client_thread:start()
client_thread:join()

Notes about this example:

- The message here consists simply of the current system atoalnumber of milliseconds. In a
realistic application you'd have at least a message heaitlethve timestamp, and a message body
with data.

« The example has subscriber and publisher in a single proagsso threads. In reality they would be
separate processes. Using threads is just convenien&fdetinonstration.

5.2. High-speed Subscribers (Black Box Pattern)

A common use-case for pub-sub is distributing large da&msts. For example, ‘'market data’ coming
from stock exchanges. A typical set-up would have a publisbhenected to a stock exchange, taking
price quotes, and sending them out to a number of subscrib#rsre are a handful of subscribers, we
could use TCP. If we have a larger number of subscribers, p@dably use reliable multicast, ijggm.

Let’s imagine our feed has an average of 100,000 100-byteages a second. That's a typical rate, after
filtering market data we don't need to send on to subscrilhre. we decide to record a day’s data
(maybe 250 GB in 8 hours), and then replay it to a simulatidwaek, i.e. a small group of subscribers.
While 100K messages a second is easy for a @MQ applicatiomameto replaymuch faster

So we set-up our architecture with a bunch of boxes, one ®optiblisher, and one for each subscriber.
These are well-specified boxes, eight cores, twelve for tidigher. (If you're reading this in 2015,
which is when the Guide is scheduled to be finished, pleasa aédo to those numbers.)

And as we pump data into our subscribers, we notice two things

1. When we do even the slightest amount of work with a messgjeyvs down our subscriber to the
point where it can’t catch up with the publisher again.

2. We're hitting a ceiling, at both publisher and subscribearound say 6M messages a second, even
after careful optimization and TCP tuning.
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The first thing we have to do is break our subscriber into aithu#taded design so that we can do work
with messages in one set of threads, while reading messagesither. Typically we don’t want to
process every message the same way. Rather, the subsdtiliittewsome messages, perhaps by prefix
key. When a message matches some criteria, the subscribeala worker to deal with it. In GMQ
terms this means sending the message to a worker thread.

So the subscriber looks something like a queue device. Wel cse various sockets to connect the
subscriber and workers. If we assume one-way traffic, an#t@vsrthat are all identical, we can use
PUSH and PULL, and delegate all the routing work to @N¥iQure 5-1. This is the simplest and fastest
approach.

Figure 5-1. The Simple Black Box Pattern

Publisher

PUB

SUB

Subscriber

PUSH I

' ' '
PULL I PULL I PULL I

Worker Worker Worker

The subscriber talks to the publisher over TCP or PGM. Theaiilter talks to its workers, which are all
in the same process, over inproc.
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Now to break that ceiling. What happens is that the subsctifsead hits 100% of CPU, and since it is
one thread, it cannot use more than one core. A single thrébalways hit a ceiling, be it at 2M, 6M, or
more messages per second. We want to split the work acros$ipiatiireads that can run in parallel.

The approach used by many high-performance products, wiocks here, isharding meaning we
split the work into parallel and independent streams. Eaff.df the topic keys are in one stream, half in
anotherFigure 5-2. We could use many streams, but performance won’t scakssnve have free cores.

So let’s see how to shard into two streams:

Figure 5-2. Mad Black Box Pattern

Publisher

Fast box

Subscriber

PUS)H PUSH
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Worker \ Worker \ Worker \

With two streams, working at full speed, we would configure @l follows:

« Two I/O threads, rather than one.
- Two network interfaces (NIC), one per subscriber.
- Each /O thread bound to a specific NIC.

- Two subscriber threads, bound to specific cores.
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- Two SUB sockets, one per subscriber thread.
- The remaining cores assigned to worker threads.

- Worker threads connected to both subscriber PUSH sockets.

With ideally, no more threads in our architecture than we ¢@és. Once we create more threads than
cores, we get contention between threads, and diminisktogns. There would be no benefit, for
example, in creating more I/O threads.

5.3. A Shared Key-Value Cache (Clone Pattern)

Pub-sub is like a radio broadcast, you miss everything lefou join, and then how much information
you get depends on the quality of your reception. Surprigjrigr engineers who are used to aiming for
"perfection”, this model is useful and wide-spread, beedtumaps perfectly to real-world distribution of
information. Think of Facebook and Twitter, the BBC World@ee, and the sports results.

However, there are also a whole lot of cases where more kelmib-sub would be valuable, if we could
do it. As we did for request-reply, let’s define "reliabiliiy terms of what can go wrong. Here are the
classic problems with pub-sub:

+ Subscribers join late, so miss messages the server alreaty s
« Subscriber connections are slow, and can lose messageag thai time.

- Subscribers go away, and lose messages while they are away.

Less often, we see problems like these:

+ Subscribers can crash, and restart, and lose whateveheégtalteady received.
« Subscribers can fetch messages too slowly, so queues lpudlddithen overflow.
- Networks can become overloaded and drop data (specifitallpGM).

- Networks can become too slow, so publisher-side queuefl@veand publishers crash.
A lot more can go wrong but these are the typical failures vediisa realistic system.

We've already solved some of these, such as the slow subsanibich we handle with the Suicidal Snail
pattern. But for the rest, it would be nice to have a geneeiesable framework for reliable pub-sub.

The difficulty is that we have no idea what our target appiicet actually want to do with their data. Do
they filter it, and process only a subset of messages? Dodlga¢ data somewhere for later reuse? Do
they distribute the data further to workers? There are donéplausible scenarios, and each will have its
own ideas about what reliability means and how much it's tvertterms of effort and performance.
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So we’'ll build an abstraction that we can implement once,taed reuse for many applications. This
abstraction is @hared key-value cachgwhich stores a set of blobs indexed by unique keys.

Don't confuse this withdistributed hash tablesvhich solve the wider problem of connecting peers in a
distributed network, or witldistributed key-value tables/hich act like non-SQL databases. All we will
build is a system that reliably clones some in-memory stat@ fa server to a set of clients. We want to:

+ Letaclient join the network at any time, and reliably get ¢tierent server state.

- Let any client update the key-value cache (inserting newMaye pairs, updating existing ones, or
deleting them).

- Reliably propagate changes to all clients, and do this witkirrum latency overhead.

- Handle very large numbers of clients, e.g. tens of thousandsre.

The key aspect of the Clone pattern is that clients talk badetvers, which is more than we do in a
simple pub-sub dialog. This is why | use the terms 'served afient’ instead of ‘publisher’ and
'subscriber’. We'll use pub-sub as the core of Clone but & st more than that.

5.3.1. Distributing Key-Value Updates

We'll develop Clone in stages, solving one problem at a tiRiest, let’s look at how to distribute
key-value updates from a server to a set of clients. We'k talr weather server from Chapter One and
refactor it to send messages as key-value dagsfe 5-3. We’'ll modify our client to store these in a
hash table.
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Figure 5-3. Simplest Clone Model
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This is the server:

Example 5-2. Clone server, Model One (clonesrvl.lua)

(This example still needs translation into Lua)

And here is the client:

Example 5-3. Clone client, Model One (cloneclil.lua)

(This example still needs translation into Lua)

Some notes about this code:

- All the hard work is done in &vmsg class. This class works with key-value message objectghwhi
are multi-part @MQ messages structured as three framey. @K8MQ string), a sequence number
(64-bit value, in network byte order), and a binary body @isaverything else).

- The server generates messages with a randomized 4-digivkéh lets us simulate a large but not
enormous hash table (10K entries).
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- The server does a 200 millisecond pause after binding itee$o€his is to prevent "slow joiner
syndrome" where the subscriber loses messages as it conodoe server’s socket. We'll remove that
in later models.

« We'll use the terms 'publisher’ and 'subscriber’ in the cadeefer to sockets. This will help later
when we have multiple sockets doing different things.

Here is the kvmsg class, in the simplest form that works fav:no

Example 5-4. Key-value message class (kvsimple.lua)

(This example still needs translation into Lua)
We'll make a more sophisticated kvmsg class later, for usimgal applications.

Both the server and client maintain hash tables, but thisrficglel only works properly if we start all
clients before the server, and the clients never crash:sTimatt reliability’.

5.3.2. Getting a Snapshot

In order to allow a late (or recovering) client to catch uphaatserver it has to get a snapshot of the
server’s state. Just as we've reduced "message" to meaqguarssed key-value pair”, we can reduce
"state" to mean "a hash table". To get the server state, @t cpens a REQ socket and asks for it
explicitly(Figure 5-3.
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Figure 5-4. State Replication
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To make this work, we have to solve the timing problem. Ggtéirstate snapshot will take a certain time,
possibly fairly long if the snapshot is large. We need to ectly apply updates to the snapshot. But the
server won't know when to start sending us updates. One waydiae to start subscribing, get a first
update, and then ask for "state for update N". This wouldiredbe server storing one snapshot for each
update, which isn’t practical.

So we will do the synchronization in the client, as follows:

- The client first subscribes to updates and then makes a staiest. This guarantees that the state is
going to be newer than the oldest update it has.

- The client waits for the server to reply with state, and mdaferqueues all updates. It does this
simply by not reading them: @MQ keeps them queued on the sqalkeele, since we don’t set a HWM.

- When the client receives its state update, it begins onde &meead updates. However it discards any
updates that are older than the state update. So if the stdégaiincludes updates up to 200, the client
will discard updates up to 201.

- The client then applies updates to its own state snapshot.

It's a simple model that exploits @MQ’s own internal queudsre’s the server:

233



Chapter 5. Advanced Publish-Subscribe

Example 5-5. Clone server, Model Two (clonesrv2.lua)

(This example still needs translation into Lua)

And here is the client:

Example 5-6. Clone client, Model Two (clonecli2.lua)

(This example still needs translation into Lua)

Some notes about this code:

« The server uses two threads, for simpler design. One thmeallipes random updates, and the second
thread handles state. The two communicate across PAIR tsodkel might like to use SUB sockets
but you'd hit the "slow joiner" problem where the subscribeuld randomly miss some messages
while connecting. PAIR sockets let us explicitly synchmenihe two threads.

- We set a HWM on the updates socket pair, since hash tabldgiorseare relatively slow. Without this,
the server runs out of memory. @proc  connections, the real HWM is the sum of the HWM of
bothsockets, so we set the HWM on each socket.

- Theclientis really simple. In C, under 60 lines of code. Adbthe heavy lifting is done in the kvmsg
class, but still, the basic Clone pattern is easier to implerthan it seemed at first.

- We don't use anything fancy for serializing the state. Thehhtable holds a set of kvmsg objects, and
the server sends these, as a batch of messages, to theatjeasting state. If multiple clients request
state at once, each will get a different snapshot.

- We assume that the client has exactly one server to talk ®s&€h/emust be running; we do not try
to solve the question of what happens if the server crashes.

Right now, these two programs don’t do anything real, buy ttaarectly synchronize state. It's a neat
example of how to mix different patterns: PAIR-over-inprBtJB-SUB, and ROUTER-DEALER.

5.3.3. Republishing Updates

In our second model, changes to the key-value cache camdlimgerver itself. This is a centralized
model, useful for example if we have a central configuratilenie want to distribute, with local caching
on each node. A more interesting model takes updates fr@mts|inot the server. The server thus
becomes a stateless broker. This gives us some benefits:

- We're less worried about the reliability of the server. Ifiashes, we can start a new instance, and
feed it new values.

- We can use the key-value cache to share knowledge betweamitypeers.

Updates from clients go via a PUSH-PULL socket flow from di@nserverFigure 5-5.
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Figure 5-5. Republishing Updates
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Why don’t we allow clients to publish updates directly to@tlelients? While this would reduce latency,

it makes it impossible to assign ascending unique sequarmobers to messages. The server can do this.
There’s a more subtle second reason. In many applicatisrisiportant that updates have a single order,
across many clients. Forcing all updates through the sengires that they have the same order when
they finally get to clients.

With unique sequencing, clients can detect the nastierr&sl- network congestion and queue overflow.
If a client discovers that its incoming message stream hadeq ihcan take action. It seems sensible that
the client contact the server and ask for the missing messhgein practice that isn’t useful. If there are
holes, they're caused by network stress, and adding massstio the network will make things worse.
All the client can really do is warn its users "Unable to coo#", and stop, and not restart until someone
has manually checked the cause of the problem.

We’'ll now generate state updates in the client. Here’s tineese

Example 5-7. Clone server, Model Three (clonesrv3.lua)

(This example still needs translation into Lua)
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And here is the client:

Example 5-8. Clone client, Model Three (clonecli3.lua)

(This example still needs translation into Lua)

Some notes about this code:

- The server has collapsed to a single task. It manages a PUlketsfor incoming updates, a ROUTER
socket for state requests, and a PUB socket for outgoingiepda

« The client uses a simple tickless timer to send a random epiddhe server once a second. In a real
implementation we would drive updates from applicationecod

5.3.4. Clone Subtrees

A realistic key-value cache will get large, and clients wBlually be interested only in parts of the cache.
Working with a subtree is fairly simple. The client has td tkeé server the subtree when it makes a state
request, and it has to specify the same subtree when it shibs¢o updates.

There are a couple of common syntaxes for trees. One is thie WgErarchy”, and another is the "topic
tree". These look like:

- Path hierarchy: "/somel/list/of/paths"

- Topic tree: "some.list.of.topics"

We'll use the path hierarchy, and extend our client and seswéhat a client can work with a single
subtree. Working with multiple subtrees is not much moré&ddift, we won'’t do that here but it’s a trivial
extension.

Here's the server, a small variation on Model Three:

Example 5-9. Clone server, Model Four (clonesrv4.lua)

(This example still needs translation into Lua)

And here is the client:

Example 5-10. Clone client, Model Four (clonecli4.lua)

(This example still needs translation into Lua)
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5.3.5. Ephemeral Values

An ephemeral value is one that expires dynamically. If yonkiof Clone being used for a DNS-like
service, then ephemeral values would let you do dynamic DN®de joins the network, publishes its
address, and refreshes this regularly. If the node dieaddsess eventually gets removed.

The usual abstraction for ephemeral values is to attach thenisession", and delete them when the
session ends. In Clone, sessions would be defined by clardsyould end if the client died.

The simpler alternative to using sessions is to define eyargmeral value with a "time to live" that tells
the server when to expire the value. Clients then refredlegaland if they don't, the values expire.

I’'m going to implement that simpler model because we donthkiyet that it's worth making a more
complex one. The difference is really in performance. €wts have a handful of ephemeral values, it's
fine to set a TTL on each one. If clients use masses of ephewaduals, it's more efficient to attach them
to sessions, and expire them in bulk.

First off, we need a way to encode the TTL in the key-value mgssWe could add a frame. The
problem with using frames for properties is that each timevaat to add a new property, we have to
change the structure of our kvmsg class. It breaks comptilso let's add a 'properties’ frame to the
message, and code to let us get and put property values.

Next, we need a way to say, "delete this value". Up to now ssraed clients have always blindly
inserted or updated new values into their hash table. Waylitkat if the value is empty, that means
"delete this key".

Here’s a more complete version of the kvmsg class, whichemphts a 'properties’ frame (and adds a
UUID frame, which we’ll need later on). It also handles emydjues by deleting the key from the hash,
if necessary:

Example 5-11. Key-value message class - full (kvmsg.lua)

(This example still needs translation into Lua)

The Model Five client is almost identical to Model Four. D#fyour friend. It uses the full kvmsg class
instead of kvsimple, and sets a randomized 'ttI’ propertgdésured in seconds) on each message:

kvmsg_set_prop (kvmsg, "ttl", "%d", randof (30));

The Model Five server has totally changed. Instead of a pofy| we’re now using a reactor. This just
makes it simpler to mix timers and socket events. Unfortelyanh C the reactor style is more verbose.
Your mileage will vary in other languages. But reactors séeive a better way of building more
complex @MQ applications. Here’s the server:
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Example 5-12. Clone server, Model Five (clonesrv5.lua)

(This example still needs translation into Lua)

5.3.6. Clone Server Reliability

Clone models one to five are relatively simple. We're now gdimget into unpleasantly complex
territory here that has me getting up for another espressoshiould appreciate that making "reliable
messaging is complex enough that you always need to ask, édtmally need this?" before jumping
into it. If you can get away with unreliable, or "good enouggliability, you can make a huge win in
terms of cost and complexity. Sure, you may lose some dateaanovthen. It is often a good trade-off.
Having said, that, and (sips) since the espresso is reatlgl,det’s jump in!

As you play with model three, you'll stop and restart the serit might look like it recovers, but of
course it's applying updates to an empty state, insteadegbtbper current state. Any new client joining
the network will get just the latest updates, instead offalhem. So let's work out a design for making
Clone work despite server failures.

Let’s list the failures we want to be able to handle:

- Clone server process crashes and is automatically or mgamestarted. The process loses its state and
has to get it back from somewhere.

- Clone server machine dies and is off-line for a significameti Clients have to switch to an alternate
server somewhere.

+ Clone server process or machine gets disconnected fronetirk, e.g. a switch dies. It may come
back at some point, but in the meantime clients need an aleeserver.

Our first step is to add a second server. We can use the Binarp&tern from Chapter four to organize
these into primary and backup. Binary Star is a reactor,saseful that we already refactored the last
server model into a reactor style.

We need to ensure that updates are not lost if the primargserashes. The simplest technique is to
send them to both servers.

The backup server can then act as a client, and keep its gtaterenized by receiving updates as all
clients do. It'll also get new updates from clients. It cayét store these in its hash table, but it can hold
onto them for a while.

So, Model Six introduces these changes over Model Five:

« We use a pub-sub flow instead of a push-pull flow for client wgsiéo the servers). The reasons: push
sockets will block if there is no recipient, and they rouidhin, so we’'d need to open two of them.
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We’'ll bind the servers’ SUB sockets and connect the clieAt$B sockets to them. This takes care of
fanning out from one client to two servers.

We add heartbeats to server updates (to clients), so there chn detect when the primary server has
died. It can then switch over to the backup server.

We connect the two servers using the Binary $tasar reactor class. Binary Star relies on the clients
to 'vote’ by making an explicit request to the server theysidar "master”. We’'ll use snapshot
requests for this.

We make all update messages uniquely identifiable by addifigl® field. The client generates this,
and the server propagates it back on re-published updates.

The slave server keeps a "pending list" of updates that itdweived from clients, but not yet from the
master server. Or, updates it's received from the masténdiwet clients. The list is ordered from
oldest to newest, so that it is easy to remove updates offéhd.h

It's useful to design the client logic as a finite state maehirhe client cycles through three states:

The client opens and connects its sockets, and then requsségpshot from the first server. To avoid
request storms, it will ask any given server only twice. Ceguest might get lost, that'd be bad luck.
Two getting lost would be carelessness.

The client waits for a reply (snapshot data) from the cursenter, and if it gets it, it stores it. If there
is no reply within some timeout, it fails over to the next sarv

When the client has gotten its snapshot, it waits for andgsses updates. Again, if it doesn’t hear
anything from the server within some timeout, it fails owethie next server.

The client loops forever. It's quite likely during startupfail-over that some clients may be trying to talk
to the primary server while others are trying to talk to thekug server. The Binary Star state machine
handles thidtigure 5-§, hopefully accurately. (One of the joys of making desigke this is we cannot
prove they are right, we can only prove them wrong. So its Bkguy falling off a tall building. So far, so
good... so far, so good...)
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Figure 5-6. Clone Client Finite State Machine
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Fail-over happens as follows:

Failover to next

When the primary server comes back on-line, it will:

- The client detects that primary server is no longer sendazgtbeats, so has died. The client connects
to the backup server and requests a new state snapshot.

- The backup server starts to receive snapshot requests fiemts¢cand detects that primary server has
gone, so takes over as primary.

« The backup server applies its pending list to its own hasle talmd then starts to process state
snapshot requests.

- Start up as slave server, and connect to the backup serveZlasaclient.
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. Start to receive updates from clients, via its SUB socket.

We make some assumptions:

- That at least one server will keep running. If both serveasicywe lose all server state and there’s no
way to recover it.

- That multiple clients do not update the same hash keys, atime time. Client updates will arrive at
the two servers in a different order. So, the backup servgrapply updates from its pending list in a
different order than the primary server would or did. Upddtem one client will always arrive in the
same order on both servers, so that is safe.

So the architecture for our high-availability server paing the Binary Star pattern has two servers and
a set of clients that talk to both servdfigfure 5-7.

Figure 5-7. High-availability Clone Server Pair
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As a first step to building this, we're going to refactor thieit as a reusable class. This is partly for fun
(writing asynchronous classes with @MQ is like an exeraiselégance), but mainly because we want
Clone to be really easy to plug-in to random applicationsc&iresilience depends on clients behaving
correctly, it's much easier to guarantee this when theresiaable client APl. When we start to handle
fail-over in clients, it does get a little complex (imaginéing a Freelance client with a Clone client).
So, reusability ahoy!

My usual design approach is to first design an API that feglstrthen to implement that. So, we start by
taking the clone client, and rewriting it to sit on top of sopresumed class API calledone Turning
random code into an APl means defining a reasonably stablatesthct contract with applications. For
example, in Model Five, the client opened three separates®to the server, using endpoints that were
hard-coded in the source. We could make an API with three odstHike this:
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/I Specify endpoints for each socket we need
clone_subscribe (clone, "tcp://localhost:5556");
clone_snapshot (clone, "tcp://localhost:5557");
clone_updates  (clone, "tcp://localhost:5558");

/I Times two, since we have two servers

clone_subscribe (clone, "tcp://localhost:5566");
clone_snapshot (clone, "tcp://localhost:5567");
clone_updates  (clone, "tcp://localhost:5568");

But this is both verbose and fragile. It's not a good idea foose the internals of a design to
applications. Today, we use three sockets. Tomorrow, twigu. Do we really want to go and change
every application that uses the clone class? So to hide Haesage factory details, we make a small
abstraction, like this:

/I Specify primary and backup servers
clone_connect (clone, "tcp://localhost:5551");
clone_connect (clone, "tcp://localhost:5561");

Which has the advantage of simplicity (one server sits atemupoint) but has an impact on our internal
design. We now need to somehow turn that single endpointliméz endpoints. One way would be to
bake the knowledge “client and server talk over three caris@cports” into our client-server protocol.
Another way would be to get the two missing endpoints fromsiirer. We'll take the simplest way,
which is:

« The server state router (ROUTER) is at port P.
- The server updates publisher (PUB) is at port P + 1.

- The server updates subscriber (SUB) is at port P + 2.

The clone class has the same structure as the flcliapi ctassGhapter Four. It consists of two parts:

- An asynchronous clone agent that runs in a background thféedagent handles all network 1/O,
talking to servers in real-time, no matter what the appiiceis doing.

- A synchronous 'clone’ class which runs in the caller’s tltké&/hen you create a clone object, that
automatically launches an agent thread, and when you gestilone object, it kills the agent thread.

The frontend class talks to the agent class ovengamoc  ’'pipe’ socket. In C, the CZMQ thread layer
creates this pipe automatically for us as it starts an "agd¢hread". This is a natural pattern for
multithreading over @MQ.

Without @MQ, this kind of asynchronous class design wouldveeks of really hard work. With dMQ,
it was a day or two of work. The results are kind of complexegithe simplicity of the Clone protocol
it's actually running. There are some reasons for this. Wedcturn this into a reactor, but that'd make it
harder to use in applications. So the API looks a bit like akalyie table that magically talks to some
servers:
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clone_t *clone_new (void);

void clone_destroy (clone_t * self_p);

void clone_connect (clone_t *self, char *address, char * service);
void clone_set (clone_t xself, char *key, char  =*value);

char =*clone_get (clone_t +self, char * key);

So here is Model Six of the clone client, which has now becaraeg thin shell using the clone class:

Example 5-13. Clone client, Model Six (clonecli6.lua)

(This example still needs translation into Lua)

And here is the actual clone class implementation:

Example 5-14. Clone class (clone.lua)

(This example still needs translation into Lua)

Finally, here is the sixth and last model of the clone server:

Example 5-15. Clone server, Model Six (clonesrv6.lua)

(This example still needs translation into Lua)

This main program is only a few hundred lines of code, butaktsome time to get working. To be
accurate, building Model Six took about a full week of "swgetl, this is just too complex for the
Guide" hacking. We've assembled pretty much everythingthaditchen sink into this small
application. We have fail-over, ephemeral values, subfraed so on. What surprised me was that the
upfront design was pretty accurate. But the details of mgiaind debugging so many socket flows is
something special. Here’s how | made this work:

- By using reactors (bstar, on top of zloop), which remove afgrunt-work from the code, and leave
what remains simpler and more obvious. The whole serverasmse thread, so there’s no
inter-thread weirdness going on. Just pass a structurégudiself’) around to all handlers, which can
do their thing happily. One nice side-effect of using reexts that code, being less tightly integrated
into a poll loop, is much easier to reuse. Large chunks of M8deare taken from Model Five.

- By building it piece by piece, and getting each piece workiraperly before going onto the next
one. Since there are four or five main socket flows, that maaite g lot of debugging and testing. |
debug just by printing stuff to the console (e.g. dumpingsagss). There’s no sense in actually
opening a debugger for this kind of work.

+ By always testing under Valgrind, so that I'm sure there arenemory leaks. In C this is a major
concern, you can't delegate to some garbage collectorgysioper and consistent abstractions like
kvmsg and CZMQ helps enormously.

I'm sure the code still has flaws which kind readers will spemekends debugging and fixing for me.
I'm happy enough with this model to use it as the basis foragalications.
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To test the sixth model, start the primary server and backumes, and a set of clients, in any order. Then
kill and restart one of the servers, randomly, and keep dihiigg If the design and code is accurate,
clients will continue to get the same stream of updates frdratever server is currently master.

5.3.7. Clone Protocol Specification

After this much work to build reliable pub-sub, we want somiaigntee that we can safely build
applications to exploit the work. A good start is to writethye protocol. This lets us make
implementations in other languages and lets us improvedhigd on paper, rather than hands-deep in
code.

Here, then, is the Clustered Hashmap Protocol, whildfihes a cluster-wide key-value hashmap, and
mechanisms for sharing this across a set of clients. CHRnalldients to work with subtrees of the
hashmap, to update values, and to define ephemeral values.

- http://rfc.zeromq.org/spec:12

5.4. The Espresso Pattern

I'll end this chapter with a fun little machine that expladite zmq_proxy[3] method to show you what’s
happening on a pub-sub network. It's deceptively simple:

Example 5-16. Espresso Machine (espresso.lua)

(This example still needs translation into Lua)
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If you've survived the first five chapters, congratulatidhsvas hard for for me too. Happily the jokes
and the code mostly write themselves, so we’ll continue withjourney of exploring @MQ. In this
chapter I'm going to step back from the nuts and bolts of @M&hnical machinery, and look more at
how to use @MQ successfully in a larger project. Rather mpieion and experience, and a little less
raw code.

We'll cover:

- What "software architecture” is really about.

- The Simplicity-Oriented Design process and its ugly cosi€ind and Tod.
+ How to use @MQ to go from idea to working prototype safely.
- Different ways to serialize your data as @MQ messages.

- How to code-generate binary serialization codecs.

« How to build custom code generators.

- How to write and license an protocol specification.

- How to do fast restartable file transfer over @MQ.

- How to do credit-based flow control.

« How to do heartbeating for different @MQ patterns.

- How to build protocol servers and clients as state machines.
« How to make a secure protocol over @MQ (yay!).

- A large-scale file publishing system (FileMQ).

6.1. The Tale of Two Bridges

Two old engineers were talking of their lives and boastinthefr greatest projects. One of the engineers
explained how he had designed one of the greatest bridgesade.

"We built it across a river gorge," he told his friend. "It waile and deep. We spent two years studying
the land, and choosing designs and materials. We hired steehgineers and designed the bridge, which
took another five years. We contracted the largest engimgérms to build the structures, the towers,

the tollbooths, and the roads that would connect the briddleet main highways. Dozens died during the
construction. Under the road level we had trains, and a appath for cyclists. That bridge represented
years of my life."

The second man reflected for a while, then spoke. "One evemingnd a friend got drunk on vodka, and
we threw a rope across a gorge," he said. "Just a rope, tibttrées. There were two villages, one at
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each side. At first, people pulled packages across that radpevpulley and string. Then someone threw
a second rope, and built a foot walk. It was dangerous, bukitteeloved it. A group of men then rebuilt
that, made it solid, and women started to cross, everyddly,tiveir produce. A market grew up on one
side of the bridge, and slowly that became a large town, gimeee was a lot of space for houses. The
rope bridge got replaced with a wooden bridge, to allow roesel carts to cross. Then the town built a
real stone bridge, with metal beams. Later, they replacedtitine part with steel, and today there’s a
suspension bridge standing in that same spot."”

The first engineer was silent. "Funny thing," he said, "myge was demolished about ten years after
we built it. Turns out it was built in the wrong place and nceamanted to use it. Some guys had thrown
a rope across the gorge, a few miles further downstream jeat'd tvhere everyone went."

6.2. Code on the Human Scale

To write a poem that captures the heart, first learn the laggueo use IMQ successfully at scale you
have to learn two languages. The first is @MQ itself. This sakeen the best of us time. It's a truism that
if you try to port an old architecture onto @MQ, the results going to be weird. AMQ’s language is
subtle and profound and when you master it you will find yolfireenoving old complexity, not
converting it.

However the real challenge of using @MQ is that old barrielisaivay, and the size of the projects you
can do increases hugely. Non-distributed code is oftenglesiperson project. You can work in your
corner, perhaps for years, like an author on a book. It'stedlé concentration. But distributed code is
different. To quote my favorite author, it "has to talk to eptias to be chatty, sociable, well-connected".

Writing distributed code is like playing live music: it'sl@bout other people. Concentration is worthless
if you can't listen. No-one enjoys listening to an amazingtgficient musician who'’s out of time with

the rest of the group and can’t read the mood of the audientiee jam is entrancing not because of the
technical quality but because of the real-time creativegne

And so it goes with distributed code. Real-time creativergpé what wins, not pure technical quality,
and certainly not technical quality combined with inalyilib work with others.

All this is fine in theory. Here comes the catch: working wither people iplain hard We can expect a
musician to be naturally social. But software developerg?&\the very caricature of anti-social
tunnel-visioned hermits. Other people are hard work. Titeestow, they make mistakes, they ask too
many questions, they don’t respect our code, they make waesgmptions, they argue.

My response isn’t very sympathetic. To succeed in the soéwalustry as it turns into something more
like a never-ending live jam, we have to learn to put away gasework successfully with others, worry
less about our own skills and look more at others, put awayatural insolence and attitude, and to
learn to like and trust other people.
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So this is what this chapter is really about: writing codecates by understanding ourselves much better.
Of course these lessons apply to all large-scale applitatldsing @MQ we just hit the problem sooner
than we’d expect.

6.3. Psychology of Software Development

Dirkjan Ochtman pointed me to Wikipedia'’s definition of Seéire Architecture
(http://en.wikipedia.org/wiki/Software_architectles the set of structures needed to reason about the
system, which comprise software elements, relations ati@mg, and properties of bathFor me this
vapid and circular jargon is a good example of how miserdtilg Wwe understand about what actually
makes a successful large scale software architecture.

Architecture is the art and science of making large artifitiaictures for human use. If there is one thing
I've learned and applied successfully in 30 years of malkamgdr and larger software systems it is this:
software is about people. Large structures in themseheemaaningless. It's how they function for
human usg¢hat matters. And in software, human use starts with therarogners who make the software
itself.

The core problems in software architecture are driven bydrpsychology, not technology. There are
many ways our psychology affects our work. | could point te Way teams seem to get stupider as they
get larger, or have to work across larger distances. Do¢stban the smaller the team, the more
effective? How then does a large global community like @MQhage to work successfully?

The IMQ community wasn'’t accidental, it was a deliberateégiesny contribution to the early days
when the code came out of a cellar in Bratislava. The designbaaed on my pet science of "Social
Architecture”, which Wikipedia defines (http://en.wikite.org/wiki/Social_architecture) (what a
coincidence!) asthe process, and the product, of planning, designing, ang@grg an on-line
community.

One of the tenets of Social Architecture is thatv we organizés more significant thawho we are The
same group, organized differently, can produce entireposjie results. We are like peers in a GMQ
network, and our communication patterns have dramatic atngaour performance. Ordinary people,
well connected, can far outperform a team of experts workirige wrong patterns. If you're the
architect of a larger @MQ application, you're going to hawdelp others find the right patterns for
working together. Do this right, and your project can sudc@& it wrong, and your project will fail.

The two most important psychological elements are IMO theiteweally bad at understanding
complexity, and that we are so good at working together t@diand conquer large problems. We're
highly social apes, and kind of smart, but only in the righickof crowd.

So here is my short list of the Psychological Elements ofv@afé Architecture:
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« Stupidity : our mental bandwidth is limited, so we're all stupid at sgme@nt. The architecture has to
be simple to understand. This is the number one rule: siibpbeats functionality, every single time.
If you can’t understand an architecture on a cold gray Mondayning before coffee, it is too
complex.

- Selfishnesswe act only out of self-interest, so the architecture musate space and opportunity for
selfish acts that benefit the whole. Selfishness is oftendatand subtle. For example I'll spend hours
helping someone else understand something because thébeoworth days to me later.

- Laziness we make lots of assumptions, many of which are wrong. We appiest when we can
spend the least effort to get a result, to test an assumptiickly, so the architecture has to make this
possible. Specifically, that means it must be simple.

- Jealousy we're jealous of others, which means we’ll overcome oupigtity and laziness to prove
others wrong, and beat them in competition. The architedtws has to create space for public
competition based on fair rules that anyone can understand.

+ Reciprocity: we'll pay extra in terms of hard work, even money, to puniskats and enforce fair
rules. The architecture should be heavily rule-basedntgfieople how to work together, but not what
to work on.

- Pride: we're intensely aware of our social status, and we’ll woakchto avoid looking stupid or
incompetent in public. The architecture has to make surgyg@iece we make has our name on it, so
we’'ll have sleepless nights stressing about what othetsayl about our work.

- Greed we're ultimately economic animals (see selfishness), s@atbhitecture has to give us
economic incentive to invest in making it happen. Maybegtidishing our reputation as experts,
maybe it's literally making money from some skill or compahét doesn’t matter what it is, but there
must be economic incentive. Think of architecture as a nigalleee, not an engineering design.

- Conformity : we're happiest to conform, out of fear and laziness, so tbkicture should be
strongly rule-based, and rules should be clear, accuraiédecumented, and enforced.

- Fear: we're unwilling to take risks, especially if it makes us kostupid. Fear of failure is a major
reason people conform and follow the group in mass stupitiitg architecture should make silent
experimentation easy and cheap, giving people opportémityuccess without punishing failure.

These strategies work on large scale but also on small seitén an organization or team.

6.4. The Bad, the Ugly, and the Delicious

Complexity is easy, it's simplicity that is hard. Whether software is bad, ugly, or so delicious that it
feels wrong to consume alone, doesn’t depend so much ondividoal skills as how we work together.
That is, our processes.

There are many aspects to getting product-building teami®eganizations to think wisely. You need
diversity, freedom, challenge, resources, and so on. bdssthese in detail in Software and Silicon
(http://swsi.info). However, even if you have all the righgredients, the default processes that skilled
engineers and designers develop will result in complexd@use products.
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The classic errors are: to focus on ideas, not problemsitesfon the wrong problems; to misjudge the
value of solving problems; to not use ones’ own work; and imynather ways to misjudge the real
market.

I'll propose a process called "Simplicity Oriented Desigo' SOD, which is as far as | can tell a reliable,
repeatable way of developing simple and elegant produbis.grocess organizes people into flexible
supply chains that are able to navigate a problem landseggly and cheaply. They do this by

building, testing, and keeping or discarding minimal plblessolutions, called "patches". Living

products consist of long series of patches, applied oneth®pther. Yes, you may recognize the process
by which we develop IMQ.

Let’s first look at the more common and less joyful processés) and COD.

6.4.1. Trash-Oriented Design

The most popular design process in large businesses sedm&Toash Oriented Design®, or TOD. TOD
feeds off the belief that all we need to make money are greasidt’s tenacious nonsense but a
powerful crutch for people who lack imagination. The thegogs that ideas are rare, so the trick is to
capture them. It’s like non-musicians being awed by a gupitayer, not realizing that great talent is so
cheap it literally plays on the streets for coins.

The main output of TODs are expensive "ideations": concel@sign documents, and products that go
straight into the trash can. It works as follows:

- The Creative People come up with long lists of "we could do H #&h. I've seen endlessly detailed
lists of everything amazing a product could do. Once thetmeavork of idea generation has
happened, it's just a matter of execution, of course.

- So the managers and their consultants pass their brilliartd-shattering ideas to designers who
acres of detailed, preciously refined design documentsd&higners take the tens of ideas the
managers came up with, and turn them into hundreds of amarortd-changing designs.

- These designs get given to engineers who scratch their la@adsonder who the heck came up with
such stupid nonsense. They start to argue back but the desigme from up high, and really, it's not
up to engineers to argue with creative people and expensi&ittants.

« So the engineers creep back to their cubicles, humiliatddfaeatened into building the gigantic but
oh-so-elegant pile of junk. Itis bone-breakingly hard wsitkce the designs take no account of
practical costs. Minor whims might take weeks of work to duis the project gets delayed, the
managers bully the engineers into giving up their evenimgsveeekends.

- Eventually, something resembling a working product makesti of the door. It's creaky and fragile,
complex and ugly. The designers curse the engineers farittteimpetence and pay more consultants
to put lipstick onto the pig, and slowly the product start$otok a little nicer.

- By this time, the managers have started to try to sell theyrbaind they find, shockingly, that no-one
wants it. Undaunted and courageously they build milliofladaveb sites and ad campaigns to explain
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to the public why they absolutely need this product. They @alsiwith other businesses to force the
product on the lazy, stupid and ungrateful market.

« After twelve months of intense marketing, the product &ilft making profits. Worse, it suffers
dramatic failures and gets branded in the press as a dis@iseecompany quietly shelves it, fires the
consultants, buys a competing product from a small stagngore-brands that as its own Version 2.
Hundreds of millions of dollars end-up in the trash.

- Meanwhile, another visionary manager, somewhere in thamizgtion, drinks a little too much
tequila with some marketing people and has a Brilliant Idea.

Trash-Oriented Design would be a caricature if it wasn't@mmon. Something like 19 out of 20
market-ready products built by large firms are failures ($&%6 of statistics are made up on the spot).
The remaining one in 20 probably only succeeds because thpatdors are so bad and the marketing is
SO aggressive.

The main lessons of TOD are quite straight-forward but haitallow. They are:

- ldeas are cheap. No exceptions. There are no brilliant idegsne who tries to start a discussion
with "oooh, we can do this too!" should be beaten down wittirelpassion one reserves for traveling
evangelists. It is like sitting in a cafe at the foot of a maint drinking a hot chocolate and telling
others, hey, | have a great idea, we can climb that mountain! And baitthalet on top! With two
saunas! And a garden! Hey, and we can make it solar poweredEDihat's awesome! What color
should we paint it? Green! No, blue! OK, go and make it, I'fyshere and make spreadsheets and
graphics!

- The starting point for a good design process is to colledtmexblems that confront real people. The
second step is to evaluate these problems with the basitigueéfiow much is it worth to solve this
problem?" Having done that, we can collect that set of prokléhat are worth solving.

- Good solutions to real problems will succeed as productsirBuccess will depend on how good and
cheap the solution is, and how important the problem is (andtyshow big the marketing budgets
are). But their success will also depend on how much they ddrnmeeffort to use, in other words how
simple they are.

Hence after slaying the dragon of utter irrelevance, wekttae demon of complexity.

6.4.2. Complexity-Oriented Design

Really good engineering teams and small firms can usuallg Heicent products. But the vast majority
of products still end up being too complex and less succkssin they might be. This is because
specialist teams, even the best, often stubbornly applpeess | call "Complexity-Oriented Design", or
COD, which works as follows:

- Management correctly identifies some interesting and diffigroblem with economic value. In doing
so they already leapfrog over any TOD team.
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« The team with enthusiasm start to build prototypes and eyrers. These work as designed and thus
encouraged, the team go off into intense design and artinigediscussions, coming up with elegant
schemas that look beautiful and solid.

- Management comes back and challenges team with yet moreuttifiroblems. We tend to equate
value with cost, so the harder the problem, and more expetsisolve, the more the solution should
be worth, in their minds.

- The team, being engineers and thus loving to build stuftdatuff. They build and build and build
and end-up with massive, perfectly-designed complexity.

- The products go to market, and the market scratches its mebalsks, "seriously, is this the best you
can do?" People do use the products, especially if theytegpanding their own money in climbing
the learning curve.

« Management gets positive feedback from its larger custeyméro share the same idea that high cost
(in training and use) means high value. and so continuesdb fe process.

- Meanwhile somewhere across the world, a small team is gpthie same problem using a better
process, and a year later smashes the market to little pieces

COD is characterized by a team obsessively solving the wpoolglems to the point of collective
insanity. COD products tend to be large, ambitious, compar unpopular. Much open source software
is the output of COD processes. It is insanely hard for ereggstop extending a design to cover more
potential problems. They argue, "what if someone wants t§?dout never ask themselves, "what is the
real value of solving X?"

A good example of COD in practice is Bluetooth, a complexralesigned set of protocols that users
hate. It continues to exist only because in a massivelyapadiendustry there are no real alternatives.
Bluetooth is perfectly secure, which is close to pointlessaf proximity protocol. At the same time it
lacks a standard API for developers, meaning it's reallylgas use Bluetooth in applications.

On the #zeromg IRC channel, Wintre once wrote of how enrageslds many years ago when Heund
that XMMS 2 had a working plugin system but could not actyally music:

COD is a form of large-scale "rabbit holing", in which destgsm and engineers cannot distance
themselves from the technical details of their work. Theg awbre and more features, utterly misreading
the economics of their work.

The main lessons of COD are also simple but hard for expegwatiow. They are:

- Making stuff that you don’timmediately have a need for isrlgiss. Doesn’t matter how talented or
brilliant you are, if you just sit down and make stuff people not actually asking for, you are most
likely wasting your time.

- Problems are not equal. Some are simple, and some are cannplagally, solving the simpler
problems often has more value to more people than solvingetiily hard ones. So if you allow
engineers to just work on random things, they’ll most focnshe most interesting but least
worthwhile things.
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- Engineers and designers love to make stuff and decoratioithés inevitably leads to complexity. It
is crucial to have a "stop mechanism", a way to set short, @adlines that force people to make
smaller, simpler answers to just the most crucial problems.

6.4.3. Simplicity-Oriented Design

Finally, we come to the rare but precious Simplicity-OrezhDesign. This process starts with a
realization: we do not know what we have to make until afteisteet making it. Coming up with ideas,
or large-scale designs isn’t just wasteful, it's a direcidnance to designing the truly accurate solutions.
The really juicy problems are hidden like far valleys, ang activity except active scouting creates a fog
that hides those distant valleys. You need to keep mobitk fight, and move fast.

SOD works as follows:

+ We collect a set of interesting problems (by looking at howpde use technology or other products)
and we line these up from simple to complex, looking for aremhtifying patterns of use.

- We take the simplest, most dramatic problem and we solvenittisa minimal plausible solution, or
"patch". Each patch solves exactly a genuine and agreedipnab a brutally minimal fashion.

- We apply one measure of quality to patches, namely "can thdoine any simpler while still solving
the stated problem?" We can measure complexity in termsrafequts and models that the user has to
learn or guess in order to use the patch. The fewer, the batperfect patch solves a problem with
zero learning required by the user.

- Our product development consists of a patch that solvesrtitdgm "we need a proof of concept” and
then evolves in an unbroken line to a mature series of predtiobugh hundreds or thousands of
patches piled on top of each other.

- We do not daanythingthat is not a patch. We enforce this rule with formal proceslsat demand that
every activity or task is tied to a genuine and agreed propéxplicitly enunciated and documented.

- We build our projects into a supply chain where each projactarovide problems to its "suppliers"
and receive patches in return. The supply chain createstbp thechanism" since when people are
impatiently waiting for an answer, we necessarily cut ourkaghort.

- Individuals are free to work on any projects, and providepas at any place they feel it's worthwhile.
No individuals "own" any project, except to enforce the fafiprocesses. A single project can have
many variations, each a collection of different, compepatrhes.

- Projects export formal and documented interfaces so ttstegm (client) projects are unaware of
change happening in supplier projects. Thus multiple sapptojects can compete for client projects,
in effect creating a free and competitive market.

+ We tie our supply chain to real users and external clientsindrive the whole process by rapid
cycles so that a problem received from outside users candigzaa, evaluated, and solved with a
patch in a few hours.

- At every moment from the very first patch, our product is shigp. This is essential, because a large
proportion of patches will be wrong (10-30%) and only by giythe product to users can we know
which patches have become problems and themselves ne@thsolv
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SOD is a form of "hill climbing algorithm", a reliable way ofiiiling optimal solutions to the most
significant problems in an unknown landscape. You don't riedx® a genius to use SOD successfully,
you just need to be able to see the difference between the fagtivity and the progress towards new
real problems.

A really good designer with a good team can use SOD to builddadass products, rapidly and
accurately. To get the most out of SOD, the designer has tthegeroduct continuously, from day 1, and
develop his or her ability to smell out problems such as isggiancy, surprising behavior, and other
forms of friction. We naturally overlook many annoyancesdgood designer picks these up, and thinks
about how to patch them. Design is about removing frictiothanuse of a product.

In an open source setting, we do this work in public. Theredlet’s open the code" moment. Projects
that do this are in my view missing the point of open sourcdchvis to engage your users in your
exploration, and to build community around the seed of tichitecture.

6.5. Message Oriented Pattern for Elastic Design

Now I'll introduce MOPED, which is a SOD pattern custom-dgsd for GMQ architectures. It was
either MOPED or BIKE, the Backronym-Induced Kinetic EffeEhat’s short for BICICLE, the
Backronym-Inflated See if | Care Less Effect. In life, onaisato go with the least embarrassing
choices.

Speaking of embarrassments, just as @MQ lets us aim foyneassive architectures, it also, like any
technology that removes friction, opens the door to trulgsng blunders. If ZMQ is the ACME
rocket-propelled shoe of distributed software developireetot of us are like Wile E. Coyote, slamming
full speed into the proverbial desert cliff.

So MOPED is meant to save us from such mistakes. Partly idsiedlowing down, partly it's about
ensuring that when you move fast, you go - and this is essedéiar reader - in theght direction It's
my standard interview riddle: what's the rarest propertgof software system, the absolute hardest
thing to get right, the lack of which causes the slow or fasttkd®f the vast majority of projects? The
answer is not code quality, funding, performance, or eMeough it's a close answer), popularity. The
answer is "accuracy".

If you've read the Guide observantly you'll have seen MOPRRGétion already. The development of
Majordomo in Chapter 4 is a near-perfect case. But cute naneesorth a thousand words.

The goal of MOPED is to define a process, a pattern by which weade a rough use case for a new
distributed application, and go from "hello world" to fullyorking prototype in any language in under a
week.
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Using MOPED, you grow, more than build, a working @MQ arctiitee from the ground-up, with
minimal risk of failure. By focusing on the contracts, ratttean the implementations, you avoid the risk
of premature optimization. By driving the design processuigh ultra-short test-based cycles, you can
be more certain what you have works, before you add more.

We can turn this into five real steps:

« Step 1: internalize the @MQ semantics.

- Step 2: draw a rough architecture.

- Step 3: decide on the contracts.

- Step 4: make a minimal end-to-end solution.

- Step 5: solve one problem and repeat.

6.5.1. Step 1: Internalize the Semantics

To repeat myself: you must learn @MQ’s language. The only twdgarn a language is to use it. There’s
no way to avoid this investment, no tapes you can play whilesteep, no chips you can plug in to
magically become smarter. Read the Guide, work throughdbe examples, understand what'’s going
on, and (most importantly) write some examples yourset, thenthrow them away

At a certain point you'll feel a clicking noise in your braidaybe you'll have a weird chili-induced
dream where little IMQ tasks run around trying to eat youealMaybe you'll just think "aaahh, so
that'swhat it means!" If we did our work right, it should take 2-3 dajdowever long it takes, until you
start thinking in terms of @MQ sockets and patterns, youderaady for step 2.

6.5.2. Step 2: Draw a Rough Architecture

Whiteboard time. Get a couple of colleagues and try to drauv gochitecture on a whiteboard. you want
to draw boxes connected with arrows, showing the flow of wdéka, results, etc. Since we live in a
gravity well, it's best to draw the main arrows going downnlst all architectures havedé&rection, and

a certain symmetry, and what you want to do is capture thatgdysand cleanly as you can.

Ignore anything that's not central to the core problem. fgriogging, error handling, recovery from
failures, etc. What you leave out is as important as what ymiilze: you can always add, but it's very
hard to remove. When you have a simple, clean drawing, yoeady for step 3.

6.5.3. Step 3: Decide on the Contracts

Human scale depends on contracts, and the more explicititiegyhe better things scale. You don'’t care
howthings happen, only the results. If | send an email, | dorrédwow it arrives at its destination, so
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long as the contract (it arrives within a few minutes, it's nmdified, it doesn’t get lost) is respected.

And to build a large system that works well, you must focushendontracts, before the
implementations. It may sound obvious but all too often,gdedorget and ignore this, or are just too shy
to impose themselves. | wish | could say @MQ had done thisgngut for years our public contracts
were second-rate afterthoughts instead of primary in-face pieces of work.

So what is a contract in a distributed system? There are, iexpgrience, two types of contract:

« The APIs to client applications. Remember the Psycholo@ileanents. The APIs need to be as
absolutelysimple consistentandfamiliar as possible. Yes, you can generate APl documentation from
code, but you must first design it, and designing an API isffird.

« The protocols that connect the pieces. It sounds like ragkience, but it's really just a simple trick,
and one that MQ makes particularly easy. In fact they'rdsple to write, and need so little
bureaucracy that | call them "unprotocols".

You write minimal contracts that are mostly just place mask&lost messages and most APl methods
will be missing, or empty. You also want to write down any kmotchnical requirements in terms of
throughput, latency, reliability, etc. These are the daten which you will accept, or reject, any
particular piece of work.

6.5.4. Step 4: Write a Minimal End-to-End Solution

The goal is to test out the overall architecture as rapidiyassible. Make skeleton applications that call
the APIs, and skeleton stacks that implement both sidesasf/garotocol. You want to get a working
end-to-end "hello world" as soon as you can. You want to be tbiest code, as you write it, to
weed-out the broken assumptions and inevitable errors yakenbDo not go off and spend six months
writing a test suite! Instead, make a minimal bare-bone$i@gin that uses our still-hypothetical API.

If you design an APl wearing the hat of the person who implesgnyou’ll start to think of

performance, features, options, and so on. You’'ll make iteloomplex, more irregular, and more
surprising than it should be. But, and here’s the trick @tsheap one, was big in Japan), if you design an
API while wearing the hat of the poor sucker who has to agguatlte apps that use it, you use all that
laziness and fear to our advantage.

Write down the protocols, on a wiki or shared document, irhsuwvay that you can explain every
command clearly without too much detail. Strip off any raaidtionality, because it'll create inertia that
just makes it harder to move stuff around. You can always agidght. Don’t spend effort defining formal
message structures: pass the minimum around, in the sinpalssible fashion, using @MQ’s multi-part
framing.

Our goal is to get the simplest test case working, withoutaunjdable functionality. Everything you can
chop off the list of things to do, you chop. Ignore the groansgfcolleagues and bosses. I'll repeat this
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once again: you caalwaysadd functionality, that’s relatively easy. But aim to kebp bverall weight to
a minimum.

6.5.5. Step 5: Solve One Problem and Repeat

You're now in the Happy Loop of issue-driven development kghgu can start to solve tangible
problems instead of adding features. Write issues that atatear problem, and propose a solution. Keep
in mind, as you design the API, your standards for names,istemgy, and behavior. Writing these down
in prose often helps keep them sane.

From here, every single change you make to the architectate@de is now proven by running the test
case, watching it not work, making the change, and then wagdhwork.

Now you go through the whole cycle (extending the test casiagfithe API, updating the protocol,
extending the code, as needed), taking problems one at atichgesting the solutions individually. It
should take about 10-30 minutes for each cycle, with thegional spike due to random confusion.

6.6. Unprotocols

6.6.1. Why Unprotocols?

When this man thinks of protocols, this man thinks of masdiveuments written by committees, over
years. This man thinks of the IETF, W3C, ISO, Oasis, regwjatapture, FRAND patent license
disputes, and soon after, this man thinks of retirement tealiitle farm in northern Bolivia up in the
mountains where the only other needlessly stubborn beirgtha goats chewing up the coffee plants.

Now, I've nothing personal against committees. The usdt@ksieed a place to sit out their lives with
minimal risk of reproducing, after all, that only seems.f&iut most committee protocols tend towards
complexity (the ones that work), or trash (the ones we daiktabout). There’s a few reasons for this.
One is the amount of money at stake. More money means moréepgbp want their particular
prejudices and assumptions expressed in prose. But twe la¢k of good abstractions on which to
build. People have tried to build reusable protocol abstvas, like BEEP. Most did not stick, and those
that did, like SOAP and XMPP, are on the complex side of things

It used to be, decades ago, when the Internet was a young titbithes that protocols were short and
sweet. They weren’t even "standards”, but "requests fomeents", which is as modest as you can get.
It's been one of my goals since we started iMatix in 1995 to &éivday for ordinary people like me to
write small, accurate protocols without the overhead otithamittees.
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Now, @MQ does appear to provide a living, successful prdtabstraction layer with its "we’ll carry
multi-part messages over random transports" way of worksigce @MQ deals silently with framing,
connections, and routing, it's surprisingly easy to wrii# protocol specs on top of AMQ, and in
Chapters four and five | showed how to do this.

Somewhere around mid-2007, | kicked-off the Digital Staddarganization to define new simpler
ways of producing little standards, protocols, specifarai In my defense, it was a quiet summer. At the
time | wrote that (http://www.digistan.org/spec:1) a ngveaification should takeMinutes to explain,
hours to design, days to write, weeks to prove, months torbecoature, and years to replate.

In 2010 we started calling such little specifications "urnipcols", which some people might mistake for
a dastardly plan for world domination by a shadowy inteloradi organization, but which really just
means, "protocols without the goats".

6.6.2. How to Write Unprotocols

Here’s an unprotocol called NOM that we’ll come back to latethis chapter:

nom-protocol = open-peering * Use-peering
open-peering = C:OHAI ( S:OHAI-OK / S:WTF )
use-peering = C:ICANHAZ

/ S:CHEEZBURGER
/ C:HUGZ S:HUGZ-OK
/ SIHUGZ C:HUGZ-OK

I've actually used these keywords (OHAI, WTF) in commergiadjects. They make developers giggly
and happy. They confuse management. They're good in firfisdheat you want to throw away later.

When you start to write unprotocols, stick to a consistenicstire so that your readers know what to
expect. Here is the structure | use:

« Cover section: with a 1-line summary, URL to the spec, fornaahe, version, who to blame.
- License for the text: absolutely needed for public spedifica.

- The change process: i.e. how | as a reader fix problems in twfigation?

- Use of language: MUST, MAY, SHOULD, etc. with a reference 80R2119.

- Maturity indicator: is this a experimental, draft, stalldégacy, retired?

« Goals of the protocol: what problems is it trying to solve?

- Formal grammar: prevents arguments due to different iné¢aiion of the text.

« Technical explanation: semantics of each message, emdlihg, etc.

« Security discussion: explicitly, how secure the protosol i
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- References: to other documents, protocols, etc.

Writing clear, expressive text is hard. Do avoid trying tackibe implementations of the protocol.
Remember that you're writing a contract. You describe iiclanguage the obligations and expectations
of each party, the level of obligation, and the penaltiebfeaking the rules. You do not try to define
howeach party honors its part of the deal.

If you need reference material to start with, read the Htfp:zeromg.org site, which has a bunch of
unprotocols that you can copy/paste from.

Here are some key points about unprotocols:

- Aslong as your process is open then you don’t need a commjitgenake clean minimal designs
and make sure anyone is free to improve them.

« If use an existing license then you don’t have legal worrfesravards. | use GPLv3 for my public
specifications and advise you to do the same. For in-houde st@andard copyright is perfect.

- The formality is valuable. That is, learn to write ABNF (htfp/ww.ietf.org/rfc/rfc2234.txt) and use
this to fully document your messages.

- Use a market-driven life-cycle process like Digistan’s GO8ttp://www.digistan.org/spec:1) so that
people place the right weight on your specs as they matu@o(ot).

6.6.3. Why use the GPLv3 for Public Specifications?

The license you choose is particularly crucial for publiedfications. Traditionally, protocols are
published under custom licenses, where the authors owexhand derived works are forbidden. This
sounds great (after all, who wants to see a protocol forkied@j’s in fact highly risky. A protocol
committee is vulnerable to capture, and if the protocol igantant and valuable, the incentive for
capture grows.

Once captured, like some wild animals, an important prdtedboften die. The real problem is there’s
no way tofreea captive protocol published under a conventional licembe.word "free" isn’t just an
adjective to describe speech or air, it's also a verb, andgé to fork a work,against the wishes of the
owner, is essential to avoiding capture.

Let me explain this in shorter words. Imagine iMatix writegratocol today, that's really amazing and
popular. We publish the spec and many people implement @s&implementations are fast and
awesome, and free as in beer. And they start to threaten stingxbusiness. Their expensive
commercial product is slower and can’t compete. So one daydbme to our iMatix office in
Maetang-Dong, South Korea, and offer to buy our firm. Sinceenspending vast amounts on sushi and
beer and GFEs, we accept gratefully. With evil laughter #e awners of the protocol stop improving
the public version, and close the specification and add fEtextensions. Their new products support
this, and they take over the whole market.
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When you contribute to an open source project, you reallytwaknow your hard work won’t used
against you by a closed-source competitor. Which is why tRe& Geats the "more permissive"
BSD/MIT/X11 licenses. These license give permission taathEhis applies just as much to protocols as
to source code.

When you implement a GPLv3 specification, your applicatemesof course yours, and licensed any way
you like. But you can be sure and certain of two things. Oregt, specification willeverbe embraced and
extended into proprietary forms. Any derived forms of thedfication must also be GPLv3. Two,
no-one who ever implements or uses the protocol will evardaia patent attack on anything it covers.

6.7. Serializing your Data

When we start to design a protocol, one of the first questianfage is how we encode data on the wire.
There is, sadly, no universal answer. There are a half-ddiffenent ways to serialize data, each with
pros and cons. We'll explore these.

However, there is a general lesson I've learned over a caffplecades of writing protocols small and
large. | call this the "Cheap and Nasty" pattern: you canosggit your work into two layers, and solve
these separately, one using a "cheap" approach, the oihgraithasty" approach.

6.7.1. Cheap and Nasty

The key insight to making Cheap and Nasty work is to realia¢ iany protocols mix a low-volume
chatty part for control, and a high-volume asynchronousfoadata. For instance, HTTP has a chatty
dialog to authenticate and get pages, and an asynchroradag tih stream data. FTP actually splits this
over two ports; one port for control and one port for data.

Protocol designers who don’t separate control from datd temake awful protocols, because the
trade-offs in the two cases are almost totally opposite. Méhaerfect for control is terrible for data, and
what'’s ideal for data just doesn’t work for control. It's esjeally true when we want high-performance at
the same time as extensibility and good error checking.

Let's break this down using a classic client-server use-célse client connects to the server, and
authenticates. It then asks for some resource. The seraes lohck, then starts to send data back to the
client. Eventually the client disconnects or the servesfias, and the conversation is over.

Now, before starting to design these messages, stop ark &md let's compare the control dialog, and
the data flow:

- The control dialog lasts a short time and involve very few sagges. The data flow could last for hours
or days, and involve billions of messages.
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- The control dialog is where all the "normal” errors happeg, eot authenticated, not found, payment
required, censored, etc. Any errors that happen duringdteeftbw are exceptional (disk full, server
crashed).

- The control dialog is where things will change over time, @asld more options, parameters, and so
on. The data flow should barely change over time since thersiraaf a resource are fairly constant
over time.

- The control dialog is essentially a synchronous requedy/icialog. The data flow is essentially a
1-way asynchronous flow.

These differences are critical. When we talk about perfoiceait applieonly to data flows. It's
pathological to design a one-time control dialog to be fa8ien we talk about the cost of serialization,
thus, this only applies to the data flow. The cost of encodiegpdding the control flow could be huge,
and for many cases it would not change a thing. So, we encadeotasing "Cheap”, and we encode
data flows using "Nasty".

Cheap is essentially synchronous, verbose, descriptinEflexible. A Cheap message is full of rich
information that can change for each application. Your geadesigner is to make this information easy
to encode and to parse, trivial to extend for experimemaiiogrowth, and highly robust against change
both forwards and backwards. The Cheap part of a protoc&slbke this:

- It uses a simple self-describing structured encoding fta,dze it XML, JSON, HTTP-style headers,
or some other. Any encoding is fine so long as there are staisttaple parsers for it in your target
languages.

« It uses a straight request-reply model where each requsst siaccess/failure reply. This makes it
trivial to write correct clients and servers for a Cheapatial

- It doesn'ttry, even marginally, to be fast. Performancestidenatter when you do something once or
a few times per session.

A Cheap parser is something you take off the shelf, and thiata dt. It shouldn’t crash, shouldn’t leak
memory, should be highly tolerant, and should be relatigatyple to work with. That's it.

Nasty however is essentially asynchronous, terse, saentjnflexible. A Nasty message carries minimal
information that practically never changes. Your goal asgieer is to make this information ultrafast to
parse, and possibly even impossible to extend and experinitgm The ideal Nasty pattern looks like
this:

- It uses a hand-optimized binary layout for data, where elgng precisely crafted.

- It uses a pure asynchronous model where one or both peerslaendithout acknowledgments (or if
they do, they use sneaky asynchronous techniques liket-trasiéd flow control).

- It doesn'ttry, even marginally, to be friendly. Performaris all that matters when you are doing
something several million times per second.

A Nasty parser is something you write by hand, which writeseads bits, bytes, words, and integers
individually and precisely. It rejects anything it doedike, does no memory allocations at all, and never
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crashes.

Cheap and Nasty isn't a universal pattern; not all protokaig this dichotomy. Also, how you use
Cheap and Nasty will depend. In some cases, it can be twogfatsingle protocol. In other cases it can
be two protocols, one layered on top of the other.

6.7.2. GMQ Framing

The simplest and most widely used serialization format ff@applications is @MQ’s own multi-part
framing. For example, here is how the Majordomo Protocap(Htfc.zeromq.org/spec:7) defines a
request:

Frame
Frame
Frame

Empty frame

"MDPWO1" (six bytes, representing MDP/Worker v0.1 )
0x02 (one byte, representing REQUEST)

Frame Client address (envelope stack)

Frame 4: Empty (zero bytes, envelope delimiter)

Frames 5+: Request body (opaque binary)

ARwdhdROQ

To read and write this in code is easy. But this is a classiogkaof a control flow (the whole of MDP
is, really, since it's a chatty request-reply protocol). &dlwe came to improve MDP for the second
version, we had to change this framing. Excellent, we brdkexgsting implementations!

Backwards compatibility is hard, but using @MQ framing fontrol flowsdoes not helpHere’s how |
should have designed this protocol if I'd followed by own eév(and I'll fix this in the next version). It's
splitinto a Cheap part and a Nasty part, and uses the IMQriigataiseparate these:

Frame 0: "MDP/2.0" for protocol name and version
Frame 1: command header
Frame 2: command body

Where we'd expect the parse the command header in the vanieusiediaries (client API, broker, and
worker API), and pass the command body untouched from agifditto application.

6.7.3. Serialization Languages

Serialization languages have their fashions. XML used tbipeas in popular, then it got big as in
over-engineered, and then it fell into the hands of "Enfseainformation Architects" and it's not been
seen alive since. Today’s XML is the epitome of "somewhertbat mess is small, elegant language
trying to escape”.

Still XML, was way, way better than its predecessors whiatiuided such monsters as the Standard
Generalized Markup Language (SGML), which in turn were d boeeze compared to mind-torturing
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beasts like EDIFACT. So the history of serialization langemseems to be of gradually emerging sanity,
hidden by waves of revolting EIAs doing their best to holdwmtiteir jobs.

JSON popped out of the JavaScript world as a quick-and-didyather resign than use XML here"
way to throw data onto the wire and get it back again. JSONsisminimal XML expressed, sneakily, as
JavaScript source code.

Here’s a simple example of using JSON in a Cheap protocol:

"protocol": {
"name": "MTL",
"version™: 1

h

"virtual-host": "test-env"

The same in XML would be (XML forces us to invent a single tepél entity):

<command>
<protocol name = "MTL" version = "1" />
<virtual-host>test-env</virtual-host>
</command>

And using plain-old HTTP-style headers:

Protocol: MTL/1.0
Virtual-host: test-env

These are all pretty equivalent so long as you don’t go owanbwith validating parsers, schemas and
such "trust us, this is all for your own good" nonsense. A @heialization language gives you space
for experimentation for free ("ignore any elements/atiréis/headers that you don’t recognize"), and it's
simple to write generic parsers that e.g. thunk a commandiimiash table, or vice-versa.

However it's not all roses. While modern scripting languagepport JSON and XML easily enough,
older languages do not. If you use XML or JSON, you createtneial dependencies. It's also
somewhat of a pain to work with tree-structured data in alageg like C.

So you can drive your choice according to the languages g@irning for. If your universe is a scripting
language then go for JSON. If you are aiming to build protedot wider system use, keep things simple
for C developers and stick to HTTP-style headers.

6.7.4. Serialization Libraries

The msgpack.org site say$t’s like JSON. but fast and small. MessagePack is an effitigary
serialization format. It lets you exchange data among rpldtianguages like JSON but it's faster and
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smaller. For example, small integers (like flags or error epdre encoded into a single byte, and typical
short strings only require an extra byte in addition to thergjs themselves.

I’'m going to make the perhaps unpopular claim that "fast andll are features that solve
non-problems. The only real problem that serializatiordlites solve is, as far as | can tell, the need to
document the message contracts and actually serializeécdatel from the wire.

Let’s start with "fast and small". It's based on a two-pagwanent. First, that making your messages
smaller, and that reducing CPU cost for encoding and degosiithmake a significant different to your
application’s performance. Second, that this equallydvatiross-the-board to all messages.

But most real applications tend to fall into one of two catéegm Either the speed of serialization and
size of encoding is marginal compared to other costs, sudatabase access or application code
performance. Or, network performance really is critical] ghen all significant costs occur in a few
specific message types.

Thus, aiming for "fast and small" across the board is a fatgamization. You neither get the easy
flexibility of Cheap for your infrequent control flows, nor gou get the brutal efficiency of Nasty for

your high-volume data flows. Worse, the assumption that elisages are equal in some way can corrupt
your protocol design. Cheap and Nasty isn't only about Seaition strategies, it's also about
synchronous vs. asynchronous, error handling, and theo€obange.

My experience is that most performance problems in meskaged applications can be solved by (a)
improving the application itself and (b) hand-optimizitgthigh-volume data flows. And to
hand-optimize your most critical data flows, you need to tHe®w and exploit facts about your data,
which is something general-purpose serializers cannot do.

Now to documentation: the need to write our contracts eitjyliand formally, not in code. This is a
valid problem to solve, indeed one of the main ones if we'rbuitd a long-lasting large-scale
message-based architecture.

Here is how we describe a typical message using the MesselgiPa

message Person {
1: string surname
2: string firsthame
3: optional string email

}

Now, the same message using the protobufs IDL:

message Person {
required string surname = 1;
required string firstname = 2;
optional string email = 3;
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It works but in most practical cases, wins you little over aadzation language backed by decent
specifications written by hand or produced mechanicallyl(@eme to this). The price you'll pay is an
extra dependency, and quite probably, worse overall padace than if you used Cheap and Nasty.

6.7.5. Hand-written Binary Serialization

As you'll gather from this book, my preferred language fosteyns programming is C (upgraded to C99,
with a constructor/destructor APl model and generic cortes). There are two reasons | like this
modernized C language: firstly, I'm too weak-minded to leairig language like C++. Life just seems
filled with more interesting things to understand. Secoridind that this specific level of manual

control lets me produce better results, and faster.

The point here isn't C vs. C++ but the value of manual conwohigh-end professional users. It's no
accident that the best cars and cameras and espresso nsdoftmeworld have manual controls. That
level of on-the-spot fine-tuning often makes the differelmesveen world-class success, and second-best.

When you are really, truly, concerned about the speed ddlsgaiion and/or the size of the result (often
these contradict each other), you need hand-written biseniglization, in other words, let’s hear it for
Mr. Nasty!

Your basic process for writing an efficient Nasty encoderddier (codec) is:

+ Build representative data sets and test applications #masitess-test your codec.
« Write a first dumb version of the codec.

- Test, measure, improve, and repeat until you run out of tintéa money.

Here are some of the techniques we use to make our codecs bette

- Use a profilerThere’s simply no way to know what your code is doing until yeiprofiled it, for
function counts and for CPU cost per function. Once you findrymt-spots, fix them.

- Eliminate memory allocation©n a modern Linux kernel the heap is very fast, but it's dhid t
bottleneck in most naive codecs. On older kernels the heape#ragically slow. Use local variables
(the stack) instead of the heap where you can.

- Test on different platforms and with different compilersl@ompiler optionsApart from the heap,
there are many other differences. You need to learn the nmes, @nd allow for these.

- Use state to compress bettdiyou are concerned about codec performance, you are abhefisitely
sending the same kinds of data many times. There will be @ahury between instances of data. You
can detect these, and use that to compress (e.g. a shortlvatueeans "same as last time").
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+ Know your dataThe best compression techniques (in terms of CPU cost fopaotness) require
knowing about the data. For example the techniques to casprevord list, a video, and a stream of
stock market data are all different.

- Be ready to break the ruleBo you really need to encode integers in big-endian netwgt& brder?
x86 and ARM account for almost all modern CPUs, yet use {étieian (ARM is actually bi-endian
but Android, like Windows and iOS, is little-endian).

6.7.6. Code Generation

Reading the previous two sections, you might have wondé&ced)d | write my own IDL generator that
was better than a general-purpose one?" If this thought @raaddnto your mind, it probably left pretty
soon after, chased by dark calculations about how much viatketctually involved.

What if | told you of a way to build custom IDL generators chiyeand quickly? A way to get perfectly
documented contracts, code that is as evil and domainfgpasiyou need, and all you need to do is sign
away your soulyho ever really used that, amiritg@ght here...

At iMatix, until a few years ago, we used code generation itdlaver larger and more ambitious
systems until we decided the technology (GSL) was too dangdor common use, and we sealed the
archive and locked it, with heavy chains, in a deep dungeatfl, We actually posted it on github. If you
want to try the examples that are coming up, grab the repg<itttps://github.com/imatix/gsl) and build
yourself agsl command. Typing "make" in the src subdirectory should darid(if you're that guy who
loves Windows, I'm sure you'll send a patch with project fjles

This section isn’t really about GSL at all, but about a usafud little-known trick that’s useful for
ambitious architects who want to scale themselves, as wéliedr work. Once you learn the trick is, you
can whip up your own code generators in a short time. The cedergtors most software engineers
know about come with a single hard-coded model. For instdRagel'compiles executable finite state
machines from regular languages:e. Ragel's model is a regular language. This certainlgkador a
good set of problems but it’s far from universal. How do yosatée an APl in Ragel? Or a project
makefile? Or even a finite-state machine like the one we useedign the Binary Star pattern in Chapter
4?

All these would benefit from code generation, but there’s migersal model. So the trick is to design
your own models as you need them, then make code generathis@s compilers for that model. You
need some experience in how to make good models, and you rieeldremlogy that makes it cheap to
build custom code generators. Scripting languages likeaiPerPython are a good option. However we
actually built GSL specifically for this, and that's what leffer.

Let's take a simple example that ties into what we alreadykivge’ll see more extensive examples
later, because | really do believe that code generatioruisarknowledge for large-scale work. In
Chapter 4, we developed the Majordomo Protocol (MDP) (Htfp:zeromq.org/spec:7), and wrote
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clients, brokers, and workers for that. Now could we gemattadse pieces mechanically, by building our
own interface description language and code generators?

When we write a GSL model, we can usey semantics we like, in other words we can invent
domain-specific languages on the spot. I'll invent a couglee-if you can guess what they represent:

slideshow
name = Cookery level 3
page
titte = French Cuisine
item = Overview
item = The historical cuisine
item = The nouvelle cuisine

item = Why the French live longer
page

titte = Overview

item = Soups and salads

item Le plat principal

item = BA©chamel and other sauces

item Pastries, cakes, and quiches

item SoufflA© - cheese to strawberry

How about this one:

table
name = person
column
name = firstname
type = string
column
name = lastname
type = string
column

name = rating
type = integer

The first we could compile into a presentation. The secord,3QL to create and work with a database
table. So for this exercise our domain language, our modakists of "classes" that contain "messages'
that contain "fields" of various types. It's deliberatelyrfidiar. Here is the MDP client protocol:

<class name = "mdp_client">
MDP/Client
<header>
<field name = "empty" type = "string" value = "™
>Empty frame</field>
<field name = "protocol" type = "string" value = "MDPCO01"
>Protocol identifier</field>
</header>
<message name = 'request">
Client request to broker
<field name = "service" type = "string">Service name</fiel d>
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<field name = "body" type = "frame">Request body</field>

</message>
<message name = "reply">
Response back to client
<field name = "service" type = "string">Service name</fiel
<field name = "body" type = "frame">Response body</field>

</message>
</class>

And here is the MDP worker protocol:

<class name = "mdp_worker">
MDP/Worker
<header>
<field name = "empty" type = "string" value =
>Empty frame</field>

<field name = "protocol" type = "string" value = "MDPWO01"
>Protocol identifier</field>
<field name = "id" type = "octet">Message identifier</fiel
</header>

<message name = "ready" id = "1">
Worker tells broker it is ready
<field name = "service" type = "string">Service name</fiel

</message>
<message name = "request" id = "2">
Client request to broker
<field name = "client" type = "frame">Client address</fiel
<field name = "body" type = "frame">Request body</field>

</message>
<message name = "reply" id = "3">

Worker returns reply to broker

<field name = "client" type = "frame">Client address</fiel

<field name = "body" type = "frame">Request body</field>
</message>

<message name = "hearbeat" id = "4">
Either peer tells the other it's still alive

</message>
<message name = "disconnect" id = "5">
Either peer tells other the party is over
</message>
</class>

d>

d>

d>

d>

d>

GSL uses XML as its modeling language. XML has a poor reputatiaving been dragged through too
many enterprise sewers to smell sweet, but it has some gbasitives, as long as you keep it simple.

Any way to write a self-describing hierarchy of items andibtttes would work.

Now here is a short IDL generator written in GSL that turnspuatocol models into documentation:

#  Trivial IDL generator (specs.gsl)

M
.output "$(class.name).md"
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## The $(string.trim (class.?”):left) Protocol
for message

frames = count (class->header.field) + count (field)

A $(message.NAME) command consists of a multi-part message of $(frames)
frames:

for class->header.field

. if name = "id"
* Frame $(item ()): Ox$(message.id:%02x) (1 byte, $(message .NAME))
. else
* Frame $(item ()): "$(value:)" ($(string.length ("$(value ™)\
bytes, $(field.:))
endif

endfor

index = count (class->header.field) + 1

for field

* Frame $(index): $(field.?”) \
if type = "string"
(printable string)
elsif type = "frame"
(opaque binary)

index += 1
else
echo "E: unknown field type: $(type)"
endif
index += 1
endfor

.endfor

The XML models and this script are in the subdirectory exasi{thapter6. To do the code generation |
give this command:

gsl -script:specs mdp_client.xml mdp_worker.xml

Here is the Markdown text we get for the worker protocol:

## The MDP/Worker Protocol

A READY command consists of a multi-part message of 4
frames:

* Frame 1: "™ (0 bytes, Empty frame)

* Frame 2: "MDPWO01" (6 bytes, Protocol identifier)
* Frame 3: 0x01 (1 byte, READY)

* Frame 4: Service name (printable string)

A REQUEST command consists of a multi-part message of 5
frames:

* Frame 1: "™ (0 bytes, Empty frame)
* Frame 2: "MDPWO01" (6 bytes, Protocol identifier)
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* Frame 3: 0x02 (1 byte, REQUEST)
* Frame 4: Client address (opaque binary)
* Frame 6: Request body (opaque binary)

A REPLY command consists of a multi-part message of 5
frames:

* Frame 1: "™ (0 bytes, Empty frame)

* Frame 2: "MDPWO01" (6 bytes, Protocol identifier)
* Frame 3: 0x03 (1 byte, REPLY)

* Frame 4: Client address (opaque binary)

* Frame 6: Request body (opaque binary)

A HEARBEAT command consists of a multi-part message of 3
frames:

* Frame 1: "™ (0 bytes, Empty frame)
* Frame 2: "MDPWO01" (6 bytes, Protocol identifier)
* Frame 3: 0x04 (1 byte, HEARBEAT)

A DISCONNECT command consists of a multi-part message of 3
frames:

* Frame 1: "™ (0 bytes, Empty frame)
* Frame 2: "MDPWO01" (6 bytes, Protocol identifier)
* Frame 3: 0x05 (1 byte, DISCONNECT)

Which as you can see is close to what | wrote by hand in ther@igipec. Now, if you have cloned the
Guide repository and you are looking at the code in examPlesgster6, you can generate the MDP
client and worker codecs. We pass the same two models toeaatitfcode generator:

gsl -script:codec_c mdp_client.xml mdp_worker.xml

Which gives us mdp_client and mdp_worker classes. ActiMIP is so simple that it's barely worth

the effort of writing the code generator. The profit comesmwve want to change the protocol (which
we did for the standalone Majordomo project). You modify pinetocol, run the command, and out pops
more perfect code.

Thecodec_c.gsl code generator is not short, but the resulting codecs aré lmetter than the
hand-written code | originally put together for Majordonf@r instance the hand-written code had no
error checking, and would die if you passed it bogus messages

I’'m now going to explain the pros and cons of GSL-powered nmiodiented code generation. Power
does not come for free and one of the greatest traps in oundmssis the ability to invent concepts out of
thin air. GSL makes this particularly easy, so can be a pdaity dangerous tool.

Do not invent conceptd he job of a designer is to remove problems, not to add featur
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So, first, the advantages of model-oriented code generation

You can create 'perfect’ abstractions that map to your realdv So, our protocol model maps 100%
to the 'real world’ of Majordomo. This would be impossibletidut the freedom to tune and change
the model in any way.

You can develop these perfect models quickly and cheaply.

You can generatanytext output. From a single model you can create documentat@de in any
language, test tools, literally any output you can think of.

You can generate (and | mean this literaligrfectoutput since it's cheap to improve your code
generators to any level you want.

You get a single source that combines specifications andre&sa

You can leverage a small team to a massive size. At iMatix weyred the million-line OpenAMQ
messaging product out of perhaps 85K lines of input modetdiding the code generation scripts
themselves.

Now the disadvantages:

You add tool dependencies to your project.
You may get carried away and create models for the pure joyeaiting them.
You may alienate newcomers to your work, who will see "steastyff".

You may give people a strong excuse to not invest in your ptoje

Cynically, model-oriented abuse works great in environte@rmere you want to produce huge amounts
of perfect code that you can maintain with little effort, amkich no-one can ever take away from you.
Personally, | like to cross my rivers and move on. But if Idegm job security is your thing, this is
almost perfect.

So if you do use GSL and want to create open communities arpoundwork, here is my advice:

Use only where you would otherwise be writing tiresome cogladnd.
Design natural models that are what people would expectto se
Write the code by hand first so you know what to generate.

Do not overuse. Keep it simpl&o not get too meta!!

Introduce gradually into a project.

Put the generated code into your repositories.

We’re already using GSL in some projects around @MQ, for edlarthe high-level C binding, CZMQ,
uses GSL to generate the socket options class (zsockop@0Air3e code generator turns 78 lines of
XML model into 1,500 lines of perfect but really boring codéat’'s a good win.
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6.8. Transferring Files

Let’s take a break from the lecturing and get back to our firg¢ land the reason for doing all of this:
code.

"How do | send a file?" is a common question on the @MQ mailiatsliNot surprising, because file
transfer is perhaps the oldest and most obvious type of miegssésending files around networks has
lots of use-cases apart from annoying the copyright cas@4Q is very good, out of the box, at sending
events and tasks but less good at sending files.

I've promised, for a year or two, to write a proper explanatidere’s a gratuitous piece of information
to brighten your morning: the word "proper" comes from thehaic French "propre" which means
“clean". The dark age English common folk, not being familiéh hot water and soap, changed the
word to mean "foreign" or "upper-class”, as in "that’s profp@d!" but later the word meant just "real",
as in "that’s a proper mess you've gotten us into!"

So, file transfer. There are several reasons you can't jaktyp a random file, blindfold it, and shove it
whole into a message. The most obvious being that despitelde®f determined growth in RAM sizes
(and who among us old-timers doesn’t fondly remember saymfpr that 1,014-byte memory extension
card?!), disk sizes obstinately remain much larger. Evareitould send a file with one instruction (say,
using a system call like sendfile), we'd hit the reality thetworks are not infinitely fast, nor perfectly
reliable. After trying to upload a large file several timesaosiow flaky network (WiFi, anyone?), you'll
realize that a proper file transfer protocol needs a way towexdrom failures. That is, a way to send
only the part of a file that wasn’t yet received.

Finally, after all this, if you build a proper file server, ybmotice that simply sending massive amounts
of data to lots of clients creates that situation we like tt @athe technical parlancesérver went
belly-up due to all available heap memory being eaten by alpatesigned applicatich A proper file
transfer protocol needs to pay attention to memory use.

We'll solve these problems properly, one by one, which stitnalpefully get us to a good and proper file
transfer protocol running over @MQ. First, let’s generalgaB test file with random data (real
power-of-two-giga-like-Von-Neumman-intended, not takd silicon ones the memory industry likes to
sell):

dd if=/dev/urandom of=testdata bs=1M count=1024

This is large enough to be troublesome when we have lotsaritsliasking for the same file at once, and
on many machines, 1GB is going to be too large to allocate imoamg anyhow. As a base reference, let's
measure how long it takes to copy this file from disk back té.dihis will tell us how much our file
transfer protocol adds on top (including 'network’ costs):

$ time cp testdata testdata2

real 0m7.143s
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user 0m0.012s
Sys 0m1.188s

The 4-figure precision is misleading; expect variationss#foither way. This is just an "order of
magnitude" measurement.

Here’s our first cut at the code, where the client asks forekedata and the server just sends it, without
stopping for breath, as a series of messages, where eachgadssdds one 'chunk’:

Example 6-1. File transfer test, model 1 (fileiol.lua)

(This example still needs translation into Lua)

It's pretty simple but we already run into a problem: if we déoo much data to the ROUTER socket,
we can easily overflow it. The simple but stupid solution iptd an infinite high-water mark on the
socket. It's stupid because we now have no protection agexhgausting the server’s memory. Yet
without an infinite HWM we risk losing chunks of large files.

Try this: set the HWM to 1,000 (in @MQ/3.x this is the defaalt)d then reduce the chunk size to 100K
so we send 10K chunks in one go. Run the test, and you'll sevénfinishes. As the zmq_socket[3]
man page says with cheerful brutality, for the ROUTER sack&¥1iQ_HWM option action: Drof

We have to control the amount of data the server sends up-frbare’s no point in it sending more than
the network can handle. Let’s try sending one chunk at a timhis version of the protocol, the client
will explicitly say,"give me chunk N", and the server willtéd that specific chunk from disk and send it.

Here’s the improved second model, where the client asksrferchunk at a time, and the server only
sends one chunk for each request it gets from the client:

Example 6-2. File transfer test, model 2 (fileio2.lua)

(This example still needs translation into Lua)

It is much slower now, because of the to-and-fro chattingvben client and server. We pay about 300
microseconds for each request-reply round-trips, on d loopa connection (client and server on the
same box). It doesn’t sound like much but it adds up quickly:

$ time .ffileiol
4296 chunks received, 1073741824 bhytes

real 0m0.669s
user 0mO0.056s
Sys 0m1.048s

$ time .ffileio2
4295 chunks received, 1073741824 bytes
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real 0m2.389s
user 0m0.312s
Sys 0m2.136s

There are two valuable lessons here. First, while requegsy-is easy, it's also too slow for high-volume
data flows. Paying that 300 microseconds once would be firygndPa for every single chunk isn’t
acceptable, particularly on real networks with latencigseshaps 1,000 times higher.

The second point is something I've said before but will répi#a incredibly easy to experiment,
measure, and improve our protocols over AMQ. And when thead@®mething comes way down, you
can afford a lot more of it. Do learn to develop and prove yaotgcols in isolation: I've seen teams
waste time trying to improve poorly-designed protocolg tra too deeply embedded in applications to
be easily testable or fixable.

Our model 2 file transfer protocol isn’'t so bad, apart fronfgpenance:

- It completely eliminates any risk of memory exhaustion. Tove that we set the high-water mark to 1
in both sender and receiver.

- It lets the client choose the chunk size, which is useful bseaf there’s any tuning of the chunk size
to be done, for network conditions, for file types, or to reeloemory consumption further, it's the
client that should be doing this.

. It gives us fully restartable file transfers.

- It allows the client to cancel the file transfer at any pointimne.

If we just didn’t have to do a request for each chunk, it'd besahle protocol. What we need is a way for
the server to send multiple chunks, without waiting for thert to request or acknowledge each one.
What are the options?

- The server could send 10 chunks at once, then wait for a samddeowledgment. That's exactly like
multiplying the chunk size by 10, so pointless. And yes,jits as pointless for all values of 10.

- The server could send chunks without any chatter from tleathut with a slight delay between each
send, so that it would send chunks only as fast as the netvoaild andle them. This would require
the server to know what's happening at the network layerciveounds like hard work. It also breaks
layering horribly. And what happens if the network is reddlgt but the client itself is slow? Where are
chunks queued then?

- The server could try to spy on the sending queue, i.e. see llbivi§, and send only when the queue
isn’t full. Well, dMQ doesn’t allow that because it doesn'dik, for the same reason as throttling
doesn’'t work. The server and network may be more than fasigindut the client may be a slow
little device.

- We could modify libzmq to take some other action on reachiighNH Perhaps it could block? That
would mean that a single slow client would block the wholeszegrso no thank you. Maybe it could
return an error to the caller? Then the server could do sangesimart like... well, there isn’t really
anything it could do that's any better than dropping the ragss
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Apart from being complex and variously unpleasant, nonée$e¢ options would even work. What we
need is a way for the client to tell the server, asynchronpoast! in the background, that it’s ready for
more. Some kind of asynchronous flow control. If we do thistjiglata should flow without interruption
from the server to the client, but only as long as the clien¢@ling it. Let’s review our three protocols.
This was the first one:

fetch

chunk 1
chunk 2
chunk 3

And the second introduced a request for each chunk:

fetch chunk 1
send chunk 1
fetch chunk 2
send chunk 2
fetch chunk 3
send chunk 3
fetch chunk 4

Now - waves hands mysteriously - here’s a changed protoabfittes the performance problem:

fetch chunk 1
fetch chunk 2
fetch chunk 3
send chunk 1
fetch chunk 4
send chunk 2
send chunk 3

It looks suspiciously similar. In fact it's identical exdgpat we send multiple requests without waiting
for areply for each one. This is a technique called "pipalifiiand it works because our DEALER and
ROUTER sockets are fully asynchronous.

Here’s the third model of our file transfer test-bench, wiiiefining. The client sends a number of
requests ahead (the "credit") and then each time it prosessmcoming chunk, it sends one more
credit. The server will never send more chunks than thetdfies asked for:

Example 6-3. File transfer test, model 3 (fileio3.lua)

(This example still needs translation into Lua)

What we've achieved here, with a little magic, is to take colnif the end-to-end pipeline including all
network buffers and @MQ queues at sender and receiver, ancetisure that pipeline is always filled

274



Chapter 6. The Human Scale

with data while never growing beyond a predefined limit. Mitvan that, the client decides exactly when
to send "credit" to the sender. It could be when it receivesumk, or when it has fully processed a
chunk. And this happens asynchronously, with no signifipantormance cost.

In the third model | chose a pipeline size of 10 messages (@a&sisage is a chunk). This will cost a
maximum of 2.5MB memory per client. So with 1GB of memory wa tandle at least 400 clients. We
can try to calculate the ideal pipeline size. It takes abous@conds to send the 1GB file, which is about
160 microseconds for a chunk. A round trip is 300 microsespsd the pipeline needs to be at least 3-5
to keep the server busy. In practice, | still got performaspikes with a pipeline of 5, probably because
the credit messages sometimes get delayed by outgoing3ta#d.10, it works consistently.

$ time .ffileio3
4291 chunks received, 1072741824 bytes

real 0mO0.777s
user 0m0.096s
Sys 0m1.120s

Do measure rigorously. Your calculations may be good butehéworld tends to have its own opinions.

What we've made is clearly not yet a real file transfer protdmat it proves the pattern and | think it is
the simplest plausible design. For a real working protoagthwant to add some or all of:

+ Authentication and access controls, even without enasypthe pointisn’t to protect sensitive data
but to catch errors like sending test data to productionessrv

- A Cheap-style request including file path, optional comgigas and other stuff we've learned is
useful from HTTP (such as If-Modified-Since).

- A Cheap-style response, at least for the first chunk, thatiges meta data such as file size (so the
client can pre-allocate and avoid unpleasant disk-fuliagions).

« The ability to fetch a set of files in one go, otherwise the pcot becomes inefficient for large sets of
small files.

- Confirmation from the client when it's fully received a file,tecover from chunks that might be lost
of the client disconnects unexpectedly.

So far, our semantic has been "fetch"; that is, the recigiratvs (somehow), that they need a specific
file, so they ask for it. The knowledge of which files exist, avttere they are is then passed out-of-band
(e.g. in HTTP, by links in the HTML page).

How about a "push" semantic? There are two plausible usesdasthis. First, if we adopt a centralized
architecture with files on a main "server" (not something #dvocating, but people do sometimes like
this), then it's very useful to allow clients to upload filesthe server. Second, it lets do a kind of
pub-sub for files, where the client asks for all new files of edype; as the server gets these, it forwards
them to the client.
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A fetch semantic is synchronous, while a push semantic is@spnous. Asynchronous is less chatty, so
faster. Also, you can do cute things likeubscribe to this pattso creating a publish-subscribe file
transfer architecture. That is so obviously awesome thablilsin’t need to explain what problem it
solves.

Still, here is the problem with the fetch semantic: that ofaband route to tell clients what files exist. No
matter how you do this, it ends up complex. Either clientsshtavpoll, or you need a separate pub-sub
channel to keep clients up to date, or you need user interacti

Thinking this through a little more, though, we can see th#tlf is just a special case of
publish-subscribe. So we can get the best of both worlds idehe general design:

« Fetch this path

- Here is credit (repeat)

To make this work (and we will, my dear readers), we need tolliteamore explicit about how we send
credit to the server. The cute trick of treating a pipelinfdch chunk” request as credit won't fly since
the client doesn’t know any longer what files actually existy large they are, anything. If the client
says, "I'm good for 250,000 bytes of data", this should wagkally for one file of 250K bytes, or 100
files of 2,500 bytes.

And this gives us "credit-based flow control", which effeety removes the need for HWMs, and any
risk of memory overflow.

6.9. Heartbeating

Just as a real protocol needs to solve the problem of flow ahittalso needs to solve the problem of
knowing whether a peer is alive or dead. This is not an issaeifipto IMQ. TCP has a long timeout
(30 minutes or so), that means that it can be impossible twkmuether a peer has died, been
disconnected, or gone on a weekend to Prague with a case kdiv@dedhead, and a large expense
account.

Heartbeating is not easy to get right, and as with flow coritticdn make the difference between a
working, and failing architecture. So using our standangragch, let’s start with the simplest possible
heartbeat design, and develop better and better desighe/aritave one with no visible faults.

6.9.1. Shrugging It Off

A decent first iteration is to do no heartbeating at all andvdiest actually happens. Many if not most
@MQ applications do this. AMQ encourages this by hiding pégemany cases. What problems does
this approach cause?

276



Chapter 6. The Human Scale

+ When we use a ROUTER socket in an application that trackspagpeers disconnect and reconnect,
the application will leak memory and get slower and slower.

« When we use SUB or DEALER-based data recipients, we cahthedifference between good
silence (there’s no data) and bad silence (the other end.dddten a recipient knows the other side
died, it can for example switch over to a backup route.

- If we use a TCP connection that stays silent for a long whileijll, in some networks, just die.
Sending something (technically, a "keep-alive" more thaerartbeat), will keep the network alive.

6.9.2. One-Way Heartbeats

So, our first solution is to sending a "heartbeat" message &ach node to its peers, every second or so.
When one node hears nothing from another, within some titn@eueral seconds, typically), it will treat
that peer as dead. Sounds good, right? Sadly no. This wodanie cases but has nasty edge cases in
other cases.

For PUB-SUB, this does work, and it’s the only model you caa 8B sockets cannot talk back to
PUB sockets, but PUB sockets can happily send "I'm alive"sagss to their subscribers.

As an optimization, you can send heartbeats only when tlsare real data to send. Furthermore, you
can send heartbeats progressively slower and slower yifonktactivity is an issue (e.g. on mobile
networks where activity drains the battery). As long as #w#ient can detect a failure (sharp stop in
activity), that's fine.

Now the typical problems with this design:

- It can be inaccurate when we send large amounts of data, lsgastheats will be delayed behind that
data. If heartbeats are delayed, you can get false timendtdiaconnections due to network
congestion. Thus, always tremtyincoming data as a heartbeat, whether or not the senderiapim
out heartbeats.

- While the PUB-SUB pattern will drop messages for disappezeipients, PUSH and DEALER
sockets will queue them. So, if you send heartbeats to a dsgrgland it comes back, it'll get all the
heartbeats you sent. Which can be thousands. Whoa, whoa!

- This design assumes that heartbeat timeouts are the saoss #oe whole network. But that won't be
accurate. Some peers will want very aggressive heartrggati detect faults rapidly. And some will
want very relaxed heart-beating, to let sleeping netwagksahd save power.

6.9.3. Ping-Pong Heartbeats

Our third design uses a ping-pong dialog. One peer sendgiapmmand to the other, which replies
with a pong command. Neither command has any payload. Pidjp@ngs are not correlated. Since the
roles of "client" and "server" are often arbitrary, we sfethat either peer can in fact send a ping and
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expect a pong in response. However, since the timeouts depenetwork topologies known best to
dynamic clients, it is usually the client which pings theveer

This works for all ROUTER-based brokers. The same optirianatwe used in the second model make
this work even better: treat any incoming data as a pong, alydsend a ping when not otherwise
sending data.

6.10. State Machines

Software engineers tend to treat (finite) state machinekamlaf intermediary interpreter. That is, you
take a regular language and compile that into a state madhiere execute the state machine. The state
machine itself is rarely visible to the developer: it's ateimal representation, optimized, compressed,
and bizarre.

However it turns out that state machines are also valuatddiest-class modeling languages for protocol
handlers, i.e. @MQ clients and servers. ZMQ makes it rathgy & design protocols, but we've never
defined a good pattern for writing those clients and serverggaly.

A protocol has at least two levels:

- How we represent individual messages on the wire.

- How messages flow between peers, and the significance of ezgdage.

We've seen in this chapter how to produce codecs that haad#igation. That's a good start. But if we
leave the second job to developers, that gives them a lotoofi to interpret. As we make more

ambitious protocols (file transfer + heart-beating + crediuthentication), it becomes less and less sane
to try to implement clients and servers by hand.

Yes, people do this almost systematically. But the costhigite and they’re avoidable. I'll explain how
to model protocols using state machines, and how to geneeateand solid code from those models.

My experience with using state machines as a software eatitn tool dates to 1985 and my first real
job making tools for application developers. In 1991 | tudtieat knowledge into a free software tool
called Libero, which spat out executable state machines &simple text model.

The thing about Libero’s model was that it was readable. igou described your program logic as
named states, each accepting a set of events, each doingealm®rk. The resulting state machine
hooked into your application code, driving it like a boss.

Libero was charmingly good at its job, fluent in many langusagad modestly popular given the
enigmatic nature of state machines. We used Libero in angiozens of large distributed applications,

278



Chapter 6. The Human Scale

one of which was finally switched off in 2011. State-machirieah code construction worked so well
that it's somewhat impressive this approach never hit thimstrgam of software engineering.

So in this section I'm going to explain Libero’s model, andsthow to use it to generate IMQ clients
and servers. We'll use GSL again but like | said, the priregfdre general and you can put together code
generators using any scripting language.

As a worked example let's see how to carry-on a stateful dialith a peer on a ROUTER socket. We'll
develop the server using a state machine (and the clientriy) /e have a simple protocol that I'll call
"NOM". I'm using the oh-so-very-serious keywords for unfmeols (http://unprotocols.org/blog:2)
proposal:

nom-protocol = open-peering * Use-peering
open-peering = C:OHAI ( S:OHAI-OK / SIWTF )
use-peering = C:ICANHAZ

/ S:CHEEZBURGER
/ C:HUGZ S:HUGZ-OK
/ SIHUGZ C:HUGZ-OK

I've not found a quick way to explain the true nature of statechine programming. In my experience, it
invariably takes a few days of practice. After three or foaysl exposure to the idea there is a
near-audible ‘click!” as something in the brain connecksted pieces together. We'll make it concrete by
looking at the state machine for our NOM server.

A useful thing about state machines is that you can read thete Isy state. Each state has a unique
descriptive name, and one or maeentswhich we list in any order. For each event we perform zero or
moreactions and we then move toext statgor stay in the same state).

In a @MQ protocol server, we have a state machine instpacelient That sounds complex but it isn't,
as we'll see. We describe our first state (Start) as havingralie event, "OHAI". We check the user’s
credentials and then arrive in the Authenticated skageife 6-1.

Figure 6-1. The 'Start’ State

= ]

OHAI 4 [ Authenticated ]

Check Credentials
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The Check Credentials action produces either an "ok’ or emoreevent. It’s in the Authenticated state
that we handle these two possible events, by sending angereply back to the clierfi{gure 6-3.
If authentication failed, we return to the Start state wtikeeclient can try again.

Figure 6-2. The 'Authenticated’ State

[ Authenticated ]
ok P[ Ready ]
Send OHAI GK
error }{ Start ]
Send WTF

When authentication has succeeded, we arrive in the Reatdy Blere we have three possible events: an
ICANHAZ or HUGZ message from the client, or a heartbeat tieantgigure 6-3.

Figure 6-3. The 'Ready’ State

™ ]

ICANHAZ 4 [ Ready ]

Send CHEEZBURGER

HUGZ 4 [ Ready ]

Send HUGZ OK

heartbeat 4 [ Ready ]

Send HUGZ

There are a few more things about this state machine modeathavorth knowing:

- Events in upper case (like "HUGZ") are 'external eventst tmanme from the client as messages.
- Events in lower case (like "heartbeat") are 'internal esgmrroduced by code in the server.

« The "Send SOMETHING" actions are shorthand for sending aipeeply back to the client.
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- Events that aren’t defined in a particular state are silégtipred.

Now, the original source for these pretty pictures is an XMadal:

<class name = "nom_server" script = "server_c">

<state name = "start">
<event name = "OHAI" next = "authenticated">
<action name = "check credentials" />
</event>
</state>

<state name = "authenticated">
<event name = "ok" next = "ready">
<action name = "send" message ="OHAI-OK" />
</event>
<event name = "error" next = "start">
<action name = "send" message
</event>
</state>

"WTF" />

<state name = "ready">

<event name = "ICANHAZ">

<action name = "send" message = "CHEEZBURGER" />
</event>
<event name = "HUGZ">

<action name = "send" message = "HUGZ-OK" />
</event>

<event name = "heartbeat">
<action name = "send" message = "HUGZ" />
</event>
</state>
</class>

The code generator is in examples/Chapter6/server_Lt.gsh fairly complete tool that I'll use and
expand for more serious work later. It generates:

- Aserver class in C (nom_server.c, nom_server.h) that imeigs the whole protocol flow.
« A selftest method that runs the selftest steps listed in k& Xle.

- Documentation in the form of graphics (the pretty pictures)

Here’s a simple C main program that starts the generated N

#include "czmg.h"
#include "nom_server.h"

int main (int argc, char xargv [])

{
printf ("Starting NOM protocol server on port 6000...\n");

nom_server_t  xserver = nom_server_new ();
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nom_server_bind (server, "tcp:// *:6000");
nom_server_wait (server);

nom_server_destroy (&server);

return O;

The generated nom_server class is a fairly classic modsickpts client messages on a ROUTER
socket. The first frame on every request is the client’s itierithe server manages a set of clients, each
with state. As messages arrive, it feeds these as 'everitsetstate machine. Here’s the core of the state
machine, as a mix of GSL commands and the C code we intend &rafen

client_execute (client_t +self, int event)
{
self->next_event = event;
while (self->next_event) {
self->event = self->next_event;
self->next_event = 0;
switch (self->state) {
for class.state
case $(name:c)_state:

for event
if index () > 1
else
endif
if (self->event == $(name:c)_event) {
for action
if name = "send"
zmsg_addstr (self->reply, "$(message:)");
else
$(name:c)_action (self);
endif
endfor

if defined (event.next)
self->state = $(next:c)_state;

endif
}
endfor
break;
.endfor
}
if (zmsg_size (self->reply) > 1) {
zmsg_send (&self->reply, self->router);
self->reply = zmsg_new ();
zmsg_add (self->reply, zframe_dup (self->address));
}
}
}

Each client is held as an object with various propertieduthiag the variables we need to represent a
state machine instance:
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event_t next_event; /I Next event
state_t state; /I Current state
event_t event; /I Current event

You will see by now that we are generating technically-peré@de that has the precise design and shape
we want. The only clue that the nom_server class isn’'t hantlen is that the code i®o good People

who complain that code generators produce poor code arewdlyiused to poor code generators. It is
trivial to extend our model as we need it. For example, hdres we generate the selftest code.

First, we add a "selftest" item to the state machine and writdests. We're not using any XML
grammar or validators so it really is just a matter of openhrgeditor and adding half-a-dozen lines of
text:

<selftest>
<step send = "OHAI" body = "Sleepy" recv = "WTF" />
<step send = "OHAI" body = "Joe" recv = "OHAI-OK" />
<step send "ICANHAZ" recv = "CHEEZBURGER" />
<step send = "HUGZ" recv = "HUGZ-OK" />
<step recv = "HUGZ" />

</selftest>

Designing on the fly, | decided that "send" and "recv" wereca mvay to express "send this request, then
expect this reply". Here’s the GSL code that turns this motelreal code:

for class->selftest.step

if defined (send)

msg = zmsg_new ();

zmsg_addstr (msg, "$(send:)");
if defined (body)

zmsg_addstr (msg, "$(body:)");
endif

zmsg_send (&msg, dealer);

endif

if defined (recv)

msg = zmsg_recv (dealer);

assert (msg);

command = zmsg_popstr (msg);
assert (streq (command, "$(recv:)"));
free (command);

zmsg_destroy (&msg);

endif

.endfor

Finally, one of the more tricky but absolutely essentiatpaf any state machine generatoh@w do |
plug this into my own code®&s a minimal example for this exercise | wanted to implembattheck
credentials" action by accepting all OHAIs from my frien& Jéli Joe!) and reject everyone else’s

283



Chapter 6. The Human Scale

OHAls. After some thought | decided to grab code directlyrirthe state machine model. So in
nom_server.xml, you'll see this:

<action name = "check credentials">
char *body = zmsg_popstr (self->request);
if (body && streq (body, "Joe"))
self->next_event = ok _event;
else
self->next_event = error_event;
free (body);
</action>

And the code generator grabs that custom code and insents ihie generated nom_server.c file:

for class.action

static void

$(name:c)_action (client_t *self) {
$(string.trim (.):)

}

.endfor

And now we have something quite elegant: a single sourcénfiedescribes my server state machine,
and which also contains the native implementations for ntipas. A nice mix of high-level and
low-level that is about 90% smaller than the C code.

Beware, as your head spins with notions of all the amazingythyou could produce with such leverage.
While this approach gives you real power, it also moves yoayafnom your peers, and if you go too far,
you'll find yourself working alone.

By the way, this simple little state machine design exposststhree variables to our custom code:
« self->next_event

- self->request

« self->reply

In the Libero state machine model there are a few more costlegt we've not used here, but which we
will need when we write larger state machines:

- Exceptions, which lets us write terser state machines. Vheaction raises an exception, further
processing on the event stops. The state machine can thae tefi to handle exception events.

- Defaults state, where we can define default handling forts@specially useful for exception events).
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6.11. Authentication using SASL

When we designed AMQP in 2007, we chose SASL
(http://en.wikipedia.org/wiki/Simple_Authenticatioand_Security Layer) for the authentication layer,
one of the ideas we took from the BEEP protocol framework. ISl8ks complex at first, but it's
simple and fits very nicely into a @MQ-based protocol. Whatfdeially like about SASL is that it's
scalable. You can start with anonymous access, or plairatgkentication and no security, and grow to
more secure mechanisms over time, without changing youopobone bit.

I’m not going to give a deep explanation now, since we’'ll S&&E in action somewhat later. But I'll
explain the principle so you're already somewhat prepared.

In the NOM protocol the client started with an OHAI commandhjeh the server either accepted ("Hi
Joe!") or rejected. This is simple but not scalable sinceesaand client have to agree upfront what kind
of authentication they’re going to do.

What SASL introduced, and which is genius, is a fully absgd@nd negotiable security layer that's still
easy to implement at the protocol level. It works as follows:

- The client connects.
- The server challenges the client, passing a list of sectmgchanisms" that it knows about.

« The client chooses a security mechanism that it knows abadtanswers the server’s challenge with
a blob of opaque data that (and here’s the neat trick) somerigesecurity library calculates and gives
to the client.

« The server takes the security mechanism the client chondehat blob of data, and passes it to its
own security library.

- The library either accepts the client's answer, or the seriallenges again.

There are a number of free SASL libraries. When we come toca, we'll implement just two
mechanisms, ANONYMOUS and PLAIN, which don’t need any saddiraries.

To support SASL we have to add an optional challenge/respstep to our "open-peering"” flow. Here is
what the resulting protocol grammar looks like (I'm modifgiNOM to do this):

secure-nom = open-peering * use-peering

open-peering = C:OHAI *( S:ORLY C:YARLY ) ( S:OHAI-OK / S:WTF )
ORLY = X mechanism challenge

mechanism = string

challenge = *OCTET

YARLY = mechanism response

response = *OCTET
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Where ORLY and YARLY contain a string (a list of mechanism©®IRLY, one mechanism in YARLY)
and a blob of opaque data. Depending on the mechanism, tta afiallenge from the server may be
empty. We don’t care a jot: we just pass this to the secubityatly to deal with.

The SASL RFC (http://tools.ietf.org/html/rfc4422) goesa detail about other features (that we don’t
need), the kinds of ways SASL could be attacked, and so on.

Unless you're a security geek, all you should care abougsrttpact on the protocol, which is as simple
as I've explained here.
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